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Preface

Development occurs in a series of overlapping stages and is influenced by experi-
ences. Traditionally, these stages are described as critical periods and sensitive
periods. During a critical period, environmental information is necessary for the
development of a given structure/function. Similarly, yet different, the brain is
responsive to environmental influences at a distinct stage in life during a sensitive
period. The terms sensitive and critical are not independent and likely reflect a
continuum of ways the immature brain is sculpted to match the demands of the
environment. Dr. Bill Greenough, a pioneer in this field, framed the issue of differing
influences of experience on maturation as a matter of dependency. Development of
certain aspects of the nervous system is either dependent on information to proceed
(experience-dependent) or expect the information to be present but recognizes that
unique experiences influence individual development (experience-expectant).
Within a sensitive period framework of how experience influences maturation,
critical periods are on one end of the continuum and sensitive periods are on the
other. Classically, critical period research was founded on the formation of ocular
dominance columns and sensory systems. Here, the brain requires (or depends on)
certain information (light) to develop within a defined period. Neurons make rele-
vant synaptic connections, and then prune based on functional validation. Informa-
tion that is idiosyncratic to the individual (e.g., diet, exercise, drug exposure, trauma)
leads to an accommodation of these events into the fabric of our being. It is important
to distinguish that the incorporation of experiences that occur during development is
permanent by altering brain structure and function; in adulthood, experiences typi-
cally lead to a transient, compensatory reaction that often return to a pre-experience
baseline of function with the passing of time.

This volume on sensitive periods is composed of chapters by authors interested in
defining, understanding, and manipulating what happens during sensitive periods.
The chapters will discuss how various factors influence brain development and how
unique periods of plasticity can be exploited to improve the quality of life.
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Traditional views are nuanced, or even challenged, and new viewpoints are intro-
duced as science enables more sophisticated analyses.

In the first part of the volume, basic studies are presented to suggest that sensitive
periods are not the result of the presence or absence of a single environmental event.
Rather, the brain is refined by convergent information that is often from different cell
types or brain areas to sculpt the adult topography. In many ways, this more complex
synthesis makes sense as brain development should yield an organ that is plastic and
adaptable to multiple and simultaneously occurring challenges. We find such exam-
ples in the chapters by Stacy and Van Hooser, Yang and Tseng, Dziabis and Bilbo,
and Luciana and Collins. The occurrences effect a wide range of brain function that
includes sensory, emotional, motivational, and cognitive systems. Maybe a finishing
school for brain development, experiences mold the adolescent to prepare for
adulthood. Conversely, adverse experiences can alter the trajectory of the brain to
permanently change the individual.

The second part of the volume explores how external factors influence the brain.
The age-dependent effects of exercise, diet, musical training, and direct brain injury
on maturation are reviewed. The goal of the third section of the volume is to provide
a blueprint for how sensitive periods can be applied to effect community change.
These final two chapters are specifically aimed at identifying children and adoles-
cents at-risk for negative consequences. Importantly, they both provide new and/or
scientifically validated approaches to intervene by capitalizing on sensitive periods.

Part I

Classic critical periods include age-related changes in the visual system. Building
upon the classic work of Hubel and Wiesel, Stacy and Van Hooser (Brandeis
University) provide an updated review of how the visual system responds to
environmental challenges. Their recent work shows that the visual system remains
highly plastic beyond the original construction of the ocular dominance columns in
response to light. By carefully dissecting the relationship between neurons in the
lateral geniculate neurons in the thalamus and retinogeniculate cells, the authors
reveal three phases of development that require: (1) no visual experience; (2)
visually evoked activity for fine-scale refinement; and (3) a phase of retinogeniculate
refinement that depends on normal visual experience. The interplay of these neurons
shows us how early phases of development involve simple wiring that eventually
leads to binocular inputs with maturation.

The use of the term sensitive period has been applied to the dramatic changes that
occur during the period immediately preceding adolescence or adolescence itself.
Adolescence is a period when the brain strives to match environmental needs with
appropriate wiring, especially in the cortex. Drs. Yang and Tseng (University of
Illinois, Chicago) further our understanding of the intricate dance of maturing
microcircuits during the maturation of corticolimbic circuitry. Changes in afferent

vi Preface



inputs and their transient relationships with GABAergic interneurons are the primary
focus. The fast-spiking parvalbumin GABAergic interneuron has a starring role in
sculpting which synapses remain or are pruned. Relevant to the cognitive function
and emotional regulation of the cortex, Yang and Tseng review the glutamate,
dopamine, and GABAergic changes that occur in the cortex. Together, the chapter
provides an overview of how information alters plasticity during sensitive periods.

Any new descriptions about the mechanism of sensitive periods must contain
microglia to be complete. New research shows that the immune system, especially
microglia, plays a key role in sculpting the immature brain. In her chapter, Drs.
Dziabis and Bilbo (Duke University) describe how microglia are no longer just the
“housekeepers” of the brain. Rather, microglia activity is instrumental for cell
positioning, overproduction, and pruning that occur in the plastic brain. Evidence
for the importance of timing of environmental information is provided for three
periods: embryonic, early postnatal, and adolescence. Microglia respond to external
information in the form of cell signals from other cells and the expression of “eat
me” signals. Elucidating the role of microglia to shape the brain also answers long-
standing questions regarding the mechanism of how the immune system can change
brain development. New research and perspectives are in this exciting chapter.

Much of the earlier chapters focus on basic mechanistic research until the chapter
by Drs. Luciana and Collins (University of Minnesota) which examines sensitive
periods using neuroimaging. Here, Luciana and Collins review the maturation of
cortical regions and associated circuits with fMRI. The authors carefully dissect the
evidence for sensitive periods and raise alternative interpretations. For example,
when we describe a sensitive period are we describing the endpoint of experiential
effects on the brain, and not an imprinting effect? Their molar views on the human
brain discuss a compacting of gray matter, rather than pruning. Whether compacting
reflects the specific loss of certain neuronal types not subject to MRI analysis
requires further analysis. The chapter challenges us to consider the timing of a
sensitive period (is it the period leading up to observable change or when the change
is evident?), its role from a psycho-social perspective, and how best to interpret
imaging data.

Part II

While we know that exercise can make us feel better, little is known about how
exercise influences brain development. Drs. Lubans, Leahy, Mavilidi, and
Valkenborghs (University of Newcastle and the University of Wollongong) and
colleagues provide a meta-analysis of the age-dependent effects of exercise. The
overview includes what is known about the positive effects of exercise on behavior
with an emphasis on improving executive function. Despite good news in the
literature, the authors highlight that there is a paucity of data supporting benefits in
other domains and in youth. Attention is paid to the differing moderating factors that
make this field complicated. Finally, the authors summarize the important questions
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and clarifications needed to lead to greater acceptance of exercise as a strategy to
moderate the brain and its functioning.

Diet is another factor that is so important to building a better brain. Drs. Cusick,
Barks, and Georgieff (University of Minnesota School of Medicine) review both
human and animal literature to demonstrate the importance of healthy eating. Their
chapter teaches us that food does a brain good, a statement that is supported by both
clinical and preclinical studies. In this chapter, the authors discuss how epidemio-
logic and experimental research support the positive benefits of protein, iron, iodine,
and choline during sensitive periods of brain development. Negative evidence for
other foods to influence brain development are critically evaluated as differences
exist between normal animal studies and clinical studies in individuals who experi-
enced malnourishment. Factors include the timing, dose, and nutritional status. The
role of nutrients in building a brain is presented, when available, in a developmental
context to add to the depth of this chapter.

Another positive factor, musical training, is covered by Dr. Penhune (University
of Virginia). Musical training during childhood has long-term impact on the matur-
ing brain. After reviewing the maturation of the brain regions that are involved in the
complex skills of learning and performing music, the literature regarding windows of
time when the brain readily learns and can play music is reviewed. Exposure to
music at different ages results in brain changes that are detected with magnetic
resonance imaging. Music impacts the brain regions underlying association, cogni-
tion, habit and motor, memory, reward, sensory, and the integration of function
across hemispheres. Finally, Dr. Penhune includes the literature supporting a genetic
predisposition for music and how the G � E interaction plays. Together, the chapter
provides a compendium of all the processes needed to become musical during
sensitive periods of development.

Dr. Kolb (University of Lethbridge) reviews what is known about brain injury
during development across multiple mammalian species, ranging from mouse to
monkey to human. Evidence presented in the chapter identifies species and age
differences in sensitive periods for possible recovery of function after an insult. Ages
range from prenatal, when a significant amount is known, to adolescence, when we
know less. Again, the importance of both timing of the injury versus its manifesta-
tion is discussed within a sensitive period framework. The importance of under-
standing the inter-relationship between the stage of maturation within the individual
brain region was raised. Finally, the chapter concludes with a discussion of multiple
factors involved in what constitutes a sensitive period of plasticity versus
unrecoverable damage.

Part III

First, a beautiful presentation of “Slic Nac” is made by Drs. Dunn, Smith, and Smith
(Harvard Medical School) of a novel statistical approach to apply to epidemiology
data to reveal sensitive periods. By identify key stages of development that are
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integral to unique brain functions, existing data can be used to optimize interven-
tions, teaching strategies, or preventions.

Drs. Chaplo (University of North Carolina at Chapel Hill) and Fishbein (The
Pennsylvania State University) direct us to use identified periods of plasticity to
redirect the development of potentially harmful pathways that lead to antisocial and
criminal behavior that leads to the juvenile justice system. The chapter reviews the
maturation of socio-emotional circuits and their regulation with an emphasis on the
pre-adolescent period. The exposure of an individual to adversity during sensitive
periods of development can lead to an “alternate” phenotype associated with
increased risk for further negative consequences. The underlying neurobiology
involved in such changes is presented based on individuals with adverse childhood
experiences (ACEs). The chapter ends with hope, guidelines, and existing (scientif-
ically validated) interventions from prevention science to effectively intervene and
re-route the trajectory and provide an equal likelihood of success for all individuals
by adulthood.

My goal for this volume is that scientists and clinicians at all levels will embrace
the hope and potential life-changing power that positive influences during a sensitive
period may have on the cell, system, individual, and community. As prevention
efforts are effective and life- and cost-saving, more research and funding toward
reducing human suffering by focusing on development can have an enormous
impact on society.

Belmont, MA, USA Susan L. Andersen
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Abstract In the years following Hubel and Wiesel’s first reports on ocular domi-
nance plasticity and amblyopia, much attention has been focused on understanding
the role of cortical circuits in developmental and experience-dependent plasticity.
Initial studies found few differences between retinal ganglion cells and neurons in
the lateral geniculate nucleus and uncovered little evidence for an impact of altered
visual experience on the functional properties of lateral geniculate nucleus neurons.
In the last two decades, however, studies have revealed that the connectivity between
the retina and lateral geniculate nucleus is much richer than was previously appre-
ciated, even revealing visual plasticity – including ocular dominance plasticity – in
lateral geniculate nucleus neurons. Here we review the development of the early
visual system and the impact of experience with a distinct focus on recent
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discoveries about lateral geniculate nucleus, its connectivity, and evidence for its
plasticity and rigidity during development.

Keywords Critical period · Lateral geniculate nucleus · LGN · Plasticity · Primary
visual cortex · Receptive field · Retina · Retinogeniculate · Thalamocortical · Visual
development

1 Introduction

Neural connection development during critical periods in the visual system has
profound effects on visual processing in the adult. In the early visual system, retinal
ganglion cells send axons to the lateral geniculate nucleus (LGN) of the thalamus,
which sends inputs to the primary visual cortex (V1). Proper formation of this circuit
relies on normal visual experience in mammals, and the precise wiring within this
system will not properly mature if vision is disrupted during the critical period. In the
1960s we learned from Hubel and Wiesel that disrupting visual experience during a
critical period produces irreversible damage in visual processing (Wiesel and Hubel
1963a, b, 1965a, b). They monocularly deprived kittens of visual experience by
suturing one eyelid closed during the first few months of their lives and found a
dramatic change in neural responses in V1. Specifically, the distribution of ocular
dominance shifted; that is, very few cells could be driven by the deprived eye.
Moreover, when they performed the same experiment in adult cats, no such shift was
observed (Wiesel and Hubel 1963a, b). This was the first evidence that normal
sensory development depended on processes that occur during a critical period and
has been the basis for examining plasticity in the visual system. Here we describe the
development of the early mammalian visual system with a focus on the role of the
thalamus in experience-dependent plasticity. Although the perception of the thala-
mus as more than a relay center is now commonly recognized, recent studies have
expanded our understanding of the essential role of the thalamus in visual develop-
ment. While the majority of literature concerning developmental plasticity largely
focuses on primary visual cortex, we will also highlight the role of the LGN during
sensitive periods of visual development. Notably, recent observations in the
retinogeniculate pathway underscore the importance of earlier synapses in the visual
system and this chapter will review these data within the context of what we already
understand about the early visual system (Fig. 1).
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2 Gross Organization and Development of LGN

The visual input from the brain arises from retinal ganglion cells, the only input from
the retina to the brain. These retinal ganglion cells are divided into separate classes
that tile the retinal surface and convey different types of information to the brain
(Sherman and Spear 1982; Livingstone and Hubel 1987; DeYoe and Van Essen
1988; Maunsell 1992; Hendry and Reid 2000; Kawasaki et al. 2004). Modern
genetic methods have identified 46 distinct classes of retinal ganglion cells in
mouse (Tran et al. 2019), 18 such classes in macaque monkey (Peng et al. 2019),
and 12 classes in human (Yan et al. 2020).

The LGN begins as separate progenitor neurons representing central vision and
peripheral vision and divide and mature in a gradient. This allows for earlier
development of cells representing the central visual world, subsequently followed
by cells carrying information from the peripheral visual world (Wiencken-barger and
Casagrande 2002). As the visual system develops, a feed-forward pathway is formed
from the retina to the lateral geniculate nucleus (LGN) to the primary visual cortex
(V1). This pathway consists of two well-defined synapses. The first synapse, the
retinogeniculate synapse, describes the connection between retinal ganglion cells
(RGCs) and the thalamocortical cells of the LGN, while the second, the
thalamocortical synapse, refers to the connection between LGN cells and cells in
V1. RGCs encode visual information and send their axons topographically to the
LGN, which is located in the thalamus adjacent to the optic tract. The optic tract is a
thick bundle of axons that provides the major feed-forward input from the retina.

In many mammals, the LGN exhibits clear lamination patterns that can be
observed with Nissl staining, but the number of layers and their organization varies
from species to species. In primates, most individual layers receive retinal input from
a single eye (Kaas et al. 1972). For example, the LGN of the macaque monkey is
divided into six layers. Layers 1 and 2, the magnocellular layers, and layers 3–6, the
parvocellular layers, can be further characterized by the eye-specific inputs they
receive. Layers 1, 4, and 6 receive input from the contralateral eye, while layers 2, 3,
and 5 receive input from the ipsilateral eye. A third distinct set of layers, the
koniocellular layers, are interspersed between the magnocellular and parvocellular
layers.

Cells in each LGN layer often exhibit similar functional properties. For example,
macaque magnocellular layers can be characterized by their transient responses,
shorter response latencies, and lack of chromatic selectivity (Sherman et al. 1976;
Kaplan and Shapley 1982; Yeh et al. 1995; Usrey and Reid 2000; Levitt et al. 2001).
In contrast, parvocellular layers are distinguished by their smaller receptive fields,
sustained responses, and chromatic contrast sensitivity (Xu et al. 2001). Much less is
known about the koniocellular layers but their cells feature a broad set of character-
istics, suggesting that there are multiple classes of cells (Irvin et al. 1986; Hendry and
Reid 2000; Xu et al. 2001).

In carnivores, such as the cat and ferret, the LGN is divided into the A, A1, and C
layers (Guillery 1969; Linden et al. 1981) (Fig. 1). These layers are innervated by
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retinal ganglion cell classes called X, Y, and W cells (Shapley 1984). Cells in LGN
exhibit similar receptive field properties as these retinal ganglion cell classes and the
LGN neurons are also divided into classes referred to as X, Y, and W (Howland
1984). Retinal ganglion X-cells drastically outnumber Y-cells and send eye-specific
inputs to layer A or A1 of the LGN (Lennie 1980). Retinal ganglion Y-cells send
their projections to all three layers, with those from the contralateral eye sending
synapses to layer C or A, and Y-cells from the ipsilateral eye sending synapses to
layer A1 (Hickey and Guillery 1974) (Fig. 1). W-cells send inputs to the C layer,
and, like koniocellular cells, are a heterogeneous superclass that is comprised of
many cell types, including cells with non-concentric receptive fields, longer laten-
cies, and many other types (Stone and Fukuda 1974; Shapley 1984; Hendry and Reid
2000). The relationships between X-cells and Y-cells of carnivores and the
parvocellular and magnocellular cells of primates are unclear, with some investiga-
tors citing the linearity of X and parvocellular cells and non-linearity of Y cells and
magnocellular cells as evidence of homology, while others cite the common contrast
gain of X, Y, and magnocellular cells and suggest that the color-sensitive
parvocellular cells are a class unique to primates (Shapley and Hugh Perry 1986;
Van Hooser et al. 2003).

In other species, such as rats and mice, the division of cells in LGN is more subtle.
The mouse LGN is divided into the shell and core (Reese 1988). The shell and core
both receive inputs from the contralateral eye while only a small population of
ipsilateral RGC afferents project to the core (Fig. 1). The shell is innervated by a
heterogeneous population of RGCs, including cells that are orientation selective or
direction selective, while the core receives inputs from α RGCs. α RGCs can be
classified based on their large soma and dendritic field size and are found among a
wide range of mammalian species (Peichl et al. 1987; Peichl 1991; Sun et al. 2002).

3 Innervation from the Retina: Molecular Cues

The circuitry of the visual system is remarkably precise. Its anatomical and func-
tional organization begins to emerge prior to the onset of visual experience and
develops in a feed-forward manner. Before eye-opening, visual system development
begins with an initial phase during which axon mapping and rearrangement of
different classes of retinal ganglion cells (RGCs) depend on molecular guidance
cues and spontaneous activity. Molecular cues act to establish the initial retinotopic
mapping of the LGN, forming a basic framework for vision.

RGCs are first guided by the ephrin/Eph family of axon guidance molecules
(Penn et al. 1998). Ephrins and Eph receptors, expressed in the retina and its central
visual targets, act as graded guidance cues for sending RGC axons to their appro-
priate locations (McLaughlin and O’Leary 2005; Flanagan 2006). As evidence for
the essential role of ephrins in formation of topographic maps, it has been shown that
loss or gain of EphA/ephrin-A function in mice produces defects in the placement of
layers within the dLGN (Huberman et al. 2005a, b; Pfeiffenberger et al. 2005).
Nevertheless, division of axonal projections from the two eyes into layers persists,
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suggesting that another process must be responsible for this laminar segregation, as
we discuss next.

4 Innervation from the Retina: Spontaneous Activity
and Laminar Plasticity

Although RGCs guided by molecular cues are able to send axons to their correct
targets, without coordinated waves of activity, RGC axons fail to form dense termi-
nations (Grubb et al. 2003; McLaughlin and O’Leary 2005). Instead, they form diffuse
axon arborizations that fail to convey a complete representation of the visual world.
These coordinated waves, known as retinal waves, begin prior to visual experience and
can be described as coordinated, spontaneous waves of action potentials among
neighboring RGCs. Retinal waves are initiated randomly and propagate across the
retina, stimulating correlated LGN neuron spiking activity during this process
(Mooney et al. 1996). Although they are generated randomly, waves of spontaneous
activity retain a high degree of structure. For example, studies have shown that activity
from neurons in same-eye LGN layers and same-sign (On or Off) sublayers is more
correlated than activity in opposite eye layers in opposite-sign sublayers (Weliky and
Katz 1999; Huberman et al. 2008) (For more in-depth review, see Feller (1999)).
Further, in mice it has been shown that retinal waves are biased to travel in a temporal
to nasal direction, which mimics the front-to-back motion that the animal would
experience if it were moving forward in its environment (Ge et al. 2021).

Across species, retinal waves can be grouped into three stages during which
distinct mechanisms result in different activity patterns that provide diverse func-
tions. Studies have shown dramatic effects of blocking spontaneous activity during
Stage II and Stage III waves. In ferrets, for example, when stage II retinal waves are
blocked with epibatidine in both eyes during the normal period of eye-specific
segregation (P1-P10), eye-specific segregation does not occur. However, blocking
only one eye’s wave activity still allows for retinogeniculate segregation, but this
manipulation results in the normal eye expanding its thalamic axonal territory, while
the blocked eye has a dramatically reduced projection territory (Penn et al. 1998). If
retinal waves are completely inhibited in mice, using ephrin-A2/A3/A5 triple
knockouts, there is a disruption in eye-specific segregation and layer placement in
the LGN (Pfeiffenberger et al. 2005). This and other studies demonstrate that,
together with molecular guidance cues, this correlated activity is necessary for the
development of retinotopic maps and eye-specific segregation of LGN.

In primates, retinogeniculate eye-specific segregation of LGN layers begins
before the onset of visual experience. Eye-specific connections form prenatally
and undergo accelerated growth during the last two trimesters (Rakic 1976), begin-
ning segregation during the second trimester in layers 5 and 6 of the LGN. By the
third trimester segregation of the LGN is complete, and the magnocellular and
parvocellular layers can be differentiated by their characteristic response properties
by 1 week postnatal (Huberman et al. 2005a, b) (Fig. 2).
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While the retina is producing spontaneous activity that propagates to LGN and
cortex, the cortex is also being driven by intrinsic spontaneous activity. Imaging and
physiological studies in the ferret have demonstrated that spontaneous visual cortical
activity is already highly modular 10 days before eye-opening (Chiu and Weliky
2001; Smith et al. 2018) when visual input is just beginning to be able to stimulate
cortical cells (Krug et al. 2001; Akerman et al. 2002). These modules are the future
positions of orientation columns in the cortex (Smith et al. 2018), indicating that
considerable functional network connectivity in cortex has been established even
before the onset of signals from the LGN or retina. Activity in the cortex is necessary
for the proper formation of these orientation columns, as silencing the developing
cortex during this period prevents the emergence of orientation selectivity (Chapman
and Stryker 1993). Another key step in the formation of orientation selectivity in the
cortex is the connections with the cortical subplate. The cortical subplate is a
transient cortical structure that exists early in development and disappears around
the time of eye-opening, and LGN axons initially make synapses with subplate
neurons before extending their axons to make connections with layer 4 neurons
(Allendoerfer and Shatz 1994). If the subplate is ablated, orientation selectivity never
forms in visual cortex (Kanold et al. 2003).

5 Innervation from the Retina: Plasticity with Visual
Experience

While eye-specific segregation occurs before eye-opening, early visual experience
plays an important role in the mature visual circuit and is required for synaptic
plasticity. Visual deprivation during early vision leads to a profound change in
retinogeniculate synaptic strength and number of cells innervating the postsynaptic
cell (Hooks and Chen 2008; Hong and Chen 2011) which we will turn to shortly.
Cell-class-specific changes can also be observed in LGN lamina that lack visual
experience. Monocular deprivation by lid suture (MDLS) is a classical, reversable
method for understanding experience-dependent changes during early critical
periods. With MDLS, there is a shift in OD toward the non-deprived eye, and
associated structural changes in synapse development, in addition to alteration of
properties of cells themselves, suggesting substantial network rewiring (Wiesel and
Hubel 1963a, b). For example, in studies of monocular deprivation in primate,
magnocellular cells of the deprived eye were found to exhibit somewhat faster
latencies to optic chiasm stimulation, slightly stronger receptive field surrounds,
and lower responsivities (Levitt et al. 2001). Magnocellular and parvocellular cells
of the deprived eye also exhibited lower nonlinearities.

In an anatomical study of MDLS monkeys, laminae corresponding to the
deprived eye exhibited cell shrinkage compared to non-deprived laminae with
early lid closure (Vital-Durand et al. 1978; von Noorden and Crawford 1978;
Headon et al. 1979; Sherman and Spear 1982; Tigges et al. 1984; Levitt et al.
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2001), and cells were shown to have elevated synaptic densities overall at the soma
of deprived eye (Lachica et al. 1990; Wilson and Forestner 1995; Levitt et al. 2001).
In MDLS cats, there is a specific loss of Y cells, and an X-cell-specific reduction in
spatial resolution in the deprived laminae (Sherman et al. 1972; Lehmkuhle et al.
1980; Sherman and Spear 1982).

As an interesting aside, the choice of manipulation for monocular deprivation has
profound effects on the changes in neural activity that are induced in LGN and
cortex. A study of visual deprivation via eyelid closure or tetrodotoxin (TTX)
inactivation of the retina at the peak of the visual critical period in mice (~P28)
showed that while both manipulations eliminated visually evoked activity, they did
not affect spontaneous activity and average firing rate of LGN neurons. Instead, it
seems that these two different manipulations had two different effects. Eyelid
closure led to a decrease in correlative firing between simultaneously recorded
cells, while TTX inactivation resulted in an increase in thalamic bursting activity
(Linden et al. 2009). Therefore, it is important to think of MDLS or MD via
inactivation as manipulations that do not remove activity but instead substantially
alter its quality, and in different ways.

6 Synapse Development and Convergence Between Retina
and LGN

After an initial experience-independent phase of retinotopic mapping,
retinogeniculate cells undergo fine-scale refinement. During this phase of develop-
ment, RGC synapse elimination and strengthening relies on spontaneous activity and
visually evoked activity (Hong and Chen 2011; Hooks and Chen 2006). At this
critical period of heightened plasticity, the onset of visual experience drives the
elimination of weak retinogeniculate inputs so that, at maturity, an LGN neuron only
receives strong input from a few RGCs (Chen and Regehr 2000; Jaubert-Miazza
et al. 2005; Hooks and Chen 2006) (For more in-depth review, see Huberman
(2007)) (Fig. 3). This describes the characteristic functional convergence of RGCs.
However, functional convergence/divergence and morphological convergence/
divergence are considered to be distinct properties of the retinogeniculate synapse.
Functional convergence/divergence describes the number of RGCs that synapse
onto a single LGN neuron and the number of LGN neurons that receive synaptic
input from an RGC, while morphological convergence/divergence refers to the
number of terminal boutons or axon arbors. Thus, a single LGN neuron may receive
input from many different boutons or arbors, but only a few may functionally drive
that cell (Tavazoie and Reid 2000). Following eye-opening, the LGN begins to
develop in an experience-dependent manner.

While past studies have found low convergence of RGCs on single thalamic cells
(Cleland et al. 1971a, b, Mastronarde 1992; Chen and Regehr 2000; Ziburkus and
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Guido 2006; Hammer et al. 2015), there is recent evidence for a higher number of
retinogeniculate inputs than previously thought. A number of physiological and
ultrastructural studies of retinogeniculate inputs in mice have all revealed evidence
of numerous RGC inputs to single LGN cells (Hammer et al. 2015; Morgan et al.
2016; Weyand 2016; Rompani et al. 2017; Liang and Chen 2020). In addition, a
study in cat that transiently blocked ON retinal ganglion cells with 2-amino-4-
phosphonobutyric acid found that ON-center LGN cells suddenly became sensitive
to OFF inputs in the center of their receptive fields, revealing a hidden input that was
not appreciated earlier (Moore et al. 2011). It is now estimated that there is an
average of ten functional RGC inputs converging onto a single thalamocortical cell
but only a few of these connections provide strong functional input (Chen and
Regehr 2000; Jaubert-Miazza et al. 2005; Hooks and Chen 2006).

What is the function of these additional, weaker inputs? Retinogeniculate con-
vergence is thought to serve a number of purposes and in mice has been described as
conveying information in three modes (Rompani et al. 2017). In relay mode,
different RGC boutons converging on a single LGN neuron share similar functions.
That is, they share the same tuning properties. Relay mode represents the classic
description of LGN cells that was appreciated in the time of Hubel and Wiesel’s
collaboration. In relay mode, thalamocortical cells may increase or suppress signals
conveyed by the retina and relay them to cortex, but they do not greatly modify the
information being sent. They effectively reflect the sum of their inputs. However, in
combination mode, converging axons exhibit the same preference for one visual
feature but have a diverse range of other tuning properties. In this case a single LGN
neuron could be selective for more complex stimulus features. The third mode
describes binocular integration. Like combination mode, a single LGN neuron can
combine inputs from a number of RGCs but in this mode the afferents originate from
both eyes (Rompani et al. 2017). Regardless, it seems that by combining inputs
tuned for similar features, an LGN neuron can reduce noise and trial-to-trial vari-
ability from individual inputs, while increasing the signal-to-noise ratio and robust-
ness of its response. In this way, weaker inputs that may not individually generate a
response in the LGN neuron can be combined, resulting in activation of the post-
synaptic cell (Litvina and Chen 2017). Moreover, the combination of temporally
correlated inputs can increase transmission efficiency (Liang and Chen 2020).

The two phases of retinogeniculate development described so far detail an initial
phase that requires no visual experience and a second phase that requires visually-

⁄�

Fig. 3 (continued) Primate cell development is divided into magnocellular (M) cells and
parvocellular (P) cells. Saturated bars indicate peak developmental time periods and outlined bars
indicate period of initial plasticity or continued development. References: 1. (Tschetter et al. 2018);
2. (Tavazoie and Reid 2000); 3. (Cai et al. 1997); 4. (Kiley and Usrey 2017); 5. (Movshon et al.
2005). Additional: (C J Shatz and Sretavan 1986); (Hooks and Chen 2006). LGN lateral geniculate
nucleus, RGC retinal ganglion cell, M magnocellular, P parvocellular
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evoked activity for fine-scale refinement of the retinogeniculate synapse. However,
there is also a recently observed final phase of retinogeniculate refinement that
depends on normal visual experience. During this final critical period in visual
development, visual manipulations have a greater potential to remodel
retinogeniculate synapses (Hooks and Chen 2008). After eye-opening there is
continued growth of axon arborization size and complexity (Liang and Chen
2020) and this persistence of development leaves open a window for plasticity.
Late dark-rearing of mice during this period (P20-P35) after the onset of visual
experience (~P12) has revealed unexpected changes in retinogeniculate synaptic
refinement. In normally-reared mice, although size and branching complexity
remain stable (Kim et al. 2010) at this time, bouton size and distribution along the
arbor change (Hong et al. 2014). The initial broad distribution of boutons along the
terminal arbor transforms into distinct clusters. However, if animals are dark-reared
during this later time period, there is a corresponding increase in retinogeniculate
inputs accompanied by a decrease in RGC input strength (Hooks and Chen 2006)
effectively leading to a regression of visual development to its state prior to
eye-opening. Moreover, manipulations before or after this critical period do not
have the same robust effect on plasticity. Chronic visual deprivation (dark-rearing
mice from birth) leads to modest changes in synaptic maturation without signifi-
cantly affecting retinogeniculate input number or strength. Additionally, short-term
deprivation (<4 days), or visual deprivation beginning at P16 or P25 does not have
the same effect on synapse development as late dark-rearing (Hooks and Chen
2008), indicating a distinct period for experience-dependent plasticity.

7 Receptive Field Development and Plasticity

A receptive field is characterized by the spatiotemporal aspects of a visual stimulus
that causes a cell to fire action potentials. Across species, a period of receptive field
refinement begins before the onset of visual experience and RF properties continue
to develop after eye-opening. Accordingly, the immature state of the receptive field
looks different than that of the mature adult (Fig. 3). However, visual processing
persists throughout this process, demonstrating that there must be certain develop-
mental changes that occur to allow for visual information to be conveyed at any point
during this sensitive period of refinement.

8 Spatial Processing in LGN

Some aspects of LGN receptive fields are firmly established at the onset of visual
experience, while other aspects undergo large-scale refinement. Because some
developmental changes are already complete before eye-opening, such as the
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segregation of eye-specific retinogeniculate inputs, some spatial receptive field
properties are also fully developed at eye-opening and do not seem to require visual
experience. This includes the degree of On/Off specificity which can be seen across
species, in mice (Tschetter et al. 2018) and ferrets (Linden et al. 1981; Hahm et al.
1991; 1999; Akerman et al. 2002). On the other hand, receptive field size and shape
undergoes a substantial change, converting broad and imprecise receptive fields into
ones that are smaller, sharpened, or more temporally precise in a number of species,
including cat (Wiesel and Hubel 1963a, b, Daniels et al. 1978; Tootle and
Friedlander 1989; Gary-Bobo et al. 1995; Cai et al. 1997; Suematsu et al. 2013)
ferret (Tavazoie and Reid 2000; Akerman et al. 2002; Davis et al. 2015), mouse
(Tschetter et al. 2018), and primate (Blakemore and Vital-Durand 1986) (Fig. 3).

The decrease in receptive field size develops gradually with visual experience
(Daniels et al. 1978). In cats, for example, this process begins at 1 week postnatally
and can be observed progressively at 2 weeks, 1 month and 6 weeks postnatal (Kiley
and Usrey 2017) (Fig. 3). During this period of refinement LGN receptive fields of
X-cells and Y-cells may undergo changes if the animal is visually deprived, such as a
reduction in spatial resolution (Lehmkuhle et al. 1978; Kratz et al. 1979; Mower
et al. 1982; Sherman and Spear 1982; Yin et al. 2006). In mouse, a decrease in
receptive field size occurs during the first week after eye-opening (Tschetter et al.
2018) (Fig. 3). Spatial receptive field shape modification in LGN during develop-
ment by the convergence of RGC inputs has been classically demonstrated in
monosynaptic paired recordings of RGCs and LGN cells. These recordings of
RGC-LGN cell receptive field pairs have demonstrated remarkable similarity in
receptive field sign, size, and spatial position (Levick et al. 1972; Mastronarde
1987; Usrey et al. 1999). Functionally, LGN cells’ receptive fields therefore largely
reflect their retinal inputs. With a decrease in receptive field size there is also an
increase in stimulus size suppression that develops early and an increase in peak
spatial frequency. These changes are indicative of the development of visual acuity.

9 Temporal Processing in LGN

Temporal properties of individual neurons play an important role in the successful
transmission of signals across synapses. RGC spike timing can determine whether
there is a postsynaptic thalamocortical action potential. Additionally, timing of
thalamocortical spikes can affect the synaptic conveyance of visual information to
cortex (Mastronarde 1987; Usrey et al. 1999; Usrey 2002). Paired extracellular
recordings of RGCs and LGN neurons have shown that even if there is a strong
synaptic connection, a single RGC spike may not be sufficient to cause the postsyn-
aptic cell to fire (Cleland and Lee 1985; Usrey et al. 1999; Usrey 2002). Instead, it
seems that local activity, such as modulatory inputs and membrane potential,
determines the response mode of LGN cells (whether they fire rapid bursts or
tonic trains of spikes) (McCormick and Bal 1994; Usrey et al. 1998; Sherman and
Guillery 2002; Wang et al. 2007; Litvina and Chen 2017).
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The transformation of temporal processing over development may also be attrib-
uted to retinogeniculate convergence. By combining RGC inputs with similar tuning
for visual stimulus features, a single LGN neuron will receive temporally correlated
synaptic inputs that summate and jointly increase the efficacy of transmission of
signals, causing the postsynaptic neuron to fire. It is well documented that paired-
stimulus enhancement occurs when two spikes are fired by an RGC within 30 ms of
each other, so that the second spike is much more likely to drive a response in the
LGN cell (Mastronarde 1987; Usrey et al. 1998). Synchrony of timing early in
development may provide the initial patterning of RGC synapses in LGN and
synchrony in the adult may be important for efficient transfer of information across
synapses. The importance of initial mapping of RGC synapses can be understood by
the mature state of sustained and transient responses already at eye-opening
(Tschetter et al. 2018).

The developmental time course of some temporal response properties extends for
much longer, particularly in comparison with spatial response properties (Suematsu
et al. 2013). One seemingly ubiquitous receptive field property seen in immature
LGN cells across species is long-latency responses (Fig. 3). In primates, initial long-
latency responses and a reduced range of temporal frequencies that elicit responses
can be observed in infants at 5 weeks old (Blakemore and Vital-Durand 1986;
Hawken et al. 1997; Movshon et al. 2005). Longer latency responses in young
animals may be necessary in order to extend the time window for temporal summa-
tion of spontaneous and/or immature visually-evoked activity. This might allow for
Hebbian mechanisms to strengthen correlated responses early in development. The
decrease in response latency is thought to be due, in part, to the development of
retinal axon myelination (Elgeti et al. 1976; Moore et al. 1976) and biophysical
membrane properties (Monyer et al. 1994; Dunah et al. 1996; Wenzel et al. 1996;
Ramoa and Prusky 1997; Liu and Chen 2008). For this reason, temporal response
properties continue to develop with visual experience during the first few months of
life (Stavros and Kiorpes 2008) (Fig. 3). In primates, at 1-month postnatal, temporal
resolution is still less than one half the response of adult values. However, contrast
gain and peak response rates for optimal stimuli have reached two-thirds of adult
values, indicating modest maturation during early development. By adulthood
(24 weeks), primates have fully developed responses to these stimuli (Movshon
et al. 2005). In the ferret, LGN cell latencies exhibit a gradual reduction during the
first 2 weeks of visual experience and continue to become slightly faster into
adulthood (Tavazoie and Reid 2000) (Fig. 3).

10 Orientation and Direction Selectivity

Orientation and direction selectivity are well-documented receptive field properties.
Universal among examined mammalian species, neurons in the primary visual
cortex exhibit a preference for the orientation of a visual stimulus (Van Hooser
2007). That is, when an object in the visual field is oriented at a specific angle, a cell
will increase its firing rate. In carnivores and primates cortical orientation selectivity
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is organized in columns, spanning the surface of the primary visual cortex, such that
adjacent columns have similar orientation preferences that are slightly shifted (Hubel
and Wiesel 1962; Thompson et al. 1983; Weliky et al. 1996).

In some species, cortical neurons exhibit selectivity for stimulus direction in
addition to stimulus orientation. Direction-selective cells are found in certain layers
of the primate visual cortex (Orban et al. 1986), throughout all layers of visual cortex
in cats (Gilbert 1977; Ohki et al. 2005) and ferrets (Weliky et al. 1996; Li et al.
2008), and in some layers of the mouse (Niell and Stryker 2008; Rochefort et al.
2011; Hoy and Niell 2015) and rabbit visual cortex (Zhuang et al. 2013, 2014). In
other species, such as tree shrew and squirrel, there are few direction-selective cells
in visual cortex (Heimel et al. 2005; Van Hooser et al. 2013). Many mammals, such
as mice (Kim et al. 2008; Huberman et al. 2009), rabbits (Barlow and Levick 1965),
and squirrels (McCourt and Jacobs 1984), have large populations of retinal ganglion
cells that are direction-selective, but these direction-selective retinal cells are appar-
ently very rare or absent in the carnivore (Cleland and Levick 1974) and primate
(Dhande et al. 2019) retina.

In carnivores, cortical orientation selectivity begins developing before
eye-opening but requires visual experience for full maturation (Chapman and
Stryker 1993; Li et al. 2006). Experiments in ferrets have demonstrated that when
animals are dark-reared and visual experience is entirely eliminated, they still
develop orientation-selective responses still develop, but not to the same level as
that of a normally-reared animal. Binocular lid suture before the onset of visual
experience, which affects the pattern of visually-evoked activity, results in dramatic
defects and orientation selectivity is largely eliminated. While binocular deprivation
via lid suture still allows for light activation of the retina, only low spatial and
temporal frequencies are conveyed to the visual system. Thus it seems that the
pattern of visual experience is crucial to the development of orientation selectivity
(White et al. 2001). Similarly, direction selectivity requires patterned visual activity
for development and matures during the first 2 weeks of visual experience in
carnivores (Humphrey and Saul 1998; Li et al. 2006) (Fig. 2). However, if the
animal is dark-reared, direction maps do not form and V1 neurons do not develop
direction selectivity. Moreover, reintroducing normal visual experience at P45
(~2 weeks after eye-opening) allows for the return of some V1 response properties,
such as orientation selectivity and contrast sensitivity, but direction tuning cannot be
rescued (Li et al. 2006). Although direction selectivity has not been examined in
dark-reared primates, there is also evidence in primates that orientation selectivity is
present at birth and that direction selectivity requires visual experience. Direction
selectivity matures over the first 4 weeks postnatal in the macaque (Hatta et al. 1998)
(Fig. 2). Thus, there seems to be a precise critical period during which visual
experience is necessary to cortical direction selectivity development.

While there has been considerable research into the circuit origins of orientation
selectivity (see Ferster and Miller (2000) and Priebe (2016) for reviews), the precise
mechanisms underlying direction tuning in V1 are still an active topic of research.
One set of hypotheses for this circuit involves direct inheritance of direction selec-
tivity from feed-forward inputs from individual LGN cells. We now have evidence
that both orientation and direction selectivity can be encoded in individual LGN cells
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in a number of species, particularly in mice (Marshel et al. 2012; Piscopo et al. 2013;
Scholl et al. 2013; Zhao et al. 2013), rabbit (Levick et al. 1969; Swadlow and
Weyand 1985; Hei et al. 2014), and more weakly in squirrel (Zaltsman et al.
2015), cat (Hubel and Wiesel 1961; Daniels et al. 1977; Levick and Thibos 1980;
Vidyasagar and Urbas 1982; Soodak et al. 1987; Shou and Leventhal 1989;
Thompson et al. 1994), and primate (Lee et al. 1979; Smith et al. 1990; Cheong
et al. 2013). In addition, orientation and direction-selective retinal ganglion cells
(DSGCs), among other complex properties, can also be found in rodents and rabbits
(Barlow and Levick 1965; Gollisch and Meister 2010). Additionally, it has been
shown in cat (Vidyasagar and Urbas 1982) and mouse (Scholl et al. 2013; Zhao et al.
2013) that inactivating V1 has no significant effect on orientation selectivity in LGN
cells, suggesting that this feature selectivity does not rely on a corticothalamic
feedback mechanism and that V1 could potentially inherit such properties from
LGN cells. Genetic tools have also revealed in mice that these DSGCs do indeed
send monosynaptic inputs to LGN (Huberman et al. 2009; Kay et al. 2011; Rivlin-
Etzion et al. 2011) and that these signals are then conveyed to superficial layers of
V1 (Huberman et al. 2009). These data suggest that, in mouse, some V1 cells may
inherit direction selectivity from the retina (Marshel et al. 2012; Cruz-Martin et al.
2014; Sun et al. 2015; Hillier et al. 2017).

Another family of hypotheses suggests that direction selectivity may arise from
the patterns of convergence of LGN cells onto V1 cells. One possibility is that
“lagged” and “nonlagged” LGN cells contribute to the spatiotemporal offsets
(Cleland et al. 1971a, b, Marrocco 1976; Adelson and Bergen 1985; Mastronarde
1987; Saul and Humphrey 1990; Moore et al. 2005; Piscopo et al. 2013). Lagged and
nonlagged cells differ in timing at low temporal frequencies but not high temporal
frequencies. Therefore, as temporal frequency responses develop, there are a wider
array of response times available (Saul and Feidler 2002). It is also possible that
sustained and transient properties contribute to the development of direction selec-
tivity (Cleland et al. 1971a, b, Marr and Ullman 1981; Lien and Scanziani 2018).
Early sustained and transient responses driven by retinal waves may also inform
direction selectivity. Sustained units active at low spatial phases with transient units
at high spatial phases with different decay constants could combine to produce the
spatiotemporal offset necessary for direction selectivity (Lien and Scanziani 2018).
It could also be that temporal dynamics of ON and OFF cells confer direction
selectivity. If ON and OFF cells exhibited different impulse responses, then their
early maturation modified by temporal processing maturation could result in a
direction-selective V1 cell (Chariker et al. 2021). Finally, direction selectivity
could be conferred by inputs within the cortex. In the retina, null direction inhibition
is a key mechanism for providing direction selectivity (Barlow and Levick 1965;
Euler et al. 2002; Briggman et al. 2011), and there is some recent evidence that the
inhibition to excitation ratio of signals arriving at a V1 neuron is slightly greater from
the null side than the preferred side (Wilson et al. 2018; Rossi et al. 2020) (but see
Priebe and Ferster (2005)). There are models of intracortical direction selectivity that
suggest that direction selectivity can be produced via receptive field asymmetries
and intracortical interactions (Goodwin et al. 1975; Emerson and Gerstein 1977;
Sillito 1977; Ganz and Felder 1984; Suarez et al. 1995; Maex and Orban 1996;
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Livingstone 1998; Li et al. 2014). For example, time delays within a cortical cell’s
receptive field could be generated in cortex, or intracortical inhibition between cells
with different spatiotemporal receptive fields could produce cortical cells selective
for opposite directions.

So what is the definitive mechanism and how does experience play a role? It’s
complicated. A critical period of early visual experience appears to be required for
the development of direction selectivity in carnivores and primates (Hatta et al.
1998). However, there is conflicting evidence describing experience-dependent
plasticity of direction selectivity in rodents and rabbits. Some studies show that
visual experience is not required for the development of direction selectivity in the
retina or cortex and that, at eye-opening, DSGCs are already present and V1 cells are
already tuned for direction (Chan and Chiao 2008; Elstrott et al. 2008; Chen et al.
2009, 2014; Sun et al. 2011; Wei et al. 2011). However, there is also evidence in
these species for the requirement of normal visual experience in the development of
direction tuning (Pearson et al. 1981). Direction selectivity in mouse layer 4 increases
with visual experience, suggesting an experience-dependent influence (Hoy and
Niell 2015). Research has shown that visual experience is required for the clustering
of cells along the cardinal directions in mice DSGCs (Bos et al. 2016). Within one
study, there was evidence that there are distinct retina-independent and retina-
dependent computations for cortical direction selectivity (Hillier et al. 2017),
which leaves open the possibility that some cortical direction selectivity is computed
from retinal direction-selective sources and other cortical direction selectivity is
computed via inputs that are not themselves direction-selective.

11 Clues from the Rapid Development of Direction
Selectivity

Developmental changes can sometimes be used to tease apart circuit mechanisms. In
the case of the ferret, cortical direction selectivity can be rapidly induced in naïve
animals by providing 3–9 h of experience with a moving visual stimulus (Li et al.
2008; Van Hooser et al. 2012; Ritter et al. 2017; Roy et al. 2020; Li et al. 2008; Van
Hooser et al. 2012; Ritter et al. 2017. Stacy et al. (2021) examined what changes
occurred in LGN receptive fields during the rapid induction of direction selectivity
and found that LGN cell latencies, sustainedness/transience, and orientation and
direction selectivity were unchanged after 6 h of visual experience with a stimulus
that causes a profound increase in direction selectivity in visual cortex. These results
indicated that cortical direction selectivity can precede the maturation of LGN cell
latencies (Tavazoie and Reid 2000), so it is unlikely that absolute LGN cell latencies
are critical for direction selectivity in cortex. This lack of influence of short-term
experience on LGN cells is consistent with another study that examined the impact
of long-term dark-rearing on orientation or direction tuning of cat LGN cells and
found no influence (Zhou et al. 1995). Consistent with these results, another exper-
iment where optogenetic stimulation was provided to the cortex in lieu of visual
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experience showed that non-specific cortical activity was sufficient to cause an
emergence of cortical direction selectivity (Roy et al. 2016), suggesting that cortical
mechanisms are likely to be the main drivers of the development of direction
selectivity in ferret V1.

12 Ocular Dominance and Its Plasticity

If the view through one eye is blurred during early development or if the alignment
of the two eyes is compromised by strabismus, the impact of stimulation from that
eye on the cortex will be greatly reduced, in a condition referred to as amblyopia
(Hensch and Quinlan 2018). This condition is often modeled in animals by provid-
ing monocular deprivation through artificial lid suture (Wiesel and Hubel 1963a, b).
The brain is only sensitive to this discrepancy in the quality of the input from the two
eyes for a limited time after the onset of visual experience. This sensitive period has
been measured carefully in animals such as the mouse (Gordon and Stryker 1996),
ferret (Issa et al. 1999), and cat (Hubel and Wiesel 1970), and generally opens
1–2 weeks after the onset of visual experience and closes some weeks later, although
some plasticity is possible in adult mice. In monkeys and humans, this critical period
extends for several months or years (Lewis and Maurer 2005). Very recently, it has
been shown that temporarily providing a complete inactivation of the dominant eye
with tetrodotoxin can restore visual acuity through the weak eye even after the
critical period has passed in both cats and mice (Fong et al. 2021).

Several cortical mechanisms have been identified that contribute to this phenom-
enon. After MDLS, there is a substantial weakening of the thalamic inputs from the
deprived eye (Heynen et al. 2003). This weakening affects both feed-forward
excitatory and inhibitory inputs, and does not, by itself, account for the reduced
net drive of the deprived eye in cortical circuits (Miska et al. 2018). Intracortical
inhibition is also increased, which serves to provide a net reduction of activity in
response to input from the deprived eye (Maffei et al. 2006; Miska et al. 2018).
These functional changes in feed-forward input reflect synaptic changes but occur
well before the gross rearrangement of thalamocortical axons is a result of critical
period plasticity (Antonini and Stryker 1996; Antonini et al. 1999; Silver and Stryker
1999; Trachtenberg et al. 2000; Trachtenberg and Stryker 2001). In a second step of
plasticity, the overall drop in activity during MDLS activates homeostatic synaptic
mechanisms and homeostatic increases in cortical cell excitability, which serve to
potentiate overall responses from either eye (Kaneko et al. 2008; Hengen et al. 2013;
Lambo and Turrigiano 2013). The net effect of these changes after several days is a
net decrease in drive from the deprived eye, and a net increase in drive from the
open eye.

Until very recently, ocular dominance plasticity was thought to be mediated
exclusively through cortical methods and not through any changes in the lateral
geniculate nucleus. When Hubel and Wiesel first described ocular dominance, their
MDLS experiments in kittens provided the common notion that long-term visual

20 A. K. Stacy and S. D. Van Hooser



deprivation leads to a decrease in thalamocortical axon size (Antonini and Stryker
1993; Antonini et al. 1999) and changes in LGN cell size were recapitulated in
monkey LGN (Movshon and Dürsteler 1977), but that the functional properties of
LGN neurons remained the same (Wiesel and Hubel 1963a, b). Further, because OD
plasticity was assumed to result from a competitive process between the inputs from
the two eyes, it was thought that OD plasticity was a distinctly cortical phenomenon,
due to clear eye-specific segregation among LGN layers and what they thought were
exclusively monocularly driven LGN cells (Wiesel and Hubel 1963a, b; Gilbert and
Wiesel 1992). However, new findings in mice have challenged these ideas, both
structurally and functionally.

In brief, the LGN of the mouse is divided into a shell and core (Clascá et al. 2012),
which both receive inputs from the contralateral eye, and it was thought that only a
small portion of the core received input from the ipsilateral eye (Fig. 1). However,
newer data from adults and juveniles have shown that there may not be any cells that
respond exclusively to ipsilateral eye stimulation. In addition, a large percentage of
the LGN cell population is binocularly driven (Howarth et al. 2014; Rompani et al.
2017; Sommeijer et al. 2017), indicating that a fraction of eye-specific inputs are
integrated prior to sending input to cortex. Furthermore, this evidence for binocular
convergence was recapitulated in the primate, demonstrating that this finding is not a
distinct feature of the mouse retinogeniculate synapse but may be common in
mammals (Zeater et al. 2015).

While it has long been established that there are eye-specific laminae in the
primate LGN, recent work characterizing the koniocellular layers has illuminated
more complexity of individual cell responses than was originally appreciated. It was
shown in marmoset that a relatively large percentage of the koniocellular layers
(~30% of cells) are binocularly driven (Zeater et al. 2015). The presence of binoc-
ularly driven cells in the primate LGN has large implications for signal integration.
These findings indicate that binocular signals may be integrated earlier in the visual
system than previously thought. In cats there is also evidence for binocular interac-
tions in the LGN, although the majority of binocular cells are suppressive in nature
(Sanderson et al. 1971). Additionally, similar to the monkey, the total percentage of
the LGN cell population thought to be binocularly driven is low (3% in monkey;
2–10% in cat) (Erulkar and Fillenz 1960; Bishop et al. 1962; Kinston et al. 1969;
Dacey 1994; Cheong et al. 2013; Zeater et al. 2015; Dougherty et al. 2019).
However, these data are relevant for understanding where in the visual pathway
signals from two eyes converge, which is essential for understanding binocular
vision.

New findings have also elucidated the potential for distinct mechanisms regulat-
ing thalamic plasticity and cortical plasticity. Data showed that, after a week of
visual deprivation, LGN boutons that were monocularly driven exhibited a reduced
or lack of response to the deprived eye, and often began to respond to the
non-deprived eye (Jaepel et al. 2017; Huh et al. 2020). These responses were not
propagated backward to the LGN from cortex, as silencing of cortex did not alter the
changes in LGN axon plasticity with MDLS (Jaepel et al. 2017). In juvenile mice,
early visual deprivation resulted in a change in LGN neuron response properties via
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depression of the deprived eye only. However, when they looked at cortex, they
found that OD plasticity was the result of strengthening of LGN responses from the
non-deprived eye (Rose et al. 2016; Sommeijer et al. 2017). These results suggest
that changes in neurons in the LGN directly contribute to ocular dominance pheno-
types in amblyopia.

13 Corticothalamic Development

There is a high likelihood that an interaction between retinogeniculate and
corticothalamic refinement during development shapes mature LGN neurons.
Although retinogeniculate inputs are the primary source of excitatory drive of
thalamocortical cells, corticothalamic neurons make up a much higher percentage
of synapses in the LGN compared to retinogeniculate afferents (Guillery 1969; Erişir
et al. 1997a, b). In the mammalian visual system LGN cells project primarily to layer
4 and less densely to layer 6 of V1 (Hubel and Wiesel 1972; Gilbert and Kelly 1975;
Hendrickson et al. 1978; Blasdel and Lund 1983; Ferster and Lindström 1983;
Thompson et al. 2017). Layer 6 of the visual cortex in turn provides the larger part
of corticothalamic feedback to the LGN (Gilbert and Kelly 1975; Katz 1987;
Fitzpatrick et al. 1994; Briggs et al. 2016). Corticothalamic cells of the feedback
pathway provide excitatory synaptic inputs to LGN directly in a retinotopic manner,
in addition to sending synapses to other cortical layers that LGN projects to.

While much less is understood about the role of corticothalamic development, it
is thought that corticothalamic feedback acts to modulate LGN activity, sharpening
receptive fields of LGN cells in addition to enhancing signal transmission through
LGN (Briggs and Usrey 2008). Like retinogeniculate development, corticothalamic
development requires visual experience (Fagiolini et al. 1994; Gordon and Stryker
1996; Kang et al. 2013). However, corticothalamic projections develop later than
retinogeniculate inputs and complete innervation after the onset of visual experience
(Shatz and Rakic 1981; Jacobs et al. 2007; Brooks et al. 2013). Evidence from
studies of layer 6 corticothalamic suppression suggests that during an intermediate
window of maturation in the early visual pathway, corticothalamic innervation
continues to influence the fine-tuning of the visual circuit (Thompson et al. 2016;
Liang and Chen 2020). The enduring plasticity of retinal inputs to LGN at this time
likely allows for their continued refinement via feedback from V1 and optimization
of connectivity and complex feature tuning (Thompson et al. 2016). Thus, the timing
of their developmental periods is essential for proper circuit formation.
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14 Conclusions

Recent interest in characterization of the thalamic contribution to visual develop-
ment and information encoding continues to evolve our understanding of the
important role of the LGN in visual processing. In addition, growing evidence for
signal integration and more complex feature selectivity of individual LGN neurons
continues to alter not only our methods for understanding the retino-geniculo-
cortical pathway, but also our interpretations of past findings, including what we
thought we knew about ocular dominance plasticity (Figs. 2 and 3). Moreover, the
advancements in technology development continue to allow for a more
comprehensive depiction of the inputs and outputs of the LGN and the role of
experience-independent and experience-dependent refinement. We describe
a number of sensitive periods in visual development that importantly contribute to
the refinement of the visual system and normal visual processing. Despite the
anatomical differences in the organization of LGN across species, including
mouse, ferret, cat, and primate, the changes in receptive fields of LGN neurons
during development have several elements in common. Thus, findings from other
species during their respective sensitive periods can aid in our understanding of
general visual circuit wiring. Findings from typical development and experimental
manipulations during these periods will continue to elucidate necessary properties of
working neural circuits and differences that have evolved to maintain such robust
organization across structures and species.
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Abstract The maturation of key corticolimbic structures and the prefrontal cortex
during sensitive periods of brain development from early life through adolescence is
crucial for the acquisition of a variety of cognitive and affective processes associated
with adult behavior. In this chapter, we first review how key cellular and circuit level
changes during adolescence dictate the development of the prefrontal cortex and its
capacity to integrate contextual and emotional information from the ventral hippo-
campus and the amygdala. We further discuss how afferent transmission from
ventral hippocampal and amygdala inputs displays unique age-dependent trajecto-
ries that directly impact prefrontal functional maturation through adolescence. We
conclude by proposing that time-sensitive strengthening of specific corticolimbic
synapses is a critical contributing factor for the protracted maturation of cognitive
and emotional regulation by the prefrontal cortex.
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1 Introduction

Brain maturation and its control of complex behaviors are dictated by the dynamic
structural and functional remodeling of neuronal circuitry during sensitive periods of
development. Of particular interest is the impact of early life experiences through
adolescence and the maturation of functional connectivity among key interconnected
corticolimbic brain regions implicated in cognitive and affective regulation (i.e.,
prefrontal cortex, ventral hippocampus, amygdala). Even though the exact span of
adolescence varies across the different species (Andersen 2003; Tseng et al. 2009;
Brenhouse and Andersen 2011; Caballero and Tseng 2016), it is typically defined as
a transitional period between childhood and adulthood during which the functional
maturation of neuronal circuitry involved in the control of cognition and affect
emerges (Spear 2000). Thus, understanding the precise neurobiology underlying
these maturational processes requires the integration of psychological and imaging
data from developing human subjects and the implementation of animal models that
ultimately test the causal contribution of specific neural circuit mechanisms for the
acquisition of adult behavior (Caballero et al. 2016; Caballero and Tseng 2016).

2 Functional Maturation of the Prefrontal Cortex (PFC)
During Adolescence

It is during the peri-adolescent transitional period when the maturation of specific
functional domains within the PFC, which are required for proper cognitive control
of affect, begins to occur. Key developmental changes that impact PFC maturation
during adolescence include the gain of local neuromodulatory capacity of synaptic
activity (i.e., dopamine, GABA, glutamate) that ultimately enhances the capacity of
prefrontal integration of contextual and emotional information from the ventral
hippocampus and the amygdala (Caballero et al. 2016; Caballero and Tseng
2016). The following sections will review how dopamine modulation of PFC
activity changes during adolescence, particularly due to the maturation of both
glutamatergic and GABAergic neuronal responses to D1 and D2 receptor stimula-
tion. We will also review major findings highlighting adolescence as a critical period
for the functional remodeling of local excitatory and inhibitory synaptic transmission
as both systems display unique age-dependent changes that directly impact PFC
output function and plasticity.
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2.1 Maturation of Dopaminergic Control of PFC Activity

The development and acquisition of key cognitive processes such as working
memory, inhibitory control, and attention are thought to be regulated by the matu-
ration of dopamine actions in the PFC (Goldman-Rakic et al. 2000; Horvitz 2000;
Jay 2003; O’Donnell 2003). While prefrontal dopamine innervation can be detected
early after birth, it continues to increase until postnatal day (P) 60 (Kalsbeek et al.
1988). Despite the different patterns of innervation observed in the PFC across the
different species (Lewis et al. 1987; Goldman-Rakic et al. 1989; Rosenberg and
Lewis 1994; Lewis et al. 1998; Raghanti et al. 2008), dopamine terminals in both
rodent and primates are remarkably similar at the ultrastructural level (Seguela et al.
1988; Goldman-Rakic et al. 1989). The distribution of dopamine receptors also
follows closely the pattern of innervation (Gaspar et al. 1995; Muly et al. 1998)
with most pyramidal neurons and GABAergic interneurons expressing both classes
of D1 and D2 receptors (Bouthenet et al. 1987; Gaspar et al. 1995; Muly et al. 1998;
Santana et al. 2009).

Functionally, the late adolescent acquisition of dopamine-dependent control of
excitatory and inhibitory transmission in the PFC is thought to provide a critical
neurobiological step to fine-tuning prefrontal output activity responsible for the
development and maturation of adult cognitive abilities (Tseng et al. 2009;
O’Donnell and Tseng 2010). It has been proposed that a D1 receptor-mediated
facilitation of NMDA receptor response during adolescence (Fig. 1a) (Tseng and
O’Donnell 2005; Heng et al. 2011; Flores-Barrera et al. 2014) contributes to the
maturation of PFC-dependent cognitive functions (Tseng et al. 2009; O’Donnell and
Tseng 2010) given the fact that proper levels of D1 receptor function in the PFC are
needed to improve memory retrieval and working memory (Seamans et al. 1998;
Floresco and Phillips 2001), and for appetitive instrumental learning in adult rats
(Baldwin et al. 2002). Thus, any disruption that altered the acquisition of adult levels
of D1 (Leslie et al. 1991; Williams 1993; Williams et al. 1993; Monyer et al. 1994;
Tarazi et al. 1999; Tarazi and Baldessarini 2000; Flores-Barrera et al. 2014) is likely
to impair the functional maturation of the PFC and the subsequent development of
cognitive abilities associated with adult behaviors (Brenhouse et al. 2008; Sonntag
et al. 2014).

Dopamine-mediated inhibitory control of PFC output activity is also develop-
mentally regulated, mainly through the maturation of D2 receptor signaling onto
pyramidal neurons (Tseng and O’Donnell 2004), and indirectly through the facili-
tation of local GABAergic transmission during adolescence (Fig. 1b) (Pirot et al.
1992; Gulledge and Jaffe 1998; Gorelova et al. 2002; Tseng and O’Donnell 2004;
Tseng et al. 2006). In fact, GABAergic interneurons in the PFC do express both D1
and D2 receptors (Vincent et al. 1993; Smiley et al. 1994; Gaspar et al. 1995;
Mrzljak et al. 1996; Muly et al. 1998) and dopamine contacts onto GABAergic
cells also increase during the transition to young adulthood (P60) (Benes et al. 1996).
While the facilitation of interneurons’ excitability by dopamine in the juvenile PFC
(P15–35) is strictly D1 receptor-mediated (Gorelova et al. 2002; Tseng et al. 2006), a
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powerful excitatory action by D2 receptor signaling emerges in the PFC after P50 to
drive local GABAergic activity (Fig. 1b) (Tseng et al. 2006; Tseng and O’Donnell
2007) through a mechanism that appears to involve beta-arrestin signaling (Urs et al.
2016). Thus, the developmental recruitment of PFC GABAergic activity by dopa-
mine through D1 and D2-dependent mechanisms (Tseng et al. 2006; Tseng and
O’Donnell 2007) is thought to provide a powerful inhibitory control of prefrontal
output input selectivity and its computational capacity to enable network stability for
sustaining working memory (Lew and Tseng 2014).

2.2 Maturation of Glutamatergic Control of PFC Activity

In addition to the maturation of dopamine’s action (Fig. 1), changes in L-type Ca2+

function and post-synaptic PKA signaling after P40 (Fig. 2a) are critical to enhance
PFC output excitability during adolescence (Heng et al. 2011). At the synaptic level,
proper coordination of afferent excitatory transmission to the PFC also contributes to
the maturation of prefrontal output function during adolescence (Maroun and
Richter-Levin 2003; Tseng et al. 2009; Caballero et al. 2016). Of particular interest
is the subunit composition of NMDA receptors, which has been shown to directly
impact cortical circuit plasticity (Zhao et al. 2005) over the course of postnatal
development by increasing the GluN2A contribution of synaptic transmission
(Dumas 2005; Wang et al. 2008). In the PFC, however, it is the gain of GluN2B
(not GluN2A) transmission during adolescence that strengthens ventral hippocampal
inputs through adulthood (Flores-Barrera et al. 2014). Of note, such acquisition of
GluN2B transmission after P50 is restricted to the apical dendrite of layer V
pyramidal neurons (Fig. 2b) (Flores-Barrera et al. 2014) approximately 1 week
after the apical compartment becomes functionally coupled to the soma (i.e., P42)
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Fig. 1 Developmental trajectory of dopamine actions in the prefrontal cortex. (a) D1 receptor-
mediated facilitation of NMDA receptor responses begin to increase at P45 through P90 (adult-
hood). (b) Dopamine facilitation of fast-spiking interneurons activity also increases after P45
through adulthood, due to the acquisition of a non-canonical D2 receptor-mediated excitation
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and major structural remodeling of its dendritic complexity has been completed (Zhu
2000; Heng et al. 2011). Due to the slow kinetic of GluN2B-containing NMDA
receptors (Vicini et al. 1998), the late adolescent incorporation of GluN2B trans-
mission into a functionally mature apical dendrite could provide a computational
advantage for input integration (Wang 1999) and selectively amplify afferent infor-
mation from the ventral hippocampus (Flores-Barrera et al. 2014). Accordingly,
proper levels of GluN2B-mediated transmission in the PFC are key for a variety of
PFC-dependent functions including working memory processes (Wang et al. 2008;
Wang et al. 2013) and trace fear conditioning (Gilmartin et al. 2013; Miguelez
Fernandez et al. 2021). It is conceivable that any developmental disruption that
compromises the recruitment of GluN2B transmission during adolescence will
negatively impact PFC maturation by limiting the input-specific capacity of afferent
integration and processing.

2.3 Maturation of GABAergic Control of PFC Activity

The functionality of GABAergic interneurons in the PFC also undergoes major
remodeling during adolescence as revealed by the levels of expression of calcium
binding proteins parvalbumin (PV) and calretinin (CR) (Erickson and Lewis 2002;
Fung et al. 2010; Caballero et al. 2014a). By means of biochemical and immuno-
histochemical measures, we found that these two populations of interneurons show
opposite developmental trajectories, such that PV expression increases whereas CR
decreases sharply during the adolescent transition to adulthood (Caballero et al.
2014a). As a “slow calcium buffer” (Chard et al. 1993; Lee et al. 2000; Collin et al.
2005), the presence of PV enables cortical GABAergic interneurons to respond to
high frequency inputs. Accordingly, PV expression is typically found in a subset of
GABAergic cells known as fast-spiking interneurons, which limit the activity of

A
Dopamine 
D1 receptor

cAMP

AC

PKA

AKAP

GluN2B

GluN2B
GluN2AC

>P45P25-40
30 906020 40 50
postnatal days

sy
na

pt
ic

 a
ct

iv
ity

low

high
GluN2B transmissionB

pyramidal
neurons

Fig. 2 Developmental trajectory of glutamatergic transmission in the prefrontal cortex. (a) Dia-
gram illustrating the mechanism underlying the late-adolescent facilitation of NMDA-GluN2B
transmission by D1 receptor signaling. (b) Trajectory of the late-adolescent onset of GluN2B-
mediated potentiation of synaptic activity onto layer V pyramidal neurons. (c) The late-adolescent
facilitation of GluN2B function occurs primarily in the apical dendrite of layer V pyramidal neurons
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pyramidal output neurons through a feedforward inhibitory mechanism and the fine-
tuning of cortical excitatory-inhibitory balance (Celio and Heizmann 1981; Bartos
et al. 2007). Thus, the protracted expression of PV observed in the PFC and ventral
hippocampus during adolescence (Caballero et al. 2013, 2014a) is currently per-
ceived as a biologically relevant process that must take place to attain mature levels
of inhibitory control of behavioral responses (Caballero et al. 2020). Using an
shRNA approach, we were able to demonstrate that downregulation of PV to
adolescent levels is sufficient to disrupt the functional trajectory of two biologically
relevant events of synaptic maturation in the PFC (Fig. 3). Both the normal facili-
tation of excitatory synaptic activity onto PV-positive fast-spiking interneurons
(Fig. 3a) and the gain of GABAergic transmission onto layers V-VI pyramidal
neurons (Fig. 3b) are no longer enabled when PV expression levels failed to reach
adult levels (Caballero et al. 2020). These findings provide a novel, developmentally
relevant mechanism for the refinement of prefrontal GABAergic function regulated
by the trajectory of PV upregulation during adolescence.

Parallel to the increased PV expression in the PFC during adolescence is the
facilitation of excitatory synaptic activity onto PV-positive fast-spiking interneurons
(Fig. 3a) (Caballero et al. 2014a). Interestingly, such developmental event failed to
occur when NMDA receptor transmission is transiently blocked during adolescence
(Flores-Barrera et al. 2020), which resembles the effect observed following PV
downregulation (Caballero et al. 2020). As PV expression is strongly dependent
on glutamatergic signaling (Behrens et al. 2007), it is possible that NMDA receptor
transmission from multiple long-range inputs (Flores-Barrera et al. 2014; Bogart and
O’Donnell 2018) is needed to enhance the functionality of PV-positive, fast-spiking
interneurons in the PFC during adolescence to enable the transition into an “adult”
profile (Caballero et al. 2016; Caballero and Tseng 2016). Accordingly, transient
disruption of NMDA receptor signaling during adolescence also prevented the gain
of inhibitory synaptic activity onto PFC output neurons that normally emerges
during this period (Fig. 3b) (Flores-Barrera et al. 2020). In this regard, a failure to
reach sufficient level of afferent-mediated glutamatergic transmission during
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adolescence will arrest the functional maturation of fast-spiking interneurons in the
PFC at a developmental stage of insufficient inhibitory control of prefrontal output.

3 Functional Maturation of PFC Connectivity During
Adolescence

At the neural circuitry level, it becomes evident that the maturation of cognitive
(Satterthwaite et al. 2013) and emotional regulation (Gee et al. 2013; Swartz et al.
2014) are paralleled by significant changes in connectivity between key
corticolimbic structures (Sowell and Jernigan 1998) and the PFC (Paus et al.
1999) during adolescence. Of particular interest is the integration of ventral hippo-
campal and amygdalar inputs carrying contextual and emotional information by the
PFC (Floresco et al. 1997; Ishikawa and Nakamura 2003; Tse et al. 2015) as
remodeling of several anatomical features within the hippocampal-PFC and
amygdalar-PFC connectivity continues through adolescence (Benes 1989;
Cunningham et al. 2002; Cressman et al. 2010). In fact, disruptions of these
pathways are sufficient to negatively impact the acquisition of a wide range of
cognitive abilities associated with adult behavior (Casey et al. 2000; Tseng et al.
2009; Best and Miller 2010). Functionally, it has long been recognized that syn-
chronized pre- and post-synaptic events are required for strengthening specific
corticolimbic-PFC pathways during adolescence to drive the protracted maturation
of cognitive and emotional regulation (Tseng et al. 2009). The following sections
will review major findings highlighting how the development trajectory of activity-
dependent plasticity through adolescence directly impacts the remodeling and mat-
uration of hippocampal-PFC and amygdalar-PFC functional connectivity.

3.1 Maturation of Hippocampal-PFC Functional
Connectivity

The glutamatergic ventral hippocampal projections to the PFC innervate predomi-
nantly pyramidal output neurons (Carr and Sesack 1996) and a subclass of
GABAergic interneurons expressing parvalbumin (Gabbott et al. 2002). The integ-
rity of this pathway is critical for working memory processes and associated
cognitive functions (Friedman and Goldman-Rakic 1988; Floresco et al. 1997;
Wang and Cai 2006), which begin to reach maturity during the adolescent transition
to young adulthood (Luna et al. 2004). Although there is evidence from human
studies showing increased hippocampal volume during postnatal development
through late adolescence and young adulthood (Suzuki et al. 2005; Gogtay et al.
2006; Goddings et al. 2014), data on the precise timing and anatomical trajectory by
which ventral hippocampal innervation to the PFC reach maturity are lacking with
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the exception of the studies by the Benes group (Benes 1989; Benes et al. 1994). A
recent longitudinal study characterizing developmental changes from 8 to 32 years
of age revealed significant increases in hippocampal-PFC functional connectivity at
rest, particularly with the ventromedial (not dorsolateral) region of the PFC (Calabro
et al. 2020). Importantly, the trajectory of the hippocampal-ventromedial PFC
connectivity can predict the cognitive ability to problem solving and future planning
supporting the view that maturation of high-level cognition requires increased
functional integration across the hippocampal-ventromedial PFC circuitry through
adolescence (Murty et al. 2016; Calabro et al. 2020).

Mechanistically, the functional monosynaptic ventral hippocampal-PFC connec-
tivity has been studied for some time in adult animals (Jay 2003). Despite the well-
established role of NMDA receptor transmission and D1 receptor signaling in
modulating the gain of PFC response to hippocampal inputs (Gurden et al. 2000),
it took over a decade to uncover the extent of functional remodeling occurring within
the hippocampal-PFC pathway that continues through late adolescence (Fig. 4)
distinct from the developmental trajectory of the amygdala-PFC connectivity (see
Sect. 3.2, Fig. 5).

The pattern of PFC response to ventral hippocampal inputs is dictated by the
frequency of afferent drive and the functional state of local GABAergic and
glutamatergic synapses. Both inhibitory and excitatory components of the
hippocampal-PFC pathway undergo functional maturation during adolescence, in
part due to the recruitment of fast-spiking interneurons (Fig. 3) and the gain
of GluN2B transmission onto pyramidal neurons (Fig. 2). Typically, proper levels
of GABAAR signaling are needed to enable the acquisition of PFC inhibitory control
of hippocampal afferent transmission at 20 and 40 Hz (Cass et al. 2013; Thomases
et al. 2013). Such maturation of GABAergic function begins to occur after P45
(Fig. 3) ventral hippocampal recruitment of PFC parvalbumin-positive fast-spiking
interneurons becomes online (Caballero et al. 2020). At higher frequencies (e.g.,
100 Hz) ventral hippocampal inputs can potentiate GABAergic transmission in the
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PFC (Cass et al. 2013; Caballero et al. 2014b; Thomases et al. 2014) and subse-
quently induce a form of LTD that also emerges after P45 (Fig. 4a). Recent studies
from our laboratory indicate that preventing the normal upregulation of parvalbumin
expression in the PFC is sufficient to arrest the recruitment of local GABAergic
transmission needed to enable the inhibitory control of afferent integration by the
ventral hippocampus and its regulation of extinction learning (Caballero et al. 2020).
Furthermore, transient disturbances in dopamine, cannabinoid, and NMDA receptor
signaling during early adolescence elicit a similar state of prefrontal GABAergic
deficit and impaired ventral hippocampal-PFC functional connectivity (Cass et al.
2013, 2014; Thomases et al. 2013, 2014) that can be traced to a deficient
glutamatergic drive onto fast-spiking interneurons (Caballero et al. 2020; Flores-
Barrera et al. 2020). The input-specific impact of PV downregulation suggests that
prior GABAergic maturation is needed for the maturation of PFC processing of
hippocampal inputs. Although not mutually exclusive, it is also possible that
strengthening of specific inputs like the ventral hippocampus is required to enhance
the gain of fast-spiking GABAergic transmission in the PFC.

In addition to the recruitment of PFC GABAergic circuit is the late adolescent
strengthening of ventral hippocampal glutamatergic inputs onto prefrontal output
pyramidal neurons (Caballero et al. 2014b; Flores-Barrera et al. 2014) by the
acquisition of GluN2B transmission (Fig. 2b, c) that provides a mechanism for
dopamine regulation of the hippocampal-PFC functional connectivity in an input-
specific manner (Flores-Barrera et al. 2014). Relative to the potentiated response
elicited by the amygdala that is already enabled by P30 (Fig. 5), the prefrontal LTP
observed following ventral hippocampal stimulation does not emerge until P50
(Fig. 4b) (Caballero et al. 2014b; Flores-Barrera et al. 2014). Notably, both forms
of LTP are mediated by NMDA receptor signaling, yet an intact GluN2B transmis-
sion (through a D1 and PKA-mediated mechanism; Fig. 4a) is needed to sustain the
potentiated hippocampal response (Flores-Barrera et al. 2014) and its regulation of
behavior (Miguelez Fernandez et al. 2021). Thus, any developmental disruption that
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compromises the gain of GluN2B function during adolescence will arrest the
functional maturation of the ventral hippocampal-PFC connectivity by limiting the
input-specific strengthening of afferent transmission that begins to emerge after
P40–45 (Fig. 4b).

In sum, the late-adolescent expression of prefrontal GluN2B plasticity (Fig. 2)
together with the facilitation of local GABAergic function (Fig. 3) and the recruit-
ment of PFC inhibitory control of afferent drive by ventral hippocampal inputs
(Fig. 4) could explain the protracted development of cognitive and emotional
regulation subserved by different PFC domains. Of particular relevance for such
functional implication is the acquisition of PFC control over amygdalar-dependent
processes during adolescence (e.g., after P40) (Thomases et al. 2014) when input-
specific remodeling of pre- and post-synaptic mechanisms contributing to strength-
ening the ventral hippocampal-PFC connectivity begins to emerge (Caballero and
Tseng 2016; Caballero et al. 2016, 2020; Flores-Barrera et al. 2020; Miguelez
Fernandez et al. 2021).

3.2 Maturation of Amygdalar-PFC Functional Connectivity

Monosynaptic glutamatergic inputs originated from the amygdala can be observed in
the PFC (Krettek and Price 1977; Bacon et al. 1996; McDonald 1996; Verwer et al.
1996) shortly after birth with a bilaminar pattern arising between P12 and P16
(Verwer et al. 1996; Cunningham et al. 2002), which continues to increase through
adolescence until young adulthood (P65) (Cunningham et al. 2002). Although
amygdalar inputs contacting both pyramidal neurons and GABAergic interneurons
can be found in the PFC (Cunningham et al. 2002, 2008; Gabbott et al. 2006), the
increasing density of amygdalar projections observed during adolescence reflects
preferentially the innervation onto pyramidal neurons (Cunningham et al. 2002).
Functionally, amygdalar inputs can effectively recruit local interneurons in the adult
PFC to exert feedforward inhibition onto pyramidal neurons (Dilgen et al. 2013).
However, the developmental impact of amygdalar inputs to drive LTP in the PFC is
already enabled by P30 and does not involve local GABAergic transmission
(Caballero et al. 2014b). Consistent with the increasing amygdalar innervation, the
pattern of LTP elicited in the P30–40 PFC is significantly less potentiated than the
response observed in adults (Fig. 5). Thus, it is reasonable to conclude that the gain
of amygdalar-prefrontal transmission during adolescence is likely to impact PFC
output function through its action on pyramidal neurons, and to less extent on local
GABAergic interneurons.

Early life disruption of the amygdalar-PFC connectivity has been correlated to
some extent with the severity of affective disorders (Burghy et al. 2012). This is not
surprising since PFC processing of amygdalar inputs is required for the modulation
of amygdala-dependent behaviors (Garcia et al. 1999; Hariri et al. 2003) including
emotional regulation and the consolidation of learning and memory (Davis and
Whalen 2001). Recent findings using task-based functional magnetic resonance
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imaging indicate that the amygdala-PFC functional connectivity progressively shifts
from positive to negative correlation during the transition from childhood to young
adulthood (Gee et al. 2013; Wu et al. 2016). Importantly, this trajectory of functional
connectivity is no longer detectable in children and adults experiencing generalized
anxiety disorder (Kujawa et al. 2016). At the neurochemical level, recent research in
human subjects suggests that changes in GABA levels predict the variability of
functional connectivity across brain networks (Duncan et al. 2014; Delli Pizzi et al.
2017a, b). In addition, increased prefrontal glutamate concentration was observed in
young adults, but not adolescents with high anxiety responses (Cortese and Phan
2005; Strawn et al. 2013), suggesting that fine-tuning of excitatory-inhibitory bal-
ance in the PFC is required for the developmental switch of the immature amygdala-
PFC functional connectivity to a mature state.

4 Summary and Conclusions

The neurobiology underlying the protracted remodeling of the corticolimbic func-
tional connectivity challenges the view that not all mechanisms of plasticity con-
tributing to the maturation of cortical circuits are acquired within the first 21–28 days
of postnatal development in rodents as traditionally proposed (Dan and Poo 2006).
Furthermore, the relative early onset of amygdalar-driven plasticity (Fig. 5) com-
pared to the hippocampal counterpart (Fig. 4) indicates that timely recruitment of
distinct synaptic mechanisms through the peri-adolescent development is critical for
the maturation of PFC functional connectivity in an input-specific manner. Certainly,
any early developmental events capable of altering the functional trajectory of PFC
maturation could trigger abnormal assembly of hippocampal- and amygdalar-PFC
connectivity that would not become apparent until late adolescence or young
adulthood when prefrontal integration of input-specific processes are enabled.
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Abstract From embryonic neuronal migration to adolescent circuit refinement, the
immune system plays an essential role throughout central nervous system (CNS)
development. Immune signaling molecules serve as a common language between
the immune system and CNS, allowing them to work together to modulate brain
function both in health and disease. As the resident CNS macrophage, microglia
comprise the majority of immune cells in the brain. Much like their peripheral
counterparts, microglia survey their environment for pathology, clean up debris,
and propagate inflammatory responses when necessary. Beyond this, recent studies
have highlighted that microglia perform a number of complex tasks during neural
development, from directing neuronal and axonal positioning to pruning synapses,
receptors, and even whole cells. In this chapter, we discuss this literature within the
framework that immune activation during discrete windows of neural development
can profoundly impact brain function long-term, and thus the risk of
neurodevelopmental and neuropsychiatric disorders. In this chapter, we review
three sensitive developmental periods – embryonic wiring, early postnatal synaptic
pruning, and adolescent circuit refinement – in order to highlight the diversity of
functions that microglia perform in building a brain. In reviewing this literature, it
becomes obvious that timing matters, perhaps more so than the nature of the immune
activation itself; largely conserved patterns of microglial response to diverse insults
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result in different functional impacts depending on the stage of brain maturation at
the time of the challenge.

Keywords Adolescence · Circuit refinement · Embryonic · Inhibitory · Microglia ·
Neurodevelopment · Neuroimmunology · Neuroinflammation · Sensitive periods ·
Synaptic pruning

1 Introduction

Our appreciation of the immune system’s power to impact brain maturation is not
new. Some of the strongest foundational evidence in support of the claim that the
immune system can profoundly impact brain development comes from epidemio-
logical studies. Such studies identified maternal infection with a variety of pathogens
during pregnancy, including influenza, streptococcus, and toxoplasma, as a strong
risk factor for neurodevelopmental disorders such as autism spectrum disorder
(ASD) and schizophrenia in their offspring (Atladóttir et al. 2010; Brown 2012;
Knuesel et al. 2014). Indeed, initiating maternal immune activation (MIA) by
injection of a bacterial or viral compound during gestation in a rodent induces
behavioral abnormalities in offspring consistent with human ASD and schizophrenia
(Shi et al. 2003; Zuckerman et al. 2003; Malkova et al. 2012; Choi et al. 2016). The
diversity of viral, bacterial, and parasitic contributions that influence similar neuro-
logical outcomes suggests that perturbation of offspring neural function is not due to
the pathogens themselves, but rather the MIA that occurs in response to the pathogen
(Estes and McAllister 2016). For example, administration of pro-inflammatory
cytokines IL-6 or IL-17a in the absence of any pathogen is sufficient to induce
behavioral and neurobiological abnormalities in offspring (Smith et al. 2007; Choi
et al. 2016). Further, blocking the activity of these cytokines rescues many
MIA-induced deficits (Smith et al. 2007; Choi et al. 2016; Wu et al. 2017; Shin
Yim et al. 2017). These findings provide strong evidence that immune molecules
must have some avenue through which they can impact the developing brain.

Immune cells that primarily reside in the periphery, such as lymphocytes and
myeloid cells, can be found in low densities in the CNS in the absence of illness or
disease (Banks and Erickson 2010). The CNS was once considered entirely immune-
privileged, although neuroimmune discoveries in recent years have challenged that
idea (Louveau et al. 2015). Skin grafting experiments from the 1940s where the
rabbit brain parenchyma was found to be immunologically tolerant to allogenic skin
grafts served as the foundational evidence for the brain being a unique immunolog-
ical site (Medawar 1948). The CNS’ residence behind the physical protection of the
blood-brain barrier supports this claim; in a healthy adult, both potential pathogens
and circulating immune cells are generally blocked from entry by a tight system of
endothelial cells, pericytes, and astrocytic endfeet (Daneman and Prat 2015). Despite
this, there are still a variety of immunocompetent cells, both peripheral and resident,
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that are present and play active roles in building the brain. In the absence of immune
challenge, very sparse numbers of lymphocytes, such as T cells and B cells, and
other myeloid cells, such as dendritic cells and mast cells, can be found in the rodent
brain during embryonic development (Tanabe and Yamashita 2018; Lenz et al.
2018; Bulloch et al. 2008). They continue their residency postnatally, performing
broad functions ranging from B1a cells supporting the proliferation of oligodendro-
cyte precursor cells to mast cells mediating the masculinization of sex-specific brain
regions and behaviors (Tanabe and Yamashita 2018; Lenz et al. 2018).

Like other organs in the body, the brain has its own tissue-resident macrophage:
microglia. Comprising approximately 80% of the immune cells in the adult rodent
CNS, microglia are the primary immune sentinel of the brain (Mrdjen et al. 2018).
Once thought to be “resting” in the absence of a threat to homeostasis, we now
recognize microglia as highly active cells, constantly surveilling their environment
for changes in homeostasis (Nimmerjahn et al. 2005; Davalos et al. 2005; Wake et al.
2009; Carrier et al. 2020). Microglia rapidly respond to injury or pathogens by
changing their morphology, moving to sites of damage, phagocytosing debris, and
releasing factors to escalate an immune response (Davalos et al. 2005; Nimmerjahn
et al. 2005; Haynes et al. 2006; Wolf et al. 2017; Eyo et al. 2018; Galloway et al.
2019). Although long recognized as critical players in neurodegeneration and
trauma, the specific evidence outlining the wide range of microglial contributions
across development is relatively underexplored. Here we chose to focus on the roles
of microglia across brain maturation, focusing in on three periods when the impact of
immune perturbations is particularly strong, and in many cases, long-lasting: embry-
onic wiring, postnatal experience-dependent pruning, and circuit refinement during
adolescence. Microglial activity during these three stages is both highly dynamic and
developmentally critical, positioning these immune cells as major facilitators of
disruption during key sensitive periods of brain development. The recognition of
sex differences in both the specific timing of microglial functions and the mecha-
nisms they employ across brain maturation is of critical importance. While not the
focus of this review, we highlight key findings when relevant (see Bordt et al. 2020
and VanRyzin et al. 2020 for detailed reviews). Additionally, we focus primarily on
the rodent literature, as this is where most of our mechanistic knowledge comes
from, and refer to human evidence where available.

2 Embryonic Wiring

Both their keen surveillance abilities and non-CNS origins makemicroglia particularly
sensitive to perturbations during gestation. Unlike the other glia, oligodendrocytes and
astrocytes, which are born from neural stem cells beginning around mouse embryonic
day (E)16, most microglia colonize the brain beginning around E9 after traveling there
from the yolk sac, either directly through the blood or through the fetal liver and aorta-
gonad-mesonephros (AGM) (Ginhoux et al. 2010; Hoeffel and Ginhoux 2015). This
ontogeny is almost entirely unique to brain-resident macrophages, both in rodent and
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human embryos, as other macrophages throughout the body do not share it (Sheng
et al. 2015; Bian et al. 2020). The necessary journey of embryonic microglia to the
brain, as well as their early residence prior to the closing of the blood-brain barrier at
E13.5, leaves microglia vulnerable to react to signals in the periphery (Profaci et al.
2020). In the absence of disease or injury, once the blood-brain barrier closes at E13.5,
the microglia that originally seeded the brain will expand and self-renew throughout
the lifespan of the organism, suggesting that even small changes to these early
microglia could profoundly impact the future brain (Askew and Gomez-Nicola
2018; Thion and Garel 2020). There is also evidence that another, smaller subpopu-
lation of microglia, homeobox (Hoxb8)-lineage microglia, colonize the brain a few
days later, traveling from the yolk sac and through the fetal liver and AGM to appear in
the brain around E12.5 (Chen et al. 2010; De et al. 2018). Interestingly, loss of
Hoxb8+ microglia resulted in an overall reduction of microglia in the brain and a
pathological over-grooming phenotype (Chen et al. 2010). While little is known about
microglial heterogeneity and its relevance in health and disease, the identification of a
developmentally and phenotypically distinct microglial population strongly supports
that different subsets of microglia may be programmed to perform specific functions
from very early in life and requires further investigation (see Box 1).

Box 1 Microglial Heterogeneity in Development
Microglia are specialized cells that continually sense, interpret, and react to
environmental cues. Therefore, the traditional view that microglial functional
heterogeneity, or distinct microglial “subtypes,” would develop from signals in
their surroundings is logical. In the context of disease, microglia display distinct
transcriptional patterns that seem to be in response to extrinsic cues (Keren-
Shaul et al. 2017; Mrdjen et al. 2018). However, evidence is mounting that
microglial heterogeneity may also have some intrinsic predetermination with
great relevance for brain development. Hoxb8-lineage microglia display unique
early postnatal dynamics relative to non-Hoxb8 cells, and the loss of the
Hoxb8+ population results in an overall decrease in microglia in the brain
(Chen et al. 2010; De et al. 2018). This is in spite of the fact that both
populations have very similar transcriptional profiles (Chen et al. 2010; De
et al. 2018). Studies investigating the two ligands for microglial CSF1R reveal a
similar requirement for both populations; loss of CSF1 resulted in white-matter
microglial density and functional reduction, while IL-34 loss impacted
microglial density and function mostly in gray-matter regions (Kondo and
Duncan 2009; Wang et al. 2012). Additionally, microglia populate the brain
through self-renewal after traveling there during healthy embryonic develop-
ment, so one study sought to determine how microglia are transcriptionally and
epigenetically synchronized to perform all their necessary functions from these
original seeding cells. Results from chromatin accessibility and histone modifi-
cation investigation revealed specific hallmarks across three phases: early (until

(continued)
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Box 1 (continued)
E14), pre- (until P0), and adult microglia (Matcovitch-Natan et al. 2016). A later
single-cell transcriptomic study that sequenced mouse microglia across devel-
opment revealed nine distinct subtypes of microglia from E14.5 to adulthood
(Hammond et al. 2019). Interestingly, there was the greatest diversity of
microglial subtypes in the earliest stages of development, E14.5 and P5
(Hammond et al. 2019). These subtypes were confirmed by localization of
distinct microglial populations to particular brain regions, illustrated by single-
molecule fluorescent in situ hybridization (smFISH) experiments (Hammond
et al. 2019). Together, these studies support that microglial heterogeneity exists
in early brain development, although the consequences of disrupting subpopu-
lations of microglia are mostly still unknown. Recent work characterizing the
impacts of a combined environmental stress MIA model on the early postnatal
anterior cingulate cortex of male offspring found that MIA induced greater
microglial heterogeneity, measured by protein expression, compared to controls
(Block et al. 2020). Strikingly, the different populations of microglia had varied
phagocytic capacity, and therefore their unbalanced presence resulted in a loss
of characteristic early postnatal synaptic elimination (Block et al. 2020). This
study provides some of the first evidence that microglial heterogeneity changes,
such as downregulation of a critical microglial subtype and its functions, may
contribute to neurodevelopmental disorder etiology. These and other outstand-
ing questions about microglial heterogeneity highlight the need for more precise
tools to modulate microglial function. Promising new work utilizing a
Cre-dependent DREADD (designer receptors exclusively activated by designer
drugs) system demonstrated that microglial activity can be bi-directionally
modulated in a specific brain region through chemogenetic manipulation
(Klawonn et al. 2021). This is especially important because we know that
microglia in different brain regions vary in a number of ways, including their
gene expression patterns, homeostatic signals, phagocytic function, density,
physical shape, and, particularly relevant to this discussion, the timing of their
colonization, expansion, and maturation (Tan et al. 2020). The ability to change
the functional properties of microglia in a region-specific manner opens many
doors for future work characterizing microglial heterogeneity.

As immune challenges during this perinatal period fundamentally alter neurobi-
ology for the remainder of the lifespan (for example, in cases of MIA), it could be
theorized that dampening microglial function during embryonic development may
help prevent damage. However, mice lacking colony-stimulated factor 1 receptor
(CSF1R), a receptor necessary for microglial growth and survival, have no microglia
and die shortly after birth (Nandi et al. 2012; Erblich et al. 2011; Chitu et al. 2016).
CSF1R�/� mice also display anatomical deformities, such as reduced brain size,
cortical thickness, and corpus callosum axonal crossing, suggesting that microglia
are indispensable for embryonic brain development (Nandi et al. 2012; Erblich et al.
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2011; Chitu et al. 2016). Recent examination of the first identified human patients
with homozygous CSF1R mutations, individuals almost entirely without microglia,
confirms their necessity. One living patient with a homozygous missense mutation in
the CSF1R gene did not show severe developmental regression until 12 years old,
while an individual with a more severe splice mutation in the CSF1R gene lived to
only 10 months old (Oosterhof et al. 2019). Robust white matter irregularities,
epilepsy, and incorrect accumulations of neurons in both these patients’ brains
support that microglia are of particular importance for both the development of
oligodendrocytes and myelination, as well as proper interneuron migration in the
cortex (Oosterhof et al. 2019). Interestingly, interneuron dysfunction and white
matter abnormalities are two of the primary neuropathological hallmarks of schizo-
phrenia, identified in both rodent models and human studies (Lewis et al. 2012;
Kochunov and Elliot Hong 2014; Gonzalez-Burgos et al. 2015; Cetin-Karayumak
et al. 2020). Together, paired with the strong evidence of MIA risk factors, these
studies support immune involvement in the building of the embryonic brain, specif-
ically through some action of microglia.

Once migrated from the yolk sac, microglia localization in the developing
embryonic brain is precisely timed. For example, at E12.5, around when microglia
are first colonizing the mouse brain, they distribute fairly evenly throughout the
forebrain (Squarzoni et al. 2014). However, at embryonic day E14.5, microglia
become localized around migrating axonal tract “decision” regions, avoiding the
cortical plate until E16.5 (Squarzoni et al. 2014). Around birth, microglia become
most associated with progenitor zones and areas of cell death in both rodents and
non-human primates (Cunningham et al. 2013). This localization aligns with the
critical roles microglia play in embryonic brain development. Using two different
microglial depletion methods, Squarzoni and colleagues found that functional
microglia are necessary for proper dopaminergic axon extension at E14.5 in mice,
and in the absence of microglia, there was an overgrowth of tyrosine-hydroxylase
(TH) + axons into the subpallium (Squarzoni et al. 2014). In contrast, an E13.5
lipopolysaccharide (LPS) injection MIA model to “activate” microglia reduced
dopaminergic axon outgrowth at E14.5 to below control levels (Squarzoni et al.
2014). The discovery of TH+ fragments of dopaminergic axons inside of microglia
in control mice provided further evidence that perturbing microglia in this window
impacts their ability to direct, perhaps through phagocytosis, dopaminergic circuit
organization during embryonic development (Squarzoni et al. 2014). Beyond this,
both depletion and MIA models impacted the organization of neocortical inhibitory
neurons, resulting in both altered migration timing and ultimately defective locali-
zation in the somatosensory cortex (Squarzoni et al. 2014).

Microglial involvement in the development of inhibitory neurons has long been
suspected based on dysfunction consistently identified in both cell types across
several neuropsychiatric disorders, in particular those with proposed early develop-
mental origins (Thion and Garel 2020). Both postmortem analysis and live imaging
of brains of human patients suffering from schizophrenia point towards aberrant
GABAergic interneurons in psychopathology, such as through reduced gene expres-
sion of general GABAergic genes in the frontal cortices of schizophrenia patients
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compared to controls (Nakazawa et al. 2012; Hoftman et al. 2015; de Jonge et al.
2017). Administration of poly I:C, a synthetic double-stranded RNA to mimic viral
infection, to mouse dams at E9 to induce MIA reduced parvalbumin
(PV) interneuron GABAergic transmission onto pyramidal neurons in brain regions
important for schizophrenia pathology in offspring, consistent with human postmor-
tem literature (Canetta et al. 2016; Kaar et al. 2019). In 2019, Thion et al. dissected
the embryonic impact of both E13.5 LPS injection and transient macrophage
depletion (from E7-birth) on PV interneurons in the somatosensory barrel cortex.
Both microglial perturbations revealed a two-phase alteration to PV firing (Thion
et al. 2019). In juveniles (P20), there was a mild increase in PV density and an excess
of inhibition onto principal excitatory neurons in the barrel cortex in both MIA and
depletion offspring. By adulthood, however, the increase in interneuron density was
resolved and PV cells were instead hypoactive, exhibiting reduced inhibition onto
layer 4 cortical neurons (Thion et al. 2019). These findings are particularly interest-
ing for two reasons. First, although inhibitory dysfunction is a hallmark of
neurodevelopmental disorders, this is the first work to directly implicate develop-
mental alterations in microglial activity to a change in inhibitory firing. Second, due
to the consistent phenotype across both depletion and MIA, this finding supports the
idea that the effect of MIA on microglia may not just be excessive reactivity, but
instead a “distraction” from the critical developmental processes performed by
microglia during specific periods. These findings also lend support to the hypothesis
that the nature of the microglial perturbation may be less important than the specific
period during which it occurs, as it is the timing of the challenge that reveals which
microglial function and, therefore, which critical aspect of development, is altered.

Microglia are critical for regulating both the precursor cell pool and the functional
capabilities of neurons that survive in both rodents and primate species. During the
later half of cortical neurogenesis, E80-E100 in a rhesus macaque or E20-P0 in a rat,
microglia eliminate excess neural and glial precursor cells through a phagocytosis
mechanism in the proliferative zones of the brain (Cunningham et al. 2013). LPS
injections administered to pregnant rats on E15 and E16 resulted in a significant
reduction in proliferative zone neurons in offspring at E19 and P2 (Cunningham
et al. 2013). Interestingly, concurrent exposure of rat offspring to MIA and doxy-
cycline to suppress microglial activation resulted in a persistent increase in neural
precursor cells (Cunningham et al. 2013). These findings suggest that conditions that
may decrease microglial activation prenatally may result in the long-term survival of
excess neurons at a detriment to the developing brain.

Together, these studies highlight the long-term impacts of microglial perturba-
tions during the gestational period, as either dampening or “over-activating”
microglial function both result in negative outcomes for developing neurons. Inter-
estingly, these studies do not directly address any sex differences that may emerge in
the response to either kind of microglial perturbation. This is despite the strong male
sex-bias in disorders that we suspect become programmed during this period, as well
as the male-specific androgen surge around P0 and subsequent critical period for
sexual differentiation (McCarthy et al. 2018; VanRyzin et al. 2018; Bordt et al.
2020). Additionally, many questions remain about how and why some neuronal
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populations are differentially impacted by microglial dysfunction. What external
cues or intrinsic factors direct microglia to populate certain zones during specific
time windows? How do embryonic microglia differentiate between specific subtypes
of neurons, such as in their preferential directing of dopaminergic axons or diverse
impacts on excitatory- vs inhibitory-fated neuronal populations? These questions
highlight just how much there is left to uncover about the heterogeneous roles that
microglia play in shaping the embryonic brain.

3 Postnatal Synaptic Pruning and Neuronal Function

The discovery that microglia are constantly mobile and surveying their environment
during homeostasis raises questions regarding what kinds of functions they must be
performing to justify such a heavy metabolic need (Nimmerjahn et al. 2005; Davalos
et al. 2005; Wake et al. 2009). We now know microglia to be attentive gardeners,
carefully pruning damage and overgrowth across development in order to shape and
encourage healthy and resilient maturation. More than a decade ago, the first
evidence that microglial contact with synapses was indeed experience-driven was
identified in the primary visual cortex (V1) by modulating light exposure during the
visual critical period (Tremblay et al. 2010). Two-photon in vivo imaging revealed
that following 6 days of dark adaptation, microglia were less mobile, had more
process phagocytic structures, and changed their preference for contacting specific
subsets of dendritic elements (Tremblay et al. 2010). Some of these changes could be
partially reversed by 2 days of light re-exposure (Tremblay et al. 2010). Soon after,
the role of microglia in the engulfment of synaptic material was supported by a study
where chemokine fractalkine receptor (CX3CR1), primarily expressed by microglia
in the CNS, was knocked out in mice. In the absence of this receptor, microglia still
engulfed PSD-95+ puncta in early postnatal synapse refinement, but the overall
density of synaptic material and spines was significantly greater in the knockouts at
P15 in the hippocampus (Paolicelli et al. 2011). Additional experiments revealed that
these extra connections were electrophysiologically immature, strongly pointing to a
deficit in synaptic pruning by microglia during this period (Paolicelli et al. 2011). By
the time of this discovery, the involvement of the classical complement cascade in
developmental pruning of synapses in the dorsal lateral geniculate nucleus (dLGN)
had been established (Stevens et al. 2007). Early in development, this region of the
thalamus receives overlapping projections from the retinal ganglion cells of both
eyes. Eventually the mature pattern of non-overlapping inputs develops following
activity-dependent selection of projections from a singular eye, making it a great
system to study synapse elimination (Shatz 1990). The complement component 1q
(C1q) protein was found to be present on synaptic elements early postnatally, and
knockout of C1q resulted in deficient elimination of overlapping inputs from both
eyes in the normally developmentally-segregated input areas at P30 (Stevens et al.
2007). Again utilizing the early postnatal developing mouse dLGN system, Schafer
and colleagues found that microglia prune presynaptic inputs by engulfment in a
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complement receptor 3 (CR3)/C3 dependent manner (Schafer et al. 2012). Modula-
tion of neural activity by intraocular injection of tetrodotoxin to weaken inputs from
one eye resulted in an increase in microglial phagocytosis of those inputs, while
forskolin injection to enhance activity resulted in greater pruning of inputs from the
other eye (Schafer et al. 2012). This was one of the first hints that microglia may
work to shape circuits in health and disease, and while our understanding of these
processes has grown immensely, some of the questions raised almost a decade ago
still remain unanswered. For example, do microglia detect the activity levels of
nearby neurons in order to “decide” which synaptic elements require removal?
Could microglia instead be responding to inputs that have already been identified
through a different, unknown mechanism for elimination?

Although the extent of microglial involvement in postnatal developmental syn-
aptic pruning remains unknown, several potential pathways have been identified. We
now recognize that the innate immune triggering receptor expressed on myeloid cells
2 (TREM2) is a necessary part of the synaptic pruning process in mice. When
expressed on microglia, TREM2 primarily recognizes LPS and other danger mole-
cules and generally performs anti-inflammatory functions (Daws et al. 2003; Wang
et al. 2015). TREM2�/� mice showed a CA1-specific decrease in microglia density
and activation markers, as well as an increase in excitatory synaptic markers and
electrophysiological activity from P18–20 (Filipello et al. 2018). Further, both
in vitro and in vivo at P18–20, TREM2�/� microglia were insufficient at phagocy-
tosing synapses, strengthening the finding that these mutants had reduced brain
region connectivity, increased repetitive behaviors, and social behavior deficits at
P90 (Filipello et al. 2018). Interestingly, a separate study found that TREM2�/�

animals had a reduction in synapses in both the cortex and hippocampus at 1 month
of age and that KO microglia contained more internalized synaptic elements (Jay
et al. 2019). Beyond this, loss of TREM2 in microglia seemed to enhance synapse
element phagocytosis by astrocytes in brain regions with reduced microglial density
(Jay et al. 2019). This finding is not entirely surprising; astrocytes, while only briefly
discussed here, play an extremely important role in synaptic construction and
maintenance (see Box 2). While the exact contribution of microglial TREM2 in
postnatal synaptic refinement is still up for debate, these studies highlight microglia
as complicated, interconnected players in the developing brain environment.

Box 2 Astrocytic Involvement in Synaptic Development
Although not from immune cell origins and therefore highly abundant in the
CNS, astrocytes are necessary immunocompetent contributors to circuit con-
struction and refinement. Astrocytes are intimately involved in synaptic trans-
mission, where one rodent astrocyte can contact over 100,000 synaptic elements
to monitor and modulate signaling, both by releasing their own factors and
through regulation of those released into the synaptic cleft (Bushong et al. 2002;
Chung et al. 2015). Therefore, it is unsurprising that astrocytes are also

(continued)
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Box 2 (continued)
intimately involved in the creation and modulation of synapses across develop-
ment (Farhy-Tselnicker and Allen 2018). Astrocyte-derived signals, such as
thrombospondins, glypicans, and Hevin/Sparcl1, contribute to the proper con-
struction of a synapse, and in some cases, specific signals are necessary for the
development of certain kinds of synapses (Risher et al. 2014; Allen and Eroglu
2017). Additionally, evidence that supports the importance of cross-talk
between astrocytes and microglia in circuit refinement continues to grow. For
example, the presence of astrocytes is necessary for retinal ganglion cells
(RGCs) to upregulate C1q, even though it is microglia that respond to the
complement call (Stevens et al. 2007; Schafer et al. 2012). More recently, this
is highlighted by findings such as the identification of astrocyte-produced
cytokine interleukin (IL)-33 as important for modulation of microglial phago-
cytosis during the early postnatal period (Vainchtein et al. 2018).

Microglia are exposed to and need to interpret many signals from other cells in their
environment. For example, neuron-derived CX3CL1 signals through microglial
CX3CR1. In order to effectively target the correct synaptic elements for removal,
microglia also recognize both “don’t eat me” signals, such as CD47, as well as
contrasting “eat me” signals (Arcuri et al. 2017; Lehrman et al. 2018). One such recently
identified signal is exposed phosphatidylserine (ePS), which is displayed by neurons as
an “eat me” signal for microglia to recognize (Scott-Hewitt et al. 2020). Across brain
regions, ePS is most present during critical windows of pruning, and in the dLGN this
expression is co-localized with C1q labeling (Scott-Hewitt et al. 2020). In vitro,
synaptic pruning of ePS by microglia was TREM2-dependent, while in vitro, in
C1q-KO mice, there was both an increase in ePS tagged presynaptic elements and a
reduction of microglial engulfment without C1q present (Scott-Hewitt et al. 2020). This
study highlights one neuronal “tag” that initiates two different microglial pruning
mechanisms. Interestingly, astrocytes can also recognize phosphatidylserine through
phagocytic receptors MERTK and MEGF10 to eliminate synapses in the dLGN in an
activity-dependent manner, both during the first week of life and throughout adulthood
(Chung et al. 2013). This alternate phagocytosis pathway is not unique to mammals,
suggesting it may have some important function independent of those in microglia
(MacDonald et al. 2006; Chung et al. 2013). Further, microglia can also signal through
the cannabinoid system. Van Ryzin and colleagues discovered that microglia phagocy-
tose newborn cells in the rat amygdala in the first few days of life, a process that is
regulated by androgen and endocannabinoids (VanRyzin et al. 2019). When engulf-
ment of these cells, identified as primarily newborn astrocytes, by microglia is blocked
through the administration of an anti-CD11b antibody, dramatic sex differences that are
well-characterized in juvenile rat play behaviors are lost (VanRyzin et al. 2019). Even
though microglial engulfment of whole cells early in brain development is not new or
specific to rodents, this study was one of the first studies to directly implicate microglia
in the development of social behavior (Cunningham et al. 2013; VanRyzin et al. 2019).
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Recently, a new molecular pathway utilized by microglia to decrease synapses in
the absence of phagocytosis was proposed. In 2018, Cheadle et al. discovered that
following eye-opening at P7, fibroblast growth factor-inducible 14 (Fn14), a mem-
ber of the tumor necrosis factor receptor family, was selectively expressed in
excitatory thalamocortical neurons (TC) in the dLGN (Cheadle et al. 2018). Its
presence was important for the maturation of TC neuron dendritic spines and
synaptic refinement during the vision-sensitive period (Cheadle et al. 2020).
Tumor necrosis factor-like weak inducer of apoptosis (TWEAK), which is strongly
upregulated by microglia only following visual experience, binds postsynaptic Fn14
and contributes to spine elimination. This elimination is not phagocytosis-mediated,
as microglia in TWEAK-KO mice do not show phagocytosis deficits at P7 or P27,
but instead depends on the proximity of spines to TWEAK-expressing microglia
(Cheadle et al. 2020). Interestingly, this novel refinement mechanism is only present
after P20, prompting the authors to suggest a 2-phase model. In phase 1, microglia
work via complement signaling to engulf presynapses. After eye-opening and
sensory experience, there is a transition to phase 2, where postsynaptic refinement
happens through the experience-dependent TWEAK-Fn14 mechanism (Cheadle
et al. 2020). Perhaps showcasing exactly how much we have left to learn, the
mechanisms by which microglia perform this second phase of elimination, as well
as whether these are the same microglia that perform phase 1 engulfment or if this is
a result of heterogeneity, is still unknown.

What are the long-term consequences for adult behavior when these microglia
functions early in postnatal life are perturbed by an immune challenge? Genetic tools
have allowed us to look closely at the loss of functional pathways to elucidate their
critical functions, but may not elucidate broader disease mechanisms. Despite the
clinical relevance of understanding the impacts of early postnatal/neonatal infection on
brain development, such as the prevalence of postnatal illness and the potential for
increased vulnerability to neuropsychiatric disorders, the animal studies of this nature
are limited in comparison to the MIA literature. Those studies that have looked show
that early postnatal immune challenges can have long-term consequences on adult
behavior (Bilbo and Schwarz 2012). Interestingly, a “second-hit,” such as a subse-
quent immune challenge, seems to be consistently required in order to reveal these
long-term changes. For example, administering E. coli to rats at P4 primes the system
such that if they are exposed to another immune challenge in adulthood, their long-
term memory becomes impaired (Bilbo et al. 2006). This effect is mediated by a
CD11b + �derived IL-1β response, which becomes sensitized following the initial
immune “hit” (Williamson et al. 2011). Indeed, even two LPS injections early in life,
administered at P3 and P5 to male pups, are enough to induce spatial memory deficits
in adulthood, measured by Morris water maze performance (Peng et al. 2019). Other
studies highlight that the second hit in this two-hit model does not need to be a direct
immune challenge to the pups. The long-term impact of in utero exposure to maternal
high fructose diet was revealed following a P7 LPS injection in rats, where the authors
observed aberrant anxiety-like behaviors both during adolescence and adulthood
(Bukhari et al. 2018). Interestingly, recent work has shown that a single P4 LPS
induced a female-specific decrease in both sociability and social discrimination, which
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was maintained even in the absence of microglial MyD88-dependent
pro-inflammatory signaling (Smith et al. 2020). This finding provides strong support
for the investigation of both males and females across brain development, as it seems
some microglial mechanisms are not necessarily utilized by both sexes.

Studies such as these also serve as a reminder that changes at single-cell levels in
spine density or synaptic refinement may have long-term behavioral consequences
despite those perturbations happening early in development. However, immune
system perturbations happen throughout the lifespan. From birth to old age, we all
suffer illness and stress, which we know impact microglial function (Niraula et al.
2017; Mariani and Kielian 2009). However, not all microglial challenges result in
long-term functional changes in our behavior. For example, depletion of microglia in
the CNS in adulthood via an antagonist to CSF1R, the loss of which is lethal in
development, has no impact on either viability or behavioral function in adult mice
(Elmore et al. 2014). This supports the view that there are sensitive periods when
microglia are particularly vulnerable to challenges, perhaps due to special windows
of rigorous and concentrated actions. Beyond the obvious highly active periods of
brain construction detailed above, the literature suggests there is another sensitive
window for microglia that extends beyond the initial weeks of life: adolescence.

4 Adolescent Circuit Refinement

The adolescent period, usually defined as around 10–20 years of age in humans, is
behaviorally characterized by increased risk-taking behaviors and sensitivity to social
cues and stress (Andersen and Teicher 2008; Steinberg 2008; Blakemore and Mills
2014). These changes are neuroanatomically mirrored by increased myelination and
synaptic pruning in cortical and limbic areas (Giedd et al. 1999; Paus et al. 2008;
Tamnes et al. 2013; Blakemore and Mills 2014). Adolescence is also the time when
connectivity between diverse brain regions is refined and strengthened, resulting in
changes in synaptic communication (Toga et al. 2006; Whitford et al. 2007). Analo-
gous behavior and brain maturation also occurs in rodents, where adolescence is
considered to be from around the time of weaning until sexual maturity, although
the precise window is debated and varies by sex (Schneider 2013). The significance of
the adolescent period as an important developmental stage is underscored by its
identification as the primary age window for the appearance of schizophrenia, some
affective disorders, and risk-taking behaviors that increase vulnerability to substance
use disorders (Kessler et al. 2007; Paus et al. 2008; Steinberg 2008; Casey and Jones
2010). While the neuroimmune contribution to each of these disorders is not new, the
literature investigating the homeostatic functions of microglia during the adolescent
period of circuit refinement is still in its infancy.

Despite the relatively young body of adolescent microglia literature, it is clear that
the actions of microglia across developmental periods have profound impacts on the
brain and behavior during adolescence. Again, the long history of MIA studies
reveal that embryonic perturbations of microglial function can culminate in eventual
disease onset in adolescence (Brown 2012). As discussed in the previous section,
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perinatal perturbations of microglia can also profoundly impact the adolescent brain
and behavior (VanRyzin et al. 2019). While important to our understanding of
microglial roles in circuit refinement and the long-lasting effects of early perturba-
tions of these processes, what these studies involving early life manipulations do not
tell us is what may be different about microglia and their functions during the actual
adolescent period. In the few transcriptional studies aiming to characterize
microglial-specific gene expression changes across development, the adolescent
period is entirely excluded (Matcovitch-Natan et al. 2016; Hanamsagar et al. 2017).

Across species, perturbations during the sensitive adolescent period have profound
impacts on long-term behavior. It is well recognized that the brain at this time is highly
neurobiologically vulnerable to addiction and social stress in humans (Chambers et al.
2003; Crews et al. 2007; Blakemore and Mills 2014). In rats, exposure to morphine
during adolescence persistently impacted microglial TLR4 signaling and increased
susceptibility to robust relapse of drug-seeking behavior later in life (Schwarz et al.
2011). This was not true for rats that were exposed to the same initial morphine
paradigm as adults (Schwarz et al. 2011). Similarly, rodents that are exposed to
chronic stressors as adolescents have increased anxiety-like behaviors weeks after
exposure compared to those that went through the same stressors as adults (Yohn and
Blendy 2017; Cotella et al. 2019). This is also true in the case of an acute, intense
stressor, though this effect was specific to males (Lovelock and Deak 2019). Stress-
based immune-activating stimuli during this period not only change behavior, but also
have chronic effects on microglial function and activation (Schwarz and Bilbo 2013;
McClain et al. 2011). Interestingly, administration of minocycline, a microglial acti-
vation inhibitor, can prevent the development of schizophrenia-like behaviors follow-
ing an adolescent stressor in mice, providing more support for the critical role of
microglia in both the initial wiring and the refinement of circuits up through the
adolescent period (S. Giovanoli et al. 2016).

What are microglia actually doing during this time in the brain? Just as synaptic
connections are refined early postnatally, pruning continues into rodent and human
adolescence in brain structures known to continue to mature later in life, such as the
prefrontal cortex (Petanjek et al. 2011; Delevich et al. 2018). While the quantifica-
tion of this phenomena in the healthy brain is well observed and fairly consistent,
only in 2019 were microglia first directly identified as a mechanism through which
this reduction in synapses occurs during this period (Premachandran et al. 2020;
Markham et al. 2013; Koss et al. 2014; Drzewiecki et al. 2016). Four days following
the peak density of spines at P35 in the rat PFC, Mallya and colleagues observed a
drastic increase in microglial engulfment of both dendritic spines and presynaptic
elements. Interestingly, at P50, while engulfment of spines dropped below levels
observed at P24, microglial engulfment of presynaptic elements continued to climb
(Mallya et al. 2019). While the precise timing of these observations suggests
microglia are at least partially responsible for the pruning of synapses in the PFC
in adolescence, whether or not microglia are necessary for this process and the
functional implications of their dysfunction remains unanswered.

Microglia appear to perform a different critical function in the adolescent devel-
opment of reward circuit pathways, which are of particular importance in the context
of addiction. In the nucleus accumbens (NAc), dopamine receptors that receive
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dopaminergic input from the ventral tegmental area drive social play behaviors in
adolescent rats (Manduca et al. 2016). In 2018, Kopec and colleagues found that the
volume of dopamine D1 receptors (D1rs) in the NAc across adolescence is regulated
by complement-dependent microglial phagocytosis in male rats, but not in females
(Kopec et al. 2018). Blocking C3 receptors through lateralized NAc injection of a
CD11b-subunit competitive antagonist (neutrophil inhibitor factor, NIF) around the
peak of D1r expression only impacted male D1r expression (Kopec et al. 2018).
Natural male juvenile play behavior peaks at the same time that D1rs peak in the
NAc (P30), so a similar paradigm of NIF administration revealed that a decrease in
microglial phagocytosis around the D1r peak prolonged male play behaviors beyond
their normal timeline (Kopec et al. 2018). Administration of siRNA against D1r
alongside NIF confirmed that these changes in social play were D1r-dependent, as
the effect of NIF alone was blocked by the siRNA administration (Kopec et al.
2018). Interestingly, the timeline for female rat D1r volume peaks earlier than in
males and did not seem to be associated with complement C3, once again showcas-
ing the sex differences in microglial developmental mechanisms (Kopec et al. 2018;
Smith et al. 2020).

A number of studies utilizing a pubertal LPS challenge provide evidence that
adolescent perturbations have particularly sex-dependent effects. In CD1 mice,
administration of an LPS injection at P42 is sufficient to impair learning in a Barnes
maze task in both males and females (Kolmogorova et al. 2019). However, the same
LPS administration at P42 impacts anxiety-like, depression-like, and sexual behav-
iors in a female-specific manner long-term (Ismail et al. 2011; Olesen et al. 2011;
Ismail et al. 2013). Given that adolescent-emerging affective disorders such as
anxiety and depression are female-biased, this female susceptibility to immune
challenge hints at an immune-relevant mechanism, although the role of microglia
is underexplored (Bekhbat and Neigh 2018). Further, the requirement of a second
hit, discussed previously, is not unique to early postnatal challenges. There is a long
history to the “two-hit hypothesis” in the context of adolescent-onset schizophrenia,
where it was postulated that a genetic or environmental first hit early in brain
development primes the system to synergize with a later insult to elicit schizophrenia
onset (Bayer et al. 1999; Maynard et al. 2001). Indeed, this can also be modeled in
mice, where a study showed a low dose of poly I:C on E9 was not sufficient to
induce schizophrenia-relevant behavioral deficits in adult offspring until paired with
a chronic variable stress paradigm from P30–40 (Giovanoli et al. 2013). Taken
together, it is clear that our understanding of the role of microglia and the immune
system during the adolescent period requires more attention.

5 Conclusions

Across each stage of building the brain, microglia perform functions that are critical
to the long-term successful functioning of neuronal circuitry and ultimately behavior
(Fig. 1). The specific timing of a perturbation, perhaps more so than the nature of it,
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Fig. 1 Embryonic microglia (green) localize to “hotspots” at E14.5 and engulf TH+ dopaminergic
fragments (magenta) to modulate and direct axon outgrowth (1). Both anti-CSF1R antibody
administration and transgenic myeloid cell to deplete microglia result in an overgrowth of TH+
axons at E14.5 (2). In situ hybridization for lhx6 mRNA expressed in interneurons (blue) at E18.5
show that in the absence of microglia, specific laminar positioning in cortical layer V is lost (3, 4). In
the early postnatal period, microglia (teal) recognize synaptic elements with weak inputs and
phagocytose them in the complement-dependent manner (5). Loss of C1q, the complement cascade
initiator, C3, or its receptor, CR3, results in deficient synaptic remodeling (6). Microglia engulf
dopamine-1 receptors (D1Rs) in the adolescent rat nucleus accumbens (NAc) (7). After adminis-
tration of a CD11b competitive antagonist to block microglia CR3 activation, there is a greater
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is most critical in predicting how it will ultimately impact the function of the
organism. As the sentinels of the CNS, microglia are highly in tune with the brain
environment and are quick to respond to changes, making their developmental
functions highly sensitive to external stimuli. During the embryonic period,
microglia are involved in directing axonal traffic to build the cortex, as well as
ensuring that the correct number and type of neurons end up in the correct locations.
Perturbations during this period, such as MIA, lead to persistent incorrect localiza-
tion and maturation of neurons into adulthood in offspring. Interestingly, the same
immune challenge administered to the early postnatal mouse seems to require a
“second hit,” or subsequent immune challenge to elicit behavioral deficits later in
life. Despite this difference, genetic studies confirm that microglia are indeed
necessary for the critical somatosensory developmental period pruning of excess
synapses, both through phagocytosis-dependent and -independent mechanisms.
Finally, during the adolescent period, microglia work to refine circuits via synaptic
and receptor phagocytosis mechanisms. Similarly, if unable to perform this receptor
pruning, the stereotyped pattern of juvenile social behavior development is altered.
While investigations into perturbations such as stress and drugs of abuse during
adolescence are plentiful, there is little literature that allows us to compare the
outcomes of the same challenge, such as microglial activation by LPS injection,
across multiple sensitive periods in a continuous developmental timeline. Studies
such as these would provide further insight into the functional changes of microglia
across development, as well as continue to reveal the critical role of timing in the
context of a single perturbation. Beyond this, new research continues to highlight
how much work there is left to do to understand the mechanistic differences in
microglial actions between the sexes. This work may prove to be critical to bettering
our understanding of microglial dysfunction in the context of sex-biased neurolog-
ical disorders.
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Abstract Human adolescence is broadly construed as a time of heightened risk-
taking and a vulnerability period for the emergence of psychopathology. These
tendencies have been attributed to the age-related development of neural systems
that mediate incentive motivation and other aspects of reward processing as well as
individual difference factors that interact with ongoing development. Here, we
describe the adolescent development of incentive motivation, which we view as an
inherently positive developmental progression, and its associated neural mecha-
nisms. We consider challenges in applying the sensitive period concept to these
maturational events and discuss future directions that may help to clarify mecha-
nisms of change.
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1 Introduction

Within the scientific literature, human adolescence has been broadly construed as a
period of heightened risk-taking as well as increased vulnerability for the emergence
of psychopathology. These tendencies have been attributed to the development of
neural systems that mediate cognitive control versus incentive motivation as well as
vulnerability factors that interact with age-related changes, rendering some individ-
uals more likely than others to pursue, engage with, and be compromised by, certain
experiences. The field has sought to identify those experiences and to discern the
mechanisms through which neural systems are vulnerable to a host of adverse
circumstances.

While the emphasis has been on risk and pathology, adolescence is fundamentally
a period of increased agency, new learning, flexibility, and long-term goal striving
(Luciana et al. 2012), and as such, young people may be inherently prepared to
actively pursue and take advantage of opportunities, relationships, and interests
during this time. To benefit from these experiences, neural systems that mediate
aspects of incentive-reward motivation must be attuned to the environment, flexible
and highly resilient.

This resilience achieves a number of species-general goals. From an evolutionary
perspective, fundamental imperatives upon reaching sexual maturity include explor-
ing potentially resource-rich new environments and expanding the set of potential
sex partners beyond the natal group, which together enhance group fitness and long-
term survival. Although this transition to adulthood entails risk-taking, the simulta-
neous development of high-level cognitive abilities supports adaptive decision
making and the acquisition of resources to raise offspring to maturity. Given the
slow pace of evolutionary change, this facilitation of reproductive fitness remains the
context for adolescent developmental milestones in both behavior and neural
systems.

Thus, adolescence represents a distinctive period given the transition to repro-
ductive maturity and the preparedness of incentive motivational systems to engage
with the environment to obtain rewards and pursue long-term goals. Given the range
of complex socioemotional experiences that accompany this transition, which begins
with pubertal onset, adolescence may represent a sensitive period for socioemotional
development and incentive-motivated goal-directed behavior. Here, we consider that
proposition in relation to how sensitive periods are defined, their temporal contin-
gencies, and long-range outcomes that may be attributable to experiences acquired
(or not) during the adolescent period.
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2 Defining a Sensitive Period

As described in other chapters of this volume, the sensitive period concept was first
advanced in ethology to describe time-limited responses to certain types of experi-
ences that occur usually very early in development, during periods of rapid reorga-
nization, and shape ongoing behavior and neural responsivity (Bornstein 1989;
Gabard-Durnam and McLaughlin 2020). A classic example is imprinting, where
young birds entrain upon the first moving stimulus that they see (typically the
mother) and follow that stimulus. If the stimulus is not encountered within a specific
time window, then such following behavior will not occur, and the immature animal
may not be adequately nurtured. Studies of animals, and to a significantly lesser
extent in humans, have since described similar examples, largely related to sensory,
motor, and language system development (though the latter is debated: Werker and
Hensch 2015). The term “sensitive period” characterizes developmental periods
within which the effects of expected experience on the brain are relatively strong
(Knudsen 2004) but not necessarily immutable. In contrast, a critical period is one in
which irreversible changes in neural structure or function occur following an
expected experience. In specifying the characteristics of a sensitive period, param-
eters to be evaluated include temporal features such as onset, which is typically
rapid, as well as termination, which is more gradual. Neuroscientific investigations at
the cellular and molecular levels indicate that alterations in the excitatory-to-inhib-
itory balance within discrete synapses and neural circuits, as achieved through
gabaergic and glutamatergic neurotransmission, enable the opening of sensitive
periods, whereas processes such as myelination, the formation of cell adhesion
molecules, and elaborations of perineuronal nets inhibit ongoing synaptic alterations
and thereby impede synaptic remodeling, terminating sensitive periods (Takesian
and Hensch 2013). In addition to these temporal features, sensitive periods require
definition of the environmental experience that provokes the time-limited
neurobehavioral responses, the intrinsic maturational status that is a prerequisite to
express and modify such responses, and finally the specific neural and behavioral
systems and processes through which these impacts become embedded (Bornstein
1989). To these sensitive period features, one might add the nature of outcomes (i.e.,
neurobehavioral effects) linked to variations in the expected environmental experi-
ences. These outcomes appear to be malleable, as are all parameters of a putative
sensitive period, and do not necessarily persist after the period ends (Bornstein
1989). Moreover, neurobehavioral effects can be temporally distant from the events
that triggered them. Adding even more complexity, there may be individual differ-
ences in sensitive period characteristics and the malleability of outcomes.

The types of experiences encountered during a sensitive period are expected
based on phylogeny and enable the subsequent development of neurons and con-
nections that may not yet be present or are rudimentarily present. For example, the
expected experiences of visual stimulation in infancy provoke the
neurodevelopmental organization of ocular dominance columns and the capacity
for binocular vision. In contrast, experience-dependent alterations impact neuronal
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structures that are already present (Kolb et al. 2013). This distinction is relevant,
particularly as applied to higher order cognitive and socioemotional behaviors,
which are multifaceted, scaffolded by earlier developing perceptual systems but
reliant on late-maturing association regions for their full expression. Using reward
sensitivity as an example, if it is the case that the neural systems enabling such
behaviors are established early in development, then subsequent experience-based
alterations are likely to be experience-dependent and variable, leading to a wide
range of individual differences in outcomes. Specific experiences are not necessarily
essential. Alternatively, if the relevant neural systems are in a state of ongoing
dynamic development, then certain types of experiences must be acquired to shape
or harmonize, across all individuals, basic and necessary aspects of neural structure
and function. Relatively late-emerging behaviors and systems allow for both possi-
bilities, which is why it is important to understand their maturational trajectories at a
mechanistic level. If our interest is in how reward systems develop their basic
structure and function in relatively invariant ways and in how such development
might be derailed by injury, adversity, stress or trauma, then the sensitive period
concept is relevant. Alternatively, if our focus is on how and when individual
differences emerge as a function of unique life experiences and learning, as well
as how such differences are biologically determined, then experience-dependent
learning and associated mechanisms of lifelong plasticity are more applicable.
Thus, the observation of plasticity or even experience-driven change within a
given developmental period does not necessarily mean that the period is sensitive.
What must be demonstrated is a unique temporally limited association between
experience and responsivity that is not similarly evident during other life phases
(see Woodard and Pollak 2020 for a similar discussion).

It may seem counterintuitive to apply the idea of a sensitive period, with its
inherent inflexibility and specific input–output relations required to establish a given
outcome, to adolescent incentive motivation and socioemotional development when
the basic life task is to explore the environment, encounter new things, and learn
flexibly from that highly varied experience. However, the motivational push to
engage with the environment in ways that promote exploration, novelty-seeking,
sexual strivings, and independence could be construed as an experience-expectant
process that triggers a sensitive period, followed thereafter by idiosyncratic
experience-dependent learning that builds upon the general foundation established
by neurobehavioral responses to the initial incentive-based experiences. In that
sense, adolescent reward seeking may involve an interplay of experience-expectant
and experience-dependent processes.

In summary, a sensitive period can be understood from an evolutionary perspec-
tive as an adaptation that prepares individuals within a species to respond appropri-
ately to an expected type of environmental experience, such as occurs in adolescence
during exploration of the physical and social environment with sexually mature
peers.
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3 Adolescence as a Sensitive Period: General
Considerations

There are several ways in which neurobehavioral plasticity might be demonstrated in
the adolescent period (Fuhrmann et al. 2015; Woodard and Pollak 2020). In accord
with the sensitive period concept, there might be a nonlinear adolescent-specific
peak in experiential responsivity that is not evident in childhood or in adulthood.
Alternatively, childhood and adolescence might be combined within the same
sensitive period with an offset in early adulthood (e.g., following an inverse function
of age) (Fuhrmann et al. 2015). There might be wave-like recurring periods of
experiential responsivity that punctuate the child and adolescent periods. Or perhaps
there is not a sensitive period at all with respect to a given outcome, but plasticity
linearly increases or decreases or remains stable, with equiprobable responses to
exogenous experience, from infancy to old age. Adolescence is unequivocally
conceptualized as a period of heightened plasticity (Lindenberger and Lövdén
2019) and any of these models could apply. A longitudinal lifespan-oriented assess-
ment is needed to determine which developmental model is most appropriate and to
achieve a precise analysis of the behavior under investigation (Woodard and Pollak
2020). Complex models likely will be relevant given that the higher order cognitive
and affective behaviors of adolescence are multifaceted, network-based, and multi-
ply determined.

With respect to reward sensitivity, several observations have led to the idea that
adolescence might represent a sensitive period. First, puberty is a distinctive transi-
tional stage of development during which sexual strivings emerge and susceptibility
to peer influence is markedly heightened. Second, studies of early childhood adver-
sity suggest that adolescence may be a period of “second chances” (Gunnar et al.
2019; Masten et al. 2021), during which positive experiences and relationships may
be rehabilitative. Third, adolescence represents a risk period for the emergence of
psychopathology, including anxiety, affective disorder, psychosis, eating disorders,
and substance abuse. Many of these conditions involve deviations in neurocircuitry
that supports positive motivation, perhaps representing sensitive period outcomes
associated with experiences that departed significantly from normative expectations.

4 Adolescent Trajectory of Reward Sensitivity
and Incentive Motivation

Incentive motivation refers to the intrinsic as well as extrinsic energizing of instru-
mental behavior by anticipation (e.g., wanting: Berridge 2018) of reward acquisition
(Depue and Collins 1999; Wise and Robble 2020). Critically, one must be motor-
ically active, engaged and curious to effectively and energetically pursue distal
sources of reward and to learn from that experience (Depue and Collins 1999;
Gruber and Ranganath 2019). A biologically-based incentive motivational system
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that mediates approach behaviors, searching/foraging, and environmental engage-
ment has been described, and its activation assures that reward-based learning
experiences will be pursued (see Depue and Collins 1999; Luciana 2001; Wahlstrom
et al. 2010a for reviews). This system is expressed at multiple levels, incorporating
aspects of arousal, motor function, affect, and associated neural structures and
functional processes. Within the structure of personality, it is expressed as a dimen-
sional trait encompassing agentic aspects of positive emotionality (PEM: Depue and
Collins 1999). In humans, agentic PEM is phenotypically observed as strivings
toward social dominance, mastery, and a subjective sense of well-being (Durbin
et al. 2016; Patrick et al. 2002). It is conceptually and psychometrically distinct from
other facets of personality such as consummatory pleasure following the experience
of reward, generalized sensation-seeking (which is arousal-based and non-specific),
impulsivity (which reflects deficient levels of inhibitory control rather than reward
seeking), and risk-taking. Engagement with, and exploration of, the environment to
pursue what one wants or needs but does not currently have is fundamental to
survival. Thus, despite genetic influences over aspects of incentive motivation and
its expression (de Boer et al. 2019; Frank and Fossella 2011; Solinas et al. 2019),
resource limitations should heighten this system’s activity.

Incentive-based approach behavior markedly influences both adolescent and
toddler behavior, and there is compelling empirical evidence that it is mediated by
dopamine (DA) activity in mesocorticolimbic circuits (Depue and Collins 1999;
Luciana 2001; Luciana et al. 2012; Wahlstrom et al. 2010b). Key nodes include the
ventral tegmental area (VTA) and its ascending projections to the nucleus
accumbens (NAcc) region of the ventral striatum, ventral pallidum, amygdala,
hippocampus, anterior cingulate cortex, and the medial orbitofrontal cortex (Depue
and Collins 1999; Solinas et al. 2019).

In humans, individual differences in traits associated with incentive-reward
motivation have been correlated with genetic and neurophysiological variations in
DA function (Depue et al. 1994; Dreher et al. 2009; Mueller et al. 2014), though
there is ongoing controversy regarding the reliability of these relationships (Wacker
and Smillie 2015), some of which may be moderated by resource context (Fischer
et al. 2018). Polygenic influences are likely based on recent genome-wide associa-
tion studies (Ward et al. 2019). A significant source of variation across studies may
be that incentive motivation and its associated behavioral traits are operationalized
differently across studies.

As predicted by the sensitive period concept, human adolescents, relative to
children and adults, show evidence of heightened incentive motivation, including
positive affect, reward pursuit, and engagement with rewarding activities. With
respect to the latter, researchers have emphasized activities that have a risk-taking
component. For instance, epidemiological data indicate accelerating levels of
engagement in activities such as sexual behavior and substance use. Data from the
US National Survey of Family Growth indicate that from 2015–2017, 42% of never-
married female teenagers aged 15–19 and 38% of never-married male teenagers had
had sexual intercourse. The probability of engaging in such behavior increases from
roughly 20% at age 15–78% by age 20 (Martinez and Abma 2020). Similarly,
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engagement in alcohol, tobacco, and nicotine use dramatically increases between 8th
and 12th grades as indicated by findings from the 2019 Youth Behavior Risk Survey
(Center for Disease Control 2020). Though pursuit of rewards does not necessarily
imply risk-taking and while absolute levels of engagement in risky behaviors has
changed over time and varies across cultural contexts, adolescents across the globe
self-report age-related increases in health-related risk propensity (Duell et al. 2018).
Peaks in risk propensity appear to be in the early to mid-20s. Self-report question-
naire data from smaller samples indicate a rise in reward sensitivity (Urošević et al.
2012) as well as sensation-seeking (Harden and Tucker-Drob 2011) from early to
mid-adolescence; in turn, sensation-seeking is modestly associated (Pearson
correlations ¼ 0.13–0.21) with laboratory-based performance on putative measures
of reward sensitivity such as the Iowa Gambling Task and Balloon Analog Risk Task
(Harden et al. 2018). Durbin et al. (2016) analyzed four waves of data from a
longitudinal twin study, finding that aspects of agentic positive emotionality
(PEM), as measured by the Multidimensional Personality Questionnaire (MPQ:
Patrick et al. 2002) showed a pattern of nonlinear change across adolescence.
Specifically, social potency increased across mid to late adolescence followed by a
modest decline in the 20s. Achievement motivation increased markedly across
adolescence with less substantial increments in early adulthood. These nonlinear
changes were paralleled by adolescent-specific decrements in harm avoidance (i.e.,
risk aversion). In addition to these examples of self-reported reward sensitivity,
adolescents experience increases in peer salience and peer influence over decision
making (Braams et al. 2019; Ciranka and van den Bos 2019). In parallel with human
findings, rodent studies also suggest adolescent-limited increases in novelty prefer-
ences, peer salience, and exploratory behaviors (Doremus-Fitzwater and Spear
2016).

Meta-analyses of human task-based functional neuroimaging (fMRI) data indi-
cate increased activation likelihoods in regions such as the ventral and dorsal
striatum, amygdala, anterior and posterior cingulate cortices, the orbital frontal
cortex, and the lateral occipital cortex in adolescents as compared to adults during
the performance of tasks that require reward processing (Silverman et al. 2015). As
compared to children, adolescents show increased task-based activation likelihoods
in the caudate head, putamen, and posterior cingulate cortex (Yaple et al. 2020). In
one particularly elegant study that included three longitudinal waves of assessment,
Schreuders et al. (2018) found that NAcc activity in response to rewards received
during a non-instrumental gambling task peaks in mid-adolescence, around the age
of 16, and this peak level extends well into the 20s. In younger (ages 8–16), but not
older adolescents, higher levels of self-reported drive to pursue and achieve personal
goals were associated with stronger NAcc activity. Similarly, Murty et al. (2018)
observed longitudinal developmental increases in VTA–NAcc functional coupling
in children and adolescents who performed a rewarded anti-saccade task, though in
that study, the functional peak occurred at ages 9–10. Karlsgodt et al. (2015) used
probabilistic tractography to localize the accumbo-to-orbital prefrontal tract, finding
an early peak at age 14 for fractional anisotropy (a measure of fiber organization in
white matter), followed by a rapid decline and then a leveling off in adulthood.
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Males showed a higher and earlier peak relative to females, and these patterns were
distinct from what was observed for the superior longitudinal fasciculus, which
connects the frontal lobe with posterior cortical regions. Using a computational
modeling approach, Willinger et al. (2021) demonstrated that during performance
of the Monetary Incentive Delay Task, the ability to increase response vigor for high
incentives improves from early adolescence to early adulthood as does information
flow within cortico-striatal-thalamic circuitry. The authors conclude that the network
that supports incentive-guided action undergoes a fine-tuning of effective connec-
tivity across adolescence. Resting state studies are less consistent (Murty et al. 2018)
but with some suggestion of an adolescent peak in ventral striatal connectivity
(Porter et al. 2014). Overall, there is ample empirical support for unique patterns
of heightened reward-related neural activations in the adolescence, consistent with a
sensitive period, though the temporal dynamics (e.g., when the peaks in activation
are observed) vary across studies.

Human structural MRI studies that have focused on the maturation of subcortical
structures such as the amygdala and ventral striatum suggest heterogeneous matu-
rational patterns across identified regions of interest, and there are pronounced
individual differences. Age-related changes are differentially moderated by sex
and appear to vary by brain hemisphere (Dennison et al. 2013; Raznahan et al.
2014; Urošević et al. 2014). Associations between gray matter volumes of regions
such as the ventral striatum and self-reported incentive-reward motivation have been
observed (Urošević et al. 2012) and in children as young as 9–10 years of age (Ide
et al. 2020).

To account for these neurodevelopmental patterns that suggest an adolescent
acceleration in incentive motivational processes, we have hypothesized that a tran-
sient elevation in DA signaling occurs within limbic and striatal circuitry, thereby
providing an impetus for the acquisition of reward learning experiences (Luciana
2001; Luciana et al. 2012; Luciana 2013). Specifically, we have suggested that tonic
levels of DA, reflective of an individual’s genetically-based disposition toward
incentive motivation (Goto et al. 2007; Ostlund et al. 2011) increase in adolescence
(Luciana et al. 2012; Wahlstrom et al. 2010a, b). Higher levels of incentive motiva-
tion accompany higher levels of tonic DA in the ventral striatum and energize
exploratory and approach behaviors, encouraging adolescents to engage with
novel environments. If rewards are encountered during these explorations, then
reward learning, which involves the generation of phasic DA responses (Schultz
2016), will follow. Experiences must be coded as highly salient if the phasic
responses are to be detected against background high levels of tonic activity.
Thus, due to variations in the specific nature of reward learning experiences that
are encountered, there could be inconsistencies and individual differences in the
ability to learn from reward prediction error signals (Luciana and Collins 2012;
Luciana 2013). Phasic reward-related signals generated in the ventral striatum are
conveyed to ventromedial subregions of the prefrontal cortex (vmPFC) where they
are integrated with respect to the ongoing environmental structure of reward and
punishment magnitudes and probabilities (Schultz 2016). The vmPFC has inhibitory
back-projections to the VTA and ventral striatum, as shown by increased release of
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DA after vmPFC lesions in rats. As the PFC generally undergoes synaptic matura-
tion during adolescence, the vmPFC inhibitory back-projection to the VTA
strengthens, leading to less DA release by early adulthood. Furthermore, with
repeated exposures to the same reward stimuli phasic DA signals decline in ampli-
tude as learning reaches an asymptote regarding what can be reliably predicted to
occur under probabilistic reward conditions (Schultz 2016). As the initial novelty of
the adolescent reward environment wanes and reward learning is consolidated,
declines in tonic activity gradually occur and increased top-down prefrontal inhib-
itory influences are exerted over behavior. This overall dynamic is hypothesized to
result in a relative decline in incentive motivational drives in adulthood in the
context of more efficient coupling between prefrontal and limbic-striatal systems,
which serves to facilitate adaptive motivated behavior (see Fig. 1).

While this formulation has suggested a mechanism for the increased reward
sensitivity widely observed in adolescence and assessed neurobehaviorally in
human fMRI studies (Silverman et al. 2015), rodent research has continued to
produce conflicting findings regarding differences in adolescent versus adult DA
system structure and function. For example, presynaptic activity levels of DA have
been reported to be lower, not higher, in adolescent dorsal striatum and similar
between adolescents and adults in NAcc (Matthews et al. 2013; Simon and
Moghaddam 2015); conversely, findings may differ substantially for males vs
females and depend on more finely differentiated subregions, e.g., NAcc core vs
shell (Pitts et al. 2020). Similarly, differences in adolescent vs adult receptor
densities may depend on sex and subregion, and perhaps are more significant for
developmental differences in D1:D2 receptor density ratios than for absolute

Adolescence as a Period of Heightened Incentive Reward Motivation

Triggers
Genetic variation 
Functional DA signaling
Axonal growth
Puberty?

Experience-Dependent Learning
↑ Autonomy; ↑ Agency

↓DA Phasic Signals
↓Tonic DA Signaling
↑PFC regulation over subcortical 
circuitry

Environmental Exploration

↑ Behavioral Regulation

Incentive Reward 
Motivation

Fig. 1 Framework for the adolescent expression of incentive-reward motivation. Triggered by
several individual difference factors, incentive-reward motivation is heightened in the adolescent
period, leading to increased environmental exploration and experience-dependent learning that
serves to increase personal agency, autonomy, and reward responsivity. This increase is accompa-
nied by an increase in DA signaling in ventral striatal-to-prefrontal circuits. As the neurochemical
system adapts to experience-based learning processes, incentive-reward motivation decreases into
adulthood, accompanied by increases in capacities for behavioral regulation
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receptor density values (Cullity et al. 2019). More consistent support has been
obtained for adolescent differences in PFC DA, e.g., regarding transient D1 receptor
over-expression (at least in males; Sonntag et al. 2014), and for higher activity levels
of VTA-DA neurons in adolescents (Wong et al. 2013). Thus, the developmental
dynamics of DA function between subcortical and, particularly, prefrontal regions
merit further investigation as substrates of adolescent reward seeking behavior.

5 Experiential Impacts on Incentive Motivation and its
Development

The acceleration in adolescent approach behavior followed by an adult decline
suggests the possibility of a time-limited process, similar to what might be predicted
to occur during a sensitive period. However, it is not clear that this process has a
discrete experiential trigger. It may be intrinsically driven. Accordingly, it seems that
the impetus to engage with the environment prepares individuals in an experience-
expectant manner (Depue and Collins 1999) for a varying range of social, emotional,
and motivational experiences that form the foundation for subsequent learning and
facilitate opportunities for reproductive success within a larger social group, and also
confer a personal sense of agency in pursuit of adult autonomy.

What happens, then, if an adolescent fails to engage with the reward environment
or if the experiential context is impoverished in terms of available resources? A
challenge is to differentiate the influence of pre-existing individual difference factors
from experience-driven developmental change, i.e., indications of alterations in
reward system development associated with aberrant environments. Adaptive devel-
opmental plasticity frameworks suggest that cues indicative of harsh or adverse
environments have particularly strong effects on the development of dopaminergic
excitability within corticostriatal circuits that support incentive-based learning and
decision making (Lin et al. 2020). Specifically, animals that experience early stress,
such as maternal deprivation or social isolation, experience altered development
(c.f., Peña et al. 2019; Sasagawa et al. 2017), though the direction of effects is
inconsistent (Lin et al. 2020). Similar patterns are evident in humans as inferred from
functional neuroimaging studies (Goff et al. 2013; Guyer et al. 2006). However,
most studies focus on severe deprivation or maltreatment experienced early in life
and relatively few have adopted dimensional approaches that apply to more norma-
tive ranges of experience. Using a population genetics approach, Fischer et al. (2018)
demonstrated that a highly functional dopaminergic system at the population level,
as indexed by individual differences in genetic indices, is associated with more
behavioral approach traits in populations that experience increasing climatic (ther-
mal) stress, indicating possible changes in the phenotypic expression of approach
behaviors as a function of environmental demands. Of relevance to adolescence, the
experience of adverse environments in childhood may provoke an acceleration of
reproductive timing (e.g., earlier pubertal onset), which, in turn, promotes
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accelerated neurodevelopment of cortical and limbic circuitry involved in incentive
salience and executive control (Thijssen et al. 2019; Gee et al. 2013). Accordingly,
puberty may introduce opportunities for recalibration following early life stress,
allowing high-risk youth to approach more typical levels of functioning as well as
resilience (Gunnar et al. 2019; McEwen 2019). There are relatively few studies of
neurobiological mechanisms of this type of resilience in adolescence (Feder et al.
2019; Masten et al. 2021). Known protective factors that have emerged from the
literature on resilience that could be linked to the provocation of a DA-based
incentive system include a sense of agency, mastery, close relationships, and strong
levels of executive functioning (Masten et al. 2021).

Overall, these various formulations suggest that there should be reliable associ-
ations between aspects of pubertal timing, pubertal development, and the expression
of incentive-motivated behavior. However, evidence in favor of such associations is
inconsistent at best based on the current human (Dai and Scherf 2019; Goddings
et al. 2019) as well as animal (Andersen et al. 2002) literatures, perhaps due to the
various methodological challenges in linking pubertal mechanisms to experience-
related plasticity in humans (Laube et al. 2020). Moreover, the field’s interpretation
of neuroimaging-based indices of adolescent neurodevelopment is currently in a
state of flux, raising questions about the extent to which observed patterns represent
nonlinear maturational changes.

6 Linear Versus Nonlinear Patterns of Adolescent Brain
Development

DA-driven functional increases in incentive motivation during adolescence occur
against a larger backdrop of changes in brain structure that have been more generally
interpreted as indicators of a sensitive period of brain development (Piekarski et al.
2017). In humans and nonhuman primates cortical synapses are produced exuber-
antly during infancy, reaching approximately 1.5–2 times the adult number, and then
are pruned until adult levels are reached by the end of adolescence (Huttenlocher and
Dabholkar 1997). Regional differences have been documented whereby primary
sensory and motor regions undergo synaptic pruning earlier in development than
anterior prefrontal regions, which do not reach adult synaptic levels until
mid-adolescence or even later (Petanjek et al. 2011). Synaptic pruning primarily
involves asymmetrical junctions on dendritic spines, i.e., excitatory synapses, and
outcomes depend on functional competition whereby synapses that are less active
are eliminated. Selective elimination of weaker synapses is accompanied by increas-
ing myelination (Monje 2018), which further enhances the functional activity of
synaptic networks that were strengthened by experience during adolescent
development.

Initial neuroimaging studies of normative adolescent development appeared to
conform to this curvilinear “blooming and pruning” pattern of cortical synaptic
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changes, thereby adding support to the notion that adolescence represents a
neurodevelopmental sensitive period. Specifically, the amount of gray matter as
measured by gray matter volume (GMV) or cortical thickness (CT) seemed to follow
an inverted U-shaped curve, i.e., increasing during childhood and reaching a max-
imum around the time of puberty onset, then declining toward an asymptote near the
beginning of adulthood (Lenroot and Giedd 2006). As with synaptic analyses from
human postmortem and animal studies, different cortical regions reached maximum
MRI-indicated GMV and CT values at different ages, with the latest peak for PFC.
Differences in the maturational timing of regional gray matter peaks were reported to
be associated with functional neurocognitive outcomes (Walhovd et al. 2016).
Conversely, white matter volume (WMV) appeared to change in a linear increasing
pattern from childhood through mid- to late-adolescence, before reaching an asymp-
tote in early adulthood (Paus et al. 2001).

More recent MRI studies have confirmed that cortical white matter development
follows a linear increasing trend throughout child and adolescent development, but
these studies challenge the existence of an inverted-U pattern for cortical gray matter
that parallels synaptic blooming and pruning. When analyses have been based on
very large samples (e.g., 700–800 participants or more) and employed sophisticated
measurement methods (e.g., combining T1-weighted and T2-weighted scans to
estimate cortical thickness) along with stringent controls over scan quality, GMV
and CT most often have demonstrated monotonic linear declines from early child-
hood (3–5 years) through late adolescence (18–20 years). More specifically, the
approximate time of puberty onset (7–9 years) does not mark an inflection point
from increasing to decreasing GMV or CT (Walhovd et al. 2016; Mills et al. 2016).

Methodological factors play a significant role in the discrepancy between initial
versus more recent MRI studies of adolescent gray matter development, but a larger
issue involves interpretation of the initial findings as reflecting an apparent parallel
between in vivo MRI data and synaptic assays in animal research and human
postmortem tissue samples. In fact, the T1-weighted structural MRI scans most
commonly used in adolescent brain maturation research cannot detect synaptic
changes on the scale reported in postmortem studies, as each voxel contains multiple
biological components such as synapses, axons, neuronal cell bodies, glial cells,
blood vessels, cerebrospinal fluids, etc., that combine in a complex way to generate a
single resonance intensity value. Although reductions in CT values may reflect gray
matter changes such as synaptic pruning, they also may be driven by intracortical
myelination and/or expansion of the white matter surface boundary, with stretching
or compaction of gray matter rather than pruning.

It is possible to obtain information about tissue structure within voxels using
multimodal MRI, e.g., diffusion MRI that measures white matter microstructure
combined with quantitative MRI that measures macromolecular tissue volume and
T1 relaxation time, which can differentiate apparent CT reductions due to
myelination vs elimination of gray matter. For example, recent neuroimaging studies
have assessed maturation of areas of the ventral temporal cortex that are specialized
for processing faces vs places using multimodal MRI and comparisons with post-
mortem tissue analyses and found that apparent cortical thinning in face-specific
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areas was associated with underlying growth in both myelin and gray matter, while
changes in cortical surface area rather than thickness were noted in nearby place-
specific areas (Natu et al. 2019; Gomez et al. 2017). Similarly, Gennatas et al. (2017)
applied novel processing and analysis techniques to T1-weighted scans in a large
sample (n > 1,000) of participants ranging from 8–23 years of age and found that
age-related decreases in GMV and CT were linked to increases in gray matter
density, suggesting that in humans gray matter may be compacted rather than pruned
during cortical maturation.

Overall, recent studies suggest that cortical maturation is more complex and
varied across functional regions, and involves not only selective gray matter pruning
but also growth and microstructural changes within neuropil as well as white matter.
In this updated view, cortical maturation appears to be mostly linear from early
childhood to late adolescence and does not show dramatic gray matter changes
around the time of puberty onset. Research on synaptic development has progressed
as well to emphasize synaptic turnover, i.e., a combination of synaptogenesis and
pruning, as an ongoing neuroplastic process that can lead to net decreases, increases,
or stabilized levels of synaptic density, with varied outcomes particularly in PFC
(including projections to subcortical structures such as the basolateral amygdala;
Johnson et al. 2016). Thus, the compelling sensitive period model of blooming and
pruning at the microstructural (synaptic) and macrostructural (MRI-measured GMV
and CT) levels has given way to a more nuanced view that encompasses different
forms of microstructural change and reorganization within broadly linear gray and
white matter maturation from early childhood to early adulthood. Although we have
emphasized cortical development, this more nuanced view may apply to subcortical
structures as well, raising questions about the extent to which nonlinear patterns of
maturation are evident in the adolescent period.

Without a peripubertal inflection in gray matter development, neuroimaging data
do not provide an obvious marker of the opening of a neurodevelopmental sensitive
period in adolescence. However, the development of the DA system itself provides a
basis for initiating a sensitive period, albeit on a micro- rather than macro-structural
level that eludes simple assessment using conventional MRI scans.

As suggested above, animal data indicate numerous changes in functional DA
signaling in adolescence (Wahlstrom et al. 2010a, b). While axonal innervations
throughout the brain have largely reached adult levels by the onset of adolescence,
aspects of DA connectivity and receptor expression in limbic and prefrontal regions
continue to be developmentally refined. In particular, DA innervation from the
ventral striatum to the medial PFC markedly increases throughout adolescence and
into young adulthood, accompanied by increasing numbers of DA synapses onto
PFC pyramidal neurons (Hoops and Flores 2017). The DA-related axonal growth
from the ventral striatum to the PFC that underpins the increased innervation
represents one of the only known cases of long-distance axonal growth during
adolescence, and until recently, the mechanisms that facilitate such growth have
been elusive. Recent work indicates coordination by the Netrin-1 guidance cue
receptor DCC (Vosberg et al. 2020), a finding that has considerable functional
significance, particularly for behavioral flexibility. The DCC receptor system is
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fundamental to the intrinsic development of the PFC, and this development can be
altered by experience. For instance, stimulant drug use in adolescence disrupts the
pace and tone of PFC maturation through impacts on DCC in DA neurons. Salient
experiences in adolescence such as initiation of alcohol and drug use can alter gene
expression in a way that impacts DA and DCC receptors and ultimately alters
synaptic morphology, e.g., via microRNAs (Hoops and Flores 2017). Variations in
DCC receptor expression are also linked to psychiatric disorders, perhaps by altering
the balance of resistance vs susceptibility to stressors. Axonal development is
evident in adolescence for other subcortical-to-PFC pathways (e.g., from basolateral
amygdala to orbitofrontal cortex; Johnson et al. 2016), though these developments
are not always linked to DA mechanisms. Nonetheless, DA-related axonal pro-
gressions, rather than generalized cortical pruning processes, may represent the
morphological substrate for the acceleration in incentive-reward motivated behavior
that occurs in adolescence.

7 Conclusions

The period of human adolescence begins with pubertal onset and extends in indus-
trialized societies, based on sociocultural factors and resource availability, well into
the third decade of life. From a developmental standpoint, this is a vast period of time
in terms of the number of biological, social, cognitive, and affective milestones that
are typically achieved. We have argued that a fundamental life task for the adoles-
cent is to distance oneself from parental dependence and develop autonomous,
sexually mature relationships with an expanded peer group, ultimately to facilitate
reproductive success. This transition is achieved by heightened activation of a
biologically-based motivational system that provides a motoric and incentive-
based thrust toward novelty and environmental exploration, in search of rewarding
experiences of an agentic nature, i.e., associated with striving to act on and master
the environment, and to assert social potency in a peer group. This striving for active
exploration, mastery, and social status in turn encourages flexible and adaptive
reward-based learning as well as pursuit of long-term incentives, processes that are
facilitated by the activation of fronto-limbic-striatal DA signaling.

DA responsivity appears to be heightened in adolescence and late-maturing
VTA-DA projections innervate the PFC during this time, with effects on
neuroplasticity that are driven by environmental experience (and perhaps mediated
by recruitment of microRNA). While these elements of a sensitive period are
compelling, neither the DA neurobiology nor the heightened incentive-reward
behavior is tightly linked to pubertal onset, and thus a validated timing mechanism
for the opening of the sensitive period appears to be lacking. While we maintain the
centrality of a DA-based mechanism in accounting for heightened incentive-reward
behavior in adolescents, it is challenging to assess DA activity reliably and validly in
humans, particularly when using low-risk neuroimaging in large-sample research.
Although functional MRI during reward-related tasks holds continued promise,
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there are ongoing concerns about its reliability (Elliott et al. 2020), and extant studies
fail to show reliable demarcations between middle childhood and adolescence in
brain activation correlates of reward seeking behavior.

The “expected experiences” that are encountered after exploratory tendencies are
heightened include social engagement with peers outside of the family group;
interest in potential romantic partners; engagement with socially salient educational
and athletic goals as well as leisure pursuits; opportunities to earn money; and
independent travel/transportation. From this list it is difficult to identify the specific
quality of experience that might trigger sensitive period development, or the mech-
anism by which that experience opens and eventually closes the sensitive period, at
least at the level of stringency associated with known critical periods like the
development of binocular vision. Moreover, it is not clear that the absence of any
of these experiences during adolescence, except perhaps for engaging in autono-
mous peer social activity away from the natal group, is detrimental to subsequent
success in adulthood. It is evident that there are individual differences in outcomes of
this experience, but these can be construed as variations within normative limits
rather than deprivation-based sensitive period failures. Moreover, “late bloomers”
often reach these various milestones later in adulthood, e.g., in association with
becoming parents and starting families and achieving vocational successes, appar-
ently without disabling effects given current expectancies regarding extended ado-
lescence. In this regard, human data appear to diverge from animal findings
regarding stress-induced developmental disruptions that are more consistent with
sensitive period phenomena, although methodological discrepancies remain to be
resolved (Watt et al. 2017).

The notion that adolescence represents a period of resilience or “second chances”
for those who have experienced early adversity is a compelling alternative to the
sensitive period framework. To the extent that early adversity is linked to dysfunc-
tional family dynamics, an adolescent drive to engage deeply with peers away from
the family group would seem to introduce a hopeful range of new possibilities to be
explored regarding more positive and rewarding interpersonal experiences. We note
that such rehabilitation does not require a qualitative shift in neurobehavioral
development, but rather a mechanism to promote independent exploration of alter-
native social environments while ongoing neurobehavioral plasticity remains at a
high level. Though not the focus of this review, evidence supports that such
plasticity exists not only in adolescence but in childhood and adulthood as well.

With respect to incentive-reward behaviors, while the literature suggests gradual
declines from adolescence into adulthood, plasticity of the underlying neural sys-
tems remains intact to facilitate lifelong experience-dependent reward learning. Over
time and in response to variation in salient risk-reward contingencies, this
neuroplasticity manifests in shifting influences of PFC vs limbic-striatal mediation
of incentive-reward processing to tailor decision making toward long-term or short-
term reward acquisition. Thus, although incentive-reward behavior declines overall
toward the end of adolescence, there is little evidence in human research indicating
that a functional developmental window closes with the transition to adulthood.
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These observations raise questions about the utility of the sensitive period
concept in accounting for the maturational milestones accomplished in adolescence
regarding incentive-reward behavior, despite the presence of nonlinear increases in
behavioral and perhaps dopaminergic responsivity to reward. Part of the issue is
definitional: to the extent that the nature of expected experience is variable in tone or
intensity, that onset of a sensitive period is temporally variable, that sensitive periods
can reoccur, that multiple systems are impacted, that effects are impermanent, and all
of the above shaped by inherent individual difference factors, the explanatory
“signal” appears reduced against a great deal of background noise and allowable
variation, at least as applied to typical human experience. In addition, the higher
order cognitive and affective processes that emerge in adolescence are assessed as
latent constructs, with wide variation in measured indicator variables that confounds
direct description of the specific nature of experiences and behaviors that are central
to the sensitive period. In turn, this ambiguity confounds explication of a specific
mechanism for the opening and closing of the functional developmental window for
incentive-reward behavior, as well as its exact timing. Moreover, the genetic and
environmental factors that influence individual differences in the incentive-reward
behavioral trait, agentic positive emotionality, are clearly operative well before
adolescence and an initial foundation for the behavior already exists. In this context,
heightened DA responsivity to reward cues during adolescence may be viewed as a
form of juvenile adaptation rather than a sensitive period mechanism, i.e., a transient
alteration in a neurobehavioral system that serves to facilitate successful attainment
of maturational milestones in incentive-reward behavior by enhancing active
engagement with novel environments that must be mastered in the transition to
adulthood. We hypothesize that this crucial period of development utilizes the
neuroplasticity associated with ongoing brain maturation from early childhood to
early adulthood, but without the semi-permanence of brain changes as may occur in
a sensitive period. Sensitive periods are striking but rare phenomena in lifespan
development (Walhovd and Lövdén 2020), and not always supported by continuing
research; as we have described above, there are considerable methodological and
interpretive challenges in reconciling, for instance, commonly held “blooming and
pruning” sensitive period models of adolescent brain development against more
recent structural MRI research.

The field would benefit from a more stringent approach to defining and assessing
aspects of reward seeking that are most relevant to our proposed framework. We
note again that reward seeking is not synonymous with risk-taking. The limitations
of neuroimaging technology should also be explicitly acknowledged, particularly
given the desire to enhance rigor and reproducibility of findings. What we are most
interested in is a pattern of neurochemical alterations at the synaptic level. Structural
and functional neuroimaging at moderate field strengths cannot resolve the dynamics
of excitatory and inhibitory neurotransmission. Tools such as positron emission
tomography (PET) have significant ethical and practical limitations particularly in
developmental applications. A more in-depth exploration of physiological correlates
of responses measured by PET and/or using pharmacological challenges might allow
this field of inquiry to advance in a more direct manner. Finally, a lifespan
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perspective from infancy to older age is needed to place adolescent development in
its proper position, as one cannot infer the full trajectory of reward seeking behavior
from research focused on the adolescent-to-young adult period alone. It is unequiv-
ocal that adolescence represents a period of robust development and exciting
opportunity. The mechanisms that underlie its unique features remain to be fully
determined.
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Abstract Over the last decade, a growing body of research has examined the link
between physical activity, fitness, and cognitive function in children and adoles-
cents. Physical activity experimental research conducted with children and adoles-
cents has identified selectively greater effects for tasks requiring higher order
executive functions. As such, the primary aim of our chapter is to provide an
overview of findings from systematic reviews and meta-analyses that have examined
the effects of physical activity on measures of executive function in child and
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adolescent populations. We begin our chapter with definitions of key concepts
associated with physical activity, fitness and cognitive function. We then provide a
synthesis of systematic reviews and meta-analyses that have examined the acute and
chronic effect of physical activity on EFs. Following this, we discuss the quantitative
(e.g., time, intensity) and qualitative (e.g., type) characteristics of physical activity
that may moderate effects. The next section focuses on the neurobiological, psycho-
social and behavioral mechanisms responsible for the effect of physical activity on
executive functions. We conclude by highlighting the limitations of the existing
evidence base and providing recommendations for future research.

Keywords Cognition · Executive function · Exercise · Mechanisms · Physical
activity

1 Introduction

Childhood and adolescence represent a critical and sensitive period of brain devel-
opment (Andersen 2003), characterized by neuronal plasticity, the formulation of
identity (Sebastian et al. 2008), and the establishment of health behaviors, such as
physical activity (Telama 2009), that may enhance or diminish cognition function-
ing. Over the last decade there has been an exponential increase in the number of
studies examining the links between physical activity, physical fitness, and cognition
in young people. Research in children has demonstrated that the effects of physical
activity are selectively greater for tasks requiring higher order executive functions
(EFs) (Hillman et al. 2014). As such, the primary aim of our chapter is to provide an
overview of experimental studies that have examined the effect of physical activity
on EFs in child and adolescent populations. We begin our chapter with definitions of
key concepts associated with physical activity, fitness, and cognition. Following this,
we discuss the acute and chronic effects of physical activity on EFs. In the next
section we explore the quantitative (e.g., time and intensity) and qualitative (e.g.,
type and context of activity) characteristics of physical activity that may moderate
effects. We conclude our chapter by providing an overview of the potential neuro-
biological, psychosocial, and behavioral mechanisms responsible for the effects of
physical activity on cognition.

2 Physical Activity and Fitness: Definitions, Guidelines,
and Trends

Physical activity can be defined as “any bodily movement produced by skeletal
muscles that results in energy expenditure” (Caspersen et al. 1985, p. 126). It is a
broad term that includes sport, exercise, recreational pursuits and activities
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performed as part of daily living (e.g., active transportation). Although there is some
variability between national and international physical activity guidelines (Parrish
et al. 2020), it is generally accepted that children (5–12 years) and adolescents
(13–18 years) should do at least an average of 60 min per day of moderate-to-
vigorous physical activity (MVPA), mostly aerobic activity, across the week (Bull
et al. 2020). It is also recommended that young people participate in activities of
vigorous intensity, including those that strengthen muscle and bone at least three
times per week (Bull et al. 2020).

Participation in physical activity is the primary means of improving physical
fitness (often referred to as health-related fitness), which consists of cardiorespiratory
fitness, muscular fitness, flexibility, and body composition. Cardiorespiratory fitness
(CRF), also known as cardiorespiratory endurance, cardiovascular fitness, aerobic
capacity, and aerobic fitness, refers to the capacity of the circulatory and respiratory
systems to provide oxygen to skeletal muscles for energy production during physical
activity (Raghuveer et al. 2020). Participation in aerobic activity involving large
muscle groups (e.g., jogging and playing team sports) helps to improve CRF.
Muscular fitness refers to an individual’s ability to exert maximal force against an
external resistance (i.e., muscular strength) or repeatedly under sub-maximal loads
(i.e., local muscular endurance). Flexibility refers to an individual’s range of motion
around a joint or group of joints. Finally, body composition is the relative proportion
of total body mass consisting of fat, fat-free tissue, and total body water (Raghuveer
et al. 2020; Smith et al. 2020). It is important to note that different types of physical
activity will produce different adaptations in physical fitness components.

Physical activity levels typically increase during early childhood, start to decline
by age seven (Farooq et al. 2018), and continue to decline during adolescence and
early adulthood (Corder et al. 2019; Dumith et al. 2011). For example, Dumith et al.
(2011) conducted a meta-analysis of 26 longitudinal studies and found that physical
activity levels declined by 7% per year throughout adolescence (defined as
10–19 years). The decline in activity occurs earlier in girls (9–12 years), compared
to boys (13–16 years) and continues into adulthood. Corder et al. (2019) examined
the decline in activity from adolescence to adulthood and observed a decline of
5.2 min of MVPA/day over a mean study period of 3.4 years.

Physical inactivity has been described as a pandemic and the majority of children
and adolescents across the globe are not sufficiently active (Guthold et al. 2020). The
Global Matrix of Physical Activity Report Grades was launched in 2014 to provide a
better understanding of the global variation in children and adolescent physical
activity (Tremblay et al. 2014). In 2018, the Global Matrix 3.0 was released and
included physical activity data from 49 countries (Aubert et al. 2018). An average
grade of “D” was assigned, indicating that approximately 20 to 40% of children and
adolescents globally are meeting physical activity guidelines. In general, countries
considered to be very high on the United Nation’s human development index (HDI)
ranked higher than the low, medium, and high HDI countries.

For the purpose of our chapter, we define cognitive function as the set of mental
processes that contribute to perception, memory, intellect, and action (Donnelly et al.
2016). We acknowledge that cognitive tasks exist on a continuum, from basic
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information processing at one end to tasks requiring high levels of EF at the other.
Basic information processing tasks require fewer resources and therefore represents
a lower level of cognitive function (e.g., information processing tasks) (Colcombe
and Kramer 2003). Alternatively, EFs represent higher order cognitive processes that
are critical for planning, problem solving, and learning (Diamond 2013). The core
EFs include inhibition (often termed “inhibitory control” or “attentional control”),
working memory (also referred to as “updating”), and cognitive flexibility (also
known as “set shifting”). A variety of assessments have been used to measure
inhibition (e.g., modified flanker task, Stroop-color task, go/no-go task), working
memory (e.g., serial n-back task, digit span test, Corsi block task), and cognitive
flexibility (e.g., trail making test, Wisconsin card sorting test, switch task) in child
and adolescent populations (Wade et al. 2020a).

3 Acute and Chronic Effects of Physical Activity
on Executive Functions

Acute physical activity refers to a single bout of physical activity/exercise, while
chronic physical activity/exercise can be defined as repeated bouts over a short- or
long-term period. A seminal review and meta-analysis conducted by Chang et al.
(2012) examined the acute effect of physical activity on cognitive function in
children, adolescents, and adults. The authors found transient effects for cognitive
performance both during and following a single bout of physical activity. Greater
effects were observed for tasks that assessed EFs (as opposed to information
processing). More recently, Hillman et al. (2019a) published a narrative review
examining the effects of acute bouts of physical activity on EF sub-domains in
children. The authors found strong evidence for the benefits of physical activity for
inhibition, with selectively larger effects in performance for tasks that require greater
inhibitory control (e.g., flanker task performance for incongruent trials). They also
identified that few studies have examined the acute effects of physical activity on
working memory and cognitive flexibility, with contrasting meta-analytical findings
(de Greeff et al. 2018; Ludyga et al. 2016).

The chronic effect of physical activity on EFs is less clear. Numerous systematic
reviews and meta-analyses have reported small-to-moderate effects of physical
activity on EFs in child and adolescent populations (Álvarez-Bueno et al. 2017;
Leahy et al. 2020; Sun et al. 2020). In contrast, an international expert panel recently
concluded that there is inconclusive evidence for the beneficial effects of chronic
physical activity interventions on cognitive function (not specifically EF) for chil-
dren and adolescents (Singh et al. 2019).

Considering this lack of clarity, the primary aim of this section is to provide a
synthesis of findings from published systematic reviews and meta-analyses. We
conducted a search of relevant titles and identified 11 systematic reviews that met
the following eligibility criteria: (1) reported the results from meta-analyses
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examining the acute or chronic effect of physical activity on EFs (overall or
sub-domains) and (2) reported results for children (5–12 years), adolescents
(13–18 years), or children and adolescents together (5–18 years). Effect size values
of 0.2, 0.5, and 0.8 served as thresholds for small, medium, and large effects,
respectively. Our secondary aim was to determine if there are certain sub-groups
that benefit more or less from physical activity. More specifically, does age (i.e.,
children vs adolescents) and population type (e.g., healthy vs unhealthy) moderate
effects? The quantitative and qualitative aspects of physical activity that may
moderate effects are discussed in the next section.

3.1 Acute Effect of Physical Activity on Overall Executive
Function

We found six reviews (10 effect sizes) that focused on the acute effect of physical
activity on EFs (Fig. 1). Meta-analysis effect sizes ranged from 0.04 (Ludyga et al.
2016) to 0.57 (Verburgh et al. 2014), with an average effect size (ES) of 0.35. One
review reported separate performance effects for accuracy and response time
(Ludyga et al. 2016). For accuracy, a small effect size was observed for children
(ES ¼ 0.29) and a trivial effect observed for adolescents (ES ¼ 0.16). A moderate
effect size was found for children’s response time (ES ¼ 0.54), while the effect for
adolescents was not significant (ES¼ 0.04). However, only three studies contributed
to the effect size for adolescents so these findings should be interpreted with caution.

Effect sizes ranged from 0.13 to 0.57 for children and from 0.04 to 0.52 for
adolescents. The average effect sizes for children and adolescents were similar (0.35
vs 0.31, respectively). However, for studies that examined the effects on children
and adolescents separately, contrasting findings have been reported. For example,
one review found acute physical activity only improved EF in children (Ludyga et al.
2016), while another found that adolescents (and not children) improved EF as a
result of acute physical activity (Moreau and Chou 2019). Two reviews found that
effects did not significantly differ for children and adolescents, with moderate effect
sizes observed (Leahy et al. 2020; Verburgh et al. 2014). Given the current evidence
base, age does not appear to be a clear moderator for the acute effects on EFs. No
studies examined the acute effects in relation to healthy vs unhealthy populations
(i.e., overweight/obese, or cognitive disorders).

3.2 Acute Effect of Physical Activity on Executive Function
Sub-domains

Only two reviews (five effect sizes) investigated the acute effect of physical activity
on EF sub-domains in children and adolescents (de Greef et al. 2018; Verburgh et al.
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2014). Effect sizes for the performance on tasks requiring inhibition ranged from
0.28 to 0.57, with an average effect of 0.46. Verburgh et al. (2014) observed similar
effects for children and adolescents (ES ¼ 0.57 and 0.52, respectively), however
only a small number of study samples were included (children¼ 2; adolescents¼ 3).
In a more recent review, de Greeff et al. (2018) observed a smaller effect on
inhibition (ES ¼ 0.28). It is worth noting that a larger number of study samples
were included (k ¼ 10), and therefore may reflect a more accurate effect. Only one
meta-analysis examined the acute effects of physical activity on working memory
and cognitive flexibility in children (de Greeff et al. 2018). The authors observed
small improvements in working memory (ES ¼ 0.28) and cognitive flexibility
(ES ¼ 0.30)

3.3 Chronic Effect of Physical Activity on Overall Executive
Functions

We identified a total of eight meta-analyses (10 effect sizes) examining the effect of
chronic physical activity (Fig. 1). All reviews were published within the last 5 years.
Chronic physical activity interventions appear to produce small-to-moderate positive
effects on EF, with effect sizes ranging from 0.16 (Takacs and Kassai 2019) to 0.44
(Sun et al. 2020), with an average effect size of 0.29. Only one review reported
specific cognitive performance effects, which revealed a larger effect for response
time (ES ¼ 0.28) (rather than accuracy [ES ¼ 0.16]) (Takacs and Kassai 2019).

Chronic physical activity interventions appear to have a small effect for children
(ES ¼ 0.29), and a small-to-moderate effect for adolescents (ES ¼ 0.44). This is
somewhat consistent with findings from a recent review which found that age was a
significant moderator of intervention effects. Specifically, significant effects were
only observed for adolescents (ES ¼ 0.44), but not for children (ES ¼ 0.25) (Sun
et al. 2020). Other reviews that have examined age as a moderator did not observe
any significant differences between children and adolescents. However, these
reviews have been limited by the small number of included studies. For example,
in the review conducted by Xue et al. (2019) a total of 19 studies (27 comparisons)
were included, however only three of the 19 studies (16%) were conducted with
adolescents. In a recent HIIT review, only one of the six studies (17%) included in
the meta-analysis was conducted with children (Leahy et al. 2020). Given the
relatively small number of reviews that have examined age as a moderator (children
vs adolescents), further research is needed to confirm these findings.

Li et al. (2020) recently published the first review focused on the effects of
physical activity on EFs in younger children (3–7 years). The overall effect on
core EFs was slightly larger (ES ¼ 0.35) than other reviews which only included
children (de Greeff et al. 2018; Takacs and Kassai 2019). EFs develop rapidly during
the preschool years (Anderson and Reidy 2012), therefore younger children may be
particularly susceptible to the effects of physical activity interventions.
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3.3.1 Special Populations

Two reviews focused on the chronic effects of physical activity on EFs in overweight
and obese youth (Martin et al. 2018; Sun et al. 2020). In general, participation in
physical activity appears to have a larger effect on EFs in overweight and obese
youth, compared to the general population. In their Cochrane systematic review,
Martin et al. (2018) observed a small-to-moderate effect on EFs in children
(ES ¼ 0.42), however this effect was only from one study. A more recent review
by Sun and colleagues examined the effects of physical activity interventions on EFs
among overweight and obese youth. The pooled effect from 11 studies (n ¼ 664)
was ES¼ 0.30 (Sun et al. 2020), which included both children and adolescents. This
was also the first review to exclusively examine the effects of physical activity
interventions on EFs among overweight and obese youth.

In their review, Sun and colleagues demonstrated that studies which reported
significant intervention effects on adiposity resulted in greater improvements in EFs
(ES ¼ 0.44), in comparison with nonsignificant (ES ¼ 0.30) and non-reported
(ES ¼ 0.18) intervention effects (Sun et al. 2020). This is somewhat consistent
with a previous meta-analysis which demonstrated that higher body mass index at
baseline was significantly associated with greater effects on overall EFs (Xue et al.
2019). Contrastingly, another review found a nonsignificant intervention effect when
examining only overweight/obese participants from four studies (six samples)
(ES ¼ �0.02) (Álvarez-Bueno et al. 2017). One review examined whether inter-
vention effects were different for typically vs non-typically developing youth
(Takacs and Kassai 2019). Non-typically developing children were defined as
those with a clinical diagnosis, behavioral problems or low EFs. While the summary
effect for typically developing children was not significant (ES ¼ 0.03), a small-to-
moderate effect was observed for non-typically developing children (ES ¼ 0.40).

3.4 Chronic Effect of Physical Activity on Executive Function
Sub-domains

Five reviews examined the effects on specific EF sub-domains, with small-to-
moderate effect sizes (Álvarez-Bueno et al. 2017; de Greeff et al. 2018; Li et al.
2020; Takacs and Kassai 2019; Xue et al. 2019). For inhibition, effect sizes ranged
from 0.17 to 0.37, with an average effect of 0.25. For working memory, effect sizes
ranged from 0.10 to 0.36, with an average effect size of 0.21. For cognitive
flexibility, effect sizes ranged from �0.07 to 0.66, with an average effect size of
0.20. These findings suggest that chronic physical activity interventions do not have
domain-specific effects on EFs (i.e., chronic physical activity produces small effects
for all sub-domains of EF). However, it should be acknowledged that the majority of
research has focused on inhibition, with fewer studies examining the impact on
working memory and cognitive flexibility (Pontifex et al. 2019; Wade et al. 2020a).
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It is not clear why previous studies have focused on inhibition, but future experi-
mental research should aim to examine the effects of chronic physical activity on all
three EF domains (i.e., inhibition, working memory, and cognitive flexibility).

4 Moderators of the Effect of Physical Activity on Executive
Functions

As noted in the previous section, there is considerable heterogeneity in the magni-
tude of effects observed in studies examining the acute and chronic effect of physical
activity on EFs. In this section we provide a summary of the quantitative (i.e.,
intensity, session, and study duration) and qualitative (i.e., type, cognitive demand
and context) aspects of physical activity that may moderate effects on EFs. To date,
the majority of studies examining effect size moderators have been conducted with
adults. As such, less is known about the quantitative and qualitative characteristics of
physical activity that may enhance or impede effects in children and adolescents.

4.1 Quantitative Moderators of the Effect of Physical Activity
on Executive Functions

4.1.1 Intensity of Physical Activity

We use the term “intensity” to describe the physiological demand of the physical
activity, typically assessed using percentage of maximal heart rate. A meta-analysis
published by Chang et al. (2012) synthesized the findings from 79 studies that
examined the effect of acute exercise on cognitive performance. The authors noted
that effect sizes were impacted in an interactive fashion by the intensity of the
activity and the amount of time between the bout of exercise and cognitive testing.
More specifically, when cognitive tests were completed immediately after exercise,
activity of very light, light, and moderate intensity was most beneficial. However,
when cognitive performance was assessed following a delay of more than 1 min,
more intense exercise produced the largest effects. It is important to note that the
majority of studies included in the review conducted by Chang et al. (2012) involved
adult populations. To the best of our knowledge, no previous systematic review has
examined intensity as a moderator of exercise effects on EFs in chronic studies
conducted with children and adolescents.

More recently, Moreau and Chou (2019) conducted a review of 28 acute studies
of high-intensity exercise in different population groups (participants aged 6 to
60 years). The authors observed a small effect when high-intensity exercise was
compared to rest (ES ¼ 0.34), but no effect when it was compared to low-to-
moderate intensity exercise (ES ¼ 0.07). Similar findings were observed in a study
by Janssen et al. (2014) who tested the effects of three experimental breaks (i.e.,
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passive break, moderate, or vigorous intensity activity) on selective attention in
primary school children (N ¼ 123). Improvements in attention were observed in all
groups, with the strongest effects observed after moderate intensity physical activity.
These findings are consistent with the inverted U-hypothesis, which states that
physical activity performed at moderate intensity will have the greatest benefit for
EFs (Yerkes and Dodson 1908).

4.1.2 Session Duration

Session duration refers to the length of a physical activity or exercise bout. Studies
examining the acute effect of physical activity on cognition have involved session
durations ranging from 4 to 45 min (with most common duration 10–20 min)
(Donnelly et al. 2016; Sibley and Etnier 2003). Session duration did not moderate
the acute effects of physical activity on EFs in a systematic review and meta-analysis
focused on preadolescent children (de Greeff et al. 2018). Similarly, Xue et al.
(2019) concluded that session duration was not a moderator of the effects of chronic
physical activity on EFs in children and adolescents.

4.1.3 Study Duration

There is considerable variability in the duration of chronic studies, with time periods
ranging from 2 weeks to 1 school year (Donnelly et al. 2016; Vazou et al. 2020).
Study duration was not a significant moderator of effects in de Greeff et al. (2018)
review which included 14 studies. Similarly, study duration was not a moderator of
the effects of HIIT on EFs in the review conducted by Leahy et al. (2020). In
contrast, study duration moderated the effect of physical activity on EFs in over-
weight obese children and adolescents, with the strongest effects observed in studies
of less than 12 weeks in duration (Sun et al. 2020). However, only three of the
included studies had an intervention period of 12 weeks or less.

4.2 Qualitative Moderators of the Effect of Physical Activity
on Executive Functions

4.2.1 Type of Physical Activity

Previous studies have tested the effects of various activity types on young people’s
EFs. For example, studies have tested the effects of running/walking (Travlos 2010),
circuit training (Ludyga et al. 2019), dance (Peruyero et al. 2017), and martial arts
(Johnstone and Marí-Beffa 2018). However, few studies have directly compared the
effects of activity types on cognitive outcomes in the same population or study.
Sibley and Etnier (2003) published one of the first meta-analyses examining the
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effect of physical activity on young people’s cognition (not specifically EFs) and
found no significant differences between types of physical activity. Although all
effects were significantly greater than zero, resistance/circuit training (ES ¼ 0.64)
had larger effects than perceptual-motor training (ES ¼ 0.32), physical education
(PE) programs (ES ¼ 0.27), and aerobic exercise (ES ¼ 0.26). More recently, Xue
et al. (2019) meta-analyzed the effects from 19 studies and found that activity type
was an effect moderator, with the strongest effects observed in studies that involved
curricular physical activity (ES ¼ 0.39) and sports/physical activity programs
(ES¼ 0.21). An overall nonsignificant effect (ES¼ 0.02) on overall EF performance
was observed in studies that integrated physical activity into academic classes.

4.2.2 Cognitive Demand of Physical Activity

Cognitively demanding physical activities require individuals to perform cognitive
and motor tasks simultaneously (Mavilidi et al. 2018). It has been suggested that this
increased demand induces both physiological (e.g., neuroplasticity) and psycholog-
ical (e.g., self-esteem, stress reduction) changes (Moreau and Tomporowski 2018).
A number of recent reviews have examined the moderating effects of physical
activity cognitive demand on EFs in young people (Álvarez-Bueno et al. 2017;
Leahy et al. 2020; Sun et al. 2020). This research question is clouded by a lack of
consensus regarding the definition or threshold of what constitutes “cognitively
demanding physical activity” (Leahy et al. 2020), making it difficult to compare
findings across individual studies and reviews.

In their systematic review and meta-analysis, Álvarez-Bueno et al. (2017) clas-
sified physical activity interventions as: (1) enhanced: focused on increasing activity
time, (2) enriched: focused on increasing the motor coordinative and/or cognitive
demands of the activity, or (3) both: focusing on increasing activity and the cognitive
demands of the activity. The findings were mixed; working memory benefited
mostly from enhanced programs (ES ¼ 0.28), whereas selective attention/inhibition
benefited mostly from enriched programs (ES ¼ 0.49), and cognitive flexibility did
not benefit from any type of intervention. Using a similar classification system, Sun
et al. (2020) tested the effects of task characteristics on core EFs in overweight and
obese youth. The authors observed no effect for enhanced physical activity, a
moderate effect for enriched physical activity (ES ¼ 0.54), and a large effect for
both enhanced and enriched physical activity combined (ES ¼ 1.01). It is important
to note that a small number of studies examined the effects of enriched (n ¼ 2) and
both enhanced and enriched (n ¼ 2) physical activity interventions in overweight
and obese youth, thus limiting the generalizability of findings.

Although early indications suggest that the cognitive demand of physical activity
may moderate intervention effects, there have not been enough studies to adequately
answer this question. In addition, the effects of cognitively demanding physical
activity may differ in acute and chronic studies. For example, Egger et al. (2018)
conducted an acute study whereby children were randomly assigned to one of four
conditions, consisting of a classroom-based physical activity intervention varying in
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physical exertion (high physical exertion vs. low physical exertion) and cognitive
engagement (high cognitive engagement vs. low cognitive engagement). The
researchers observed a significant, negative effect for set shifting in the high
cognitive engagement group, while no other significant group-by-time effects were
found. Using a similar study design, the same research group examined the long-
term effect of activity breaks of varying cognitive engagement over a 20-week
period (Egger et al. 2019). At follow-up, students in the high cognitive engagement
and high physical exertion group significantly improved their set shifting perfor-
mance, whereas updating and inhibition remained unaffected in all groups. Thus, it
is possible that cognitively engaging activity might have a short term negative effect
on EFs due to mental fatigue, but then lead to improvements in EFs over the longer-
term.

4.2.3 Context of Physical Activity

The context in which physical activity takes place may moderate the effect on
cognitive outcomes, but few studies have tested this hypothesis. The majority of
studies have been conducted in schools and have tested the effects of activity
delivered during PE, break times and in the classroom settings. Álvarez-Bueno
et al. (2017) examined the effect of 36 physical activity interventions on children’s
cognition and meta-cognition. Curricular PE improved non-executive cognitive
functions (ES ¼ 0.42), selective attention/inhibition (ES ¼ 0.41), and higher-level
EFs (ES ¼ 0.25). No effects of physical activity interventions were shown for
working memory, cognitive flexibility, or language-related skills. Surprisingly,
classroom-based physical activity did not impact children’s cognition, when com-
pared to extracurricular physical activity and curricular PE.

In one recent study, Wade et al. (2020b) tested the effects of different exercise
environments (i.e., degree of nature) on adolescents’ rapid visual information
processing and spatial working memory. Four groups were randomized to one of
the following conditions: (1) non-exercise indoor control, (2) indoor exercise,
(3) park exercise, and (4) exercise in a nature reserve. All exercise groups partici-
pated in a circuit training lasting ~20 min, which included a mixture of aerobic and
body-weight resistance activities. Results showed that indoor exercise improved
children’s sustained attention more than the park group. There were no differences
between groups in terms of working memory. However, due to the sample size and
randomization at the class (rather than individual) level, further studies are needed to
confirm these findings.
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5 Mechanisms Responsible for the Effect of Physical
Activity on Executive Functions

As noted by Lubans et al. (2016) there are three broad types of mechanisms that may
explain the effect of physical activity on EFs – neurobiological, psychosocial, and
behavioral. Neurobiological mechanisms include changes that can be measured at
microscopic (e.g., cellular and molecular) and macroscopic (e.g., brain structure and
function) levels (Stillman et al. 2016). Psychosocial factors such as motivation,
perceptions of novelty, and mood may also act as potential mechanisms. The
behavioral mechanism hypothesis proposes that improvements in EFs may result
from changes in relevant and associated behaviors, such as quantity and quality of
sleep, as well as coping and self-regulation skills.

5.1 Neurobiological Mechanisms

5.1.1 Microscopic Mechanisms

Animal studies have provided much of our initial insights into the molecular and
cellular mechanisms by which physical activity may improve cognition. Molecular
effects include epigenetic upregulation of expression of genes with potential
neuroplastic effects such as brain-derived neurotrophic factor (BDNF), vascular
endothelial growth factor (VEGF), and insulin-like growth factor one (IGF-1)
(Fernandes et al. 2017; Voss et al. 2013; Wrann et al. 2013). BDNF and VEGF
underpin neurogenesis and angiogenesis (i.e., cellular mechanisms), respectively,
while IGF-1 influences both neural and angiogenic processes. The downstream
cellular effects of these synergistic factors are thought to mediate the relationship
between physical activity and cognition (Lista and Sorrentino 2010). While easily
investigated in animals, the experimental manipulation and measurement of molec-
ular and cellular outcomes are difficult in humans. Nevertheless, empirical evidence
is beginning to emerge in support of some of the same molecular mechanisms
mediating the positive effects of physical activity on cognitive health in humans
(Stillman et al. 2016, 2020; Voss et al. 2013).

Molecular Mechanisms

BDNF has been the most studied molecular mechanism responsible for the effects of
physical activity on cognition (Stillman et al. 2020). Despite this, the evidence for
BDNF in humans is not near as unequivocal as it is in animal models. A recent
systematic review (Loprinzi 2019) comparing the mediating effects of BDNF on
improvements in memory due to physical activity in animals and humans found that
only 40% of human studies identified a mediation effect, compared to 100% of
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animal studies. It is important to note that in animal studies, BDNF concentrations in
the brain can be directly measured. In humans, we are limited to inferring brain
concentrations indirectly through the measurement of circulating BDNF in blood
and saliva samples.

Although studies have observed increases in BDNF (and IGF-1) alongside
improvements in memory in adolescents following exercise (Jeon and Ha 2017), a
recent meta-analysis found no significant difference in BDNF levels when all
adolescent exercise studies were pooled (Azevedo et al. 2020). Thus, equivocal
findings in humans may be more reflective of methodological differences than an
indication of the role of BDNF. Interestingly, some of the same moderators of the
effect of physical activity on cognition mentioned earlier in this chapter have also
been identified as potential moderators of the effect of physical activity on BDNF
including the type, intensity, duration, and context of physical activity (Walsh et al.
2020). Other potential moderators include participant characteristics such as current
fitness levels, habitual physical activity levels, diet, sex, age and genetic profile (Liu
et al. 2020; Walsh et al. 2020).

Cellular Mechanisms

Upregulation of the aforementioned molecular processes has been shown to induce
complex changes at the cellular level including angiogenesis (i.e., growth of new
blood vessels), which acts as a precursor to neurogenesis (i.e., growth of new
neurons), and other neuroprotective processes (Stillman et al. 2016). As there are
limited techniques available to measure cellular changes in the human brain, almost
all we currently know is derived from animal models. However, observations of
macroscopic changes in brain structure, function, and blood flow in humans support
the cellular adaptations observed in animals.

5.1.2 Macroscopic Mechanisms

Advances in neuroimaging techniques have enabled non-invasive in-vivo investiga-
tions into the macroscopic effects of physical activity on brain structure and func-
tion. There has been an exponential increase in studies of this nature across the
lifespan and while most studies of older adults have examined morphological
changes in brain gray and white matter (Firth et al. 2018; Stillman et al. 2016,
2020), studies of changes in functional activation and connectivity have prevailed
thus far in the pediatric literature, particularly in children (Valkenborghs et al. 2019).
Of note, the majority of the existing evidence pertains to aerobic physical activity in
youth, with literature reporting the beneficial effects of resistance training on regions
and structures relevant to cognition limited to adults (Herold et al. 2019; Meijer et al.
2020).
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Brain Function

The human brain is arranged into many, overlapping networks that are regionally
separate, but temporally connected and functionally coordinated (Yeo et al. 2015).
By measuring statistical dependencies of neurophysiological events, we can study
the functional connectivity between or within different brain regions (Friston 2011).
Electroencephalography measures changes in patterns of neuro-electric potentials
during response to, or in preparation for, a stimulus or response during a behavioral
task (a.k.a. event-related potentials [ERP]) (Fabiani et al. 2007; Hillman et al.
2019a). Instead, functional magnetic resonance imaging (fMRI) detects changes in
de-oxyhemoglobin driven by localized changes in blood flow and oxygenation
coupled to underlying neuronal activity (Hillman 2014). Interpretation of functional
changes is not straightforward and differs depending on region and context (e.g.,
task or rest). Increased activation of a task-positive region during task performance
could be interpreted as greater ability to allocate resources (Chen et al. 2016; Jansma
et al. 2001; Voss et al. 2011). However, based upon developmental neuroimaging
studies (Casey et al. 1997; Scherf et al. 2006; Squire et al. 1992), decreased
activation can also be interpreted as a more efficient use of resources, reflective of
a more refined and mature pattern of activation (Chaddock-Heyman et al. 2013;
Herting and Nagel 2013; Jansma et al. 2001).

The default mode network, salience network, and frontoparietal network support
several domains of cognition (Menon and Uddin 2010; Seeley et al. 2007; Spreng
et al. 2013; Uddin 2015). The integrity of these networks is also positively associated
with scholastic performance in children (Chaddock-Heyman et al. 2018b). Impor-
tantly, regions within these networks in children appear to both respond and adapt to
acute (ES ¼ 0.32) and chronic (ES ¼ 0.39) physical activity, respectively, and in
patterns that are conducive of more refined and adult-like cognition (Corder et al.
2019; Meijer et al. 2020; Stillman et al. 2020; Valkenborghs et al. 2019). Of note,
adaptations to chronic physical activity were accompanied by improved cognitive
task performance in all studies included in the meta-analysis by Meijer et al. (2020).

Brain Structure

Morphology is the broad term used to describe several structural characteristics of
the brain including the volume of gray and/or white matter, cortical thickness, and
white matter integrity. Consistent with, and potentially in response to, the refinement
of functional connectivity networks, the development of cognitive processes during
childhood and adolescence corresponds with enhancement of the structural organi-
zation of the brain by a pruning-like process known as the synaptic fine-tuning
hypothesis (Amso and Casey 2006; Chaddock-Heyman et al. 2018b; Changeux and
Danchin 1976). Morphologically, this manifests as increased white matter volumes
(reflective of ongoing myelination of axons to enhance conduction) (Giedd et al.
1999; Tamnes et al. 2010), and an inverted U-shaped trajectory of cortical volumes
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with increasing age in typically developing youths (Giedd et al. 1999; Gogtay et al.
2004).

Brain morphology is related to both cognitive function and physical activity
across the lifespan (Stillman et al. 2020), and recent evidence elucidates certain
morphological characteristics as mediators of the relationship of physical activity
and cognition. For example, consistent with animal models, hippocampal volume
may mediate the positive association between physical fitness and memory in
preadolescent children (Chaddock et al. 2010) and older adults (Erickson et al.
2009). Similarly, a cross-sectional study in adolescents showed that physical fitness
was associated with better spatial learning and larger hippocampal volumes (Herting
and Nagel 2012).

To the best of our knowledge, only two randomized controlled trials (RCTs) have
evaluated the impact of physical activity on white matter in youth and both demon-
strated improved white matter integrity of tracts pertinent to cognition (Chaddock-
Heyman et al. 2018a; Krafft et al. 2014; Schaeffer et al. 2014). This empirical
evidence is supported by observational studies demonstrating a mediation effect of
white matter integrity on the relationship between physical fitness and cognition in
younger (Opel et al. 2019) and older (Oberlin et al. 2016) adults. Cross-sectional
studies in youths have demonstrated that physical fitness is related to white matter
microstructure of the corpus callosum (Chaddock-Heyman et al. 2014; Ruotsalainen
et al. 2020) and corona radiata (Chaddock-Heyman et al. 2014; Herting et al. 2014;
Ruotsalainen et al. 2020), with one study reporting an interesting moderating effect
of white matter on the relationship between both physical fitness and physical
activity with memory (Ruotsalainen et al. 2020).

5.2 Psychosocial Mechanisms

The microscopic and macroscopic mechanisms outlined above have been the focus
of most research in this area. It is plausible that physical activity may also improve
cognition through changes in a variety of psychosocial mechanisms (Lubans et al.
2016). For example, short-term changes in mood and longer-term changes in mental
health outcomes may act as mediators for the effect of physical activity on cognitive
function.

5.2.1 Mood

The acute effect of physical activity on mood may enhance cognitive performance.
Participation in physical activity of light-to-moderate intensity is known to increase
positive affect, while high-intensity activity typically evokes feelings of displeasure
(Ekkekakis 2003). However, studies conducted with adults and adolescents have
observed a rebound effect (Jung et al. 2014; Malik et al. 2019), whereby initial
decreases in affect during high-intensity activity are followed by improvements after
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a period of about 20 min. To the best of our knowledge, no previous study has tested
if improvements in mood mediate the acute effect of physical activity on cognitive
performance.

5.2.2 Mental Health

It is also plausible that improvements in mental health (e.g., depression and anxiety)
may mediate the effects of physical activity on cognition. Internalizing problems are
associated with poorer cognition across multiple domains (Austin et al. 2001).
Interestingly, animal studies have shown that exercise can improve stress-induced
depression that coincide with widespread changes in regional homogeneity func-
tional connectivity of brain regions key to cognition, such as the hippocampus and
pre-frontal cortex (Dong et al. 2020). It remains to be established if one change
invokes the other, if the relationship is bi-directional or if the relationship exists in
humans. A conceptual model proposed by Stillman et al. (2016) suggests a
bi-directional relationship between physical activity and cognition and mental
health. While current literature is not conclusive regarding whether psychosocial
mechanisms mediate or moderate the relationship between physical activity and
cognition, existing results offer evidence that merits further exploration. In the
interim, evidence should be considered holistically across mechanisms as it is likely
the result of multi-faceted interactions of neurobiological, psychosocial, and behav-
ioral mechanisms such as sleep.

5.3 Behavioral Mechanisms

In addition to neurobiological and psychosocial mediators, participation in physical
activity may enhance cognition via a range of behavioral mechanisms (e.g., sleep,
self-regulation and coping skills) (Lubans et al. 2016). Of note, existing evidence
suggests that participation in physical activity may improve aspects of sleep, and
certain types of physical activity (e.g., martial arts) provide opportunities for young
people to develop self-regulation and coping skills that are important for cognitive
functioning.

5.3.1 Sleep

The impact of sleep loss on multiple domains of cognition (Goel et al. 2009; Walker
2009) and the importance of sleep quality and quantity for healthy cognitive function
(Astill et al. 2012) are well established. Neurobiological studies have also elucidated
the negative changes in structural plasticity and synaptic strength (Raven et al.
2018), as well as brain networks that mediate attention and high-order cognitive
processes (Thomas et al. 2000). Evidently, sleep, cognition, mental health and brain
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structure and function are all linked, but directionality is not clear. Participation in
physical activity is known to improve sleep duration, sleep efficiency, sleep onset
latency and reduce sleepiness in youth (Lang et al. 2013; Master et al. 2019;
Mendelson et al. 2016). Therefore, given the relationship between sleep and cogni-
tion, and between sleep and physical activity, it is plausible that physical activity can
enhance cognition by improving sleep. Sleep efficiency has been shown to mediate
the relationship between physical activity and multiple cognitive domains in young
and older adults (Cheng et al. 2020). Although evidence of this nature still needs to
be replicated, particularly in children and adolescents; in the interim, we can
consider sleep as a critical contributor to cognitive performance that can be modified
by physical activity.

5.3.2 Self-Regulation Skills

Physical activity that entails physical effort as well as cognitive, social, and emo-
tional demands (e.g., martial arts) may also enhance cognition through the develop-
ment of self-regulation, defined as “the processes by which the self alters its own
responses, including thoughts, emotions, and behaviors” (Baumeister 1997; Dia-
mond and Ling 2019). An early study conducted by Lakes and Hoyt (2004)
investigated the impact of school-based martial arts (Tae Kwon Do) training on
self-regulatory abilities in kindergarten children. Compared to standard PE classes,
martial arts training resulted in greater development in multiple domains of self-
regulation, including cognitive self-regulation, as well as performance on a mental
arithmetic test (Lakes and Hoyt 2004).

Another empirical study investigated a cognitively demanding physical activity
intervention tailored to train self-regulation through inhibition tasks and step-by-step
problem solving strategies embedded into child-appropriate physical activity games
(Pesce et al. 2020). Compared to standard PE classes of similar intensity and
enjoyment, the cognitively demanding physical activity intervention showed greater
improvements in self-regulation and “hot” EFs (i.e., those performed under motiva-
tionally salient contexts that generate heightened emotion or a tension between
prompt and longer-term rewards) (Pesce et al. 2020). Interestingly, the improve-
ments in hot EFs and self-regulation were associated with one another, and there was
marginal evidence of causal ordering of improvements over time such that improve-
ments in hot EFs in the first year of the program predicted improvements in self-
regulation in the second year. Therefore, until more research has been conducted, it
cannot be ruled out that improvements in self-regulation due to physical activity
could be mediated by improvements in cognition, or that this too could be a
bi-directional relationship.
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6 Summary, Limitations, and Emerging Issues

6.1 Summary of the Evidence Base

The primary aim of this chapter was to provide a synthesis of experimental studies
that have examined the acute and chronic effect of physical activity on EFs.
Evidence supports the view that both acute and chronic physical activity are effective
for improving EFs in children and adolescents, with slightly stronger effects
observed in acute studies. Although it has been suggested that physical activity
may have a larger effect on inhibition compared to working memory and cognitive
flexibility (Álvarez-Bueno et al. 2017; Hillman et al. 2019a; Xue et al. 2019), we did
not observe this trend. Indeed, the effect sizes were similar for the three EF
sub-domains in both acute (ES ~ 0.30) and chronic studies (ES ~ 0.20). However,
it is worth noting that the majority of studies examining the effects of physical
activity on EF have predominately used tasks that tap aspects of inhibition (Pontifex
et al. 2019; Wade et al. 2020a). Therefore, to better understand potential domain-
specific effects on EF, future research should include all three EF domains (i.e.,
inhibition, working memory, and cognitive flexibility).

The available evidence suggests that the effects of chronic physical activity are
similar for children and adolescents, but there are specific groups who respond more
favorably. For example, a number of reviews included in this chapter suggest effects
are stronger among young people who are overweight or obese (Martin et al. 2018;
Sun et al. 2020; Xue et al. 2019). However, this finding was not observed in the
review conducted by Álvarez-Bueno et al. (2017). Overweight and obese individuals
tend to be less active (Hills et al. 2011; Reichert et al. 2009) and have lower levels of
CRF (Ortega et al. 2010) than their leaner peers. As such, we would expect to see
stronger effects in this sub-group. As noted by Takacs and Kassai (2019), effect sizes
appear to be stronger among children who are not typically developing (e.g., those
with behavioral problems or low EF skills), compared to their typically developing
peers.

A secondary aim of our chapter was to identify potential quantitative and
qualitative moderators of effects. Despite the large number of published reviews,
there is a lack of consistency in the types of moderators that have been tested in
youth populations. In regard to quantitative characteristics, moderate intensity
appears to be the optimal level for acute physical activity, with no additional benefits
from higher intensity activity. This finding is consistent with the inverted
U-hypothesis (Yerkes and Dodson 1908), which states that moderate intensity will
have the greatest benefits for EFs. The relationship between physical activity
intensity and EFs in chronic studies is less clear. It is likely that both the intensity
and duration of activity are important for enhancing EFs in chronic studies. Physical
activity of sufficient intensity and duration, designed to improve CRF, is likely to
enhance EFs, especially among youth with low levels of fitness or non-typically
developing youth.
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As stated previously, the assertion that exercise can improve children’s EFs is not
shared by all. Based on findings from their narrative review of the literature,
Diamond and Ling (2016, p. 43) concluded that “physical activity (without cognitive
challenge, that brings little joy, and lacks any social component) appears not to
improve EFs.” In response, Hillman and colleagues (2019b, p. 1) published a
rebuttal and described the Diamond and Ling review as “an inaccurate representation
of the state of the field.” An important aspect of dispute was the categorization of
physical activity interventions. For example, Hillman and colleagues’ FitKids pro-
gram (2014) was classified as “mindless” exercise. Although the FitKids afterschool
program was focused on developing CRF, it also provided children with opportuni-
ties to learn new motor skills and interact socially with each other. This is one
example of the challenge faced by researchers when classifying physical activity
interventions.

Several reviews included in this chapter compared the effects of enhanced (i.e.,
designed to increase activity levels), enriched (i.e., designed to increase the motor
coordinative and/or cognitive demands of the activity), and combined (i.e., both
enhanced and enriched) physical activity interventions (Álvarez-Bueno et al. 2017;
de Greeff et al. 2018; Leahy et al. 2020; Li et al. 2020; Sun et al. 2020; Takacs and
Kassai 2019). It is perhaps not surprising that physical activity interventions includ-
ing enhanced and enriched components appear to be most effective (in chronic but
not in acute studies). Such interventions may enhance EFs via neurobiological
mechanisms (i.e., changes in brain structure and function) and via the skill acquisi-
tion process. As noted by Tomporowski and Pesce (2019) the allocation of mental
resources during motor skill acquisition, independently or combined with energy
expenditure, will reap the largest cognitive benefits. This is a promising line of
enquiry, but additional high-quality research is needed to explore the effects of
enhanced, enriched, and combined physical activity interventions.

There are a range of neurobiological, psychosocial, and behavioral mechanisms
that may explain the effects of physical activity on young people’s EFs (Lubans et al.
2016). In regard to microscopic neurobiological mechanisms, animal studies have
highlighted the potential role of key molecules, including BDNF, VEGF, and IGF-1
(Fernandes et al. 2017; Voss et al. 2013; Wrann et al. 2013). However, findings from
human studies have been more equivocal (Loprinzi 2019). Evidence from nine
RCTs indicates that chronic participation in physical activity may enhance white
matter tract integrity and activation in regions of the brain associated with EFs
(Valkenborghs et al. 2019). Surprisingly, no previous RCTs have reported the
impact of physical activity interventions on brain volume in children or adolescents.
Little is known regarding the potential psychosocial and behavioral mechanisms,
which represent ideal avenues for future research.
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6.2 Limitations in the Current Evidence

In general, studies examining the effect of physical activity on EFs in children and
adolescents have been described as having moderate-to-high risk of bias. Commonly
cited study limitations include small sample sizes, poor implementation fidelity,
inadequate assessment of cognitive function (lack of valid and reliable measure), and
lack of assessor blinding. In response, a recent expert panel (Singh et al. 2019)
identified five recommendations for future research to improve the evidence base:
(1) careful selection of the control group to achieve maximal contrast in physical
activity (with minimal differences in background variables); (2) monitoring of
compliance (e.g., attendance) and physical activity levels during sessions to ensure
that participants receive the recommended dose of activity, (3) adequate sample sizes
to ensure that studies can accurately detect changes in cognitive outcomes, (4) use of
valid and reliable measures of cognitive performance; and (5) accurate reporting of
intervention effects, including effect sizes, confidence intervals, and exact p-values.
In addition, typical studies examining the impact of physical activity on EFs include
a large number of outcomes (and sometimes multiple follow-up assessments) and
reviews have synthesized findings in different ways. Decisions made post-hoc by
authors of reviews may explain some of the heterogeneity in the findings reported in
this chapter.

6.3 Recommendations for Future Research

Based on the available evidence, we conclude that both acute and chronic physical
activity can improve EFs in children and adolescents, with small-to-moderate effect
sizes. We offer the following suggestions for future research that may help improve
our understanding of the effects of physical activity on EFs, as well as the potential
moderators and mediators of effects:

• The majority of research has been conducted with prepubertal children. As EFs
develop rapidly throughout childhood and adolescence, more research in adoles-
cent populations is needed to better understand the effects among different age
groups. In addition, non-typically developing children and adolescents, such as
those with learning and behavioral difficulties, are under-represented in physical
activity and cognition research. More experimental studies with these populations
are needed.

• Additional high-quality research is needed to explore the effects of enhanced (i.e.,
designed to increase activity levels), enriched (i.e., designed to increase the motor
coordinative and/or cognitive demands of the activity), and combined (i.e., both
enhanced and enriched) physical activity.

• There is a need to elucidate the mediating and moderating roles of BDNF and
BDNF genotype, respectively, on the relationship between physical activity and
cognition in children and adolescents.
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• Further research examining the impact of physical activity intensity, time and
type on brain structure and function is warranted. For example, we do not know if
enhanced (i.e., designed to increase activity levels), enriched (i.e., designed to
increase the motor coordinative and/or cognitive demands of the activity), or
combined (i.e., both enhanced and enriched) physical activity is most beneficial.
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Abstract All nutrients are essential for brain development, but pre-clinical and
clinical studies have revealed sensitive periods of brain development during which
key nutrients are critical. An understanding of these nutrient-specific sensitive
periods and the accompanying brain regions or processes that are developing can
guide effective nutrition interventions as well as the choice of meaningful circuit-
specific neurobehavioral tests to best determine outcome. For several nutrients
including protein, iron, iodine, and choline, pre-clinical and clinical studies align
to identify the same sensitive periods, while for other nutrients, such as long-chain
polyunsaturated fatty acids, zinc, and vitamin D, pre-clinical models demonstrate
benefit which is not consistently shown in clinical studies. This discordance of
pre-clinical and clinical results is potentially due to key differences in the timing,
dose, and/or duration of the nutritional intervention as well as the pre-existing
nutritional status of the target population. In general, however, the optimal window
of success for nutritional intervention to best support brain development is in late
fetal and early postnatal life. Lack of essential nutrients during these times can lead
to long-lasting dysfunction and significant loss of developmental potential.

Keywords Brain development · Early childhood nutrition · Micronutrients ·
Nutrition

1 Introduction

Much of brain development is pre-programmed, or experience-independent, but key
influences on brain development are external. Stress, environmental toxins, and
nutritional deficiencies are preeminent among external influences harmful to the
developing brain (Wachs et al. 2014). Each can cause long-term dysfunction if
sustained during a sensitive period of brain development. Of these factors, however,
nutrition is the one perhaps most amenable to beneficial change with preventative
interventions (Wachs et al. 2014; Cusick and Georgieff 2016).

All nutrients are important for brain development, but certain nutrients have
substantial pre-clinical and clinical evidence supporting their requirement during
specific sensitive periods, when if not present in adequate amount, long-term
neurodevelopmental consequences occur (Cusick and Georgieff 2016; Cusick
et al. 2018; Georgieff et al. 2018). The brain is not a homogenous organ that
develops at the same time. Instead, it is made of different structures, e.g., the
hippocampus, and processes, e.g., myelination, which each have unique trajectories
that start at different periods of development and continue for different durations
(Cusick et al. 2018; Georgieff et al. 2018). The widely used public health message of
the importance of the first 1,000 days in laying the foundation of a healthy life is
particularly applicable to brain development (Cusick and Georgieff 2016). For the
brain, the first 1,000 days extends roughly from conception to the second or third
year of postnatal life. The most rapid period of brain development starts at the age of
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ex utero viability, i.e., 23–24 weeks gestation, and continues at a brisk pace during
the last trimester of pregnancy and the first year of postnatal life (Cusick and
Georgieff 2016; Georgieff et al. 2018). During this rapid period of growth, the
brain is vulnerable to damage if critical nutrients aren’t present, but it retains a
degree of plasticity and amenability to repair (Hensch 2004). There is growing
consensus, however, that vulnerability outweighs plasticity, i.e., keeping the brain
developing on its set trajectory is preferable to having it fall off of that trajectory and
rely on catch up (Hensch 2004).

1.1 Pre-clinical and Clinical Evidence for Nutrient-Specific
Sensitive Periods

The demarcation of sensitive periods in brain development has been clearly demon-
strated for some nutrients, but not for others (Table 1) (Georgieff et al. 2018).
Typically for those nutrients, e.g., iron, which have a well-defined sensitive period,
deficits revealed in pre-clinical models are mirrored by corresponding altered behav-
iors in clinical studies. For example, infants born with iron deficiency anemia have
altered recognition memory – a hippocampus-specific task – as measured by
auditory-evoked event-related potentials (ERPs) (Geng et al. 2015). This clinically
evident deficit is explained by corresponding pre-clinical work demonstrating a
lower metabolic rate of iron-deficient hippocampal neurons in rodent models
(Bastian et al. 2020). For other nutrients, e.g., vitamin D (Eyles et al. 2011), evidence
of specific benefit to neurodevelopment is apparent in pre-clinical models (Eyles
et al. 2011) but is largely lacking in clinical studies.

Table 1 Patterns of alignment of pre-clinical and clinical results of studies testing the most
commonly studied nutrients and neurobehavioral outcomesa

Benefit in both pre-clinical studies and clinical studies Protein, Iron, Iodine,
Choline

Benefit in pre-clinical studies; inconsistent results in clinical supple-
mentation studies

LC-PUFAs, Zinc

Benefit in pre-clinical studies; no clear benefit in clinical supplemen-
tation studies

Vitamin D

aPre-clinical and clinical studies investigating nutrient and brain interactions may have discordant
results for a number of reasons including: (1) Differences in timing, dose, and duration of nutrient;
(2) Differences between supplementation studies vs. studies which correct a deficiency. Pre-clinical
studies are almost always the former, while clinical studies can be either or have components of
both; and (3) Different metabolic rate of the rodent brain (requires 10% of substrates) as compared
to the infant brain (requires 60% of substrates) (Wachs et al. 2014; Kuzawa 1998)
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1.1.1 Considerations for Interpretation of Clinical and Pre-clinical
Nutrient-Brain Studies

Timing, Dose, and Duration

The explanation behind discordant relationships with regard to incomplete or
lacking clinical evidence, despite pre-clinical evidence, underscores the necessity
of considering the principal tenets of nutrition–brain interaction, i.e., timing, dose,
and duration, with regard to supplemental intervention (Cusick and Georgieff 2016;
Georgieff et al. 2018; Kretchmer et al. 1996). Brain structures and circuitry develop
at different times and at different rates. Consequently, supplementation or deficit
outside of a sensitive period may have a null result, despite having benefit or risk if
given during the sensitive period. The dose and duration of the supplement must also
be considered. A higher dose of supplement may not result in greater benefit,
particularly if the subject is very deficient or completely sufficient at baseline.
With regard to duration, a supplementation period that is too short or does not
coincide with the sensitive period of the brain structure or process of need may
have no effect. Finally, the neurodevelopmental test used to assess the outcome must
be carefully chosen. A null result on a global test may mask more granular findings
of a circuit-specific test. These rules of engagement that dictate the success or failure
of clinical nutrient and brain interactions are difficult to reproduce with complete
alignment in pre-clinical models.

Deficiency vs. Supplementation Studies

Related to the rules of nutrient and brain interactions is the difference between
supplementation studies, i.e., giving more of a nutrient to an already-sufficient
individual, vs. correction of deficiency studies. Deficiency studies typically show
greater and more consistent effects in both clinical and pre-clinical studies than
supplementation. Most nutrient pre-clinical studies are deficit studies in order to
demonstrate an effect or need for the nutrient during a particular time period, often a
sensitive period. Pre-clinical supplementation studies are rare because it is assumed
that all diets provided to lab animals are sufficient in all nutrients. Thus, pre-clinical
supplementation studies of already-sufficient animal models are usually “toxicity”
studies. Clinical studies can be in populations that are deficient, sufficient, or a range
extending between these two states with regard to a specific nutrient, likely contrib-
uting to some misalignment of pre-clinical and clinical results.

Differential Growth and Brain Metabolic Rates of Animal vs. Human Models

Another explanation for discrepant pre-clinical and clinical findings likely lies with
the differential growth and brain metabolic rate of animal model vs humans. Many
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neurobehavioral deficits are due to inadequate cellular and circuit construction (also
referred to as neuronal differentiation and synaptogenesis), which requires sub-
strates, i.e., nutrients, that specifically support the metabolic demand of growth
and differentiation (e.g., energy, protein, oxygen, iron, copper, iodine). Brain devel-
opment is an astoundingly highly metabolic process for a human infant, with 60% of
a newborn infant’s energy going to the brain, as compared to 20% in an adult
(Kuzawa 1998). In comparison, only about 10% of a newborn rodent’s energy
goes to its brain. Thus, using a rodent model where 90% of the energy substrates
go to somatic growth instead of brain growth, a deficit may not yield nearly the
impact as it would in a human because the rodent brain is “low demand” in
comparison, i.e., less sensitive to a nutrient deficit.

1.2 Mechanisms of Long-Term Dysfunction

The mechanisms of how early-life nutritional deficits can have lasting consequences
for brain development are still being elucidated, but two primary mechanisms based
on substantial

pre-clinical evidence have emerged. These mechanisms are not mutually exclu-
sive. The first is an architectural effect in that the brain structures that develop early,
e.g., primary sensory systems and the hippocampus, provide the scaffolding for
later-developing structures. If the scaffolding is weak, what is built on it will also be
weak, making early deficits have long-lasting, rippling consequences even in the
face of subsequent correction of the deficiency (Hensch 2004; Fretham et al. 2012).
As an example, development of the hippocampus begins in the last trimester of
pregnancy and continues at a brisk pace throughout the first 2 years of life
(Utsunomiya et al. 1999), laying the foundation for working memory and attention,
the buttresses of cognition. The sound formation of this structure is requisite for the
subsequent optimal development of structures such as the striatum and frontal lobe,
which permit higher-order thinking, set-shifting, and executive functioning, which
develop later in infancy and early childhood.

The second mechanism of long-lasting deficits with early-life nutritional defi-
ciency is through alteration of synaptic plasticity genes though epigenetic modifica-
tion of chromatin. The epigenetic effects of several nutritional deficiencies have been
demonstrated in pre-clinical models (Table 2). Iron deficiency modifies activity of
the JARID-containing histone demethylases which in turn regulate expression of
Brain-Derived Neurotrophic Factor (BDNF) and DNA methylation in the hippo-
campus (Tran et al. 2015). Epigenetic modifications with deficiencies have also been
demonstrated with Intrauterine Growth Restriction (IUGR, via hippocampal H4K20
histone methylation) (Grissom and Reyes 2013), LC-PUFAs (DNA methylation of
BDNF) (Tyagi et al. 2015), and choline, which has been shown to reverse the
suppression of BDNF repression in animal models (Zeisel 2012; Kennedy et al.
2014; Tran et al. 2016).
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In the following sections, the clinical and pre-clinical evidence for the effect of
nutrients presented in Tables 1 and 2 will be discussed, starting with macronutrients
and continuing with micronutrients. Emphasis is placed on how successful preven-
tative interventions must take into account the sensitive period of the target structure
or process, along with the nutrient-specific, evidence-based principles of timing,
dose, and duration.

2 Protein

2.1 Clinical Studies

Multiple studies have demonstrated that prenatal growth and growth in the first
2 years of life – particularly linear growth reflecting protein intake and accretion and
growth of organs including the brain – are associated with cognition and school
performance later in life (Perkins et al. 2017; Miller et al. 2016; Alam et al. 2020;
Nahar et al. 2020). Recent work combining data from six different low-income
countries in the Mal-Ed network demonstrated that the relationship between stunting
(impaired linear growth) and later cognition is dose-dependent, in that children with
early-onset persistent stunting (first onset of stunting between 0 and 6 months and
persisting to 60 months) had significantly lower scores of cognitive development at

Table 2 The most commonly studied nutrients with regard to neurobehavioral developmenta

Main brain processes
affected

Evidence for sensitive
periods

Epigenetic mechanism of long-
term effects

Protein Structure
Growth factors
Neurotransmitters

Yes Suspected

LCPUFAs Membrane integrity
Signaling

Yes Yes

Iron Energetics
Myelination
Monoamine

neurotransmission

Yes Yes

Iodine Thyroid-dependent
myelination

Synaptogenesis
Energy metabolism

Yes No

Choline Neurotransmitters
Myelination

Yes Yes

Zinc Growth factors
Synaptic efficacy

Yes No

Vitamin D Proliferation, apoptosis No No
aModified from Source: Georgieff et al. (2018)
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5 years of age (Nahar et al. 2020). No such relationship in scores was detected for
children with early stunting who recovered or who had late-onset stunting alone.

Growth failure during the fetal period is referred to as intrauterine growth
restriction (IUGR), typically defined as fetal weight less than the tenth percentile
for gestational age (Cusick and Georgieff 2016). Multiple studies have demonstrated
that children with IUGR have long-lasting cognitive deficits, including five times the
prevalence of poor neurobehavioral outcomes at 2 years of age, including lower
verbal ability and novelty preference scores as compared to children without IUGR
(Spinillo et al. 1993; Murray et al. 2015; Wang et al. 2016). A systematic review of
35 studies evaluating IUGR and neurobehavioral outcomes later in childhood found
that children with IUGR born at 35 weeks gestation or later scored half a standard
deviation unit lower on all neurodevelopmental assessments (Murray et al. 2015).
This deficit grew to 0.7 standard deviation units when comparing children with and
without IUGR born before 35 weeks’ gestation.

A landmark study conducted in Guatemala in the late 1960s and early 1970s
clearly demonstrated the importance of early nutrition, in particular protein intake,
on later child neurodevelopment (Pollitt et al. 1995). In the study, mothers and
children in two villages were assigned twice daily consumption of a beverage
containing both protein and energy (Atole 11.5 g protein and 163 kcal/cup). Mothers
and children in two other villages were assigned twice daily consumption of a
beverage containing energy alone (Fresco, 59 kcal/cup). Adolescents who had
been exposed to protein-containing Atole in early life scored better on tests of
general intellectual ability as compared to adolescents exposed to Fresco.

The importance of optimal nutrition and growth in early life, specifically in the
prenatal period and the first postnatal year, was clearly demonstrated in a study of
school-aged children in Thailand (Pongcharoen et al. 2012). Among these children,
length at birth and during the first postnatal year, but not after 12 months of age, was
positively associated with IQ score at 9 years of age. Growth after 12 months was not
associated with any neurodevelopmental outcomes, underscoring the need to inter-
vene in the first 1,000 days to maximize growth.

2.2 Pre-clinical Studies

Supporting the findings in clinical studies, amino acids and their source, dietary
protein, are essential for brain development because they are the building blocks for
structural and functional proteins. They are required for DNA and RNA synthesis
and maintenance. Neurotransmitters, re-uptake proteins, neurotransmitter receptors
are proteins that confer synaptic plasticity function to the brain. Growth factors (e.g.,
IGF-1, BDNF, NGF) are small proteins that are essential to drive brain development
and to maintain plasticity in adulthood. Myelin, while made up of fatty acids, is
placed on a scaffold inhabited by proteins such as myelin basic protein, PLP-1 and
PLP-2, thus making neurotransmission speed of processing more efficient. Structural
proteins form the basis of neurite extension, e.g., axons, dendrites, and synapse
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formation and maturation, during development to achieve maximally efficient brain
circuit connectivity (Mallard et al. 1999; Rehn et al. 2004; Ruff et al. 2017). IUGR in
the rat can induce epigenetic changes to brain chromatin with the potential to alter
long-term gene regulation in the brain (Joss-Moore et al. 2011), including altered
DNA methylation of brain-derived neurotrophic factor (BDNF), an important
growth and differentiation factor during neuronal development and a protein that
maintains synaptic plasticity in adulthood (Nishigori et al. 2008). IUGR also disrupts
brain histone methylation patterns (Ke et al. 2010, 2014).

In select studies, IUGR is induced through a low protein diet to the rat dam and
thus the fetus and offspring (Liu et al. 2011, 2013). This model approximates pure
protein undernutrition effects on the brain. As seen in models in which IUGR is
simulated with the uterine artery ligation, low protein diet results in hypomyelination
and reduced gray matter connectivity. Ultimately, amino acids regulate growth
through pathways such as mammalian target of rapamycin (mTOR), an intracellular
signaling pathway that senses the availability of other key nutrients (e.g., iron,
oxygen, glucose, zinc) to regulate the rate at which the neuron transcribes DNA,
translates mRNA to protein, and organizes actin polymerization (Wullschleger et al.
2006; Fretham et al. 2011). As such, restriction of amino acid substrate results in less
structural and functional proteins and less complex dendritic arbors. This process
underlies the lower synaptic counts, lesser amount of gray and white matter and
ultimately the compromised behaviors seen in pre-clinical models, including recog-
nition memory deficits and hyperactivity (Liu et al. 2011, 2013; Naik et al. 2015).
Overall, developmentally appropriate pre-clinical models confirm the findings from
human studies (Table 1).

Like many nutrients, protein exhibits a U-shaped risk curve with excess protein
delivery also constituting a risk. Infusion of amino acids into pregnant sheep at the
end of gestation results in fetal hypoxia and acidosis (Tran et al. 2015). Even a direct
fetal infusion of amino acids, although better tolerated by the fetus, does not result in
increased protein accretion (Maliszewski et al. 2012; Rozance et al. 2009).

3 Long-Chain Polyunsaturated Fatty Acids (LC-PUFAs)

3.1 Clinical Studies

Long-chain fatty acids, specifically the omega-3 fatty acid docosahexaenoic acid
(DHA; 6n-3) and the omega-6 fatty acid arachidonic acid (AA; 20:4n-6), play a
significant role in brain structure and function and are critical for cortical visual
acuity, signal transduction, brain connectivity, hippocampal development, and
myelination (Carlson and Colombo 2016; Hadders-Algra 2011; Scholtz et al.
2013). Maternal transfer of LCPUFAs to the fetus occurs primarily during the last
trimester of pregnancy, with a full-term infant having a whole-body DHA content of
3,800 mg (Das 2003). Poor LCPUFA status of the mother or factors that shorten
pregnancy, such as preterm birth, reduce the amount of LCPUFA transferred to the
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fetus. After birth, LCPUFAs are transferred from the mother to the infant through
breast milk, which is a rich source of DHA amount, a fact that has been posited as an
explanation behind the findings of better cognitive outcomes in
breastfed vs. formula-fed infants (Scholtz et al. 2013). During the first 6 months of
life, DHA increases by 1882 mg in a breastfed infant, but decreases by 993 mg in a
formula-fed infant (Das 2003), prompting manufacturers to add DHA and AA to
infant formulas in the USA starting in 2002 (Scholtz et al. 2013). The rapid
accumulation of LCPUFA in the brain during late pregnancy and early infancy
coupled with the importance of maternal LCPUFA status during gestation and
breastfeeding highlights these periods as potential times for effective intervention.

A role of LCPUFA’s in brain development has been known for three decades,
with better cortical visual acuity measured electrophysiologically and behaviorally
in term and preterm infants fed formulas supplemented with DHA and AA (Carlson
and Colombo 2016; Birch et al. 1992; Carlson et al. 1993; Uauy et al. 2001).
Multiple randomized controlled trials of DHA and AA have since confirmed that
LCPUFAs improve visual acuity in the first year of life, although whether this
benefit persists into early childhood is unclear (Carlson and Colombo 2016; Birch
et al. 2010; Colombo et al. 2013).

Studies with neurobehavioral outcomes, both assessed during infancy and later
into childhood, have similarly had mixed results. Newborns who received LCPUFA-
supplemented formula with DHA at 0.64% of total fatty acids in the first year of life
exhibited greater connectivity between prefrontal and parietal regions at 9 years of
age compared to infants who received no LCPUFAs or a higher or lower percentage
of DHA (Birch et al. 2010; Lepping et al. 2019). However, preterm infants given
formula containing LCPUFAs had no cognitive advantage at 9 years of age com-
pared to those infants given control formula, although some advantage in
girls vs. boys was noted (Isaacs et al. 2011).

The large number of trials testing LCPUFA supplementation of the mother and/or
infant and the inconsistent results have rendered this topic seemingly ideal for meta-
analyses. Indeed multiple meta-analyses, including three Cochrane Reviews
(Delgado-Noguera et al. 2015; Jasani et al. 2017; Moon et al. 2016), have been
done on LCPUFA supplementation in both full-term and preterm infants, with all
analyses concluding that there appeared to be no significant association between
LCPUFA supplementation and child neurodevelopment. While the conclusions of
the analyses may be accurate, meta-analyses are not the ideal approach to assessing
nutrient–brain interaction, as the frequent combination of different ages of interven-
tion and outcome assessment, doses of intervention, and neurodevelopmental tests
used violates the nutrition-brain rules of timing, dose, and duration (Barnard et al.
2017). Further, most meta-analyses combine studies that have used global tests of
cognition, such as the Bayley Scales of Infant Development, since their results can
easily be standardized and leave out smaller studies that have used more granular,
circuit-specific tests that may best capture nutrient effects (Verfuerden et al. 2020).

The recent KUDOS study exemplifies the disparate results with regard to
LCPUFA supplementation and child neurodevelopmental outcomes observed in
large number of studies to date (Colombo et al. 2019). This study was a double-
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blinded, randomized, placebo-controlled trial of 600 mg of daily prenatal DHA
supplementation or placebo starting at 14.5 weeks gestation until delivery. Children
were followed and had multiple assessment points from birth through 6 years, with
multiple global and circuit-specific tests used. Supplementation with DHA signifi-
cantly reduced the incidence of preterm birth and improved attention during the first
year of life but had little effect on neurodevelopmental outcomes assessed between
10 months and 6 years of age (Colombo et al. 2016, 2019). Improved DHA status of
mothers and infants was associated with some long-term neurodevelopmental out-
comes, but these effects were no longer apparent after adjustment for socioeconomic
status. Similarly maternal supplementation with 800 mg DHA or placebo from
20 weeks’ gestation until birth had no effect on attention, working memory, or
inhibitory control in WIC preschoolers (Gould et al. 2014).

These results of no long-term benefit with prenatal supplementation stand in
contrast to studies, including those from the same group, finding long-term benefit
with infant supplementation (Colombo et al. 2013). Of note, low-income infants
randomly assigned to formula with varying amounts of LCPUFAs for the first year
of life demonstrated no difference in neurodevelopmental outcomes at 18 months of
age compared to infants who received formula supplemented with no LC-PUFAs,
but children who received LCPUFA formula with DHA at 0.32% and 64%, but not
96%, of total fatty acids, scored significantly better from 3 to 5 years of age on tasks
of rule-learning and inhibition and on the Wechsler Primary Preschool Scales of
Intelligence at 6 years of age (Colombo et al. 2013). The authors posited that these
results perhaps collectively suggest that maternal supplementation helps with preg-
nancy outcomes and neurodevelopmental outcomes early in infancy, but these
benefits don’t persist, while supplementation during infancy and later has more
lasting benefit.

3.2 Pre-clinical Studies

Long-chain polyunsaturated fatty acids (LC-PUFAs), particularly docosahexaenoic
acid (DHA) and arachidonic acid (ARA), are critically important for early brain
development. Studies in multiple pre-clinical models including mice, rats, pigs and
non-human primates of maternal-neonatal LC-PUFA deficiency provide evidence of
neurodevelopmental impairments, including deficits in retinal function, retinal acu-
ity development, hippocampal neural transmission, and cognitive function in the
offspring (Neuringer et al. 1984, 1986; Reisbick et al. 1997; Benolken et al. 1973;
Brenna 2011, 2016). Biochemically, they are integral components of neuronal
membrane structures, synapses, and myelin sheaths, especially in the photoreceptor
cell membrane of the eye. Severe fatty acid deficiency results in abnormal myelin
fatty acid composition, atypical myelination, and loss of neuronal and synaptosomal
membrane integrity and signal transduction. Early life LC-PUFA deficiency alters
DNA methylation rates in the brain) (Tyagi et al. 2015), thus providing the potential
of long-term alterations to brain gene expression. In summary, the evidence in the
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pre-clinical literature appears to be stronger than the findings from clinical studies in
humans (Table 1), but combined both pre-clinical and clinical evidence suggests that
these compounds have their strongest effect in the fetal and early postnatal periods.
The more consistent pre-clinical results may be due in part to the severity of
deficiency induced in the models compared to what is typically found in at-risk
human populations.

4 Iron

4.1 Clinical Studies

Iron deficiency is the most common nutritional deficiency worldwide and one of the
four leading causes of lost developmental potential among children living in low-
and middle-income countries (Walker et al. 2007; WHO 2021). The
neurodevelopmental consequences of iron deficiency in children directly parallel
the effects identified in pre-clinical models (Table 1), with reduced metabolism of
rodent hippocampal neurons reflected by deficits in recognition memory in infants
born with iron deficiency (Geng et al. 2015; Bastian et al. 2020; Geng et al. 2020),
impaired neuronal myelination apparent as slower speed of processing and impaired
motor development in iron-deficient infants (Lozoff et al. 2006; Santos et al. 2018),
and alterations in dopaminergic signaling evident as more hesitant, wary, fearful
behavior in toddlers (Lozoff et al. 2008). The mirroring of the deleterious effects
seen in pre-clinical models with observed clinical consequences is striking with iron
and well-documented by the consensus of more than three decades of research. This
research not only elucidates the mechanism of damage to the developing brain
caused by early-life iron deficiency, but it also provides insight into when to
intervene to prevent the diminished neurodevelopment that afflicts more than
200 million children each year (Walker et al. 2007).

As in pre-clinical studies, clinical studies have collectively shown that the
optimum time for an iron intervention is before or during a time for peak brain
demand for iron so that the brain region, e.g., hippocampus, or process, e.g.,
myelination, that is developing is fully supported during its critical period (Geng
et al. 2015, 2020; Christian et al. 2010; Murray-Kolb et al. 2012). The times of peak
risk for iron deficiency are the neonatal period (specifically the last trimester of
pregnancy), late infancy through toddlerhood, and adolescence, particularly in
menstruating females (Cusick and Georgieff 2016). The first two of these periods
overlap with times for peak brain need for iron and thus mark the life periods where
the growing brain is most vulnerable to the potentially permanent damage of iron
deficiency (Thompson and Nelson 2001).

An important means of ensuring optimal iron for brain development is to opti-
mize the fetal iron endowment, or the amount of body iron an infant has at birth
(Georgieff 2020; Fisher and Nemeth 2017). Iron transfer from the mother to the
developing fetus occurs primarily in the last trimester of pregnancy, with term
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fetuses having 75 mg of elemental iron per kilogram body weight (Georgieff 2020;
Fisher and Nemeth 2017). If this period is shortened, as with preterm birth, or if iron
transfer to or through the placenta is compromised, as with gestational diabetes,
IUGR, or maternal inflammation, the infant not only has an insufficient supply of
iron to support the rapid growth of the hippocampus and the high speed of
myelination occurring during this time, but it is also born without its full iron
endowment (Shao et al. 2012; O’Brien et al. 2003; Martínez-Galiano et al. 2019;
Georgieff et al. 1990). An insufficient iron endowment sets the stage for continued
iron deficiency during the first 2 years of life, notably during late infancy and
toddlerhood, the second period of peak brain need for iron (Miller et al. 2003; Scholl
2011).

Interventions that improve fetal iron endowment, such as maternal iron supple-
mentation, delayed cord clamping, and control of gestational diabetes may improve
child neurodevelopment (Cusick et al. 2018; Chaparro 2011). Maternal supplemen-
tation with 30–60 mg daily is recommended by the CDC and WHO due to its
demonstrated benefit in correcting maternal anemia and increasing birth weight
(CDC 1998; WHO 2012). Meta-analyses of maternal iron supplementation studies
have failed to demonstrate benefit to child neurodevelopmental outcomes, possibly
because of differing times in gestation of initiation of therapy or combination of
several different global neurobehavioral tests into one outcome measure (Jayasinghe
et al. 2018). Non-nutritional interventions such as delayed cord clamping and control
of gestational diabetes also increase fetal iron endowment at birth and may improve
child neurobehavioral outcomes.

The critical partnership of sufficient iron to support the rapidly brain regions and
processing during a sensitive period is exemplified by two sets of studies in Nepal
and in China, both designed to separate the effects of prenatal vs. postnatal iron
status and supplementation on child neurodevelopment (Geng et al. 2015, 2020;
Christian et al. 2010; Murray-Kolb et al. 2012; Angulo-Barroso et al. 2016). In
Nepal, the seven-year-old offspring of more than 3,000 women who had been
randomized to receive iron/folic acid supplementation from early pregnancy to
12 weeks’ postpartum had significantly better scores of working memory, inhibitory
control, and fine-motor functioning compared to children whose mothers did not
receive prenatal/early postnatal iron, regardless of whether or not the child had
received supplemental iron between 12 and 36 months of age (Christian et al.
2010). In fact, a separate analysis found that receiving iron during the second and
third years of life conferred no additional benefit in intellectual and motor function-
ing if the child’s mother had received iron (Christian et al. 2011). Finally, iron
supplementation of children 12–36 months of age whose mothers did not receive
iron during pregnancy did not result in higher neurobehavioral test scores at 7 years
of age (Murray-Kolb et al. 2012).

Similarly, Chinese infants who were born with iron deficiency had poorer recog-
nition memory, as assessed by auditory-evoked event-related potentials, as com-
pared to infants born without iron deficiency (Geng et al. 2015). However, children
who received iron themselves between 6 and 9 months of age had significantly better
gross motor scores at 9 months of age, regardless of whether their mothers had
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received iron in pregnancy (Angulo-Barroso et al. 2016). This finding is in apparent
contrast to that observed in the studies in Nepal, where prenatal iron supplementation
was most critical for optimum childhood learning and memory, but motor develop-
ment and coordination relies on preceding hippocampal development. Motor control
shifts to the motor cortex around 3–4 months of age from more primitive reflexes of
the brain stem and midbrain. Early infant supplementation would thus likely directly
support this process, as would myelination that begins at approximately 36 weeks’
gestation and continues through the first 2 years of life.

The corollary to the necessity of intervening early to support iron-dependent brain
development is that the neurobehavioral consequences of early-life iron deficiency
during a critical period may not be fully corrected with supplemental iron given later
in life. In Chile, iron-deficient infants supplemented with 6 months of daily oral iron
therapy had slower reaction time and poorer inhibitory control 8–9 years after
supplementation, despite having a normal hemoglobin at the end of the supplemen-
tation period (Algarín et al. 2013). Similarly, five-year-old Costa Rican children who
had had severe iron deficiency anemia as infants had poorer cognitive outcomes than
peers who had not been iron deficient in infancy, despite not being iron deficient at
the time of neurodevelopmental assessment and having had normal growth (Lozoff
et al. 1991).

However, as with protein, a U-shaped curve with iron and neurobehavioral
outcomes has been demonstrated with iron. A 10-year follow-up of 835 Chilean
infants who had been randomly assigned to iron-fortified formula (mean, 12.7 mg/L)
or low-iron formula from 6 to 12 months found that children with a high hemoglobin
(>12.8 g/dL) who received the iron-fortified formula had significantly poorer out-
comes for spatial memory and visual-motor integration, while children with a low
hemoglobin (<10.5 g/dL) showed better outcomes (Lozoff et al. 2012). The mech-
anism behind the effects seen in this one study remains unknown and speculative.

4.2 Pre-clinical Studies

The neurobiology of iron is well understood because of the more than 40-year
history of research in pre-clinical models, predominantly the rat, but also in the
sheep, monkey, pig, and mouse. That extensive literature can be broken down into
five domains where effects are seen: monoamine neurometabolism, myelination,
neuronal structure, and gene regulation. The alterations in those systems relate well
to the observed neurobehavioral pathologies in both the models and in humans:
mood and affect disorders, slow speed of processing, reduced neural performance,
abnormal circuit construction, and reduced expression of synaptic plasticity genes
resulting in poorer performance. The timing of ID during brain development is a
strong determinant of the ultimate behavioral phenotype. For example, prenatal ID in
monkeys results in a hyperactivity phenotype (Golub et al. 2006), while postnatal ID
results in a more depressed and anxious phenotype.
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The monoamine neurotransmitters are synthesized by iron containing enzymes:
tyrosine hydroxylase for dopamine and tryptophan hydroxylase for serotonin and
norepinephrine. Iron deficiency alters the concentrations of the neurotransmitters
themselves, as well as their receptors and re-uptake mechanisms. Dopamine is found
throughout the brain but is particularly rich in the VTA loop. Disruption of striatal
dopamine is thought to underlie behavioral deficits ranging from motor to socio-
emotional domains. These alterations remain in the adult animal in spite of repletion
in the postnatal period (Lozoff et al. 2006; Unger et al. 2012), suggesting a
reprogramming of monoamine metabolism. The excessive fear and anxiety of
adult rats who were iron deficient as pups relates well to the increased risk of anxiety
and depression noted by Lozoff in adults who were iron deficient as young children
(Lozoff et al. 2006).

Several of the desaturases that are responsible for the synthesis of fatty acids
found in myelin are iron dependent (Connor and Menzies 1996). Rats that are iron-
deficient have abnormal myelin fatty acid patterns, reduced myelin basic protein, and
reduced myelin content. These abnormalities persist into adulthood (Clardy et al.
2006), consistent with permanent disruption. The persistence of longer latencies on
visual evoked responses even after correction of ID in humans indicates slower
electrophysiologic processing speed and is consistent with the pre-clinical findings.

Iron is critical for maintaining fundamental neuronal and glial oxygen
consumption rate (OCR) through its role in cytochrome-mediated electron transport.
Iron-deficient rat pups have abnormal cerebral metabolism (Rao et al. 2003). Mito-
chondria in iron-deficient neurons have reduced OCR and move less efficiently in
developing neurites (Bastian et al. 2016; Bastian 2019). mTOR activity is altered
(Fretham et al. 2011). Ultimately, this metabolic compromise results in an abnor-
mally branched and more simplified dendrite arbor (Fretham et al. 2012; Bastian
et al. 2016; Carlson et al. 2009); a factor directly related to loss of functional capacity
(Jorgenson et al. 2003, 2005). Iron-deficient rat pups have delayed maturation and
long-term deficits in long-term potentiation (Jorgenson et al. 2005), the electrophys-
iologic underpinning of learning activity in the hippocampus. Behaviorally, fetal-
neonatal iron-deficient mice and rats have poorer spatial and recognition memory as
adults (Fretham et al. 2012; Georgieff et al. 1990; Carlson et al. 2009).

Recent studies demonstrate that iron, like choline and LC-PUFAs, can affect
brain gene expression through epigenetic modification of chromatin (Tran et al.
2016). The JARID family of histone demethylases contains a JUMANJI domain
with an iron-nickel pocket that is crucial for their activity. Fetal-neonatal iron
deficiency alters JARID expression and histone demethylase activity, resulting in
suppression of expression of brain-derived neurotrophic factor (BDNF) (Tran et al.
2015). Neonatal iron deficiency causes long-term genome-wide alterations in the
hippocampus, activating pathways associated with autism, schizophrenia, mood
disorders, and Alzheimer’s disease (Tran et al. 2016). The concordance of the
pre-clinical data with the human epidemiology data is truly remarkable (Table 1).
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5 Iodine

5.1 Clinical Studies

Iodine is critical for brain development due to its role in the thyroid hormones,
thyroxine (T4) and tri-iodothyronine (T3). In the first trimester, fetal production of T3
is entirely dependent on maternal T4, although maternal thyroid hormone supports
fetal development throughout pregnancy. The effect of severe iodine deficiency
(median urinary iodine concentration of pregnant population <20 μg/L) is
established and leads to cretinism, or congenital hypothyroidism, marked by severe
developmental delay, growth retardation, and deficits in speech or hearing (Skeaff
2011). The effectiveness of iodine supplementation during pregnancy in preventing
cretinism has been known since the early 1970s when a maternal injection of iodine
significantly reduced the incidence of cretinism and improved child neurobehavioral
outcomes in an area of severe iodine deficiency in Papua New Guinea (Pharoah et al.
1971, 2012). Subsequent studies in areas of severe iodine deficiency have demon-
strated similar results, with the benefits of maternal iodine supplementation still
apparent as better child cognitive outcomes after 5 years of age (O’Donnell et al.
2002; Bougma et al. 2013).

Recent programs establishing the universal iodization have been a public health
success, with an estimated 88% of the world’s population now consuming iodized
salt (UNICEF 2019). Consequently, mild-to-moderate iodine deficiency has become
more prevalent worldwide than severe iodine deficiency. Although the effect of
severe iodine deficiency (urinary iodine <50 μg/L) during pregnancy has been
established, the effect of mild-to-moderate iodine deficiency (UI: 50–100 μg/L) on
child neurobehavioral outcomes remains unclear (Berbel et al. 2009; Gordon et al.
2009; Verhagen et al. 2020; Zimmermann 2020). Four meta-analyses concluded that
iodine supplementation in this population of pregnant women had no detectable
benefit on neurobehavioral outcomes in their children (Bougma et al. 2013; Dineva
et al. 2020; Harding et al. 2017). The most recent of these meta-analyses included the
results of three randomized placebo-controlled clinical trials and again failed to find
consistent evidence of benefit (Dineva et al. 2020; Gowachirapant et al. 2017; Zhou
et al. 2015; Brucker-Davis et al. 2015). Of the three trials, only one of the trials was
adequately powered (Gowachirapant et al. 2017). The trial randomized 832 mildly
iodine-deficient women from India and Thailand to start daily supplementation with
200 μg potassium iodine or placebo starting before 12 weeks’ gestation. No effect
was detected in executive function, behavior, acoustic testing or on the Bayley
Scales when the child was 18 months of age. Combination of the data from the
two other RCTs, which both compared iodine or placebo started in early pregnancy
to placebo and assessed mental development by the Bayley Scales at 1.5–2 years
also revealed no differences between the groups (Dineva et al. 2020).

Two observational studies, both in moderately iodine-deficient populations, did
reveal that supplementation with iodine earlier rather than later in pregnancy was
associated with a greater effect on child neurodevelopment. In one study, iodine
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supplementation was started in women at either 4–6, 12–14, or 37–40 months
gestation (Berbel et al. 2009). The offspring of women who started supplementation
at 4–6 months had a higher total development quotient, gross motor quotient, fine-
motor quotient, and socialization quotient when they were 18 months of age as
compared to children whose mothers started supplementation at 12–14 or 37–-
40 months, with no difference in outcomes between the latter two groups. Similarly,
1-year-old children whose mothers started iodine supplementation in the first tri-
mester had higher psychomotor development and a higher behavior rating than
children whose mothers received no supplement in pregnancy, but no difference in
mental development, as measured by the Bayley Scales was detected between the
groups (Velasco et al. 2009).

Observational studies thus indicate that iodine supplementation earlier rather than
later in pregnancy produces greater neurodevelopmental benefits, but none of the
three randomized placebo-controlled trials demonstrated any benefit of iodine sup-
plementation to pregnant women in areas of low-to-moderate iodine deficiencies.
However, only one of the trials was adequately powered, underscoring the need for
more adequately powered prospective placebo-controlled trials that account for key
factors such as maternal iodine status pre-pregnancy, the timing, i.e., point in
gestation, that supplementation began, and use of tests that capture neurobehavioral
tasks known to be affected by iodine deficiency, e.g., visual information processing
(Bell et al. 2016). Despite this lack of evidence, multiple groups, including the
European and American Thyroid Associations recommend iodine supplementation
for pregnant women and women planning to become pregnant (Lazarus et al. 2014;
Alexander et al. 2017), even those living in areas with access to iodized salt.

5.2 Pre-clinical Studies

The neurobiology of iodine is relatively straightforward because the only known
function of iodine in the brain is for thyroid hormone synthesis. Thyroid hormone
regulates the metabolic rate of the cells in the brain (Giannocco et al. 2020). The
human brain’s oxygen consumption rate (OCR) is the highest during the late fetal
and early postnatal life, accounting for 60% of the total body OCR (Leonard et al.
2003). The high OCR is thought to be due to the metabolic demand of the rapid
regional and brain-wide growth and differentiation that occurs at this age. Thus,
substrates (nutrients, hormones) that support mitochondrial ATP production are
particularly essential during this time frame and deficiencies of those substrates
cause more significant deficits than at other times. Thyroid hormone, as the master
regulator of cellular OCR, is crucial for normal structural development and is
dependent on both iodine and iron for its synthesis.

Iodine deficiency results in the expected brain structure consequences of inade-
quate neuronal and glial metabolic rate (Bernal 2000). Pre-clinical models confirm
the findings from studies in humans in terms of the expected neuropathology and that
the timing of iodine deficiency is a critical determinant of the structural and
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subsequent behavioral phenotype (Table 1). Iodine deficiency from early in preg-
nancy reduces brain DNA, RNA, and protein content, resulting in a lower brain
weight that persists in spite of later iodine repletion. Late fetal and early postnatal
iodine deficiency causes reduced dendritic arborization and synaptic counts, factors
that are tightly linked to neuronal performance capacity (Redman et al. 2016).
Myelination is also reduced because of the requirement of iodine/thyroid hormone
for fatty acid synthesis (Lucia et al. 2018). The fatty acid profile of the myelin is
abnormal, resulting functionally in slower speed of neuronal processing. Thyroid
hormone is also critical in gene regulation because of thyroid sensitive promoter
regions. Among genes regulated by thyroid in the brain, many are involved in
synaptic plasticity, including sonic hedgehog, cfos, and cjun (Gilbert et al. 2016;
Desouza et al. 2011; Dong et al. 2005).

6 Choline

6.1 Clinical Studies

The key role of choline in neurodevelopment has been evident in pre-clinical models
for decades, but its importance in human neurodevelopment has only been demon-
strated more recently. Several randomized controlled trials have reported positive
effects of maternal choline supplementation on infant speed of processing and
memory, with benefits still discernible later in childhood (Caudill et al. 2018; Ross
et al. 2016; Kable et al. 2015; Derbyshire and Obeid 2020; Boeke et al. 2013). Cross-
sectional and observational studies reporting associations between maternal choline
status or dietary intake of choline during pregnancy and infant and child cognitive
outcomes have had mixed results, with key considerations such as degree of
pre-existing deficiency and the accuracy of serum markers of choline status in
reflecting brain availability likely affecting outcomes (Caudill et al. 2018; Derby-
shire and Obeid 2020; Signore et al. 2008; Wu et al. 2012).

Randomized clinical trials of choline supplementation during pregnancy suggest
that a higher supplement dose and testing brain region or process-specific, rather
than global, outcomes are critical components of detecting an effect. In a double-
blind combined feeding/supplementation study, infants born to mothers who
received 930 vs. 480 mg of choline daily starting in the last trimester had faster
mean reaction time at 4, 7, 10, and, 13 months of age, likely reflecting choline’s role
in myelination. However, among children whose mothers received 480 mg of
choline daily in late pregnancy, there was still a linear relationship between days
of supplementation and reaction speed, suggesting a benefit of choline with longer
exposure even at this lower dose. The benefit of this late pregnancy supplementation
persisted into childhood. The seven-year-old children of mothers in the 930 mg daily
group performed significantly better on a task of color-location memory than
children whose mothers had received placebo (Bahnfleth et al. 2019).
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Daily maternal supplementation with 900 mg choline beginning in the first
trimester followed by infant supplementation with 600 mg of phosphatidylcholine
(~100 mg choline) for 52 weeks led to increased suppression of the cerebral evoked
response to auditory stimuli and also exhibited fewer parent-reported behavior
problems at age 40 months, showing better attention and less social withdrawal
(Ross et al. 2013, 2016). Finally, prenatal choline supplementation (750 mg) begin-
ning in the first prenatal visit along with multiple micronutrients compared to
multiple micronutrients without choline resulted in significant differences visual
habituation at infant age 6–12 months, both in pregnancies affected by alcohol and
in those that were not (Kable et al. 2015).

Further work has underscored the efficacy of choline during pregnancy in
protecting the developing brain from fetal alcohol exposure. The six-month-old
infants of South African mothers who were heavy drinkers but who received 2 g
of choline daily starting in mid-pregnancy demonstrated better visual recognition
memory as demonstrated by eye blink conditioning and higher novelty preference
scores (Jacobson et al. 2018). In all of the randomized controlled trials of maternal
choline supplementation, the neurodevelopmental benefit was observed at a dose
that was substantially more than or nearly double the current Adequate Intake for
choline during pregnancy of 450 mg/day (Zeisel 2006). One randomized controlled
trial of maternal supplementation with 750 mg phosphatidylcholine from 18 weeks’
gestation to 90 days postpartum, a dose equivalent to approximately 100 mg of
choline, had no effect on infant cognitive function, with factors including relatively
good pre-existing choline status and lack of follow-up time potentially also affecting
the outcomes (Cheatham et al. 2012).

Although fewer in number, randomized controlled trials of choline supplemen-
tation in children, in particular, those affected by Fetal Alcohol Spectrum Disorders
(FASD) have also demonstrated a neurodevelopmental benefit. Daily supplementa-
tion with 500 mg choline to 2- to 5-year-old children with FASD was safe and
effective and improved scores on hippocampally mediated memory tasks among
children 2–3 years of age (Wozniak et al. 2013; Wozniak et al. 2015). Follow-up of
these children after 4 years revealed even more benefits in the group of children who
received choline, including better scores in working memory, non-verbal intelli-
gence, and verbal memory and fewer symptoms of ADHD than children who had
received placebo 4 years earlier (Wozniak et al. 2020). In contrast, a much smaller
daily dose of choline (10.5 mg and other study) for 2 years along with
docosahexaenoic acid (DHA) and uridine-5-monophosphate given to infants 1–-
18 months of age with suspected cerebral palsy had no effect on neurodevelopment,
as measured by the Bayley Scales of Infant and Toddler Development (Andrew et al.
2018).

Observational and cross-sectional studies of maternal choline status or dietary
intake and infant neurodevelopment have had mixed results (Boeke et al. 2013;
Signore et al. 2008; Wu et al. 2012; Villamor et al. 2012; Strain et al. 2013). Many
have reported significant positive associations between maternal choline intake in
the first and second trimester with offspring visual memory, maternal plasma free
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choline and early child development (Wu et al. 2012), and serum total choline and
reduced risk of neural tube defects (Shaw et al. 2009).

6.2 Pre-clinical Studies

Pre-clinical studies over the past 30 years strongly support a role for choline in brain
development although the precise mechanisms are not completely understood. Much
of the pre-clinical work in rats has concentrated on the role of choline in hippocam-
pal development. The studies at the molecular, cellular, biochemical, electrophysi-
ologic, morphology and behavioral levels provide a cohesive and consistent
demonstration of its benefits. Critical periods of choline supplementation are present
during mid-gestation during hippocampal neurogenesis and again postnatally during
the period of rapid hippocampal neuronal growth and differentiation. Provision of
choline during those critical periods to control rat dams and pups results in improved
hippocampal morphology, electrical potentiation and, most importantly, recognition
learning and memory in adulthood (Meck et al. 2007). The findings illustrate that
nutrients provided early in life can have long-lasting and potentially life-span effects.
These strong effects in nutritionally replete pre-clinical models are surprising in light
of the equivocal studies in young humans (Table 1).

Choline supplementation during either of the two critical periods also improves
hippocampal outcomes in pathologic conditions, including rats with fetal alcohol
exposure (Ryan et al. 2008), mice with a Rett syndrome mutation (Ward et al. 2009),
mice with a Down syndrome mutation characterized by rapid cognitive decline
(Moon et al. 2010), and rats with iron deficiency anemia (Kennedy et al. 2014).
These findings across multiple species and pathologies (e.g., toxin exposure, genetic
mutation, nutritional deficiency) suggest that choline works on a fundamental
biology common to all of these conditions.

Zeisel has proposed three potential biological mechanisms related to choline’s
role in one-carbon metabolism (Zeisel 2017), including the acetylcholine neuro-
transmitter system, phosphatidylcholine found in myelin, and epigenetic modifica-
tion with choline acting as a methyl donor. The latter is particularly intriguing in
light of the large-scale changes in adult hippocampal gene expression in rats that
were iron deficient in early life. Choline supplementation during gestation partially
reversed long-term suppression of synaptic plasticity genes induced by early life iron
deficiency and, importantly, partially reversed learning and memory deficits
(Kennedy et al. 2014; Tran et al. 2016). The particular iron deficiency-induced
epigenetic modifications that are reversed are methylation patterns of histones
(Tran et al. 2016). Choline therefore appears to be a potential nutritional
“workaround” to reverse brain gene suppression caused by adverse early life envi-
ronmental and genetic factors.
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7 Zinc

7.1 Clinical Studies

Zinc is ubiquitous in the body, catalyzing more than 300 metalloenzymes,
supporting the structure of more than 2,500 transcription factors, and regulating
thousands of genes (King et al. 2015). As such, zinc plays a critical role in the
development of the central nervous system, catalyzing numerous enzymes of neu-
ronal metabolism and playing a key role in DNA synthesis. Zinc also plays a role in
neuronal pruning during development. High concentrations of zinc are accordingly
found in the hippocampus, cerebellum, prefrontal cortex, and in neurons of the
limbic system (Gower-Winter and Levenson 2012).

Despite these key role and nearly global presence in the brain, clinical studies of
prenatal or early-child zinc supplementation have not demonstrated a clear picture of
benefit to brain development. As with iron, several meta-analyses and reviews
(Warthon-Medina et al. 2015; Nissensohn et al. 2013), including one Cochrane
Review (Gogia and Sachdev 2012), of zinc supplementation and the effect on
cognitive and motor function in children have been published, but all found no
significant effect of zinc supplementation in infancy or childhood on child cognition
or motor development. The authors of these reviews acknowledge a great degree of
heterogeneity in the studies of zinc supplementation and child development, with a
wide range of effect sizes and study designs.

Individual studies, however, reveal key considerations when interpreting the
effect of zinc on child neurobehavioral outcomes, including demonstration of ben-
eficial outcomes when zinc deficiency is prevented in early infancy and also positive
impact of zinc when given in combination with iron. Again highlighting the impor-
tance of preventing, rather than treating deficiency, Colombo and colleagues dem-
onstrated in a double-blind randomized clinical trial that zinc supplementation to
6-month-old Peruvian infants was associated with the normative decline in both look
duration during habituation and in look duration and shifting between objects
between free play at 12–18 months of age as compared to infants not supplemented
with zinc, supporting a profile of normative information processing and active
attention profiles (Colombo et al. 2014). Zinc concentration is high in the hippo-
campus, the region of the brain that supports memory and attention.

Two studies in Peru demonstrated that zinc supplementation during pregnancy
improves markers of fetal activity and heart rate (Merialdi et al. 1999, 2004), but
these benefits did not translate into improved neurobehavioral outcomes in later
childhood (Caulfield et al. 2010). In the first study, fetuses whose mothers were
randomized to 15 mg/kg-day of zinc had an increased fetal heart range, higher
number of accelerations, greater time moving, and more large movements at
36 weeks’ gestation than fetuses whose mothers received placebo. Moreover, these
markers of fetal development improved longitudinally from 32 to 36 weeks’ gesta-
tion in the zinc-supplemented group, reflecting sustained benefit (Merialdi et al.
1999). In the second study, 25 mg daily prenatal zinc was associated with lower fetal
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heart rate (reflecting stability and maturation of the autonomic nervous system,
greater fetal heart rate variability, and a greater number of accelerations (Merialdi
et al. 2004). However, these improvements did not translate to improved cognitive,
motor, and behavioral outcomes when the children were assessed at 4.5 years of age,
even in this population where zinc deficiency in pregnancy has been estimated to be
more than 80% (Caulfield et al. 2010).

Similarly, prenatal zinc supplementation (25 mg-day for second half of gestation)
of US women similarly had no effect on tests of cognition, auditory and visual
development, and motor development when their children were assessed at 5 years
of age (Tamura et al. 2003), while 7- to 9-year-old Bangladeshi children whose
mothers received prenatal zinc did not have greater scores in tests of intellectual
functioning, working memory, inhibitory control, or fine motor skills compared to
children whose mothers did not receive prenatal zinc (Christian et al. 2010).

7.2 Pre-clinical Studies

Pre-clinical models demonstrate that zinc is essential for brain development from
fetal through postnatal development. As with many nutrients that affect the devel-
oping brain, the effects of zinc deficiency are more profound during earlier stages of
development and during periods of rapid growth. In general, developmentally
appropriately timed pre-clinical models are in agreement with findings in young
children (Table 1). Zinc has an important role in enzymes protein and nucleic acid
biochemistry, thereby regulating neuronal DNA transcription rates, mRNA transla-
tion rates, and synthesis of neurotrophic factors (Kumar et al. 2021). Through these
processes, it regulates neuronal differentiation, migration, and structural develop-
ment (Mackenzie et al. 2007; Adamo and Oteiza 2010). Beyond structure, zinc
influences the brain’s electrophysiologic function by regulating GABA-stimulated
chloride influx into hippocampal neurons, calmodulin-dependent protein kinase II
alpha/brain-derived neurotrophic factor (alpha-CaMKII/BDNF) signaling and
through its release from presynaptic boutons (Frederickson et al. 2005; Yu et al.
2013).

Zinc deficiency during development of intra-limbic and cortico-limbic structures
(e.g., hippocampus, amygdala, prefrontal cortex) results in alterations to circuits
underlying neuroemotional and neurocognitive behaviors (Mackenzie et al. 2007;
Yu et al. 2013). A social avoidance/autism adult phenotype has been described in a
mouse model of fetal zinc deficiency (Grabrucker et al. 2014). Supplementation of
zinc to pregnant dams in a genetic mouse model of autism improved synaptic
structure and function and mitigated autistic like behaviors in the offspring (Vyas
et al. 2020). Postnatal zinc deficiency in the rhesus monkey reduces short-term
memory capacity, indicative of hippocampal dysfunction (Golub et al. 1994).
Pre-clinical models of early life zinc deficiency indicate that zinc is one of the
nutrients that can program brain development into adulthood, although the mecha-
nisms underlying the long-term effects are unknown. Beyond altered structural
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development, a recent study indicates that alterations to DNA methylation, particu-
larly of brain-derived neurotrophic factor, occur with zinc deficiency (Hu et al.
2017). Thus, zinc joins the ever-expanding list of micronutrients that appear to
confer long-term risk to the developing central nervous system through epigenetic
modification of synaptic plasticity genes.

8 Vitamin D

8.1 Clinical Studies

Despite abundant pre-clinical evidence demonstrating the presence of vitamin D
receptors in the brain along with enzymes required for 25(OH)D activation and
inactivation and a demonstrated role for vitamin D in hippocampal neuronal differ-
entiation and apoptosis, clinical evidence for a principal role for vitamin D in brain
development is lacking.

To date, two clinical trials have examined a link between child vitamin D
supplementation and child neurodevelopmental outcomes (Salas et al. 2018;
Wicklow et al. 2016). In the first, extremely preterm infants (23–27 weeks’ gesta-
tion) were randomized to 200 IU or 400 IU vitamin D or placebo starting from the
first day of enteral feeding to postnatal Day 28 (Salas et al. 2018). Neither dose had
an effect on the cognitive composite score of the Bayley Scales when the child was
2 years of age. In the second, 55 healthy term, breastfed children were randomized to
400 IU, 800 IU, of 1,200 IU vitamin D (Wicklow et al. 2016). Infants in the 400 IU
group scored higher in gross motor achievements as compared to infants in the other
two higher-dose supplementation groups.

To date, no randomized clinical trials of maternal vitamin D supplementation
have had markers of infant neurobehavioral developments as a primary outcome, but
secondary analysis of a randomized clinical trial testing high (400 IU) vs. standard
(2,800 IU) maternal vitamin D during the third trimester found no effect on child
neurodevelopmental outcomes in the first 6 years of life (Sass et al. 2020). No studies
have examined the role of prenatal maternal vitamin D supplementation on child
neurobehavioral outcomes, but multiple observational studies have examined asso-
ciations between maternal vitamin D status and child outcomes after delivery as well
as several cross-sectional studies assessing child vitamin D status concurrently with
neurodevelopmental outcomes. The results of both types of studies have been
equivocal, with multiple studies finding a link between maternal vitamin D status
and improved child IQ, motor development, and behavior (Whitehouse et al. 2012;
Specht et al. 2020; Melough et al. 2021), but multiple others of similar design finding
no such relationships (Mutua et al. 2020; Windham et al. 2019; McCarthy et al.
2018; Chowdhury et al. 2020; Voltas et al. 2020).

Vitamin D could improve child neurobehavioral outcomes indirectly via
improved child growth or infection reduction, but supplementation studies testing
these hypotheses have also reported mixed results (Pérez-López et al. 2015). Many
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studies have reported an association between maternal vitamin D supplementation
and greater birth weight and head circumference, but a recent prospective random-
ized trial of high-dose vitamin D in Bangladeshi mothers found no effect on infant
length-for-age at 1 year of age.

Vitamin D supplementation of children with autism reduced the core symptoms
of autism in 75% of children, and maternal supplementation with vitamin D reduced
the incidence of having an autistic child in mothers who already had at least one
autistic child (Cannell 2017). The mechanism by which vitamin D may affect autism
incidence or severity is not known but may be due in part to increased serotonin
synthesis (Patrick and Ames 2014).

While clinical evidence between vitamin D status and brain development is
lacking, heterogeneity in study design, length of supplementation, differences in
outcome definitions of vitamin D deficiency and insufficiency, and different method
of measuring the key biomarker of vitamin D status (25(OH)D) obscure full inter-
pretation of the data that are available.

8.2 Pre-clinical Studies

A strong case can be made that developmental vitamin D deficiency should affect
neurodevelopment because vitamin D is critical for fundamental developmental
processes such as proliferation and apoptosis (Lisi et al. 2020). Pre-clinical models
of early-life vitamin D deficiency demonstrate long-lasting negative effects on
cognitive and behavioral development (Martínez-Galiano et al. 2019). Multiple
species have been used to try to understand the role of vitamin D sufficiency in
normal brain development and to try to relate the effects of vitamin D deficiency
during brain development to epidemiologic data in humans suggesting a link to
social-cognitive dysfunction, including autism, and anxiety/depression. Zebrafish
raised in a vitamin D deficient environment during development showed increased
anxiety behavior in adulthood (Oliveri et al. 2020). Neuroinflammation during
development has been proposed as a potential mechanism for autistic like behaviors.
In a mouse model of maternal immune-activation, the offspring were protected from
autistic-like behaviors through vitamin D supplementation (Vuillermot et al. 2017).
Vitamin D status modulates hippocampal BDNF levels in adult rodents with conse-
quent effects on learning and memory behavior. Whether it has a profound effect on
BDNF and hippocampal function development has only recently been addressed.
Recent studies are suggestive of a relationship between early life vitamin D status
and risk of adult neurocognitive problems (Lardner 2015), where vitamin D defi-
ciency during gestation alters hippocampal neuronal development and synaptic
plasticity in adulthood (Grecksch et al. 2009).

Due to the paucity of convincing and consistent human data and relatively limited
exploration in pre-clinical models, there remains a significant disconnect between
the findings in pre-clinical models that suggest a major role for vitamin D in brain
development and clinical studies that do not show consistent findings (Table 1). As
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articulated in a recent review, the future research agenda in the pre-clinical venue
should include assessments of brain region biochemistry, structure, electrophysiol-
ogy and behavioral function in models of vitamin D deficiency and supplementation
during development (Lardner 2015).

9 Conclusion

The true cost of undernutrition during sensitive periods of brain development is both
to the individual and also to society, in terms of lost education and job potential. This
effect is particularly marked in populations in which early-life nutritional deficien-
cies are prevalent and can lead to an entrenched cycle of poverty, undernutrition, and
suboptimal brain development. Eradication of iron, iodine, and zinc deficiencies has
been estimated to shift the world’s IQ 10 points higher (Morris et al. 2008). Iron
deficiency in the fetal and early postnatal periods alone can increase the risk of
autism, schizophrenia, depression, anxiety, and poorer executive function in adult-
hood (Schmidt et al. 2014; Insel et al. 2008; Lozoff et al. 2000). Early-life under-
nutrition thus can cause long-lasting and widespread dysfunction, underscoring the
need to introduce preventative interventions before sensitive periods of brain
development.

References

Adamo AM, Oteiza PI (2010) Zinc deficiency and neurodevelopment: the case of neurons.
BioFactors Oxf Engl 36(2):117–124. https://doi.org/10.1002/biof.91

Alam MA, Richard SA, Fahim SM et al (2020) Impact of early-onset persistent stunting on
cognitive development at 5 years of age: results from a multi-country cohort study. PLoS One
15(1):e0227839. https://doi.org/10.1371/journal.pone.0227839

Alexander EK, Pearce EN, Brent GA et al (2017) 2017 guidelines of the American Thyroid
Association for the diagnosis and management of thyroid disease during pregnancy and the
postpartum. Thyroid Off J Am Thyroid Assoc 27(3):315–389. https://doi.org/10.1089/thy.2016.
0457

Algarín C, Nelson CA, Peirano P, Westerlund A, Reyes S, Lozoff B (2013) Iron-deficiency anemia
in infancy and poorer cognitive inhibitory control at age 10 years. Dev Med Child Neurol 55
(5):453–458. https://doi.org/10.1111/dmcn.12118

AndrewMJ, Parr JR, Montague-Johnson C et al (2018) Neurodevelopmental outcome of nutritional
intervention in newborn infants at risk of neurodevelopmental impairment: the Dolphin neonatal
double-blind randomized controlled trial. Dev Med Child Neurol 60(9):897–905. https://doi.
org/10.1111/dmcn.13914

Angulo-Barroso RM, Li M, Santos DCC et al (2016) Iron supplementation in pregnancy or infancy
and motor development: a randomized controlled trial. Pediatrics 137(4):e20153547. https://doi.
org/10.1542/peds.2015-3547

Bahnfleth C, Canfield R, Nevins J, Caudill M, Strupp B (2019) Prenatal choline supplementation
improves child color-location memory task performance at 7 Y of age (FS05-01-19). Curr Dev
Nutr 3(Suppl 1). https://doi.org/10.1093/cdn/nzz052.FS05-01-19

154 S. E. Cusick et al.

https://doi.org/10.1002/biof.91
https://doi.org/10.1371/journal.pone.0227839
https://doi.org/10.1089/thy.2016.0457
https://doi.org/10.1089/thy.2016.0457
https://doi.org/10.1111/dmcn.12118
https://doi.org/10.1111/dmcn.13914
https://doi.org/10.1111/dmcn.13914
https://doi.org/10.1542/peds.2015-3547
https://doi.org/10.1542/peds.2015-3547
https://doi.org/10.1093/cdn/nzz052.FS05-01-19


Barnard ND, Willett WC, Ding EL (2017) The misuse of meta-analysis in nutrition research. JAMA
318(15):1435–1436. https://doi.org/10.1001/jama.2017.12083

Bastian TW (2019) Potential mechanisms driving mitochondrial motility impairments in develop-
ing iron-deficient neurons. J Exp Neurosci 13:1179069519858351. https://doi.org/10.1177/
1179069519858351

Bastian TW, von Hohenberg WC, Mickelson DJ, Lanier LM, Georgieff MK (2016) Iron deficiency
impairs developing hippocampal neuron gene expression, energy metabolism, and dendrite
complexity. Dev Neurosci 38(4):264–276. https://doi.org/10.1159/000448514

Bastian TW, Rao R, Tran PV, Georgieff MK (2020) The effects of early-life Iron deficiency on
brain energy metabolism. Neurosci Insights 15:2633105520935104. https://doi.org/10.1177/
2633105520935104

Bell MA, Ross AP, Goodman G (2016) Assessing infant cognitive development after prenatal
iodine supplementation. Am J Clin Nutr 104(Suppl 3):928S–934S. https://doi.org/10.3945/ajcn.
115.110411

Benolken RM, Anderson RE, Wheeler TG (1973) Membrane fatty acids associated with the
electrical response in visual excitation. Science 182(4118):1253–1254. https://doi.org/10.
1126/science.182.4118.1253

Berbel P, Mestre JL, Santamaría A et al (2009) Delayed neurobehavioral development in children
born to pregnant women with mild hypothyroxinemia during the first month of gestation: the
importance of early iodine supplementation. Thyroid Off J Am Thyroid Assoc 19(5):511–519.
https://doi.org/10.1089/thy.2008.0341

Bernal J (2000) Thyroid hormones in brain development and function. In: Feingold KR, Anawalt B,
Boyce A et al (eds) Endotext. MDText.com, Inc. http://www.ncbi.nlm.nih.gov/books/
NBK285549/

Birch EE, Birch DG, Hoffman DR, Uauy R (1992) Dietary essential fatty acid supply and visual
acuity development. Invest Ophthalmol Vis Sci 33(11):3242–3253

Birch EE, Carlson SE, Hoffman DR et al (2010) The DIAMOND (DHA intake and measurement of
neural development) study: a double-masked, randomized controlled clinical trial of the matu-
ration of infant visual acuity as a function of the dietary level of docosahexaenoic acid. Am J
Clin Nutr 91(4):848–859. https://doi.org/10.3945/ajcn.2009.28557

Boeke CE, Gillman MW, Hughes MD, Rifas-Shiman SL, Villamor E, Oken E (2013) Choline
intake during pregnancy and child cognition at age 7 years. Am J Epidemiol 177
(12):1338–1347. https://doi.org/10.1093/aje/kws395

Bougma K, Aboud FE, Harding KB, Marquis GS (2013) Iodine and mental development of
children 5 years old and under: a systematic review and meta-analysis. Nutrients 5
(4):1384–1416. https://doi.org/10.3390/nu5041384

Brenna JT (2011) Animal studies of the functional consequences of suboptimal polyunsaturated
fatty acid status during pregnancy, lactation and early post-natal life. Matern Child Nutr 7(Suppl
2):59–79. https://doi.org/10.1111/j.1740-8709.2011.00301.x

Brenna JT (2016) Long-chain polyunsaturated fatty acids and the preterm infant: a case study in
developmentally sensitive nutrient needs in the United States. Am J Clin Nutr 103(2):606S–
615S. https://doi.org/10.3945/ajcn.114.103994

Brucker-Davis F, Ganier-Chauliac F, Gal J et al (2015) Neurotoxicant exposure during pregnancy is
a confounder for assessment of iodine supplementation on neurodevelopment outcome.
Neurotoxicol Teratol 51:45–51. https://doi.org/10.1016/j.ntt.2015.07.009

Cannell JJ (2017) Vitamin D and autism, what’s new? Rev Endocr Metab Disord 18(2):183–193.
https://doi.org/10.1007/s11154-017-9409-0

Carlson SE, Colombo J (2016) Docosahexaenoic acid and arachidonic acid nutrition in early
development. Adv Pediatr Infect Dis 63(1):453–471. https://doi.org/10.1016/j.yapd.2016.04.
011

Carlson SE, Werkman SH, Rhodes PG, Tolley EA (1993) Visual-acuity development in healthy
preterm infants: effect of marine-oil supplementation. Am J Clin Nutr 58(1):35–42. https://doi.
org/10.1093/ajcn/58.1.35

Nutrition and Brain Development 155

https://doi.org/10.1001/jama.2017.12083
https://doi.org/10.1177/1179069519858351
https://doi.org/10.1177/1179069519858351
https://doi.org/10.1159/000448514
https://doi.org/10.1177/2633105520935104
https://doi.org/10.1177/2633105520935104
https://doi.org/10.3945/ajcn.115.110411
https://doi.org/10.3945/ajcn.115.110411
https://doi.org/10.1126/science.182.4118.1253
https://doi.org/10.1126/science.182.4118.1253
https://doi.org/10.1089/thy.2008.0341
http://www.ncbi.nlm.nih.gov/books/NBK285549/
http://www.ncbi.nlm.nih.gov/books/NBK285549/
https://doi.org/10.3945/ajcn.2009.28557
https://doi.org/10.1093/aje/kws395
https://doi.org/10.3390/nu5041384
https://doi.org/10.1111/j.1740-8709.2011.00301.x
https://doi.org/10.3945/ajcn.114.103994
https://doi.org/10.1016/j.ntt.2015.07.009
https://doi.org/10.1007/s11154-017-9409-0
https://doi.org/10.1016/j.yapd.2016.04.011
https://doi.org/10.1016/j.yapd.2016.04.011
https://doi.org/10.1093/ajcn/58.1.35
https://doi.org/10.1093/ajcn/58.1.35


Carlson ES, Tkac I, Magid R et al (2009) Iron is essential for neuron development and memory
function in mouse hippocampus. J Nutr 139(4):672–679. https://doi.org/10.3945/jn.108.096354

Caudill MA, Strupp BJ, Muscalu L, Nevins JEH, Canfield RL (2018) Maternal choline supple-
mentation during the third trimester of pregnancy improves infant information processing speed:
a randomized, double-blind, controlled feeding study. FASEB J Off Publ Fed Am Soc Exp Biol
32(4):2172–2180. https://doi.org/10.1096/fj.201700692RR

Caulfield LE, Putnick DL, Zavaleta N et al (2010) Maternal gestational zinc supplementation does
not influence multiple aspects of child development at 54 mo of age in Peru. Am J Clin Nutr 92
(1):130–136. https://doi.org/10.3945/ajcn.2010.29407

CDC (1998) Recommendations to prevent and control iron deficiency in the United States. https://
www.cdc.gov/mmwr/preview/mmwrhtml/00051880.htm. Accessed 28 Jan 2021

Chaparro CM (2011) Timing of umbilical cord clamping: effect on iron endowment of the newborn
and later iron status. Nutr Rev 69(Suppl 1):S30–S36. https://doi.org/10.1111/j.1753-4887.2011.
00430.x

Cheatham CL, Goldman BD, Fischer LM, da Costa K-A, Reznick JS, Zeisel SH (2012) Phospha-
tidylcholine supplementation in pregnant women consuming moderate-choline diets does not
enhance infant cognitive function: a randomized, double-blind, placebo-controlled trial. Am J
Clin Nutr 96(6):1465–1472. https://doi.org/10.3945/ajcn.112.037184

Chowdhury R, Taneja S, Kvestad I, Hysing M, Bhandari N, Strand TA (2020) Vitamin D status in
early childhood is not associated with cognitive development and linear growth at 6-9 years of
age in North Indian children: a cohort study. Nutr J 19(1):14. https://doi.org/10.1186/s12937-
020-00530-2

Christian P, Murray-Kolb LE, Khatry SK et al (2010) Prenatal micronutrient supplementation and
intellectual and motor function in early school-aged children in Nepal. JAMA 304
(24):2716–2723. https://doi.org/10.1001/jama.2010.1861

Christian P, Morgan ME, Murray-Kolb L et al (2011) Preschool iron-folic acid and zinc supple-
mentation in children exposed to iron-folic acid in utero confers no added cognitive benefit in
early school-age. J Nutr 141(11):2042–2048. https://doi.org/10.3945/jn.111.146480

Clardy SL, Wang X, Zhao W et al (2006) Acute and chronic effects of developmental iron
deficiency on mRNA expression patterns in the brain. J Neural Transm Suppl 71:173–196.
https://doi.org/10.1007/978-3-211-33328-0_19

Colombo J, Carlson SE, Cheatham CL et al (2013) Long-term effects of LCPUFA supplementation
on childhood cognitive outcomes. Am J Clin Nutr 98(2):403–412. https://doi.org/10.3945/ajcn.
112.040766

Colombo J, Zavaleta N, Kannass KN et al (2014) Zinc supplementation sustained normative
neurodevelopment in a randomized, controlled trial of Peruvian infants aged 6-18 months. J
Nutr 144(8):1298–1305. https://doi.org/10.3945/jn.113.189365

Colombo J, Gustafson KM, Gajewski BJ et al (2016) Prenatal DHA supplementation and infant
attention. Pediatr Res 80(5):656–662. https://doi.org/10.1038/pr.2016.134

Colombo J, Shaddy DJ, Gustafson K et al (2019) The Kansas University DHA Outcomes Study
(KUDOS) clinical trial: long-term behavioral follow-up of the effects of prenatal DHA supple-
mentation. Am J Clin Nutr 109(5):1380–1392. https://doi.org/10.1093/ajcn/nqz018

Connor JR, Menzies SL (1996) Relationship of iron to oligodendrocytes and myelination. Glia 17
(2):83–93. https://doi.org/10.1002/(SICI)1098-1136(199606)17:2<83::AID-GLIA1>3.0.
CO;2-7

Cusick SE, Georgieff MK (2016) The role of nutrition in brain development: the Golden opportu-
nity of the “first 1000 days”. J Pediatr 175:16–21. https://doi.org/10.1016/j.jpeds.2016.05.013

Cusick SE, Georgieff MK, Rao R (2018) Approaches for reducing the risk of early-life iron
deficiency-induced brain dysfunction in children. Nutrients 10(2). https://doi.org/10.3390/
nu10020227

Das UN (2003) Long-chain polyunsaturated fatty acids in the growth and development of the brain
and memory. Nutrition 19(1):62–65. https://doi.org/10.1016/S0899-9007(02)00852-3

156 S. E. Cusick et al.

https://doi.org/10.3945/jn.108.096354
https://doi.org/10.1096/fj.201700692RR
https://doi.org/10.3945/ajcn.2010.29407
https://www.cdc.gov/mmwr/preview/mmwrhtml/00051880.htm
https://www.cdc.gov/mmwr/preview/mmwrhtml/00051880.htm
https://doi.org/10.1111/j.1753-4887.2011.00430.x
https://doi.org/10.1111/j.1753-4887.2011.00430.x
https://doi.org/10.3945/ajcn.112.037184
https://doi.org/10.1186/s12937-020-00530-2
https://doi.org/10.1186/s12937-020-00530-2
https://doi.org/10.1001/jama.2010.1861
https://doi.org/10.3945/jn.111.146480
https://doi.org/10.1007/978-3-211-33328-0_19
https://doi.org/10.3945/ajcn.112.040766
https://doi.org/10.3945/ajcn.112.040766
https://doi.org/10.3945/jn.113.189365
https://doi.org/10.1038/pr.2016.134
https://doi.org/10.1093/ajcn/nqz018
https://doi.org/10.1002/(SICI)1098-1136(199606)17:2<83::AID-GLIA1>3.0.CO;2-7
https://doi.org/10.1002/(SICI)1098-1136(199606)17:2<83::AID-GLIA1>3.0.CO;2-7
https://doi.org/10.1002/(SICI)1098-1136(199606)17:2<83::AID-GLIA1>3.0.CO;2-7
https://doi.org/10.1002/(SICI)1098-1136(199606)17:2<83::AID-GLIA1>3.0.CO;2-7
https://doi.org/10.1016/j.jpeds.2016.05.013
https://doi.org/10.3390/nu10020227
https://doi.org/10.3390/nu10020227
https://doi.org/10.1016/S0899-9007(02)00852-3


Delgado-Noguera MF, Calvache JA, Cosp XB, Kotanidou EP, Galli-Tsinopoulou A (2015) Sup-
plementation with long chain polyunsaturated fatty acids (LCPUFA) to breastfeeding mothers
for improving child growth and development. Cochrane Database Syst Rev 7. https://doi.org/10.
1002/14651858.CD007901.pub3

Derbyshire E, Obeid R (2020) Choline, neurological development and brain function: a systematic
review focusing on the first 1000 days. Nutrients 12(6). https://doi.org/10.3390/nu12061731

Desouza LA, Sathanoori M, Kapoor R et al (2011) Thyroid hormone regulates the expression of the
sonic hedgehog signaling pathway in the embryonic and adult mammalian brain. Endocrinology
152(5):1989–2000. https://doi.org/10.1210/en.2010-1396

Dineva M, Fishpool H, Rayman MP, Mendis J, Bath SC (2020) Systematic review and meta-
analysis of the effects of iodine supplementation on thyroid function and child
neurodevelopment in mildly-to-moderately iodine-deficient pregnant women. Am J Clin Nutr
112(2):389–412. https://doi.org/10.1093/ajcn/nqaa071

Dong J, Yin H, Liu W, Wang P, Jiang Y, Chen J (2005) Congenital iodine deficiency and
hypothyroidism impair LTP and decrease C-fos and C-jun expression in rat hippocampus.
Neurotoxicology 26(3):417–426. https://doi.org/10.1016/j.neuro.2005.03.003

Eyles D, Burne T, McGrath J (2011) Vitamin D in fetal brain development. Semin Cell Dev Biol 22
(6):629–636. https://doi.org/10.1016/j.semcdb.2011.05.004

Fisher AL, Nemeth E (2017) Iron homeostasis during pregnancy. Am J Clin Nutr 106(Suppl
6):1567S–1574S. https://doi.org/10.3945/ajcn.117.155812

Frederickson CJ, Koh J-Y, Bush AI (2005) The neurobiology of zinc in health and disease. Nat Rev
Neurosci 6(6):449–462. https://doi.org/10.1038/nrn1671

Fretham SJB, Carlson ES, Georgieff MK (2011) The role of iron in learning and memory. Adv Nutr
Bethesda Md 2(2):112–121. https://doi.org/10.3945/an.110.000190

Fretham SJB, Carlson ES, Wobken J, Tran PV, Petryk A, Georgieff MK (2012) Temporal
manipulation of transferrin-receptor-1 dependent iron uptake identifies a sensitive period in
mouse hippocampal neurodevelopment. Hippocampus 22(8):1691–1702. https://doi.org/10.
1002/hipo.22004

Geng F, Mai X, Zhan J et al (2015) Impact of fetal-neonatal iron deficiency on recognition memory
at 2 months of age. J Pediatr 167(6):1226–1232. https://doi.org/10.1016/j.jpeds.2015.08.035

Geng F, Mai X, Zhan J et al (2020) Timing of iron deficiency and recognition memory in infancy.
Nutr Neurosci 0(0):1–10. https://doi.org/10.1080/1028415X.2019.1704991

Georgieff MK (2020) Iron deficiency in pregnancy. Am J Obstet Gynecol 223(4):516–524. https://
doi.org/10.1016/j.ajog.2020.03.006

Georgieff MK, Landon MB, Mills MM et al (1990) Abnormal iron distribution in infants of diabetic
mothers: spectrum and maternal antecedents. J Pediatr 117(3):455–461. https://doi.org/10.1016/
s0022-3476(05)81097-2

Georgieff MK, Ramel SE, Cusick SE (2018) Nutritional influences on brain development. Acta
Paediatr 107(8):1310–1321. https://doi.org/10.1111/apa.14287

Giannocco G, Kizys MML, Maciel RM, de Souza JS (2020) Thyroid hormone, gene expression,
and central nervous system: where we are. Semin Cell Dev Biol. https://doi.org/10.1016/j.
semcdb.2020.09.007

Gilbert ME, Sanchez-Huerta K, Wood C (2016) Mild thyroid hormone insufficiency during
development compromises activity-dependent neuroplasticity in the hippocampus of adult
male rats. Endocrinology 157(2):774–787. https://doi.org/10.1210/en.2015-1643

Gogia S, Sachdev HS (2012) Zinc supplementation for mental and motor development in children.
Cochrane Database Syst Rev 12:CD007991. https://doi.org/10.1002/14651858.CD007991.
pub2

Golub MS, Takeuchi PT, Keen CL, Gershwin ME, Hendrickx AG, Lonnerdal B (1994) Modulation
of behavioral performance of prepubertal monkeys by moderate dietary zinc deprivation. Am J
Clin Nutr 60(2):238–243. https://doi.org/10.1093/ajcn/60.2.238

Nutrition and Brain Development 157

https://doi.org/10.1002/14651858.CD007901.pub3
https://doi.org/10.1002/14651858.CD007901.pub3
https://doi.org/10.3390/nu12061731
https://doi.org/10.1210/en.2010-1396
https://doi.org/10.1093/ajcn/nqaa071
https://doi.org/10.1016/j.neuro.2005.03.003
https://doi.org/10.1016/j.semcdb.2011.05.004
https://doi.org/10.3945/ajcn.117.155812
https://doi.org/10.1038/nrn1671
https://doi.org/10.3945/an.110.000190
https://doi.org/10.1002/hipo.22004
https://doi.org/10.1002/hipo.22004
https://doi.org/10.1016/j.jpeds.2015.08.035
https://doi.org/10.1080/1028415X.2019.1704991
https://doi.org/10.1016/j.ajog.2020.03.006
https://doi.org/10.1016/j.ajog.2020.03.006
https://doi.org/10.1016/s0022-3476(05)81097-2
https://doi.org/10.1016/s0022-3476(05)81097-2
https://doi.org/10.1111/apa.14287
https://doi.org/10.1016/j.semcdb.2020.09.007
https://doi.org/10.1016/j.semcdb.2020.09.007
https://doi.org/10.1210/en.2015-1643
https://doi.org/10.1002/14651858.CD007991.pub2
https://doi.org/10.1002/14651858.CD007991.pub2
https://doi.org/10.1093/ajcn/60.2.238


Golub MS, Hogrefe CE, Germann SL, Capitanio JP, Lozoff B (2006) Behavioral consequences of
developmental iron deficiency in infant rhesus monkeys. Neurotoxicol Teratol 28(1):3–17.
https://doi.org/10.1016/j.ntt.2005.10.005

Gordon RC, Rose MC, Skeaff SA, Gray AR, Morgan KMD, Ruffman T (2009) Iodine supplemen-
tation improves cognition in mildly iodine-deficient children. Am J Clin Nutr 90(5):1264–1271.
https://doi.org/10.3945/ajcn.2009.28145

Gould JF, Makrides M, Colombo J, Smithers LG (2014) Randomized controlled trial of maternal
omega-3 long-chain PUFA supplementation during pregnancy and early childhood develop-
ment of attention, working memory, and inhibitory control. Am J Clin Nutr 99(4):851–859.
https://doi.org/10.3945/ajcn.113.069203

Gowachirapant S, Jaiswal N, Melse-Boonstra A et al (2017) Effect of iodine supplementation in
pregnant women on child neurodevelopment: a randomised, double-blind, placebo-controlled
trial. Lancet Diabetes Endocrinol 5(11):853–863. https://doi.org/10.1016/S2213-8587(17)
30332-7

Gower-Winter SD, Levenson CW (2012) Zinc in the central nervous system: from molecules to
behavior. BioFactors Oxf Engl 38(3):186–193. https://doi.org/10.1002/biof.1012

Grabrucker S, Jannetti L, Eckert M et al (2014) Zinc deficiency dysregulates the synaptic ProSAP/
Shank scaffold and might contribute to autism spectrum disorders. Brain J Neurol 137
(Pt 1):137–152. https://doi.org/10.1093/brain/awt303

Grecksch G, Rüthrich H, Höllt V, Becker A (2009) Transient prenatal vitamin D deficiency is
associated with changes of synaptic plasticity in the dentate gyrus in adult rats.
Psychoneuroendocrinology 34(Suppl 1):S258–S264. https://doi.org/10.1016/j.psyneuen.2009.
07.004

Grissom NM, Reyes TM (2013) Gestational overgrowth and undergrowth affect
neurodevelopment: similarities and differences from behavior to epigenetics. Int J Dev Neurosci
Off J Int Soc Dev Neurosci 31(6):406–414. https://doi.org/10.1016/j.ijdevneu.2012.11.006

Hadders-Algra M (2011) Prenatal and early postnatal supplementation with long-chain polyunsat-
urated fatty acids: neurodevelopmental considerations. Am J Clin Nutr 94(6 Suppl):1874S–
1879S. https://doi.org/10.3945/ajcn.110.001065

Harding KB, Peña-Rosas JP, Webster AC et al (2017) Iodine supplementation for women during
the preconception, pregnancy and postpartum period. Cochrane Database Syst Rev 3:
CD011761. https://doi.org/10.1002/14651858.CD011761.pub2

Hensch TK (2004) Critical period regulation. Annu Rev Neurosci 27:549–579. https://doi.org/10.
1146/annurev.neuro.27.070203.144327

Hu Y-D, Pang W, He C-C et al (2017) The cognitive impairment induced by zinc deficiency in rats
aged 0�2 months related to BDNF DNA methylation changes in the hippocampus. Nutr
Neurosci 20(9):519–525. https://doi.org/10.1080/1028415X.2016.1194554

Insel BJ, Schaefer CA, McKeague IW, Susser ES, Brown AS (2008) Maternal iron deficiency and
the risk of schizophrenia in offspring. Arch Gen Psychiatry 65(10):1136–1144. https://doi.org/
10.1001/archpsyc.65.10.1136

Isaacs EB, Ross S, Kennedy K, Weaver LT, Lucas A, Fewtrell MS (2011) 10-year cognition in
preterms after random assignment to fatty acid supplementation in infancy. Pediatrics 128(4):
e890–e898. https://doi.org/10.1542/peds.2010-3153

Jacobson SW, Carter RC, Molteno CD et al (2018) Efficacy of maternal choline supplementation
during pregnancy in mitigating adverse effects of prenatal alcohol exposure on growth and
cognitive function: a randomized, double-blind, placebo-controlled clinical trial. Alcohol Clin
Exp Res 42(7):1327–1341. https://doi.org/10.1111/acer.13769

Jasani B, Simmer K, Patole SK, Rao SC (2017) Long chain polyunsaturated fatty acid supplemen-
tation in infants born at term. Cochrane Database Syst Rev 3(3):CD000376. https://doi.org/10.
1002/14651858.CD000376.pub4

Jayasinghe C, Polson R, van Woerden HC, Wilson P (2018) The effect of universal maternal
antenatal iron supplementation on neurodevelopment in offspring: a systematic review and
meta-analysis. BMC Pediatr 18. https://doi.org/10.1186/s12887-018-1118-7

158 S. E. Cusick et al.

https://doi.org/10.1016/j.ntt.2005.10.005
https://doi.org/10.3945/ajcn.2009.28145
https://doi.org/10.3945/ajcn.113.069203
https://doi.org/10.1016/S2213-8587(17)30332-7
https://doi.org/10.1016/S2213-8587(17)30332-7
https://doi.org/10.1002/biof.1012
https://doi.org/10.1093/brain/awt303
https://doi.org/10.1016/j.psyneuen.2009.07.004
https://doi.org/10.1016/j.psyneuen.2009.07.004
https://doi.org/10.1016/j.ijdevneu.2012.11.006
https://doi.org/10.3945/ajcn.110.001065
https://doi.org/10.1002/14651858.CD011761.pub2
https://doi.org/10.1146/annurev.neuro.27.070203.144327
https://doi.org/10.1146/annurev.neuro.27.070203.144327
https://doi.org/10.1080/1028415X.2016.1194554
https://doi.org/10.1001/archpsyc.65.10.1136
https://doi.org/10.1001/archpsyc.65.10.1136
https://doi.org/10.1542/peds.2010-3153
https://doi.org/10.1111/acer.13769
https://doi.org/10.1002/14651858.CD000376.pub4
https://doi.org/10.1002/14651858.CD000376.pub4
https://doi.org/10.1186/s12887-018-1118-7


Jorgenson LA, Wobken JD, Georgieff MK (2003) Perinatal iron deficiency alters apical dendritic
growth in hippocampal CA1 pyramidal neurons. Dev Neurosci 25(6):412–420. https://doi.org/
10.1159/000075667

Jorgenson LA, Sun M, O’Connor M, Georgieff MK (2005) Fetal iron deficiency disrupts the
maturation of synaptic function and efficacy in area CA1 of the developing rat hippocampus.
Hippocampus 15(8):1094–1102. https://doi.org/10.1002/hipo.20128

Joss-Moore LA, Albertine KH, Lane RH (2011) Epigenetics and the developmental origins of lung
disease. Mol Genet Metab 104(1–2):61–66. https://doi.org/10.1016/j.ymgme.2011.07.018

Kable JA, Coles CD, Keen CL et al (2015) The impact of micronutrient supplementation in alcohol-
exposed pregnancies on information processing skills in Ukrainian infants. Alcohol Fayettev N
49(7):647–656. https://doi.org/10.1016/j.alcohol.2015.08.005

Ke X, Schober ME, McKnight RA et al (2010) Intrauterine growth retardation affects expression
and epigenetic characteristics of the rat hippocampal glucocorticoid receptor gene. Physiol
Genomics 42(2):177–189. https://doi.org/10.1152/physiolgenomics.00201.2009

Ke X, Xing B, Yu B et al (2014) IUGR disrupts the PPARγ-Setd8-H4K20me(1) and Wnt signaling
pathways in the juvenile rat hippocampus. Int J Dev Neurosci Off J Int Soc Dev Neurosci
38:59–67. https://doi.org/10.1016/j.ijdevneu.2014.07.008

Kennedy BC, Dimova JG, Siddappa AJM, Tran PV, Gewirtz JC, Georgieff MK (2014) Prenatal
choline supplementation ameliorates the long-term neurobehavioral effects of fetal-neonatal
iron deficiency in rats. J Nutr 144(11):1858–1865. https://doi.org/10.3945/jn.114.198739

King JC, Brown KH, Gibson RS et al (2015) Biomarkers of nutrition for development (BOND)-
zinc review. J Nutr 146(4):858S–885S. https://doi.org/10.3945/jn.115.220079

Kretchmer N, Beard JL, Carlson S (1996) The role of nutrition in the development of normal
cognition. Am J Clin Nutr 63(6):997S–1001S. https://doi.org/10.1093/ajcn/63.6.997

Kumar V, Kumar A, Singh K, Avasthi K, Kim J-J (2021) Neurobiology of zinc and its role in
neurogenesis. Eur J Nutr. https://doi.org/10.1007/s00394-020-02454-3

Kuzawa CW (1998) Adipose tissue in human infancy and childhood: an evolutionary perspective.
Am J Phys Anthropol Suppl 27:177–209. https://doi.org/10.1002/(sici)1096-8644(1998)
107:27+<177::aid-ajpa7>3.0.co;2-b

Lardner AL (2015) Vitamin D and hippocampal development-the story so far. Front Mol Neurosci
8:58. https://doi.org/10.3389/fnmol.2015.00058

Lazarus J, Brown RS, Daumerie C, Hubalewska-Dydejczyk A, Negro R, Vaidya B (2014) 2014
European thyroid association guidelines for the management of subclinical hypothyroidism in
pregnancy and in children. Eur Thyroid J 3(2):76–94. https://doi.org/10.1159/000362597

Leonard WR, Robertson ML, Snodgrass JJ, Kuzawa CW (2003) Metabolic correlates of hominid
brain evolution. Comp Biochem Physiol A Mol Integr Physiol 136(1):5–15. https://doi.org/10.
1016/s1095-6433(03)00132-6

Lepping RJ, Honea RA, Martin LE et al (2019) Long chain polyunsaturated fatty acid supplemen-
tation in the first year of life affects brain function, structure, and metabolism at age nine years.
Dev Psychobiol 61(1):5–16. https://doi.org/10.1002/dev.21780

Lisi G, Ribolsi M, Siracusano A, Niolu C (2020) Maternal vitamin D and its role in determining
fetal origins of mental health. Curr Pharm Des 26(21):2497–2509. https://doi.org/10.2174/
1381612826666200506093858

Liu J, Liu L, Chen H (2011) Antenatal taurine supplementation for improving brain ultrastructure in
fetal rats with intrauterine growth restriction. Neuroscience 181:265–270. https://doi.org/10.
1016/j.neuroscience.2011.02.056

Liu J, Liu Y, Wang X-F, Chen H, Yang N (2013) Antenatal taurine supplementation improves
cerebral neurogenesis in fetal rats with intrauterine growth restriction through the PKA-CREB
signal pathway. Nutr Neurosci 16(6):282–287. https://doi.org/10.1179/1476830513Y.
0000000057

Lozoff B, Jimenez E, Wolf AW (1991) Long-term developmental outcome of infants with iron
deficiency. N Engl J Med 325(10):687–694. https://doi.org/10.1056/NEJM199109053251004

Nutrition and Brain Development 159

https://doi.org/10.1159/000075667
https://doi.org/10.1159/000075667
https://doi.org/10.1002/hipo.20128
https://doi.org/10.1016/j.ymgme.2011.07.018
https://doi.org/10.1016/j.alcohol.2015.08.005
https://doi.org/10.1152/physiolgenomics.00201.2009
https://doi.org/10.1016/j.ijdevneu.2014.07.008
https://doi.org/10.3945/jn.114.198739
https://doi.org/10.3945/jn.115.220079
https://doi.org/10.1093/ajcn/63.6.997
https://doi.org/10.1007/s00394-020-02454-3
https://doi.org/10.1002/(sici)1096-8644(1998)107:27+<177::aid-ajpa7>3.0.co;2-b
https://doi.org/10.1002/(sici)1096-8644(1998)107:27+<177::aid-ajpa7>3.0.co;2-b
https://doi.org/10.1002/(sici)1096-8644(1998)107:27+<177::aid-ajpa7>3.0.co;2-b
https://doi.org/10.1002/(sici)1096-8644(1998)107:27+<177::aid-ajpa7>3.0.co;2-b
https://doi.org/10.3389/fnmol.2015.00058
https://doi.org/10.1159/000362597
https://doi.org/10.1016/s1095-6433(03)00132-6
https://doi.org/10.1016/s1095-6433(03)00132-6
https://doi.org/10.1002/dev.21780
https://doi.org/10.2174/1381612826666200506093858
https://doi.org/10.2174/1381612826666200506093858
https://doi.org/10.1016/j.neuroscience.2011.02.056
https://doi.org/10.1016/j.neuroscience.2011.02.056
https://doi.org/10.1179/1476830513Y.0000000057
https://doi.org/10.1179/1476830513Y.0000000057
https://doi.org/10.1056/NEJM199109053251004


Lozoff B, Jimenez E, Hagen J, Mollen E, Wolf AW (2000) Poorer behavioral and developmental
outcome more than 10 years after treatment for iron deficiency in infancy. Pediatrics 105(4):
e51–e51. https://doi.org/10.1542/peds.105.4.e51

Lozoff B, Beard J, Connor J, Barbara F, Georgieff M, Schallert T (2006) Long-lasting neural and
behavioral effects of iron deficiency in infancy. Nutr Rev 64(5 Pt 2):S34–S43; discussion S72–
S91. https://doi.org/10.1301/nr.2006.may.s34-s43

Lozoff B, Clark KM, Jing Y, Armony-Sivan R, Angelilli ML, Jacobson SW (2008) Dose-response
relationships between iron deficiency with or without anemia and infant social-emotional
behavior. J Pediatr 152(5):696–702, 702.31–33. https://doi.org/10.1016/j.jpeds.2007.09.048

Lozoff B, Castillo M, Clark KM, Smith JB (2012) Follow-up of a randomized controlled trial of
iron-fortified (12.7 mg/L) vs. low-iron (2.3 mg/L) infant formula: developmental outcome at
10 years. Arch Pediatr Adolesc Med 166(3):208–215. https://doi.org/10.1001/archpediatrics.
2011.197

Lucia FS, Pacheco-Torres J, González-Granero S et al (2018) Transient hypothyroidism during
lactation arrests myelination in the anterior commissure of rats. A magnetic resonance image
and electron microscope study. Front Neuroanat 12:31. https://doi.org/10.3389/fnana.2018.
00031

Mackenzie GG, Zago MP, Aimo L, Oteiza PI (2007) Zinc deficiency in neuronal biology. IUBMB
Life 59(4–5):299–307. https://doi.org/10.1080/15216540701225966

Maliszewski AM, Gadhia MM, O’Meara MC, Thorn SR, Rozance PJ, Brown LD (2012) Prolonged
infusion of amino acids increases leucine oxidation in fetal sheep. Am J Physiol Endocrinol
Metab 302(12):E1483–E1492. https://doi.org/10.1152/ajpendo.00026.2012

Mallard EC, Rehn A, Rees S, Tolcos M, Copolov D (1999) Ventriculomegaly and reduced
hippocampal volume following intrauterine growth-restriction: implications for the aetiology
of schizophrenia. Schizophr Res 40(1):11–21. https://doi.org/10.1016/s0920-9964(99)00041-9

Martínez-Galiano JM, Amezcua-Prieto C, Cano-Ibañez N, Salcedo-Bellido I, Bueno-Cavanillas A,
Delgado-Rodriguez M (2019) Maternal iron intake during pregnancy and the risk of small for
gestational age. Matern Child Nutr 15(3):e12814. https://doi.org/10.1111/mcn.12814

McCarthy EK, Murray DM, Malvisi L et al (2018) Antenatal vitamin D status is not associated with
standard neurodevelopmental assessments at age 5 years in a well-characterized prospective
maternal-infant cohort. J Nutr 148(10):1580–1586. https://doi.org/10.1093/jn/nxy150

Meck WH, Williams CL, Cermak JM, Blusztajn JK (2007) Developmental periods of choline
sensitivity provide an ontogenetic mechanism for regulating memory capacity and age-related
dementia. Front Integr Neurosci 1:7. https://doi.org/10.3389/neuro.07.007.2007

Melough MM, Murphy LE, Graff JC et al (2021) Maternal plasma 25-hydroxyvitamin D during
gestation is positively associated with neurocognitive development in offspring at age 4-6 years.
J Nutr 151(1):132–139. https://doi.org/10.1093/jn/nxaa309

Merialdi M, Caulfield LE, Zavaleta N, Figueroa A, DiPietro JA (1999) Adding zinc to prenatal iron
and folate tablets improves fetal neurobehavioral development. Am J Obstet Gynecol 180(2 Pt
1):483–490. https://doi.org/10.1016/s0002-9378(99)70236-x

Merialdi M, Caulfield LE, Zavaleta N, Figueroa A, Dominici F, Dipietro JA (2004) Randomized
controlled trial of prenatal zinc supplementation and the development of fetal heart rate. Am J
Obstet Gynecol 190(4):1106–1112. https://doi.org/10.1016/j.ajog.2003.09.072

Miller MF, Stoltzfus RJ, Mbuya NV et al (2003) Total body iron in HIV-positive and HIV-negative
Zimbabwean newborns strongly predicts anemia throughout infancy and is predicted by mater-
nal hemoglobin concentration. J Nutr 133(11):3461–3468. https://doi.org/10.1093/jn/133.11.
3461

Miller SL, Huppi PS, Mallard C (2016) The consequences of fetal growth restriction on brain
structure and neurodevelopmental outcome. J Physiol 594(4):807–823. https://doi.org/10.1113/
JP271402

Moon J, Chen M, Gandhy SU et al (2010) Perinatal choline supplementation improves cognitive
functioning and emotion regulation in the Ts65Dn mouse model of down syndrome. Behav
Neurosci 124(3):346–361. https://doi.org/10.1037/a0019590

160 S. E. Cusick et al.

https://doi.org/10.1542/peds.105.4.e51
https://doi.org/10.1301/nr.2006.may.s34-s43
https://doi.org/10.1016/j.jpeds.2007.09.048
https://doi.org/10.1001/archpediatrics.2011.197
https://doi.org/10.1001/archpediatrics.2011.197
https://doi.org/10.3389/fnana.2018.00031
https://doi.org/10.3389/fnana.2018.00031
https://doi.org/10.1080/15216540701225966
https://doi.org/10.1152/ajpendo.00026.2012
https://doi.org/10.1016/s0920-9964(99)00041-9
https://doi.org/10.1111/mcn.12814
https://doi.org/10.1093/jn/nxy150
https://doi.org/10.3389/neuro.07.007.2007
https://doi.org/10.1093/jn/nxaa309
https://doi.org/10.1016/s0002-9378(99)70236-x
https://doi.org/10.1016/j.ajog.2003.09.072
https://doi.org/10.1093/jn/133.11.3461
https://doi.org/10.1093/jn/133.11.3461
https://doi.org/10.1113/JP271402
https://doi.org/10.1113/JP271402
https://doi.org/10.1037/a0019590


Moon K, Rao SC, Schulzke SM, Patole SK, Simmer K (2016) Longchain polyunsaturated fatty acid
supplementation in preterm infants. Cochrane Database Syst Rev 2016(12). https://doi.org/10.
1002/14651858.CD000375.pub5

Morris SS, Cogill B, Uauy R, Maternal and Child Undernutrition Study Group (2008) Effective
international action against undernutrition: why has it proven so difficult and what can be done
to accelerate progress? Lancet Lond Engl 371(9612):608–621. https://doi.org/10.1016/S0140-
6736(07)61695-X

Murray E, Fernandes M, Fazel M, Kennedy SH, Villar J, Stein A (2015) Differential effect of
intrauterine growth restriction on childhood neurodevelopment: a systematic review. BJOG Int J
Obstet Gynaecol 122(8):1062–1072. https://doi.org/10.1111/1471-0528.13435

Murray-Kolb LE, Khatry SK, Katz J et al (2012) Preschool micronutrient supplementation effects
on intellectual and motor function in school-aged Nepalese children. Arch Pediatr Adolesc Med
166(5):404–410. https://doi.org/10.1001/archpediatrics.2012.37

Mutua AM, Nampijja M, Elliott AM et al (2020) Vitamin D status is not associated with cognitive
or motor function in pre-school Ugandan children. Nutrients 12(6). https://doi.org/10.3390/
nu12061662

Nahar B, Hossain M, Mahfuz M et al (2020) Early childhood development and stunting: findings
from the MAL-ED birth cohort study in Bangladesh. Matern Child Nutr 16(1):e12864. https://
doi.org/10.1111/mcn.12864

Naik AA, Patro IK, Patro N (2015) Slow physical growth, delayed reflex ontogeny, and permanent
behavioral as well as cognitive impairments in rats following intra-generational protein malnu-
trition. Front Neurosci 9:446. https://doi.org/10.3389/fnins.2015.00446

Neuringer M, Connor WE, Van Petten C, Barstad L (1984) Dietary omega-3 fatty acid deficiency
and visual loss in infant rhesus monkeys. J Clin Invest 73(1):272–276. https://doi.org/10.1172/
JCI111202

Neuringer M, Connor WE, Lin DS, Barstad L, Luck S (1986) Biochemical and functional effects of
prenatal and postnatal omega 3 fatty acid deficiency on retina and brain in rhesus monkeys. Proc
Natl Acad Sci U S A 83(11):4021–4025. https://doi.org/10.1073/pnas.83.11.4021

Nishigori H, Mazzuca DM, Nygard KL, Han VK, Richardson BS (2008) BDNF and TrkB in the
preterm and near-term ovine fetal brain and the effect of intermittent umbilical cord occlusion.
Reprod Sci Thousand Oaks Calif 15(9):895–905. https://doi.org/10.1177/1933719108324135

Nissensohn M, Sanchez-Villegas A, Lugo D et al (2013) Effect of zinc intake on mental and motor
development in infants: a meta-analysis. Int J Vitam Nutr Res 83:203–215. https://doi.org/10.
1024/0300-9831/a000161

O’Brien KO, Zavaleta N, Abrams SA, Caulfield LE (2003) Maternal iron status influences iron
transfer to the fetus during the third trimester of pregnancy. Am J Clin Nutr 77(4):924–930.
https://doi.org/10.1093/ajcn/77.4.924

O’Donnell KJ, Rakeman MA, Zhi-Hong D et al (2002) Effects of iodine supplementation during
pregnancy on child growth and development at school age. Dev Med Child Neurol 44(2):76–81.
https://doi.org/10.1017/s0012162201001712

Oliveri AN, Knuth M, Glazer L, Bailey J, Kullman SW, Levin ED (2020) Zebrafish show long-term
behavioral impairments resulting from developmental vitamin D deficiency. Physiol Behav
224:113016. https://doi.org/10.1016/j.physbeh.2020.113016

Patrick RP, Ames BN (2014) Vitamin D hormone regulates serotonin synthesis. Part 1: relevance
for autism. FASEB J 28(6):2398–2413. https://doi.org/10.1096/fj.13-246546

Pérez-López FR, Pasupuleti V, Mezones-Holguin E et al (2015) Effect of vitamin D supplemen-
tation during pregnancy on maternal and neonatal outcomes: a systematic review and meta-
analysis of randomized controlled trials. Fertil Steril 103(5):1278–1288.e4. https://doi.org/10.
1016/j.fertnstert.2015.02.019

Perkins JM, Kim R, Krishna A, McGovern M, Aguayo VM, Subramanian SV (2017) Understand-
ing the association between stunting and child development in low- and middle-income
countries: next steps for research and intervention. Soc Sci Med 1982 193:101–109. https://
doi.org/10.1016/j.socscimed.2017.09.039

Nutrition and Brain Development 161

https://doi.org/10.1002/14651858.CD000375.pub5
https://doi.org/10.1002/14651858.CD000375.pub5
https://doi.org/10.1016/S0140-6736(07)61695-X
https://doi.org/10.1016/S0140-6736(07)61695-X
https://doi.org/10.1111/1471-0528.13435
https://doi.org/10.1001/archpediatrics.2012.37
https://doi.org/10.3390/nu12061662
https://doi.org/10.3390/nu12061662
https://doi.org/10.1111/mcn.12864
https://doi.org/10.1111/mcn.12864
https://doi.org/10.3389/fnins.2015.00446
https://doi.org/10.1172/JCI111202
https://doi.org/10.1172/JCI111202
https://doi.org/10.1073/pnas.83.11.4021
https://doi.org/10.1177/1933719108324135
https://doi.org/10.1024/0300-9831/a000161
https://doi.org/10.1024/0300-9831/a000161
https://doi.org/10.1093/ajcn/77.4.924
https://doi.org/10.1017/s0012162201001712
https://doi.org/10.1016/j.physbeh.2020.113016
https://doi.org/10.1096/fj.13-246546
https://doi.org/10.1016/j.fertnstert.2015.02.019
https://doi.org/10.1016/j.fertnstert.2015.02.019
https://doi.org/10.1016/j.socscimed.2017.09.039
https://doi.org/10.1016/j.socscimed.2017.09.039


Pharoah PO, Buttfield IH, Hetzel BS (1971) Neurological damage to the fetus resulting from severe
iodine deficiency during pregnancy. Lancet Lond Engl 1(7694):308–310. https://doi.org/10.
1016/s0140-6736(71)91040-3

Pharoah P, Buttfield IH, Hetzel BS (2012) Neurological damage to the fetus resulting from severe
iodine deficiency during pregnancy. Int J Epidemiol 41(3):589–592. https://doi.org/10.1093/ije/
dys070

Pollitt E, Gorman KS, Engle PL, Rivera JA, Martorell R (1995) Nutrition in early life and the
fulfillment of intellectual potential. J Nutr 125(4 Suppl):1111S–1118S. https://doi.org/10.1093/
jn/125.suppl_4.1111S

Pongcharoen T, Ramakrishnan U, DiGirolamo AM et al (2012) Influence of prenatal and postnatal
growth on intellectual functioning in school-aged children. Arch Pediatr Adolesc Med 166
(5):411–416. https://doi.org/10.1001/archpediatrics.2011.1413

Rao R, Tkac I, Townsend EL, Gruetter R, Georgieff MK (2003) Perinatal iron deficiency alters the
neurochemical profile of the developing rat hippocampus. J Nutr 133(10):3215–3221. https://
doi.org/10.1093/jn/133.10.3215

Redman K, Ruffman T, Fitzgerald P, Skeaff S (2016) Iodine deficiency and the brain: effects and
mechanisms. Crit Rev Food Sci Nutr 56(16):2695–2713. https://doi.org/10.1080/10408398.
2014.922042

Rehn AE, Van Den Buuse M, Copolov D, Briscoe T, Lambert G, Rees S (2004) An animal model of
chronic placental insufficiency: relevance to neurodevelopmental disorders including schizo-
phrenia. Neuroscience 129(2):381–391. https://doi.org/10.1016/j.neuroscience.2004.07.047

Reisbick S, Neuringer M, Gohl E, Wald R, Anderson GJ (1997) Visual attention in infant monkeys:
effects of dietary fatty acids and age. Dev Psychol 33(3):387–395. https://doi.org/10.1037//
0012-1649.33.3.387

Ross RG, Hunter SK, McCarthy L et al (2013) Perinatal choline effects on neonatal pathophysiol-
ogy related to later schizophrenia risk. Am J Psychiatry 170(3):290–298. https://doi.org/10.
1176/appi.ajp.2012.12070940

Ross RG, Hunter SK, Hoffman MC et al (2016) Perinatal phosphatidylcholine supplementation and
early childhood behavior problems: evidence for CHRNA7 moderation. Am J Psychiatry 173
(5):509–516. https://doi.org/10.1176/appi.ajp.2015.15091188

Rozance PJ, Crispo MM, Barry JS et al (2009) Prolonged maternal amino acid infusion in late-
gestation pregnant sheep increases fetal amino acid oxidation. Am J Physiol Endocrinol Metab
297(3):E638–E646. https://doi.org/10.1152/ajpendo.00192.2009

Ruff CA, Faulkner SD, Rumajogee P et al (2017) The extent of intrauterine growth restriction
determines the severity of cerebral injury and neurobehavioural deficits in rodents. PLoS One 12
(9):e0184653. https://doi.org/10.1371/journal.pone.0184653

Ryan SH, Williams JK, Thomas JD (2008) Choline supplementation attenuates learning deficits
associated with neonatal alcohol exposure in the rat: effects of varying the timing of choline
administration. Brain Res 1237:91–100. https://doi.org/10.1016/j.brainres.2008.08.048

Salas AA, Woodfin T, Phillips V, Peralta-Carcelen M, Carlo WA, Ambalavanan N (2018) Dose-
response effects of early vitamin D supplementation on neurodevelopmental and respiratory
outcomes of extremely preterm infants at 2 years of age: a randomized trial. Neonatology 113
(3):256–262. https://doi.org/10.1159/000484399

Santos DC, Angulo-Barroso RM, Li M et al (2018) Timing, duration, and severity of iron deficiency
in early development and motor outcomes at 9 months. Eur J Clin Nutr 72(3):332–341. https://
doi.org/10.1038/s41430-017-0015-8

Sass L, Vinding RK, Stokholm J et al (2020) High-dose vitamin D supplementation in pregnancy
and neurodevelopment in childhood: a prespecified secondary analysis of a randomized clinical
trial. JAMA Netw Open 3(12):e2026018. https://doi.org/10.1001/jamanetworkopen.2020.
26018

Schmidt RJ, Tancredi DJ, Krakowiak P, Hansen RL, Ozonoff S (2014) Maternal intake of
supplemental iron and risk of autism spectrum disorder. Am J Epidemiol 180(9):890–900.
https://doi.org/10.1093/aje/kwu208

162 S. E. Cusick et al.

https://doi.org/10.1016/s0140-6736(71)91040-3
https://doi.org/10.1016/s0140-6736(71)91040-3
https://doi.org/10.1093/ije/dys070
https://doi.org/10.1093/ije/dys070
https://doi.org/10.1093/jn/125.suppl_4.1111S
https://doi.org/10.1093/jn/125.suppl_4.1111S
https://doi.org/10.1001/archpediatrics.2011.1413
https://doi.org/10.1093/jn/133.10.3215
https://doi.org/10.1093/jn/133.10.3215
https://doi.org/10.1080/10408398.2014.922042
https://doi.org/10.1080/10408398.2014.922042
https://doi.org/10.1016/j.neuroscience.2004.07.047
https://doi.org/10.1037//0012-1649.33.3.387
https://doi.org/10.1037//0012-1649.33.3.387
https://doi.org/10.1176/appi.ajp.2012.12070940
https://doi.org/10.1176/appi.ajp.2012.12070940
https://doi.org/10.1176/appi.ajp.2015.15091188
https://doi.org/10.1152/ajpendo.00192.2009
https://doi.org/10.1371/journal.pone.0184653
https://doi.org/10.1016/j.brainres.2008.08.048
https://doi.org/10.1159/000484399
https://doi.org/10.1038/s41430-017-0015-8
https://doi.org/10.1038/s41430-017-0015-8
https://doi.org/10.1001/jamanetworkopen.2020.26018
https://doi.org/10.1001/jamanetworkopen.2020.26018
https://doi.org/10.1093/aje/kwu208


Scholl TO (2011) Maternal iron status: relation to fetal growth, length of gestation, and iron
endowment of the neonate. Nutr Rev 69(s1):S23–S29. https://doi.org/10.1111/j.1753-4887.
2011.00429.x

Scholtz SA, Colombo J, Carlson SE (2013) Clinical overview of effects of dietary long-chain
polyunsaturated fatty acids during the perinatal period. Nestle Nutr Inst Workshop Ser
77:145–154. https://doi.org/10.1159/000351397

Shao J, Lou J, Rao R et al (2012) Maternal serum ferritin concentration is positively associated with
newborn iron stores in women with low ferritin status in late pregnancy. J Nutr 142
(11):2004–2009. https://doi.org/10.3945/jn.112.162362

Shaw GM, Finnell RH, Blom HJ et al (2009) Choline and risk of neural tube defects in a folate-
fortified population. Epidemiology 20(5):714–719. https://doi.org/10.1097/EDE.
0b013e3181ac9fe7

Signore C, Ueland PM, Troendle J, Mills JL (2008) Choline concentrations in human maternal and
cord blood and intelligence at 5 y of age. Am J Clin Nutr 87(4):896–902. https://doi.org/10.
1093/ajcn/87.4.896

Skeaff SA (2011) Iodine deficiency in pregnancy: the effect on neurodevelopment in the child.
Nutrients 3(2):265–273. https://doi.org/10.3390/nu3020265

Specht IO, Janbek J, Thorsteinsdottir F, Frederiksen P, Heitmann BL (2020) Neonatal vitamin D
levels and cognitive ability in young adulthood. Eur J Nutr 59(5):1919–1928. https://doi.org/10.
1007/s00394-019-02042-0

Spinillo A, Stronati M, Ometto A, Fazzi E, Lanzi G, Guaschino S (1993) Infant
neurodevelopmental outcome in pregnancies complicated by gestational hypertension and
intra-uterine growth retardation. J Perinat Med 21(3):195–203. https://doi.org/10.1515/jpme.
1993.21.3.195

Strain JJ, McSorley EM, van Wijngaarden E et al (2013) Choline status and neurodevelopmental
outcomes at 5 years of age in the Seychelles Child Development Nutrition Study. Br J Nutr 110
(2):330–336. https://doi.org/10.1017/S0007114512005077

Tamura T, Goldenberg RL, Ramey SL, Nelson KG, Chapman VR (2003) Effect of zinc supple-
mentation of pregnant women on the mental and psychomotor development of their children at
5 y of age. Am J Clin Nutr 77(6):1512–1516. https://doi.org/10.1093/ajcn/77.6.1512

Thompson RA, Nelson CA (2001) Developmental science and the media. Early brain development.
Am Psychol 56(1):5–15. https://doi.org/10.1037/0003-066x.56.1.5

Tran PV, Kennedy BC, Lien Y-C, Simmons RA, Georgieff MK (2015) Fetal iron deficiency
induces chromatin remodeling at the Bdnf locus in adult rat hippocampus. Am J Physiol
Regul Integr Comp Physiol 308(4):R276–R282. https://doi.org/10.1152/ajpregu.00429.2014

Tran PV, Kennedy BC, Pisansky MT et al (2016) Prenatal choline supplementation diminishes
early-life Iron deficiency-induced reprogramming of molecular networks associated with behav-
ioral abnormalities in the adult rat hippocampus. J Nutr 146(3):484–493. https://doi.org/10.
3945/jn.115.227561

Tyagi E, Zhuang Y, Agrawal R, Ying Z, Gomez-Pinilla F (2015) Interactive actions of Bdnf
methylation and cell metabolism for building neural resilience under the influence of diet.
Neurobiol Dis 73:307–318. https://doi.org/10.1016/j.nbd.2014.09.014

Uauy R, Hoffman DR, Peirano P, Birch DG, Birch EE (2001) Essential fatty acids in visual and
brain development. Lipids 36(9):885–895. https://doi.org/10.1007/s11745-001-0798-1

Unger EL, Hurst AR, Georgieff MK et al (2012) Behavior and monoamine deficits in prenatal and
perinatal iron deficiency are not corrected by early postnatal moderate-Iron or high-Iron diets in
rats. J Nutr 142(11):2040–2049. https://doi.org/10.3945/jn.112.162198

UNICEF (2019) Iodine. UNICEF DATA. https://data.unicef.org/topic/nutrition/iodine/. Accessed
29 Jan 2021

Utsunomiya H, Takano K, Okazaki M, Mitsudome A (1999) Development of the temporal lobe in
infants and children: analysis by MR-based volumetry. AJNR Am J Neuroradiol 20(4):717–723

Nutrition and Brain Development 163

https://doi.org/10.1111/j.1753-4887.2011.00429.x
https://doi.org/10.1111/j.1753-4887.2011.00429.x
https://doi.org/10.1159/000351397
https://doi.org/10.3945/jn.112.162362
https://doi.org/10.1097/EDE.0b013e3181ac9fe7
https://doi.org/10.1097/EDE.0b013e3181ac9fe7
https://doi.org/10.1093/ajcn/87.4.896
https://doi.org/10.1093/ajcn/87.4.896
https://doi.org/10.3390/nu3020265
https://doi.org/10.1007/s00394-019-02042-0
https://doi.org/10.1007/s00394-019-02042-0
https://doi.org/10.1515/jpme.1993.21.3.195
https://doi.org/10.1515/jpme.1993.21.3.195
https://doi.org/10.1017/S0007114512005077
https://doi.org/10.1093/ajcn/77.6.1512
https://doi.org/10.1037/0003-066x.56.1.5
https://doi.org/10.1152/ajpregu.00429.2014
https://doi.org/10.3945/jn.115.227561
https://doi.org/10.3945/jn.115.227561
https://doi.org/10.1016/j.nbd.2014.09.014
https://doi.org/10.1007/s11745-001-0798-1
https://doi.org/10.3945/jn.112.162198
https://data.unicef.org/topic/nutrition/iodine/


Velasco I, Carreira M, Santiago P et al (2009) Effect of iodine prophylaxis during pregnancy on
neurocognitive development of children during the first two years of life. J Clin Endocrinol
Metab 94(9):3234–3241. https://doi.org/10.1210/jc.2008-2652

Verfuerden ML, Dib S, Jerrim J, Fewtrell M, Gilbert RE (2020) Effect of long-chain polyunsatu-
rated fatty acids in infant formula on long-term cognitive function in childhood: a systematic
review and meta-analysis of randomised controlled trials. PLoS One 15(11):e0241800. https://
doi.org/10.1371/journal.pone.0241800

Verhagen NJE, Gowachirapant S, Winichagoon P, Andersson M, Melse-Boonstra A, Zimmermann
MB (2020) Iodine supplementation in mildly iodine-deficient pregnant women does not
improve maternal thyroid function or child development: a secondary analysis of a randomized
controlled trial. Front Endocrinol 11. https://doi.org/10.3389/fendo.2020.572984

Villamor E, Rifas-Shiman SL, Gillman MW, Oken E (2012) Maternal intake of methyl-donor
nutrients and child cognition at 3 years of age. Paediatr Perinat Epidemiol 26(4):328–335.
https://doi.org/10.1111/j.1365-3016.2012.01264.x

Voltas N, Canals J, Hernández-Martínez C, Serrat N, Basora J, Arija V (2020) Effect of vitamin D
status during pregnancy on infant neurodevelopment: the ECLIPSES study. Nutrients 12
(10):3196. https://doi.org/10.3390/nu12103196

Vuillermot S, Luan W, Meyer U, Eyles D (2017) Vitamin D treatment during pregnancy prevents
autism-related phenotypes in a mouse model of maternal immune activation. Mol Autism 8:9.
https://doi.org/10.1186/s13229-017-0125-0

Vyas Y, Lee K, Jung Y, Montgomery JM (2020) Influence of maternal zinc supplementation on the
development of autism-associated behavioural and synaptic deficits in offspring Shank3-
knockout mice. Mol Brain 13(1):110. https://doi.org/10.1186/s13041-020-00650-0

Wachs TD, Georgieff M, Cusick S, McEwen B (2014) Issues in the timing of integrated early
interventions: contributions from nutrition, neuroscience and psychological research. Ann N Y
Acad Sci 1308:89–106. https://doi.org/10.1111/nyas.12314

Walker SP, Wachs TD, Meeks Gardner J et al (2007) Child development: risk factors for adverse
outcomes in developing countries. Lancet 369(9556):145–157. https://doi.org/10.1016/S0140-
6736(07)60076-2

Wang Y, Fu W, Liu J (2016) Neurodevelopment in children with intrauterine growth restriction:
adverse effects and interventions. J Matern-Fetal Neonatal Med 29(4):660–668. https://doi.org/
10.3109/14767058.2015.1015417

Ward BC, Kolodny NH, Nag N, Berger-Sweeney JE (2009) Neurochemical changes in a mouse
model of Rett syndrome: changes over time and in response to perinatal choline nutritional
supplementation. J Neurochem 108(2):361–371. https://doi.org/10.1111/j.1471-4159.2008.
05768.x

Warthon-Medina M, Moran VH, Stammers A-L et al (2015) Zinc intake, status and indices of
cognitive function in adults and children: a systematic review and meta-analysis. Eur J Clin Nutr
69(6):649–661. https://doi.org/10.1038/ejcn.2015.60

Whitehouse AJO, Holt BJ, Serralha M, Holt PG, Kusel MMH, Hart PH (2012) Maternal serum
vitamin D levels during pregnancy and offspring neurocognitive development. Pediatrics 129
(3):485–493. https://doi.org/10.1542/peds.2011-2644

WHO (2021) Anaemia. https://www.who.int/data/gho/data/indicators/indicator-details/GHO/preva
lence-of-anaemia-in-children-under-5-years-(-). Accessed 28 Jan 2021

WHO (2012) Daily iron and folic acid supplementation during pregnancy. http://www.who.int/
elena/titles/guidance_summaries/daily_iron_pregnancy/en/. Accessed 28 Jan 2021

Wicklow B, Gallo S, Majnemer A et al (2016) Impact of vitamin D supplementation on gross motor
development of healthy term infants: a randomized dose-response trial. Phys Occup Ther
Pediatr 36(3):330–342. https://doi.org/10.3109/01942638.2015.1050150

Windham GC, Pearl M, Anderson MC et al (2019) Newborn vitamin D levels in relation to autism
spectrum disorders and intellectual disability: a case–control study in California. Autism Res 12
(6):989–998. https://doi.org/10.1002/aur.2092

164 S. E. Cusick et al.

https://doi.org/10.1210/jc.2008-2652
https://doi.org/10.1371/journal.pone.0241800
https://doi.org/10.1371/journal.pone.0241800
https://doi.org/10.3389/fendo.2020.572984
https://doi.org/10.1111/j.1365-3016.2012.01264.x
https://doi.org/10.3390/nu12103196
https://doi.org/10.1186/s13229-017-0125-0
https://doi.org/10.1186/s13041-020-00650-0
https://doi.org/10.1111/nyas.12314
https://doi.org/10.1016/S0140-6736(07)60076-2
https://doi.org/10.1016/S0140-6736(07)60076-2
https://doi.org/10.3109/14767058.2015.1015417
https://doi.org/10.3109/14767058.2015.1015417
https://doi.org/10.1111/j.1471-4159.2008.05768.x
https://doi.org/10.1111/j.1471-4159.2008.05768.x
https://doi.org/10.1038/ejcn.2015.60
https://doi.org/10.1542/peds.2011-2644
https://www.who.int/data/gho/data/indicators/indicator-details/GHO/prevalence-of-anaemia-in-children-under-5-years-(-)
https://www.who.int/data/gho/data/indicators/indicator-details/GHO/prevalence-of-anaemia-in-children-under-5-years-(-)
http://www.who.int/elena/titles/guidance_summaries/daily_iron_pregnancy/en/
http://www.who.int/elena/titles/guidance_summaries/daily_iron_pregnancy/en/
https://doi.org/10.3109/01942638.2015.1050150
https://doi.org/10.1002/aur.2092


Wozniak JR, Fuglestad AJ, Eckerle JK et al (2013) Choline supplementation in children with fetal
alcohol spectrum disorders has high feasibility and tolerability. Nutr Res N Y N 33
(11):897–904. https://doi.org/10.1016/j.nutres.2013.08.005

Wozniak JR, Fuglestad AJ, Eckerle JK et al (2015) Choline supplementation in children with fetal
alcohol spectrum disorders: a randomized, double-blind, placebo-controlled trial. Am J Clin
Nutr 102(5):1113–1125. https://doi.org/10.3945/ajcn.114.099168

Wozniak JR, Fink BA, Fuglestad AJ et al (2020) Four-year follow-up of a randomized controlled
trial of choline for neurodevelopment in fetal alcohol spectrum disorder. J Neurodev Disord 12
(1):9. https://doi.org/10.1186/s11689-020-09312-7

Wu BTF, Dyer RA, King DJ, Richardson KJ, Innis SM (2012) Early second trimester maternal
plasma choline and betaine are related to measures of early cognitive development in term
infants. PLoS One 7(8):e43448. https://doi.org/10.1371/journal.pone.0043448

Wullschleger S, Loewith R, Hall MN (2006) TOR signaling in growth and metabolism. Cell 124
(3):471–484. https://doi.org/10.1016/j.cell.2006.01.016

Yu X, Ren T, Yu X (2013) Disruption of calmodulin-dependent protein kinase II α/brain-derived
neurotrophic factor (α-CaMKII/BDNF) signalling is associated with zinc deficiency-induced
impairments in cognitive and synaptic plasticity. Br J Nutr 110(12):2194–2200. https://doi.org/
10.1017/S0007114513001657

Zeisel SH (2006) Choline: critical role during fetal development and dietary requirements in adults.
Annu Rev Nutr 26:229–250. https://doi.org/10.1146/annurev.nutr.26.061505.111156

Zeisel SH (2012) A brief history of choline. Ann Nutr Metab 61(3):254–258. https://doi.org/10.
1159/000343120

Zeisel S (2017) Choline, other methyl-donors and epigenetics. Nutrients 9(5). https://doi.org/10.
3390/nu9050445

Zhou SJ, Skeaff SA, Ryan P et al (2015) The effect of iodine supplementation in pregnancy on early
childhood neurodevelopment and clinical outcomes: results of an aborted randomised placebo-
controlled trial. Trials 16:563. https://doi.org/10.1186/s13063-015-1080-8

Zimmermann MB (2020) Iodine supplements for mildly iodine-deficient pregnant women: are they
worthwhile? Am J Clin Nutr 112(2):247–248. https://doi.org/10.1093/ajcn/nqaa116

Nutrition and Brain Development 165

https://doi.org/10.1016/j.nutres.2013.08.005
https://doi.org/10.3945/ajcn.114.099168
https://doi.org/10.1186/s11689-020-09312-7
https://doi.org/10.1371/journal.pone.0043448
https://doi.org/10.1016/j.cell.2006.01.016
https://doi.org/10.1017/S0007114513001657
https://doi.org/10.1017/S0007114513001657
https://doi.org/10.1146/annurev.nutr.26.061505.111156
https://doi.org/10.1159/000343120
https://doi.org/10.1159/000343120
https://doi.org/10.3390/nu9050445
https://doi.org/10.3390/nu9050445
https://doi.org/10.1186/s13063-015-1080-8
https://doi.org/10.1093/ajcn/nqaa116


Understanding Sensitive Period Effects
in Musical Training

Virginia B. Penhune

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
2 Brain Maturation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
3 Sensitive and Critical Periods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
4 Evidence for Sensitive Periods in Music Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5 Training-Related Plasticity in Childhood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6 Individual Differences: Predispositions and Possible Genetic Contributions . . . . . . . . . . . . . . 176
7 Why Is Music an Effective Driver of Sensitive-Period Plasticity? . . . . . . . . . . . . . . . . . . . . . . . . . 178
8 What Sensitive Periods Are and What They Are Not . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
9 Gene-Maturation-Environment Framework for Understanding Sensitive Periods . . . . . . . . . 180
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Abstract Adult ability in complex cognitive domains, including music, is com-
monly thought of as the product of gene–environment interactions, where genetic
predispositions influence and are modulated by experience, resulting in the final
phenotypic expression. Recently, however, the important contribution of maturation
to gene–environment interactions has become better understood. Thus, the timing of
exposure to specific experience, such as music training, has been shown to produce
long-term impacts on adult behaviour and the brain. Work from our lab and others
shows that musical training before the ages of 7–9 enhances performance on musical
tasks and modifies brain structure and function, sometimes in unexpected ways. The
goal of this paper is to present current evidence for sensitive period effects for
musical training in the context of what is known about brain maturation and to
present a framework that integrates genetic, environmental and maturational influ-
ences on the development of musical skill. We believe that this framework can also
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be applied more broadly to understanding how predispositions, brain development
and experience interact.

Keywords Brain maturation · Critical period · Development · Interactive
specialization · Musical expertise · Musical training

1 Introduction

As with most complex abilities, adult musical skill is the product of genetic and
environmental contributions that interact with each other in multiple ways. Genes
encode a constellation of predispositions that contribute to specific abilities and these
predispositions interact with the environment to passively and actively influence the
development of skills (Sauce and Matzel 2018; Ullen et al. 2016). Genes also control
neural and physical maturation, such that different brain networks and their related
functions have developmental peaks at different ages (Fjell et al. 2019; Hensch and
Quinlan 2018; Werker and Hensch 2015). For a function or ability to emerge, the
underlying neural system must be not only adequately mature, but also have
appropriate input (Hensch and Quinlan 2018). It is hypothesized that maturation in
neural systems is primed to respond to relevant experience and that the rate of
maturation is modulated by the type, duration and intensity of experience. Across
all major neural systems it has been shown that relevant experience has greater
effects during periods of peak maturational change, which have been termed sensi-
tive or critical periods (Werker and Hensch 2015; Knudsen 2004; Hensch and
Quinlan 2018; De Villers-Sidani and Merzenich 2011). Appropriate stimulation
during sensitive periods results in short-term plasticity, but is also thought to
promote long-term receptiveness to experience, thus forming a scaffold on which
later experience can build (Hensch and Quinlan 2018; Kuhl 2010). The goal of this
paper is to present current evidence for sensitive period effects for musical training in
the context of what is known about brain maturation and to present a framework that
integrates genetic, environmental and maturational influences on the development of
musical skill. The ideas presented here build on a previous review and synthesis that
proposed a gene-environment-maturation model for the development of musical
skill (Penhune 2020).

2 Brain Maturation

Maturational changes in brain structure and function are continuous throughout life.
Changes in brain structure and function across development are controlled by genes
and modulated by environmental stimulation; typically proceeding from primary
sensory and motor regions to frontal and parietal association areas (Fjell et al. 2019).
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Brain regions do not develop in isolation, but rather in structurally and functionally
connected networks (Ball et al. 2019) that may also share timelines of modulatory
gene expression (Fjell et al. 2019).

After birth, the number of synapses, and therefore the volume of grey matter
(GM), continues to increase for between 3 and 15 months (Huttenlocher and
Dabholkar 1997). Following this period, synapses are reduced through pruning: a
process thought to underlie early experience-dependent specialization, including
perceptual narrowing for native language speech sounds (Werker and Hensch
2015). Studies of brain development based on structural magnetic resonance imag-
ing (MRI) show that GM volume and cortical thickness (CT) typically peak in
childhood (age 6–10) and then decrease across adolescence and into adulthood. At
the same time, white-matter (WM) volume increases and then remains relatively
stable into older adulthood (Mills et al. 2016; Brown and Jernigan 2012). Thus, GM
thinning is largely the result of WM expansion, which shifts the GM/WM boundary
as measured by MRI (Brown and Jernigan 2012). While the surface area or extent of
cortical regions is thought to be largely under genetic control, individual variation in
CT is thought to reflect a combination of accumulated genetic and environmental
effects (Amlien et al. 2016).

Cortical maturation peaks first in sensory and motor regions and then proceeds
across childhood and adolescence to frontal, parietal and temporal association areas.
Some sub-cortical regions also have relatively late peaks of structural change,
including the cerebellum and striatum. Cerebellar volume peaks in adolescence
(Tiemeier et al. 2010), at a time that coincides with changes in its functional
interaction with connected cortical regions (Amemiya et al. 2019). The cerebellum
forms loop connections with many regions of the cortex and is thought to be
important for optimization of sensory, motor and cognitive function (Sokolov
et al. 2017; Bostan and Strick 2018). Later maturation of the cerebellum may thus
be linked to parallel peaks in the fronto-parietal cortical networks to which it is
connected. Striatal volumes also peak in adolescence (Goddings et al. 2014; Larsen
and Luna 2015), and these nuclei also have strong interconnections with the frontal
and parietal cortex (Bostan and Strick 2018). The ventral striatum, a region impor-
tant for the processing of reward (including musical reward) also appears to peak in
adolescence (Urosevic et al. 2012) at a time that coincides with changes in dopamine
modulation of incentive reward (Luciana et al. 2012).

Thus, brain maturation shows a global pattern of rapid growth in the first
1–2 years of life that is largely genetically controlled, and which underpins devel-
opment of basic sensory and cognitive functions. Across childhood and adolescence,
maturational changes occur largely in WM density and connectivity within and
between cortical networks that underlie complex sensorimotor and cognitive pro-
cesses, changes that are thought to be more strongly modulated by experience. This
pattern presents an intriguing contradiction. Peak cortical maturation of sensorimo-
tor networks occurs in middle childhood, but basic perceptual and motor abilities
develop much earlier. Additionally, sensorimotor abilities and their associated
neurophysiological markers continue to develop after their childhood peak through
adolescence and into early adulthood, (Eggermont and Moore 2012, Trainor 2012,
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Ferronato et al. 2014). We can make sense of this contradiction by hypothesizing
that development may rely on interactions between more mature, low-level sensory
and motor processes and less mature, higher-level processes (Eggermont and Moore
2012, Johnson 2011). These interactions can thus bootstrap processing in less mature
regions. This may first occur in infancy between early-developing brainstem regions
and later-developing cortex, and in childhood between primary cortical areas and
later-developing frontal-parietal areas. Interactions between earlier- and later-devel-
oping networks are likely an on-going feature of development and have been termed
interactive specialization (Johnson 2011). These findings lead to a more complex
picture of brain maturation where regional maturation depends on both local changes
and network-level properties.

3 Sensitive and Critical Periods

A common feature of maturation in many neural systems is the presence of sensitive
periods: windows in development when specific experience has long-term effects on
behaviour and the brain (Knudsen 2004). Examples include better grammar and
accent when a second language is acquired early (Hartshorne et al. 2018; Flege et al.
1999; Kuhl 2010) and improved restoration of hearing function with earlier cochlear
implantation (Kral and Sharma 2012). This is in contrast to a critical period where
specific experience is required for appropriate behaviour and brain function to
develop (Hensch and Quinlan 2018). The classic example of a critical period is
“lazy eye” syndrome in which early visual deprivation in one eye results in loss of
acuity and responsiveness in visual cortex that cannot be fully remediated by
intervention after about age 7 (Hensch and Quinlan 2018). In contrast, most complex
cognitive functions are characterized by sensitive rather than critical periods: there
are better and worse times to learn a second language, pick up a musical instrument
or start playing chess, but these skills can be acquired to some degree at any time of
life. This is because complex skills tap multiple, interacting abilities based on brain
networks whose structure and function are more and less plastic at different stages of
maturation, and because there are numerous routes to successful performance.

There is growing evidence that many neural systems exhibit sensitive or critical
periods, each of which has a specific temporal window, and that within brain regions,
different functions or features have distinct periods of heightened sensitivity
(De Villers-Sidani and Merzenich 2011; Hensch and Quinlan 2018; Voss et al.
2017; Werker and Hensch 2015; Penhune 2020). It is thought that these windows
are opened by a combination of maturational readiness – programmed peaks of
plasticity controlled by genes – and exposure to the appropriate quantity and quality
of experience (Hensch and Quinlan 2018; Voss et al. 2017; Werker and Hensch
2015). The opening and closing of sensitive periods are regulated by the balance of
excitatory and inhibitory mechanisms that regulate plasticity, and they are also
influenced by the quality, duration and intensity of experience (Hensch and Quinlan
2018; Voss et al. 2017). Further, it is important to keep in mind that brain regions and
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their associated functions do not develop in isolation, but within connected networks
where both earlier and later maturing regions can influence development (Johnson
2011; Eggermont and Moore 2012; Emberson 2017). Finally, brain maturation also
occurs in tandem with physical maturation of the body and is likely both primed and
limited by it. A child cannot play the piano or learn to skate if he/she is unable to
move his/her fingers independently or if his/her leg muscles are not sufficiently
strong. The timing of sensitive periods will thus depend on the maturational time-
lines of relevant brain networks and on the physical systems they control.

Thus sensitive and critical periods can be seen as lying on a continuum where
genetics, the mechanisms underlying opening and closing, and experience may
contribute more or less strongly depending on the functional system and the matu-
rational time-point. Across development we can imagine a cascade of sensitive
periods that open and close at different times and which are sensitive to different
types of experience (Werker and Hensch 2015; Hensch and Quinlan 2018; Voss
et al. 2017; Penhune 2011, 2020). Further, because brain maturation occurs within
connected networks, plasticity induced during one sensitive period may contribute to
learning and plasticity in more or less mature regions (Eggermont and Moore 2012,
Johnson 2011). This is consistent with the greater temporal variability of sensitive
period effects for more complex functions. Basic sensory and motor functions that
are represented in a single cortical or sub-cortical region may have earlier, more
clearly defined and less malleable windows for plasticity. More complex abilities,
such as language or music, which are represented across multiple functional
regions – some of which develop into adulthood – may have broader, more variable
windows for change, and multiple functional routes for plasticity.

4 Evidence for Sensitive Periods in Music Training

Anecdotal evidence from the lives of famous musicians suggests that early age of
start (AoS) can promote the development of extraordinary skill in adulthood
(Jorgensen 2011). (Mozart, who mastered the piano at age 4–5 and performed
professionally throughout his childhood is probably the most famous example.)
Early behavioural evidence for the impact of AoS came from the study of “perfect”
or “absolute” pitch – the ability to name the pitch height of isolated tones. Two large-
scale studies found that 78% of musicians with absolute pitch began their training
before age 6 (Baharloo et al. 1998) and that pitch-naming accuracy was higher for
those who began lessons before age 7 (Vanzella and Schellenberg 2010). Initial
evidence for the effect of AoS on the brain came from work showing that the surface
area of the anterior corpus callosum was larger in musicians who began training
before age 7 (Schlaug et al. 1995) and the central sulcus was longer in those who
started early (Amunts et al. 1997). However, none of these studies controlled for
years of experience, thus the observed differences could be related to the fact that
early starters had more years of experience than late starters of a similar age. Further,
there were no measures of musical skill, and thus brain structural differences could
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not be linked to relevant behaviour. Therefore, to systematically examine the effect
of AoS, we conducted a series of studies comparing musical abilities and brain
structure in adult musicians who began training before and after age 7 [Early-
trained < age 7 (ET); Late-trained > age 7 (LT)]. Initially, the age-7 cut-off was
based empirically on Schlaug’s early findings, but has been partially validated in
more recent studies (Bailey and Penhune 2013; van Vugt et al. 2021). Importantly,
groups were matched for years of music experience, years of formal training and
hours of current practice (Bailey and Penhune 2010, 2012, 2013; Bailey et al. 2014;
Steele et al. 2013; Baer et al. 2015). We also assessed global cognitive function and
working memory. Data from these and other studies described in this section have
been reviewed elsewhere (Penhune 2011, 2020) and are summarized in Fig. 1.

Across all studies, we found that ET musicians out-perform LT musicians on
measures of rhythm synchronization and melody discrimination. Further, ET musi-
cians showed enlargement of ventral premotor cortex (vPMC) and the degree of
enlargement was related to performance on the rhythm task (Bailey et al. 2014). We
also found that ET musicians had enhanced WM integrity in the posterior mid-body
of the corpus callosum (CC), the location of fibres connecting primary motor
(M1) and the premotor cortex (PMC) in the two hemispheres (Steele et al. 2013).
Intriguingly, in the same sample, we showed that ET musicians had smaller volumes
of cerebellar lobules IV, V and VI, and that smaller volumes were related to reduced
variability on an auditory-motor timing task (Baer et al. 2015). We have recently
replicated this finding and shown that the cerebellar and cortical volumes are
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Fig. 1 Effects of early musical training on brain structure. (left to right): The first panel shows
expansion of right vPMC in ET vs LT musicians and the relationship between vPMC volume and
performance on a rhythm synchronization task (ET ¼ red; LT ¼ blue) (Bailey et al. 2014). The
second panel shows greater fractional anisotropy (FA; blue) in the posterior mid-body of the corpus
callosum and its connections to motor and premotor cortex (yellow-red). The graph below shows
the relationship between FA in this region and AoS (Steele et al. 2013). The third panel shows
enhanced volume of the right putamen in ET musicians and the relationship with AoS (Vaquero
et al. 2016). The fourth panel shows the region of decreased cerebellar volume in lobule VI and its
relationship to tapping variability (ET ¼ light blue; LT ¼ red; non-musicians ¼ dark blue (Baer
et al. 2015)
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inversely correlated (Shenker et al. 2019). This suggests that plasticity in the two
regions is interdependent and is consistent with evidence that connected regions
change together across development (Johnson 2011; Fjell et al. 2019). Two other
studies in an independent and well-matched sample of pianists showed that ET
musicians had smaller GM volume in the right putamen, and lower timing variability
when playing musical scales (Vaquero et al. 2016). Further, in ET musicians the
putamen showed greater functional connectivity with premotor and occipital regions
of the brain compared to LT musicians (van Vugt et al. 2021).

To interpret these findings we have considered data about the function of the
regions involved, the timing of their normative maturation, and the relative contri-
bution of genes and environment to their variability (See Fig. 2). Developmental data
show that GM volume of anterior motor regions, including M1 and PMC has a peak
rate of change between the ages of 6 and 8 (Giedd et al. 1999). The PMC is known to
be involved in auditory-motor integration (Zatorre et al. 2007; Lega et al. 2016) and
is thought to play a key role in motor timing (Merchant et al. 2013). The size of the
posterior mid-body of the CC also has a maturational peak in middle childhood
(Westerhausen et al. 2011), and adult variability in this region has a strong unique
environmental contribution (Chiang et al. 2009). This part of the CC connects M1
and PMC across hemispheres, and its size is related to bimanual coordination in

Premotor

Change in GM volume age 4-8

8 yrs > 6 yrs

Change in corpus callosum width

Fig. 2 Maturational changes in brain structure in regions associated with early musical training.
(left to right): The first panel shows changes in whole brain GM volume between ages 4–8 (hot
colours are regions of greater change) (Gogtay et al. 2004). The second panel shows changes in the
width of the mid-sagittal corpus callosum between the ages of 6–8 (Westerhausen et al. 2011).
Yellow circle indicates the region of the posterior mid-body where differences were found between
ET and LT musicians (Steele et al. 2013). The third panel shows the developmental trajectories of
GM volume in cerebellar regions (Tiemeier et al. 2010), including those that showed decreased
volume in ET compared to LT musicians (Baer et al. 2015)
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children and adolescents (Kurth et al. 2013). In contrast, peak maturation in the
cerebellum occurs later, between the ages of 12 and 18 (Tiemeier et al. 2010). The
cerebellum is structurally homogeneous, with sub-regions connected through
feedforward and feedback loops to the rest of the brain (Kelly and Strick 2003). In
motor control, cortico-cerebellar circuits are known to play a role in error-correction,
optimization and instantiation of forward models. Because they are uniform and
connect to all regions of the cortex, it is hypothesized that they may also perform the
same role in optimizing a wide variety of sensory and cognitive functions (Sokolov
et al. 2017). The cerebellar regions we found to be smaller in ET musicians are
connected to frontal motor and association regions, including M1 and PMC (Kelly
and Strick 2003). Because these regions are functionally connected, plasticity effects
of early training on cortical regions may be partially mediated by cerebellar optimi-
zation mechanisms that result in greater efficiency and thus reduced volume. This is
consistent with evidence from studies in mice where early environmental enrichment
produced volumetric increases in cortical sensorimotor regions and decreases in the
cerebellum (Scholz et al. 2015). Taken together, we hypothesize that early experi-
ence during periods of peak maturation promotes brain plasticity, and that regional
differences in genetic permeability mean that some brain regions are more suscep-
tible to the impact of training than others. Our findings emphasize that the impact of
early experience occurs at a network level, with changes in one region influencing
changes in connected regions.

Differential effects of AoS and type of training were revealed by a recent study in
which we compared the effects of bilingualism and music training on the structure of
the arcuate fasciculus (AF) (Vaquero et al. 2020). The AF is a white-matter pathway
that connects posterior auditory cortex and frontal motor regions, and whose struc-
ture has been linked to language in the left hemisphere (Hamalainen et al. 2017), and
to music in the right hemisphere (Halwani et al. 2011). All participants in our study
exhibited a left-greater-than-right asymmetry in the volume of the long segment of
the AF, consistent with previous findings (Powell et al. 2006). The long segment of
the AF has been linked to left-hemisphere dominance for language, and it is
hypothesized that its structure may be largely under genetic control (Budisavljevic
et al. 2015). In an interesting dissociation, simultaneous bilinguals, who acquired
their second language in the first year of life, showed an increased volume of the left
long segment and a greater leftward asymmetry, while ET musicians showed an
increased volume of the right long segment and reduced leftward asymmetry. These
findings suggest that very early, intensive bilingual experience can modify a white-
matter pathway that is typically under strong genetic control, whereas music training
at a later period in childhood affects the right hemisphere, which may be more open
to on-going experience. These results support the idea that brain plasticity depends
on region-specific differences in malleability by experience, the age at which
experience begins as well as the type of experience.

If the observed differences in behaviour and brain structure between adult ET and
LT musicians result from the interaction between AoS and experience, an important
question is whether sensitive period effects can be observed in childhood. To address
this question we compared groups of children who started before and after age 7 on
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age-normed tests of musical skill (Ireland et al. 2018). Groups were matched for
years of music lessons and hours of weekly practice, as well as working memory,
global cognitive function and socio-economic status (Ireland et al. 2019). We found
that ET children performed better than their LT counterparts on a simple melody
discrimination task, and that across groups, AoS and global cognitive function
independently predicted discrimination scores. There were no group differences or
effects of AoS for the rhythm synchronization or a transposed melody discrimination
task, but working memory ability predicted these scores. In addition, weekly practice
predicted transposed melody discrimination. These results illustrate the combined
effects of maturation, training and cognitive abilities on the development of musical
skills. Further, they suggest that basic pitch abilities may mature earlier than more
complex auditory and motor functions, and/or that children who begin early have
advantages in pitch processing.

Integrating these results with those of adult ET musicians, we hypothesize that
early training has an immediate impact on skills such as simple melody discrimina-
tion that rely on earlier-maturing regions including auditory cortex. Better simple
melody discrimination skills may then promote acquisition of more complex skills,
such as transposition or even rhythm synchronization. More crucially, we propose
that early practice exerts a metaplastic effect in which experience promotes the long-
term potential for learning and plasticity when exposed to additional training. The
concept of metaplasticity originates from studies of hippocampal learning mecha-
nisms (Abraham 2008) and denotes the idea that experience can change the potential
for plasticity of a synapse (for review of this concept in the context of music training,
see: Altenmuller and Furuya 2016, Herholz and Zatorre 2012). Thus, we hypothe-
size that abilities, such as transposition and rhythm synchronization, which do not
show immediate gains in early-trained children, would be more readily acquired with
later training because early experience has primed the underlying neural systems to
learn. This is consistent with evidence that adult musicians show better learning of
new sensory and motor skills (Herholz et al. 2011; Ragert et al. 2004; Rosenkranz
et al. 2007), and greater increases in M1 activity during learning (Hund-Georgiadis
and Von Cramon 1999). Finally, skills that are more complex might also require
further cognitive and physical maturation as well as additional training.

5 Training-Related Plasticity in Childhood

The hypothesis that the observed effects of early AoS are partly the result of training-
dependent plasticity is consistent with longitudinal studies of music training in
childhood, which provide causal evidence that training produces changes in behav-
iour and the brain. Results show structural and functional changes in auditory and
motor cortex, as well as the corpus callosum after 1–2 years of practice (Habibi et al.
2018; Hyde et al. 2009; Putkinen et al. 2014; Shahin et al. 2005; Fujioka et al. 2006).
In these studies, no behavioural or neurophysiological differences were observed
before the start of training, even though the groups self-selected to take music
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lessons, and thus might represent children with pre-existing skills or predilections.
The fact that these changes occur in similar regions of the auditory-motor network
that have been shown to differ after long-term training in adults supports the
inference that these differences can be attributed in part to training. It is also
consistent with a recent study comparing brain structure in monozygotic twins
who were discordant for music practice. It found that the twins who played an
instrument had greater cortical thickness in auditory and motor regions as well as
WM enhancements in the corpus callosum compared to the other members of the
twin pair who did not (De Manzano and Ullen 2018). Because these twins start life
with an identical genetic makeup and can be supposed to have a very similar family
environment, this study provides the strongest evidence thus far that observed
differences in brain structure between musicians and non-musicians can be attributed
to the effects of training.

6 Individual Differences: Predispositions and Possible
Genetic Contributions

Although direct evidence for specific genetic contributions to musical skill is
currently limited (Oikkonen et al. 2016), there is indirect evidence for possible
structural or functional predispositions that are related to better performance and
learning of musical tasks. A longitudinal study of 8- to 10-year-old children taking
music lessons found that a larger auditory cortex volume was associated with
measures of music ability, as well as behavioural and physiological measures of
auditory processing (Seither-Preisler et al. 2014). Further, ability accounted for a
greater proportion of the variance in auditory cortex volume than practice time.
Based on this, and because no changes in auditory cortex volume were observed
over the course of training, the authors suggest that larger volumes of auditory cortex
might be a pre-existing anatomical feature that contributes to long-term development
of musical skills.

Even in untrained adults, individual differences, particularly in the auditory-
motor network, are linked to musical abilities and the capacity to learn. GM
concentration and cortical thickness in auditory and parietal regions were found to
be related to the ability to discriminate transposed melodies (Foster and Zatorre
2010), and WM integrity in the left arcuate fasciculus and the segment of the CC that
connects the auditory cortices were found to predict individual differences in
auditory-motor synchronization (Blecher et al. 2016). The ability to learn musical
skills has also been linked to individual variation in auditory and motor regions of
the brain. For example, in one longitudinal study non-musicians learned to play short
piano melodies, and were scanned before and after training. Regression analyses
revealed that greater activity in auditory cortex when listening to the melodies before
training predicted how quickly a person learned during training (Herholz et al.
2016). Similarly, greater responsivity to pitch differences in auditory cortex was
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related to the rate of micro-melody learning (Zatorre et al. 2012). In a study of cello
learning, greater activity in the supplementary motor area as well as its degree of
connectivity with auditory cortex during passive listening before training was
positively correlated with learning success (Wollman et al. 2018). Finally, WM
connectivity between auditory and motor regions was also related to melody learning
success (Engel et al. 2014). Taken together, these studies support the idea that
individual variation in brain structure and function contributes to the ability to
learn musical skills.

Genome-wide association studies have linked musical abilities to genes involved
in development of the cochlea and auditory brainstem (Oikkonen et al. 2016). But, as
with other complex abilities, such as global cognitive function (IQ), the likelihood
that a small number of genes account for the broad range of individual differences is
small (For review see, Sauce and Matzel 2018). A series of studies have examined
genetic contributions to various aspects of musical skill in a large sample of mono-
and dizygotic twins. As subset of these twins have some musical experience with an
average of approximately 3,300 h of lifetime practice (Mosing et al. 2014). The
findings show that genes appear to account for a moderate portion of the variance in
music ability, as assessed by a test of melody, rhythm and pitch discrimination
(Ullen et al. 2014), and that genes also contribute to the propensity to practice,
represented by the number of hours of lifetime practice (Mosing et al. 2014). The
researchers also found that personality variables such as “openness to experience”
are associated with hours of lifetime practice (Butkovic et al. 2015), which is
supported by correlational evidence that musical ability is linked to cognitive and
personality variables in addition to practice (Swaminathan and Schellenberg 2018).
In the same twin sample, the researchers also found evidence that an enriched
musical environment in childhood is associated with greater professional achieve-
ment later in life, and that enrichment increases the relative contribution of genetic
variability to outcome (Wesseldijk et al. 2019). These findings parallel those for
global IQ, which show that higher SES and greater educational opportunity are
associated with increased heritability estimates, likely because greater opportunity
allows genetic variation to be fully expressed (Sauce and Matzel 2018).

A recent study again used the same sample of twins and a group of trained
musicians to examine the impact of AoS on musical ability and professional out-
comes (Wesseldijk et al. 2021). In both groups, adults who began training before age
8 showed better performance on a test of musical ability, even when controlling for
hours of lifetime practice. Co-twin comparison and heritability analyses found that
the interaction of AoS and ability was largely accounted for by genetic and familial
factors. The authors interpret these results as providing little support for sensitive
period effects in musical training, invoking a scenario in which children inherit
musical skills from musically engaged parents who send their precocious offspring
for lessons early. However, the data do not seem to support such a strong interpre-
tation. First, the behavioural findings in both samples show that musical ability is
significantly related to AoS after controlling for experience. Second, the claim that
only genetic and familial factors contribute to ability is an inference about the effect
of AoS in trained musicians based on the twin sample. These twins have limited
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lifetime hours of practice, or training and whether they currently play is not reported.
The concept of a sensitive period effect is not that any amount of training in
childhood will promote better performance later in life, but rather that AoS interacts
with long-term experience. This is consistent with recent work in second-language
learning that shows that proficiency plateaus only after about 30 years of experience,
but that early AoS still predicts better outcome (Hartshorne et al. 2018).

Taken together, the evidence for genetic contributions to musical ability closely
parallels that for global cognitive function (IQ), which has been found to be highly
heritable, but which is also modulated by family and social environment, as well as
personality and experience (Sauce and Matzel 2018). It appears logical that early
AoS would be predicted by skills that might be genetically mediated, such as motor
coordination, attentional control, or pitch and temporal discrimination ability. It also
seems logical that families who value music would send their children for lessons or
that those children with strong musical interests will ask their parents to take them. In
addition, early AoS may contribute to skill acquisition in the context of long-term
training. If we compare music training with other complex cognitive functions, we
are reminded that the simple idea that either genes, family, or environment alone
determine ability should give way to a more sophisticated appreciation of the range
of gene–environment interactions that contribute to ultimate skill and achievement.

7 Why Is Music an Effective Driver of Sensitive-Period
Plasticity?

We have argued that musical training that begins during a sensitive period promotes
long-term changes in brain and behaviour. But what features of music training
produce these effects? One obvious answer is practice – lots of practice. When
children begin lessons they typically play only a few hours per week (Ireland et al.
2018; Seither-Preisler et al. 2014), but the average total duration of training for
musicians in the studies reviewed here was 15–20 years. This is the equivalent of
thousands of hours of practice across a large portion of a person’s life. While the idea
that simply practicing long enough will result in expertise has been debunked
(Mosing et al. 2014; Hambrick et al. 2020), length of training is typically strongly
related to both brain differences and performance (Herholz and Zatorre 2012). A
recent study comparing musical prodigies to groups of ET and LT musicians found
that one of the few differences between those who were extraordinarily successful at
an early age and other highly trained musicians was the number of hours they
practiced in childhood (Marion-St-Onge et al. 2020). This is consistent with the
idea that early AoS, combined with intensive practice contributes to skill.

The nature of music training may also be particularly effective in promoting
plasticity. A second reason that music training may be particularly effective in
driving brain plasticity is the highly specific nature of practice. The majority of
musicians are experts on single instrument; thus, they perform millions of repetitions
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of the same movements and listen attentively to an even larger number of associated
sounds. When practicing, a musician imagines and plans a precise sequence of
sounds and the movements required to produce them. Once the plan is set in motion,
they use auditory and somatosensory information to detect subtle deviations in
sound and movement, implementing adjustments to enhance performance. Thus,
as a musician practices, he or she engages in a repeated cycle of prediction, feedback
and error-correction (Patel 2011; Novembre and Keller 2014). Feedback and error-
correction are key components of motor learning (Wolpert et al. 2011; Sokolov et al.
2017; Diedrichsen et al. 2010), and studies of both motor and sensory learning show
that functional and structural changes in the brain are driven by decreases in error
and improved precision. For example, learning to juggle (Scholz et al. 2009),
balancing on a tilting board (Taubert et al. 2010) or performing a complex
visuomotor task (Landi et al. 2011; Lakhani et al. 2016) have all been shown to
produce changes in grey- or white-matter architecture that were related to decreases
in error with learning. Thus, error-driven learning, particularly during periods of
high developmental plasticity may be an important contributor to structural brain
changes measured in adult musicians. Music training may also be particularly potent
because it is inherently multi-sensory (combining hearing, sight and touch), and
co-activation of circuits deriving from multiple senses may drive plasticity more
strongly than input from a single sense (Lee and Noppeney 2011).

A final feature that is likely crucial in promoting plasticity is the rewarding nature
of music and the pleasure of accurate performance. The intrinsic pleasure derived
from music appears to be common to most people (Mas-Herrero et al. 2011) and is
hypothesized to be based on the same dopamine-modulated, predictive systems that
regulate reward in other domains (Salimpoor et al. 2015; Ferreri et al. 2019).
Learning to produce a rewarding stimulus, such as music, is thus likely to be
rewarding to the player. We also know that the reward value of what is learned
strongly influences learning and plasticity. Animal studies show that brain plasticity
associated with auditory learning is greater when the information to be learned is
rewarded or behaviourally relevant (David et al. 2012). Importantly, dopamine has
been shown to modulate motor learning in both humans and animals (Floel et al.
2005; Tremblay et al. 2009, 2010), possibly through the reinforcement and habit-
formation circuitry of the striatum (Haith and Krakauer 2013; Graybiel and Grafton
2015). The interaction of music training and reward may be at its peak during late
childhood and adolescence when brain structures and mechanisms associated with
motivation are developing rapidly (Urosevic et al. 2012; Luciana et al. 2012).

8 What Sensitive Periods Are and What They Are Not

Having reviewed what we know about sensitive period effects for musical training it
is important to pause and clarify what these effects encompass and what they do not.
First, sensitive periods are windows of maturational change where relevant experi-
ence results in greater plasticity in behaviour and the brain than at other times during
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development. This means that evidence supporting a sensitive period must show
specificity for both input and timing. It is not enough for a particular type of early
experience to exert a long-term effect on behaviour or the brain, unless it can be
shown that a different type of experience or the same experience later in life does not
produce a similar effect. This specificity may be easier to demonstrate for narrower
functions, such as binocular vision or phonemic learning, whereas functions that are
more complex, such as music and language, may solicit similar brain networks, so
that experience in either domain may produce overlapping effects. Sensitive periods
for more complex experiences are also likely to have broader windows, with less
abrupt onsets and offsets. Second, it is not the case that any amount of experience
during a sensitive period is adequate to produce change (although this could be true
for a critical period). Six months of piano lessons, French class or ice hockey practice
at age 5 is unlikely to produce long-term effects on behaviour or the brain. Minimal
experience during a sensitive period may however prime relearning later in life, as
has been seen in studies of early second language exposure (Oh et al. 2010; Singh
et al. 2011). Further, sensitive period effects likely diminish if exposure is not
maintained, so even playing hockey every day from age 5 to 10 does not mean
you can hop on the ice and execute a perfect slapshot at age 40 with no practice in
between. Third, postulating a sensitive period in childhood for acquiring a particular
skill does not necessarily mean that children will initially perform or learn better than
adults. There is ample evidence that children learn most skills more slowly, less
accurately and with greater variability than adults (Solum et al. 2020; Savion-
Lemieux et al. 2009; Zwart et al. 2019), but there is also evidence that they may
learn certain aspects of procedural skills more quickly (Juhasz et al. 2019). Sensitive
period effects can be conceptualized as scaffolding plasticity, laying the groundwork
on which later experience can build. Finally, demonstrating that early experience can
alter behaviour and the brain is not the same as saying that it is the only determinant
of later skill. An early start of musical training likely taps pre-existing skills and
facilitates their development. But other factors, such as family and social environ-
ment, motivation and opportunity are clearly critical to long-term outcome.

9 Gene-Maturation-Environment Framework
for Understanding Sensitive Periods

Based on current data and drawing on existing models (Ullen et al. 2016; Werker and
Hensch 2015; Voss et al. 2017; Kuhl 2010), we propose a multidimensional gene-
maturation-environment framework for understanding the development of musical
skill (See Fig. 3). We have discussed this model in previous work (Penhune 2011,
2020) and have developed it further here. Importantly, we believe that this frame-
work is applicable to the understanding of sensitive period effects for other complex
abilities. Under this framework, genetic variation produces individual differences in
musically relevant abilities such as auditory perception and motor control, as well as
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in non-specific cognitive and personality factors including attention, memory, open-
ness to experience and propensity to practice, that contribute to the potential for
training. These individual differences interact with experience in passive and active
ways to push or pull for development of skill. Genes also control maturation, and the
timing of structural and functional changes differs across brain regions and net-
works, producing a cascade of maturational effects (Werker and Hensch 2015, Voss
et al. 2017, Kuhl 2010). Early and late maturing regions interact, and experience can
drive change through both bottom-up sensorimotor processes and through top-down
cognitive influences, consistent with the concept of interactive specialization
(Eggermont and Moore 2012, Johnson 2011). Thus, we propose that the timing of
music experience interacts with both predispositions and maturation to influence
long-term behavioural and brain plasticity. Early music training may initially affect
earlier maturing, lower-level sensory processes such as pitch discrimination, but
early training and its related plasticity may also have a metaplastic effect, laying the
foundation for augmented development of later maturing sensorimotor integration
abilities. Further, interactions within connected brain networks may produce differ-
ent kinds of plastic effects: for example, structural enlargement in premotor cortex or
the cerebellum, but structural reductions in connected regions of the cerebellum.
Taken together, we propose that early training has a metaplastic effect where early
training promotes brain plasticity that makes a region or network more receptive to
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Fig. 3 Gene-maturation-environment interaction model. This Figure illustrates the gene-
maturation-environment model (Penhune 2020), with genetic variation codes for individual differ-
ences in brain structure as well as maturational changes. Maturation is shown to have two distinct
bursts, one during infancy (the first 2 years of life) and another during childhood and adolescence.
Different regions such as auditory, motor, frontal and cerebellum have peaks of maturational change
at different times. Experience during a sensitive period in childhood (orange bar) can have
differential effects on structure in different regions. Plasticity in early and later maturing regions
can have feedforward and feedback effects on connected regions. Experience can also modify
plasticity through gene–environment interactions
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future experience. Thus early training can be seen as a scaffold on which later
experience can build (Steele et al. 2013). In this way, musical skill appears to be
similar to other complex abilities, in which there is strong evidence for heritability,
but also good evidence that individual variability can be moderated by experience
(Sauce and Matzel 2018). One important source of this variability may be the age at
which training begins. Stepping onto a stage to perform for others requires skill and
practice, but also determination, poise and a fair dose of self-confidence. These
characteristics likely contribute to the propensity to start lessons early, may be
enhanced by early experience, are honed by training and depend on the influence
of family, friends and opportunity.
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Abstract The developing brain is remarkably plastic as it changes in response to a
wide range of experiences including sensory and motor experience, psychoactive
drugs, peer relationships, parent–infant interactions, gonadal hormones, intestinal
flora, diet, and injury. There are sensitive periods for many of these experiences,
including cerebral injury. Comparisons across mammalian species (humans, mon-
keys, cats, rats, mice) show a sensitive period for good outcomes from cerebral
injury around the time of intense synaptogenesis. This period is postnatal in humans,
cats, and rats, but prenatal in monkeys, reflecting the differences in neuronal
development at birth across species. In addition, there appears to be a sensitive
period prenatally during the time of maximum cortical neurogenesis and possibly
during adolescence as well, although these periods are not as well studied as the
period related to synaptogenesis and to date only examined in rats. Here we review
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the evidence for sensitive periods related to brain injury across species and propose
mechanisms that may underlie the plasticity during these periods.

Keywords Brain development · Early brain injury · Prefrontal cortex · Recovery of
function

1 Background

Neural circuits are shaped by experience during sensitive periods of development,
during which time the brain is especially plastic and can be changed by many
different experiences. Although sensitive periods are most often associated with
the development of specific behaviors, such as language or binocular vision (e.g.,
Werker and Hensch 2015), or the vulnerability to certain perturbations such as stress
or drug exposure (e.g., Andersen 2003; Jordan and Andersen 2017), there are also
sensitive periods in which the brain is able to turn on plastic processes that allow for
significant compensation in both the brain and behavior at certain ages following
brain injury during brain development. Thus, there are sensitive periods during brain
development where the brain is capable of remarkable repair after injury and these
periods contrast to other developmental periods in which the outcome of injury is
dramatically poorer (see also Oberman and Pascual-Leone 2013). These contrasting
periods reveal stark differences in developmental processes at different developmen-
tal times and these windows are common across mammalian species. I will refer to
good functional outcomes as “recovery” but recognize that the behaviors in question
often have not yet developed and thus they have been “spared” but this word is
seldom used today so I will stick with “recovery.”

There is a long history of interest in the effect of age on severity of chronic
behavioral symptoms after brain injury. The most dramatic evidence of an
age-related difference comes from observations that damage to language areas of
the cortex in young children rarely leads to persisting aphasia. According to
Lennenberg (1967), it was Paul Broca who first noted that children were not aphasic
after damage to the third frontal convolution on the left (i.e., Broca’s area). Studies in
the 1970s by Rasmussen and Milner (1977) used unilateral sodium Amytal injec-
tions to locate language after early left hemisphere injury and found that although
injury prior to age 5 would allow a shift of language to the right hemisphere, after
6 years language could move within the left hemisphere but not shift to the right.
This intrahemispheric reorganization appears to be restricted to injuries at about age
6–10 years and allows less recovery than injuries from 1 to 5 years. Although
Rasmussen and Milner did not specifically address injury in the first year of life,
other studies have shown that injuries in the first year of life produce more severe
impairments in IQ than those occurring after 1 year (e.g., Riva and Cazzangia 1986).
A more recent study of a large number of children suggests that the period of severe
impairment is longer, including the second year of life (Anderson et al. 2009).
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The first laboratory studies of the effects of early brain injury were conducted by
Margaret Kennard (1938, 1940) who did behavioral studies of rhesus monkeys and
chimpanzees with motor cortex lesions as infants. Kennard reported that the mon-
keys with early lesions (at 3 weeks of age) appeared to have a better behavioral
outcome than those with adult injuries and she proposed that this was due to some
type of compensatory change(s) after the early injury. Kennard’s findings later led
Hans Lukas Teuber (1975) to name this phenomenon the “Kennard Principle,”
which basically says that if you are going to have a brain injury, have it early.
Thus, Teuber believed that there was a sensitive period early in development during
which the brain was able to compensate for injury. This idea had intuitive appeal
because it is a common observation that infants and young children appear to recover
more quickly from various maladies than adults do.

Although there is considerable support for the Kennard Principle (e.g., Payne and
Lomber 2003; Whishaw and Kolb 1988), there are three fundamental problems with
the Kennard studies. First, her work was early days in the development of behavioral
analyses and thus her behavioral examinations of motor functions were relatively
primitive compared to current behavioral methods. Later studies by others such as
Passingham et al. (1983) did more thorough behavioral analyses and found much
greater behavioral deficits than Kennard had reported. Second, monkeys are born
more mature than humans and much more mature than lab animals such as cats and
rats, so it is difficult to generalize from monkeys to species whose brains are much
more immature, such as humans, cats, or rats. The brain goes through many
developmental stages (see Fig. 1) and we now know that the consequences of
early brain injury vary with the developmental stage. These stages begin with
neurogenesis, followed by neuronal migration, neuronal maturation, synaptic for-
mation, gliogenesis, and finally cell death and synaptic pruning. The sensitive
periods for good recovery from brain injury are related to the stage of brain
development at the time of injury, and not related to age at birth, per se. For example,
brain perturbation during the period of neuronal migration is likely to have a
different (and worse) effect than a similar perturbation during synaptogenesis.
Third, whereas Kennard was studying monkeys, Donald Hebb was studying children
with early frontal injuries and he concluded that early damage to the frontal lobes
actually has worse behavioral sequelae than damage later in life (Hebb 1949). Hebb
suggested that damage to certain structures during sensitive periods of development
could compromise cognitive development and the children are not able to compen-
sate adequately. We could call this the “Hebb Principle.” It is important to note,
however, that whereas Kennard mostly was studying motor functions, Hebb was
studying cognitive functions.

The difference between the outcomes of the Kennard and Hebb studies could be
related to many factors including developmental age at injury, location of injury, age
at the time of behavioral assessment, nature of the behavioral assessment, sex of the
individuals, and whether the injuries are diffuse, unilateral, or bilateral. We need to
turn to studies of laboratory animals to sort this out.
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2 Effects of Frontal Lobe Injuries in Young Monkeys
and Cats

Harry Harlow and colleagues were the first to make prefrontal cortical lesions in
young monkeys and reported that the animals had much smaller deficits in cognitive
tests than monkeys with later lesions (Harlow et al. 1964), a finding that was
consistent with the Kennard studies on the effects of motor cortex lesions. Patricia
Goldman (1974) confirmed Harlow et al. findings but over the ensuing years it
became clear to her that she and others had overestimated the extent of recovery
because the animals were tested behaviorally when they were young. Thus,
Goldman-Rakic et al. (1983) were able to show that monkeys with early dorsolateral
prefrontal injuries became progressively more impaired at cognitive tasks such as
delayed alternation as they grew older. By adulthood they were severely impaired,
showing that deficits emerge as the brain develops, a finding that has also been
reported for children with early brain injuries (e.g., Banich et al. 1990; Johnson et al.
2003), and hamsters with medial prefrontal injuries (Kolb and Whishaw 1985a). The
emergence of deficits during development suggests that during development certain
brain areas, such as the prefrontal cortex, become increasingly important to the
solution of cognitive problems. Goldman-Rakic et al. (1983) demonstrated this in
normal brains by developing a technique for reversible lesions by implanting cooling
probes into the prefrontal cortex. When the tissue is cooled, it does not function

Fig. 1 Stages of cortical development in the rat. Gray areas in each box represent the maximum
activity in each stage. The white areas represent the temporal range of activity. E embryonic,
P postnatal. Timing is based on Andersen (2003), Berry (1974), Hicks and D’Amato (1968), and
Ignacio et al. (1995)
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normally leading to cognitive deficits when cooled at about 3 years of age but no
deficits, or only mild deficits, up until about 2 years of age. Thus, if a monkey was
given a prefrontal lesion in infancy, and tested behaviorally at 2 years of age, there
would be no deficit because the prefrontal cortex is not necessary to perform the task
at 2 years. In contrast if the animal were tested at 3 years, there would be obvious
impairment.

One problem with the Goldman-Rakic lesion studies was that the prefrontal
lesions were made in relatively well-developed animals. To address this issue
Goldman and Galkin (1978) performed a prenatal prefrontal lesion in a monkey, at
a developmental time more like 1–2 year-old humans, and found dramatically better
functional outcomes in this animal, suggesting that there may be prenatal sensitive
period in monkey brain development in which the brain can compensate more
effectively than after later injuries (see Fig. 2). Clearly, the developmental stage of
brain development is an important variable in functional outcome after injury and
there is at least one sensitive period for injury in which there can be remarkable
recovery of function. Although Goldman’s studies on monkeys with prefrontal
lesions only examined cognitive functions, studies by Bachevalier’s group (e.g.,
Bachevalier and Mishkin 1994; Malkova et al. 1997) have shown that whereas there
is recovery of memory functions after neonatal temporal lesions in monkeys, there is
no recovery of socioemotional behaviors (Malkova et al. 2010). The difference in the
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outcomes for cognitive and species-typical behaviors is important and true for other
species, including humans, as well.

Cats are born much younger than monkeys so the sensitive period equivalent to
the prenatal period in monkeys is likely to be postnatal. Villablanca et al. (1984,
1993a, b) made frontal lesions in newborn cats and showed results similar to the
prenatal lesions in monkeys: the cats had good recovery of motor and cognitive
functions later in life relative to similar lesions in adult cats (Olmstead and
Villablanca 1979; Villablanca et al. 1978). But Villablanca et al. also made prenatal
lesions in cats and unlike the monkey study, these animals were severely impaired
relative to the cats with postnatal injuries (Villablanca et al. 1993a, b). This study is
important because it shows that the sensitive period for good recovery is constrained
to a specific developmental period.

3 Effects of Frontal Injuries in Young Rats

The advantage of studying rodents such as rats and mice is that they are born
developmentally younger than cats, which allows a further investigation of the
boundaries of the sensitive period(s) in brain development. We began investigating
the effects of neonatal frontal lesions in rats by making medial prefrontal lesions
(mPFC) at about 7 days of age (P7), which is during a period of active
synaptogenesis (e.g., Kolb and Nonneman 1976, 1978). These animals were virtu-
ally indistinguishable from normal animals on cognitive and motor tasks sensitive to
frontal lesions in adulthood. When we later investigated the effects of lesions as early
as P1 the results were clear: lesions from P1-P5 resulted in a dismal outcome relative
to the injuries at P7-P15, which again allowed good recovery on cognitive tests (e.g.,
Kolb 1987; Kolb and Whishaw 1981, 1985a, b; see also Nonneman et al. 1984;
Vicedomini et al. 1982) (see Fig. 3). When we did more extensive behavioral testing,
including motor and species-typical (e.g., nest building, food hoarding), we found
that whereas the cognitive functions appeared normal in the P7–10 frontal rats,
motor and species-typical behaviors showed much less recovery (e.g., Kolb and
Whishaw 1981). These functions also showed no recovery in the P1-5 operates
(Kolb 1987). The end of the postnatal sensitive period is not firmly established but
appears to extend to about P15 for cognitive and motor tasks (Kolb et al. 1996; Kolb
and Whishaw 1985b). But there may be an additional sensitive period during
adolescence. Nemati and Kolb (2012) compared the effects of P35 and P55 mPFC
lesions on various motor tasks and found good recovery at P35 but poor performance
at P55, suggesting a sensitive period in early adolescence. Unfortunately, they did
not study cognitive behavior.

When we examined the effects of prenatal lesions at embryonic day 18 (E18) in
the presumptive prefrontal cortex the brains were grossly abnormal when examined
in adulthood, but with the exception of a few animals that had hydrocephalus, the
behavior of the E18 lesion animals was indistinguishable from controls on both
cognitive and motor tests (Kolb et al. 1998a). This unexpected result suggests that
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there is an early sensitive period occurring during cortical neurogenesis, which
begins in the cortex around E12. The finding of a prenatal sensitive period is
consistent with an earlier demonstration by Sam Hicks (Hicks 1954; Hicks et al.
1984) in which he irradiated fetuses in utero on E12, which would kill the population
of newly formed cortical neurons. These animals grew a new, albeit peculiar, brain
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after the irradiation-induced damage! And, like the Kolb et al. prenatal study, the
motor behavior of Hicks’ animals was nearly normal in spite of a weird brain.

In sum, taking the monkey, cat, and rat studies together there appear to be three
sensitive periods for recovery from early brain injury: one during neurogenesis and
another during synaptogenesis and a third during early adolescence. Similar injury
during neuronal migration (~P1-P6 in the rat) produces a very poor functional
outcome. The presence of three sensitive periods for recovery from brain injury
suggests that these periods would also be plastic in response to other types of
experiences and they are (see below). Although most of the monkey and cat studies
were done with animals given frontal lesions, studies of rats with neonatal lesions of
motor, parietal, orbital frontal, cingulate, temporal, or visual areas show a pattern of
results that is similar to the results of the frontal cortex studies (e.g., Kolb 1995; Kolb
et al. 2013), one exception being the posterior parietal lesions, in which P10, but not
P7, lesions allowed good recovery of motor and cognitive functions (Kolb and
Whishaw 1985b; Kolb 1987), suggesting that the sensitive period may be slightly
later for posterior parietal cortex, which is slightly later to mature than more anterior
cortex (Kolb 1987).

There have been few studies of the effect of unilateral focal cortical injuries at
different developmental ages but rats with unilateral motor cortex lesions at P1, P10,
or adulthood reveal a similar pattern of better recovery after P10 than P1 or adult
lesions (Kolb et al. 2000). We have also seen a similar pattern of recovery in mice
with bilateral mPFC or posterior parietal lesions (Calder et al. 2001).

4 Effects of Diffuse Cortical Lesions in Children

It is difficult to generalize the age-related sensitivity to brain injury from laboratory
animals to humans for several reasons. First, the brain injuries in children are much
more variable both in etiology and extent than in the laboratory animal studies and
are often diffuse rather than focal. Second, whereas children with early brain injury
are liable to have seizures, this rarely occurs in lab animals. Third, the human brain is
more lateralized than nonhuman brains so the laterality of the injuries in children
may have a significant impact on outcomes, as we saw earlier for language. The
movement of language to the right hemisphere can significantly impact right hemi-
sphere functions because of “crowding of functions” in the right hemisphere (e.g.,
Aram and Eisele 1994; Vargha-Khadem et al. 1985).

But the question remains as to whether there is sensitive period for good recovery
in children. To address the question Anderson et al. (2009) divided 164 children with
early brain injury into several age groups: congenital (first and second trimester),
perinatal (third trimester to 1 month), infancy (2 months to 2 years), preschool
(3–6 years), mid childhood (7–9 years), and late childhood (after 10 years). In
order to provide sufficient children across different ages, the etiologies were diverse
including stroke, contusion from falls, penetrating brain injury, tumor, malforma-
tion, dysplasias, cyst, and abscess. Nonetheless, there were some clear findings in
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behavioral assessments done in adolescence. Children sustaining an early brain
injury before 2 years of age had severe cognitive deficits relative to children in the
later groups. Children in the preschool group (3–6 years) had much better outcomes
whereas those in the mid childhood group performed worse and more like the early
group. Thus, this study is consistent with the increased vulnerability of the young
brain followed by sensitive period for better recovery. With the limited data available
for children, it is difficult to identify the duration of the sensitive period in early
childhood, but the data do show that age and recovery are not linearly related but are
associated with underlying developmental processes such as synaptogenesis, den-
dritic arborization, and myelination (Greenham et al. 2018). There is no evidence to
date of an earlier sensitive period, which would likely be in the latter part of the first
trimester and early in the second trimester when neurogenesis is still in progress.
Although about half of the children in the congenital group had focal injuries the
timing of these injuries would be difficult to identify exactly when the injuries
occurred and whether or not they affected the subventricular zone, which could
interfere with neurogenesis.

Finally, one additional finding from the Anderson group is that socioemotional
behaviors show the worst outcomes regardless of age at injury (see Fig. 4). This
result parallels similar findings in monkeys and rats described earlier.

5 Effects of Hemispherectomy in Children

During the course of treatment for severe and often life-threatening neurological
disorders it has sometimes proven necessary to remove an entire cerebral hemisphere
in children. For example, the standard treatment for Rasmussen’s encephalitis,
which is an inflammatory disease characterized by severe seizures originating in
one hemisphere and producing a wide range of cognitive and motor symptoms, is to
remove the affected hemisphere (Rasmussen 1983). And hemispherectomy is also
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used to treat other pre/perinatal disease such as Sturge-Weber syndrome or seizures
resulting from a cerebral vascular accident. The age at surgery can vary widely from
early childhood until adolescence with the age at onset of the disease being a major
consideration. Liegeois et al. (2008) compared the cognitive outcomes in children
with pre/perinatal vs postnatal disease onset with the general finding that those with
pre/perinatal onset fare more poorly following hemispherectomy. These authors see
this result as consistent with the idea that there is a cost with brain injury sustained
before the emergence and early development of cognitive abilities, which was
Hebb’s conclusion regarding his children with early frontal lobe lesions discussed
earlier.

One important feature of the outcome of hemispherectomy is that even with
removal of the left hemisphere, most children are still capable of some language,
which contrasts with the dense aphasia in adults with large left hemisphere injuries,
and many children develop very good language skills, which allows some to
graduate from university. One reason for this is that in many cases language has
already partly shifted to the right hemisphere and removal of the dysfunctional
hemisphere removes the inhibition on the right hemisphere, allowing the right
hemisphere to support language.

But is there a sensitive period for recovery from hemispherectomy? Owing to the
neurological disease that eventually leads to the surgery, this is a difficult question as
the presurgical pathology alone produces significant cognitive symptoms (e.g.,
Tavares et al. 2020). Laboratory animal studies do not have this problem.

6 Effects of Hemispherectomy or Hemidecortication
in Laboratory Animals

Maurice Ptito and his colleagues (e.g., Burke et al. 2010, 2012; Boire et al. 2001)
developed a nonhuman primate model of hemispherectomy in vervet monkeys. In
these studies one hemisphere was removed at 9 weeks or 4 years of age and the
animals were studied intensively for 4 years. The results showed significant func-
tional recovery of motor and visual functions in the early operates, although some
motor functions took over 2 years to resolve. The behavioral recovery was correlated
with extensive anatomical reorganization involving both the intact hemisphere and
residual subcortical structures. These studies are important because they show that in
the absence of pre-existing neurological dysfunction seen in children, there is an
early sensitive period for recovery from hemispherectomy.

Jamie Villablanca and colleagues (e.g., Burgess and Villablanca 1986; Burgess
et al. 1986; Hovda et al. 1990; Villablanca and Hovda 2000) performed
hemispherectomies in 5- to 20-day old kittens and in adult cats. After waiting until
the monkeys were at least 6 months of age, the authors measured a wide spectrum of
motor, sensory, and cognitive tests. The early-lesioned cats showed remarkable
recovery on 23 of 25 behavioral tests, and the authors note that on casual inspection
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the animals were indistinguishable from their littermates. As in the case of the Ptito
monkeys, postmortem anatomical analyses revealed extensive morphological
changes in the early operates relative to the adults. Villablanca et al. (1993b) also
tried to produce viable fetal-hemispherectomized animals but they were all stillborn.
When they made incomplete lesions many animals survived, but just as in the case of
prenatal frontal lesions in cats, their performance on behavioral tests was signifi-
cantly worse than kittens with hemispherectomies on postnatal day 10. Thus, the
sensitive period for recovery again appears to be postnatal in the cats, although the
postnatal boundary of this period was not determined.

The first studies of newborn hemidecortication in rats were done by Hicks and
D’Amato (1970, 1975). They removed the neocortex of one hemisphere at P0
(12–28 h old) or in adulthood and showed that although the early operates showed
motor impairments, they were significantly better than the adult operates. My
colleagues and I later varied the age of hemidecortication (P1, P5, P10, adult) and
found that although hemidecortication at all ages produced deficits in motor and
cognitive behaviors at all ages, the deficits were much smaller in the neonatal
operates. To our surprise, however, earlier was better: hemidecortication at P1
allowed the best recovery (Kolb and Tomie 1988; Whishaw and Kolb 1988). As
in the monkey and cat studies, the neonatal hemidecortications resulted in extensive
morphological changes (Kolb et al. 1992) as the intact hemisphere had increased
cortical thickness, enhanced dendritic arborization in cortical pyramidal neurons in
motor and parietal cortex, and changes in cortical connectivity of the prefrontal and
sensorimotor regions, with the effects being largest in the P1 animals. One obvious
difference between the effects of bilateral focal lesions versus hemidecortication is
that the brains of animals with hemidecortications have an intact hemisphere, which
has extensive anatomical reorganization. We later showed that even a slight pertur-
bation (a stab wound) of the “intact” hemisphere at the time of hemidecortication
completely blocked the recovery from P1 hemidecortications (Kolb 1995). Animals
with just a stab wound were indistinguishable from control animals. The
age-dependent effects of hemidecortication need not impugn the sensitive periods
theory proposed earlier, however. If we assume that the intact hemisphere is
especially plastic around P10, the advantage of the P1 lesion may be that at P10
the shock (diaschisis) following the loss of one hemisphere has resolved and there is
an opportunity for extensive anatomical changes in an intact hemisphere. Such
changes after P10 lesions may be reduced as the sudden removal of callosal
connections is likely to produce significant diaschisis, which would interfere with
the plastic changes occurring shortly after the P10 lesion.

7 Adolescence and Sensitive Periods for Recovery

The postnatal sensitive period in rats begins to decline by about by P15, but the
question arises as to when the plastic changes occur after P7-P15 lesions. There is
strong evidence that the effect of early experiences such as drug exposure or stress
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often does not show up until adolescence (e.g., Andersen 2016; 2018; Tottenham
2020), which is an extremely plastic period. To investigate the possibility that plastic
changes following P10 lesions are delayed until adolescence, Kolb and Gibb (1993)
removed the medial prefrontal cortex at P1 or P10 and trained the animals in the
Morris Water task at either P21 or P56. Rats with lesions at either age were severely
impaired at P21 but by P56, animals with P10 lesions did not differ from controls.
Anatomical analyses showed no differences in pyramidal neurons in adjacent sen-
sorimotor cortex at P22 but by P56 there was hypertrophy of dendritic length,
branching, and spine density in the P10 group but atrophy in the P1 group. Thus,
the plastic period for the plasticity supporting recovery appears to be sometime in
adolescence, although the exact timing has not been demonstrated. A subsequent
study by de Brabander and Kolb (1997) showed that the dendritic hypertrophy in
P10 animals was not present at P25 but it was present at P35. Thus, the plastic period
for recovery appears to be sometime in adolescence although this may vary
depending upon when and where the injury is. Thus, the plastic period for recovery
appears to be sometime in adolescence although this may vary depending upon when
and where the injury is. One remaining question, however, is why it is only the P7-15
age that allows for the morphological plasticity to occur later.

Further evidence for a sensitive period in adolescence comes from a study by
Nemati and Kolb (2010) that compared the effect of unilateral motor cortex lesions
at P35 and P55, reflecting injury early in adolescence versus late in adolescence. Our
expectation was that because P35 was early in adolescence there would be a larger
plastic response, and possibly a sensitive period, around P35 but it would be over by
P55, just as we saw in rats with mPFC lesions. In fact, we found the opposite: the
P35 animals were as impaired as P1 animals whereas the P55 fared somewhat better,
although they still had some impairments. The behavioral recovery in the P55 group
was correlated with enhanced dendritic branching in adjacent sensorimotor cortex,
whereas the P35 brains showed reduced dendritic branching and reduced spine
density. It would appear that there may be a sensitive period in adolescence but
that the actual timing might vary depending upon the region damaged.

Although there was no recovery after P35 lesions in the Nemati and Kolb (2010)
study, it is possible to stimulate plasticity after injury at that age. Nemati and Kolb
(2011) gave P35 rats subcutaneous injections of Fibroblast Growth Factor-2 (FGF-2)
or vehicle and at P65 the FGF-treated lesion rats had virtually total recovery, which
was correlated with increased dendritic length and spine density in adjacent pyra-
midal neurons. The FGF-2 effect suggests that plasticity can be turned on in
adolescence although we do not know when the plastic changes actually occurs
after P35 lesions.

Finally, one plastic change that has not yet been studied in adolescent animals
with brain injury is neurogenesis. Using the isotropic fractionator method, Mortera
and Herculano-Houzel (2012) found that during adolescence there is a major
increase in the number of cortical neurons that peaks between 1 and 2 months of
age, followed by significant neuronal loss by 3 months. Thus, it is possible that there
may be neurogenesis in adolescence that is stimulated by the early brain injuries.
And, the FGF-2 effect in the P35 rats could be related to increased neurogenesis as
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we have shown FGF-2 stimulated neurogenesis in P10 rats (e.g., Monfils et al. 2005)
(see below), although the lesion cavities did not show any filling in P35 rats.

8 Other Examples of Extensive Plasticity in the Sensitive
Periods for Brain Injury

In the course of studying the effects of P10 lesions on brain morphology we were
able to demonstrate that there was spontaneous neurogenesis following midline
telencephalic lesions including the olfactory bulb, medial frontal cortex, and poste-
rior cingulate cortex (see Fig. 5) (Kolb et al. 1998b; Gonzalez et al. 2002), but more

Fig. 5 Photographs of brains of rats with medial prefrontal lesions (mPFC) (a) or olfactory
bulbectomy at P1 (b) or P10 (c). Brains from littermate rats with mPFC lesions were collected at
different ages to illustrate the regeneration of the mPFC region (Adapted from Kolb et al. 1998b).
Brains from the littermate rats with olfactory bulb removals were collected in adulthood. Note that
the left hemisphere of the P1 olfactory bulbectomy is visibly smaller than the right hemisphere.
(Adapted from Goldsbury et al. 2006)
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lateral lesions such as motor or parietal cortex, do not result in regeneration. Driscoll
et al. (2007) examined the neurophysiological properties of the neurons in the
regenerated frontal cortex and found them to be essentially normal. We further
showed that the P10 regeneration and behavioral recovery could be blocked by
embryonic injections of Bromodeoxyuridine (BrdU) (Kolb et al. 1998b), which we
had accidently discovered altered stem cell activity when given prenatally but not
postnatally (Kolb et al. 1999).

P10 motor cortex lesions do not induce spontaneous neurogenesis but adminis-
tration of FGF-2 following P10 motor cortex lesions, but not P3 lesions, does (e.g.,
Monfils et al. 2005). This neurogenesis of motor cortex is associated with virtually
complete recovery of motor functions, which is supported by the regeneration of
corticospinal projections and functions (Monfils et al. 2008) (Fig. 6). Figure 6 also
shows the morphology of the regrown cortex, which is thinner than normal and lacks
normal cortical lamination. Like the spontaneous regeneration of medial frontal
cortex, the FGF-2 stimulated neurogenesis is blocked by embryonic injections of
BrdU.

In view of the Nemati and Kolb (2011) finding that FGF-2 can stimulate recovery
after P35 lesions, it is reasonable to ask if FGF-2, or other treatments, might
stimulate recovery if administered during the sensitive period around P10 after
lesions at P1-5. Comeau et al. (2007, 2008) administered FGF-2 after P3 mPFC
lesions and found recovery of cognitive functions when the animals were tested as
adults. FGF-2 can also be increased endogenously by tactile stimulation in young
animals (Gibb 2004). Kolb and Gibb (2010) stroked rats with mPFC or posterior
parietal lesions at P3 by using a small brush for 15 min three times daily for 2 weeks
following the surgery. There was virtually complete functional recovery, which was
correlated with dendritic hypertrophy and increased spine density in adjacent cortex
in adulthood (Kolb and Gibb 2010).

9 Mechanisms of Plasticity in the Sensitive Periods

There are several putative mechanisms of the sensitive periods for recovery (or not)
from early brain injury. These include: (1) rewiring of cortical inputs and outputs as
well as modifications to the intrinsic cortical connectivity; (2) changes in functional
connectivity as measured by functional MRI; (3) neurogenesis; and (4) changes in
perineuronal nets. It is also possible that injury triggers changes in gene expression,
although to my knowledge this has only been studied extensively after traumatic
brain injury (e.g., Hehar et al. 2017; Rao et al. 2002; Zamani et al. 2020) and there is
no systematic investigation of change in gene expression after early brain injuries. It
is quite likely, however, that there will be changes in gene expression related to the
onset of sensitive periods. Many, or even all, of the putative mechanisms are at play
in the sensitive periods, the details depending upon the precise age at injury and the
precise locus of injury.
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Fig. 6 Top. Photomicrographs of coronal sections through brains from a control (A, C) and
P10 + FGF-2 motor cortex lesion (B, D). The regenerated cortex of the lesion rats is visibly thinner
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which EMGs were recorded. (C) Representative EMG recordings. (Adapted from Monfils et al.
2008)
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9.1 Rewiring of Cortical Inputs and Outputs and Alterations
in Neuronal Morphology

Margaret Kennard proposed that the recovery she observed in her young monkeys
with motor cortex injury was related to some type of reparative process in the
developing brain. The first studies looking for such processes were done by
Schneider (1973) who damaged the superior colliculus unilaterally in newborn
hamsters, which caused striking anomalies in the distribution of the optic tract as it
terminated in the contralateral lateral superior colliculus and the ipsilateral thalamic
nucleus lateralis posterior. These anomalous connections did not support normal
behavior, however, as the animals responded to visual stimulation in the contralat-
eral visual field as if the stimulation was in the ipsilateral field. Nonetheless, the
study was a proof of principle that the brain could rewire significantly after early
injury. Following up on Schneider’s work, Cornwell et al. (1978) showed that
kittens with lesions on P3 had partial sparing of visual functions and in later studies
showed that this resulted from system-wide changes in neural circuitry that included
the retina, thalamus, midbrain, and extrastriate cortex (Payne and Cornwell 1994).
These results paralleled the results by Villablanca et al. (1993b) discussed earlier
showing widespread rewiring in kittens with frontal lesions in the neonatal period.

Based on our demonstration that the outcome of P1 and P10 cortical lesions in
rats was so different, we predicted that rats with P10 lesions would show similar
extensive rewiring whereas those with P1 lesions would not. We were wrong (Kolb
et al. 1994). In fact, the P1 rats had extensive abnormalities in thalamo-cortical,
amygdalo-cortical, and nigro-cortical connections whereas the P10 rats had no
obvious abnormalities in those long connections. But the effects of P1 lesions did
not result from rewiring but rather a failure to prune abnormal connections as the
same pattern of connectivity was present in 4-day-old normal rats. These anomalous
projections were not pruned in the P1 operates and the anomalous connections acted
to interfere with functional recovery. Thus, the functional recovery in the P10
animals did not result from extensive rewiring of long connections. Rather, it
resulted in part from changes in dendritic organization of cortical pyramidal neurons:
adult rats with P10 frontal lesions showed enhanced dendritic branching, dendritic
length, and spine density whereas the P1 rats showed atrophy on those measures, as
we discussed earlier. It is possible that Schneider’s anomalous connections in the
hamster would not have occurred with later lesions and like our rats, the anomalous
connections may have been at least partly a result of a failure to prune aberrant
connections.

9.2 Functional Connectivity

There may also be changes in functional connectivity without obvious widespread
changes on anatomical connectivity. Li et al. (2021) used resting-state functional
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MRI (fMRI) to examine functional connectivity in the brains of rhesus monkeys
with neonatal hippocampal lesions. The results showed that the functional connec-
tivity was significantly altered, especially with respect to connections with the
dorsolateral prefrontal cortex. The connectivity changes were not observed in
monkeys with adult lesions. The extent of change was correlated with the extent
of deficits in tests of working memory. Although they did not examine whether
changes occur after neocortical lesions, it is likely that cortical insult during devel-
opment would also alter resting-state fMRI. One advantage of using rs-fMRI is that it
is not invasive and could be used repeatedly to track the timeline of the network
changes following early brain injury. Although the rat brain is small, Bajic et al.
(2017) showed that rs-fMRI can be used with rats to identify large-scale networks,
thus opening the door for future studies using this method in laboratory animals to
look for sensitive periods (see also Pan et al. 2018; Whitesell et al. 2021). The
earliest age that this method could be used developmentally remains to be
determined.

9.3 Neurogenesis

Another mechanism discussed earlier is neurogenesis (see Bandeira et al. 2009;
Mortera and Herculano-Houzel 2012). Thus, we have seen spontaneous
neurogenesis after P10 lesions of midline cortex or olfactory bulb and FGF-2
induced neurogenesis following P10 motor cortex injury. It is important to note
that there is some spontaneous neurogenesis in the injured adult brain (e.g., Altman
1962; see review by Altman 2011) but new neocortical neurons appear to be
relatively rare after cortical injury. It is possible to stimulate large numbers of new
neurons in adulthood following cortical injury, however, by intraventricular infu-
sions of Epidermal Growth Factor (EGF) and erythropoietin together, but the new
neurons do not integrate into existing cortical circuits (Kolb et al. 2007). There is
clearly something special about the neurogenesis in the postnatal sensitive period.

There are likely several mechanisms in play in the early postnatal period
neurogenesis. We have shown, for example, that precursor cells in the subventricular
zone are the source of many of the new neurons that migrate to the site of injury
(Kolb et al. 1998b). The new neurons appear to migrate only to the site of the midline
injury and if the lesion is unilateral they are only mobilized in the ipsilateral
hemisphere. These observations suggest that there is some sort of signal generated
after P7-P12 lesions that attracts the new cells to the injury site. Given that there are
precursor cells in the subventricular zone in the first week of life, and after the
sensitive period, this putative signal either must only be present during the sensitive
period or the precursor cells are only responsive to it during that period.

Another putative mechanism of the injury-stimulated neurogenesis is related to
astrocytes in the cortex or striatum adjacent to lesions that may convert into neurons.
This astrocyte-neuron conversion has not been shown after injury in the infant brain
but it has been shown after adult lesions (e.g., Guo et al. 2014; Niu et al. 2013; Wu
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et al. 2020). In addition, we have seen increased production of astrocytes both in the
regenerating tissue and in the proximal intact cortex (B. Kolb and R. Gibb,
unpublished observations), so it is quite likely that the conversion could be occurring
in the infant brain.

9.4 Perineuronal Nets

Sensitive period plasticity may be related to the relationship between neurons and
perineuronal nets (PNNs) (Drzewieki et al. 2020; Reichelt et al. 2019). In the cortex
PNNs surround inhibitory parvalbumin+ (PV+) neurons that are implicated in
sensitive period plasticity in sensory cortex (e.g., Takesian and Hensch 2013). As
these neurons develop they are surrounded by PNNs, which provide scaffolding for
the cells and in addition, the PNNs play a significant role in neurogenesis,
synaptogenesis, and synaptic and homeostatic plasticity (e.g., Dityatev et al.
2014). The initiation of the sensitive period in sensory system plasticity requires
the maturation of specific inhibitory circuitry involving the PV+ neurons, which
regulates the timing of the sensitive periods through the generation of an optimal
ratio of excitatory and inhibitory (E/I) circuit activity in the PV+ circuits. This E/I
balance triggers a sequence of molecular events, including second messenger mol-
ecules such as CREB, CaMKII, ERK, TNFa, which induce structural changes such
as spine pruning, regrowth, and axonal rewiring (Takesian and Hensch 2013) (see
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Fig. 7 Putative mechanism controlling onset and closure of sensitive periods. Precocious plasticity
is blocked by factors such as polysialic acid (PSA) acting on neural cell adhesion molecule
(NCAM). The sensitive period onset is triggered once factors promote GABA and PV cell
maturation, which leads to an optimal excitatory/inhibitory balance. This stimulates a sequence of
molecular events, which induce structural changes such as spine pruning, regrowth, and axonal
wiring. The sensitive period closes as molecular brakes such as PNNs dampen plasticity. (Adapted
from Takesian and Hensch 2013)
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Fig. 7). The sensitive period closes as molecular brakes related to the PNNs emerge
to dampen plasticity and put brakes on plasticity to end the sensitive period (e.g.,
Hensch 2018). The E/I balance can be stimulated to develop earlier by enhancing
GABAergic activity, such as by exposure to GABAergic drugs (e.g., prenatal
benzodiazepines) (e.g., Reh et al. 2020; Weikum et al. 2012; Werker and Hensch
2015). Just as exposure to GABAergic drugs can shift the sensitive period earlier in
sensory systems, such GABAergic drug exposure also shifts the sensitive period for
recovery from mPFC injury earlier as well (Kolb et al. 2008), although it does not
lead to neurogenesis. Thus, the timing of the injury-related plasticity in the postnatal
sensitive period may be related to the PNNs in the cortex. It is also worth noting here
that removal of PNNs can enhance plasticity so it is possible that during the sensitive
period an injury could slow down the development of the molecular brakes related to
PNNs. In contrast, injury before the sensitive period may slow down the initial
development of the PNNs, which could reduce plasticity.

Piekarski et al. (2017) note that estrogen receptors in the frontal cortex are
specifically localized to PV+ interneurons in both males and females. The rise of
estrogens or androgens, which are converted to estradiol via aromatase enzyme
present in the frontal cortex, can act as a transcription factor to alter gene expression
that can regulate the physiological properties of the PV+ interneurons and change the
network inhibition in adolescence. This would provide a mechanism for a sensitive
period for plasticity after injury in adolescence. Neonatal gonadectomy in both sexes
blocks recovery from P10 mPFC lesions (Kolb and Stewart 1995). Recall that the
plastic changes in neuronal morphology after P10 lesions do not occur until adoles-
cence and thus could be related to the effect of the production of gonadal hormones.
The intensity of PNNs in prefrontal cortex has been found to increase across
adolescence between P30 and P60 (Drzewieki et al. 2020) in both male and female
rats. This would correlate with the closing of the sensitive period during
adolescence.

10 Conclusions

The developing injured brain shows a remarkable plasticity for plastic change, which
occurs especially during sensitive periods in development. Looking across labora-
tory animal species (monkeys, cats, rats, mice) there is a sensitive period for
recovery after neuronal migration in the cortex ends and rapid synaptogenesis
begins. Studies on rats have also shown a sensitive period sometime between E12
and E19 and possibly another one during adolescence. A variety of mechanisms are
proposed including changes in neuronal morphology and local connectivity,
neurogenesis and astrocytosis, and perineuronal nets. All of these are likely related
to injury-induced changes in gene expression.
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exposure-outcome relationships means that sensitive periods are often overlooked in
research studies in favor of more simplistic and easier-to-use hypotheses such as ever
being exposed, or the effect of an exposure accumulated over time. The structured
life course modeling approach (SLCMA; pronounced “slick-mah”) allows
researchers to model complex life course hypotheses, such as sensitive periods, to
determine which hypothesis best explains the amount of variation between a
repeated exposure and an outcome. The SLCMA makes use of the least angle
regression (LARS) variable selection technique, a type of least absolute shrinkage
and selection operator (LASSO) estimation procedure, to yield a parsimonious
model for the exposure-outcome relationship of interest. The results of the LARS
procedure are complemented with a post-selection inference method, called selective
inference, which provides unbiased effect estimates, confidence intervals, and p-
values for the final explanatory model. In this chapter, we provide a brief overview
of the genesis of this sensitive period modeling approach and provide a didactic step-
by-step user’s guide to implement the SLCMA in sensitive- period research. R code
to complete the SLCMA is available on our GitHub page at: https://github.com/
thedunnlab/SLCMA-pipeline.

Keywords ALSPAC · Childhood adversity · Life course modeling · Sensitive
periods · SLCMA

1 The Structured Life Course Modeling Approach
(SLCMA) as an Aide to Building Targeted Policy
Intervention and Prevention Approaches

To achieve optimal effectiveness and make the best use of limited resources, public
health interventions need to be based on statistical models that are specific and
targeted to the goals of the intervention. It is incumbent on researchers to scrutinize
the role timing plays in an exposure-outcome relationship so that we may tailor
interventions if appropriate to the periods in development when they are most
needed to promote better health outcomes across the life course.

Until recently, life course statistical modeling – commonly used in the field of life
course epidemiology, a subspecialty field in public health (Kuh and Ben-Shlomo
2004) – focused on testing simplistic hypotheses. For example, researchers often
grouped study participants into ever-exposed groups (i.e., participants who had a
lifetime history of a given exposure versus those that never had) or created variables
to count the number of exposures over time (building from accumulation-of-risk
models). The downside of crude approaches like these is that information about the
timing of the exposure is lost. The better our methods are for comparing theories on
how and when exposures have their greatest impact, the more we can understand
how these diseases operate. Whether or not timing plays a role in the exposure-
outcome relationship provides us with information about the etiology of a disease.
Once we understand etiology better, the more targeted and precise we can make our
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policy interventions (or prevention strategies) at key points in development (Zhu
et al. 2021). Thus, to do meaningful research that results in concrete action in the
public health sphere, more must be known about if, and if so how the timing of an
exposure can affect a given health outcome.

Increasingly, epidemiologists and other researchers have expanded their portfolio
of statistical modeling approaches to incorporate sensitive period effects. Sensitive
periods are “high-risk, high-reward” windows of time during the course of develop-
ment when people are more susceptible to a given exposure (Knudsen 2004).
However, until recently, few methods were available to analyze repeated exposure
measurements in order to identify sensitive periods in development.

Herein, we describe the structured life course modeling approach (SLCMA;
pronounced “slick-mah”) an analytic procedure developed to address this need for
methods that test sensitive periods and other effects. The SLCMA is a powerful
modeling tool that enables the user to examine how sensitive periods relate to health
or other outcomes. The SLMCA also has applications in life course epidemiology
beyond investigation of sensitive periods.

In this chapter, our aim is to provide a thorough overview of the SLCMA as well
as a didactic guide for executing this method. We hope this chapter will encourage
researchers to implement the SLCMA in their own sensitive periods research so that
they can explore nuanced, time-dependent hypotheses. In the next section (Sect.
1.1), we describe what the SLCMA is and why it is advantageous to use in sensitive
periods research. We also describe, more broadly, research studying life course and
developmental hypotheses. In Sect. 2 we briefly describe the origins of life course
modeling and the history of its development. In Sect. 3, we take the reader step-by-
step through the setup and execution of the SLCMA, testing how exposure to
parental intimate partner violence (IPV) during childhood could influence depressive
symptoms that emerge at age 13 as an example. Finally, we conclude with a section
(Sect. 4) that describes the limitations and future directions of the SLCMA.

1.1 What Is the SLCMA and How Is Using It Advantageous?

The SLCMA is an analytic approach to life course modeling that permits users to
propose, a priori, a set of life course hypotheses that potentially explain the relation-
ship between exposure and outcome over the life course, and then identify the life
course hypothesis (or set of hypotheses) with the greatest explanatory power
between the exposure and outcome (Smith et al. 2015).

SLCMA has many advantages over other life course modeling approaches. First,
it allows researchers to simultaneously investigate more than one potential life
course hypothesis and find which of these hypotheses are best supported by the
data. The SLCMA offers the user the option to analyze various life course hypoth-
eses, providing researchers with the opportunity to go beyond simple dualities, such
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as ever versus never-exposed or accumulation hypotheses, and explore more
nuanced life course hypotheses, e.g., sensitive periods.

Second, the SLCMA has versatility in that it can be applied to situations with both
small and extremely large datasets that feature continuous outcomes, bringing new
levels of detail to life course research in fields such as epigenomics. Finally, because
SLCMA can be used in conjunction with a post-selection inference method, called
selective inference, it is possible to estimate unbiased effect estimates, confidence
intervals, and p-values using this method. This helps evaluate the statistical signif-
icance of the findings without incurring bias from the model selection process.

Now that readers are more familiar with the SLCMA and how it can help with
their sensitive periods research, we transition to an overview of the hypotheses as we
examine them in our example. We also provide a brief description of other com-
monly employed life course hypotheses.

1.2 Commonly Examined Life Course Hypotheses

Before implementing the SLCMA, care must be taken to propose only those
potential hypotheses with carefully considered explanations for the relationship
between the exposure and the outcome. Traditional hypotheses for modeling the
life course include critical periods/sensitive periods and accumulation. We also
provide a brief description of other common life course hypotheses: recency, effect
modification, change/mobility, threshold, and ever-exposed (Dunn et al. 2018).

The critical and sensitive period hypotheses postulate that there are specific
windows of time when exposure has an outsized impact on outcome. The terms
critical period and sensitive period are sometimes used interchangeably in the
literature. It is important to understand, however, that critical and sensitive periods
have distinct field-specific meanings that may contradict those in other contexts. We
use the descriptor sensitive period to mean a period during which a given exposure
has a greater impact on outcome than at other periods in development; we use
sensitive period, rather than critical period, in acknowledgment that even when the
sensitive period window closes for humans, there is likely to be some degree of
malleability or plasticity. This definition of sensitive period is equivalent to the usage
of the term critical period in the life course epidemiology literature (Kuh and
Ben-Shlomo 2004; Smith et al. 2015).

The accumulation hypothesis treats exposures cumulatively. The expectation is
that the effect of a negative exposure intensifies with each reoccurrence of the
exposure (or increasing dosing of the exposure) and similarly, an increasingly
positive effect with every positive exposure. Many authors have tested the effects
of such accumulation-of-risk models in the field of childhood development research
(Evans et al. 2013).

Other life course hypotheses include recency, which considers an exposure
cumulatively but inversely weights the exposure by the length of time passed
since it first occurred. For example, it has been applied to studying whether the
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recency of risk factors for psychosocial stress predicts depression onset in younger
individuals (Shanahan et al. 2011). The change hypothesis proposes that the degree
of change in an exposure is the most relevant factor to its later effect, rather than the
frequency or timing of occurrence. Hallqvist et al. (2004) investigated such a
hypothesis in a study of the effects of socioeconomic status (SES), showing how
changes in SES from childhood to adulthood influence adult risk for myocardial
infarction. Changes in SES relate to upward or downward social mobility, hence in
such a context the change hypothesis may be referred to as a mobility hypothesis.
The effect modification hypothesis explores how an early-life factor can lead to
different outcomes if the factor interacts with the exposure. For instance, examining
whether low birthweight infants of high SES experience fewer negative health
outcomes later in life than those of infants with low SES (Currie and Hyson 1999).

Finally, the ever-exposed model is a commonly used, straightforward hypothesis
that evaluates whether there is a higher risk of a given outcome if the participant ever
experienced exposure to the specific situation. This translates to a binary variable of
“ever” or “never” exposed. While simple to quantify and evaluate, this simplicity
can mean specificity in the data is lost. For reasons that will become even clearer
later, it is strongly suggested that an ever-exposed hypothesis not be included in the
SLCMA, because of its correlation with all other life course hypotheses.

2 SLCMA Origins and Where It Is Today

The life course modeling approach proposed by Mishra and colleagues in 2009
challenged the practice of solely examining accumulation hypotheses. The authors
suggested a nested model testing approach whereby each hypothesized life course
model was compared to a saturated model that contained all combinations of the
exposure measurements. Analysts could then use an F test to determine whether the
hypothesized model was supported by the observed data; this could be achieved by
evaluating the hypothesized (reduced) model versus the saturated (full) model. If the
resulting p-value from this test was sufficiently high, the conclusion was that the
hypothesized model was a good fit for the data. If more than one hypothesized model
surpassed the p-value threshold, then the model with the higher p-value or, alterna-
tively, lower Akaike information criterion (AIC) was chosen as the most likely
explanation for the observed data. One limitation of the Mishra modeling approach
is it requires fitting the saturated model as a starting point for comparison (the “full
model first” approach). However, this saturated model cannot be fitted if some
combinations of the exposures are unobserved or if the exposures are continuous.

In 2015, Smith and colleagues proposed a new method to address some of the
shortcomings of the Mishra method. Their approach used a null model for compar-
ison (the “null model first” approach) and instead applied variable selection to
determine the best-fitting hypothesized model. Variable selection methods aim to
identify the best possible subset of regression model predictors among all potential
predictors. In this specific setting, variable selection methods aim to identify the

Statistical Modeling of Sensitive Period Effects Using the Structured Life. . . 219



predictors for the best-fitting hypothesized model among all potential predictors
from all proposed hypothesized models. In Smith’s approach, the variable selection
procedure employed was least angle regression (LARS), a type of least absolute
shrinkage and selection operator (LASSO) estimation that shrinks small coefficient
estimates to zero to encourage sparse (i.e., parsimonious) models with reduced
dimensionality. With LARS, variable selection occurs before regression parameters
are estimated. LARS was used because of its advantages over other variable selec-
tion procedures, including the exclusive (at the time) availability of post-selection
inference (Lockhart et al. 2014). Post-selection inference is a methodology that
allows researchers to calculate effect estimates, confidence intervals, and p-values
after the best-fitting hypothesized life course model has been selected without
incurring bias from the variable selection procedure.

Like all LASSO estimators, LARS has the advantage of promoting sparse
models, so that the simplest life course hypothesis may be discovered. The
LASSO also allows selection between collinear variables, a frequent characteristic
when choosing between more than one life course hypothesis. Moreover, LARS can
identify the best-fitting hypothesized model without using p-values, a distinct
advantage over the Mishra method, which relies on p-values to validate model
selection. Note that neither the full model first nor the null model first approaches
can identify the true underlying life course model if it is not within the a priori
hypothesized models. However, these modeling approaches provide support for the
best-fitting hypothesized model over all other a priori models proposed.

A 2016 update to the SLCMA method by Smith and colleagues provides several
additional benefits over Mishra’s nested modeling approach, which include
suggesting methods for handling continuous exposures, confounders, missing data,
and measurement error (Smith et al. 2016). These adaptations vastly improve the
applicability and reliability of SLCMA to various life course modeling analyses. In
2018, Madathil and colleagues proposed a method that departs from the variable
selection approach characteristic of the SLCMA and instead uses Bayesian inference
to select the most likely life course hypothesis (Madathil et al. 2018).

Prior studies have focused on non-omics data, meaning data that does not include
genetic, epigenetic, or other ‘omic measures. However, a paper by Zhu et al. (2021)
explored the application of the SLCMA to high-dimensional omics outcomes,
investigating the best practices researchers should deploy when using the SLCMA
with DNA methylation data, a type of epigenetic modification shown to be
influenced by early life experiences, perhaps during sensitive periods in develop-
ment (Dunn et al. 2019). Zhu’s simulation (and empirical) paper was the first to
advise users on methods to control for confounding that improve statistical power
when analyzing hundreds of thousands of outcomes. Their paper also advises users
of the SLCMA to apply the selective inference method for post-selection inference,
as this approach outperformed other post-selection inference methods tested. It is
with these recommendations that we execute the SLCMA example in the following
section.
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3 How to Use the SLCMA

In this third section, we discuss the steps to follow when using the SLCMA to
identify sensitive periods. We illustrate the SLCMA using a low-dimensional data
example (i.e., a sample with a relatively low number of variables and observations)
focusing on the relationship between exposure to parental intimate partner violence
(IPV) from infancy to age 11 and the outcome of the child’s level of depressive
symptoms at age 13. The steps we follow below are listed here in the Table 1
checklist, which readers can follow during their own life course modeling work with
the SLCMA. Readers can also consult our GitHub page at: https://github.com/
thedunnlab/SLCMA-pipeline for detailed code on how to conduct the SLCMA in R.

3.1 Background to Motivate the Example

Intimate partner violence (IPV) can have detrimental effects on children in both the
short and long term (Olofsson 2013; Roustit et al. 2009; Russell et al. 2010).
Negative effects from exposure to IPV may include depressive symptoms (McIntosh
2003; Russell et al. 2010), with some studies suggesting these depressive symptoms
may be more pronounced in females than in males (Buckner et al. 2004; Cummings
et al. 1999). Less is known about at which point during the life course exposure to
IPV may have the greatest effect or if the effect is heightened as the occurrence of
IPV exposure accumulates over time, an important consideration for the creation of
effective intervention strategies to forestall IPV in the home and its negative
consequences for children. SLCMA enables us to consider multiple life course
hypotheses at once, making it an effective tool for broadening our understanding
of how the timing of IPV exposure may influence adolescent depression.

3.2 Analytic Sample

We analyzed data from the Avon Longitudinal Study of Parents and Children
(ALSPAC) cohort (Boyd et al. 2013; Fraser et al. 2013). ALSPAC is composed of
pregnant women who resided in Avon, England, with expected dates of delivery
from April 1, 1991, to December 31, 1992. Initially, the number of pregnancies
enrolled in the study was 14,541, which resulted in 14,676 fetuses (adding in births
of multiple fetuses, e.g., twins) and 14,062 live births, 13,988 of which were alive at
1 year. When the children were about 7 years old, 913 children were added to the
study. The resulting sample size for data collected after the age of seven is 15,454
pregnancies resulting in 15,589 fetuses. The study website contains details of all the
data that is available through a fully searchable data dictionary and variable search
tool (http://www.bristol.ac.uk/alspac/researchers/our-data/).
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Table 1 Checklist for conducting SLCMA

1. Define your exposure-outcome relationship of interest
Define the life course relationship you are trying to model

2. Identify the life course hypotheses and covariates to include
2A. Propose the hypotheses you will consider for the model based on current literature and

personal expertise
2B. Identify any possible confounders to this exposure-outcome relationship

3. Select and inspect your data
3A. Identify your data sample
3B. Identify your repeated exposure variable and its format (binary, continuous, or categorical)
3C. List the frequency and time points when this exposure is measured
3D. Identify your continuous outcome variable
3E. Check if there are missing data in your exposure, outcome, or covariates. If so, evaluate

whether imputation is a possibility for your data or if complete-case analysis is a better fit.
Then, identify your final sample size

4. Establishing your model inputs
4A. Encode the proposed hypotheses into key variables to use during model selection.

Examples for how common hypotheses are encoded are provided in Table 2. Sensitive
periods are coded as binary indicator variables for each time point when measurement has
been taken

4B. Check the correlation among confounders and exposure hypotheses using a correlation
matrix. Those with very high correlation (e.g., over 0.9 in absolute value) may need to be
removed or condensed

5. Reducing confounding bias in your analysis
Use the Frisch-Waugh-Lovell (FWL) theorem and regress the key variables on the confounders
and retain the residuals to use in the subsequent analysis, then do the same for the outcome

6. Performing the first stage of method
Run least angle regression (LARS) on your exposure hypotheses and outcome
If analyzing data in a low-dimensional context, create an elbow plot modeling the R2 values for
each increasingly complex model. Select the number of hypotheses that coincide with where
the elbow occurs. In a high-dimensional context, typically only the first hypothesis is selected
for feasibility and ease of interpretation

7. Performing the second stage of method
Use selective inference to find effect estimates, confidence intervals, and p-values for the
specified number of hypothesis variables selected by LARS

8. Check SLCMA implemented correctly using a naïve comparison (optional)
Build a traditional linear model of the selected life course hypothesis and see if the effect
estimates match those in the SLCMA model. Effect estimates should be the same, but
confidence intervals and p-values may be larger in the SLCMA model because selective
inference accounts for the multiple testing and automatic selection of the best-fitting model

9. Checking model assumptions are met
Check that your final model meets the four basic assumptions for linear regression: a linear
relationship between the independent and dependent variables, independent residuals, homo-
scedasticity of the variance, and normally distributed residuals. Keep in mind that any
deviance from these assumptions could have implications for the interpretation of your results
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In our example, we defined a child as exposed to IPV if the mother answered
affirmatively to either of the following statements: “Your partner hurt you physi-
cally” and/or “Your partner was emotionally cruel to you.” At each time point when
these questions were asked, we created a binary exposure variable given a value of
1 for exposed and 0 for unexposed. See Table 2 for a list of time points.

Because of data constraints, we included only those cases of IPV in which the
partner abused the mother, not where the mother abused the partner. The outcome of
depressive symptoms was measured using the Short Mood and Feelings Question-
naire (SMFQ) score (ranging from 0 to 26 points), which was completed by the child
at age 13. We focused on SMFQ score at this age, because it is the closest subsequent
time point to our last measurement point for IPV at age 11, allowing us to maintain
temporality in our exposure-outcome association. Age 13 also corresponds to a
pivotal period in adolescent development and falls within the age range when
children start having romantic interests and more complex peer relationships,
which may be influenced by exposure to IPV.

3.3 Conducting the SLCMA

Step 1. Define your exposure-outcome relationship of interest.
The first step in conducting a SLCMA analysis is to define the exposure-outcome

relationship to investigate. As mentioned, in this example we were particularly
interested in examining the association between exposure to IPV from birth through
11 years of age on the outcome of depressive symptoms at age 13.

Step 2. Identify the life course hypotheses and covariates to include.
2A. Propose the hypotheses you will consider for the model.
Using the current literature and your own scientific knowledge of the possible life

course hypotheses for the relationship you are attempting to model, decide which
hypotheses should be investigated and included in your analysis. In other words, ask
yourself: what is your specific theory (or set of theories) about how your exposure
relates to your outcome? And what are any competing theories (to your primary
one)? The number of life course hypotheses proposed may depend on the goals of
the analysis (Smith et al. 2015). If the analysis is more exploratory in nature, then a

Table 2 Construction of life course hypothesis variables

Life course
hypothesis

Time
frame

Binary measurement points of physical or emotional
abuse

Sensitive periods

Very early childhood 0–3 years 8 weeks, 8 months, 21 months, 33 months

Early childhood 4–5 years 47 months, 61 months

Middle childhood 6–8 years 73 months

Late childhood 9–11 years 9 years, 11 years

Accumulation 0–11 years Sum of all binary sensitive period measures
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small number of simple hypotheses may be proposed with the goal of establishing
whether there is an association between exposure and outcome over the life course.
If the analysis is confirmatory, with the goal of establishing support for one life
course hypothesis over all others, then a larger number of hypotheses may be
proposed to confirm that the hypothesis of interest is more supported than any
other. For establishing sensitive periods, we recommend proposing several sensitive
period hypotheses and an accumulation hypothesis. The proposed sensitive periods
should cover as much of the life course as possible, in order to explore a wide range
of potential sensitive periods. The accumulation hypothesis is included in order to
confirm that, if a sensitive period is selected, the sensitive period is more supported
than the hypothesis that the outcome does not depend on the timing of the exposure.

For our regression model, we tested four potential sensitive periods: very early
childhood (0–3 years), early childhood (4–5 years), middle childhood (6–8 years),
and late childhood (9–11 years), timeframes similar to what has been proposed in the
literature (Dunn et al. 2018; Kaplow and Widom 2007). We also allowed for the
possibility of an alternative model with no sensitive periods in the relationship
between IPV and depressive symptoms, by including an accumulation of risk model.

2B. Identify any possible confounders to this exposure-outcome relationship.
Possible confounders of the exposure-outcome relationship should be considered

during this step of your analysis preparation. The SLCMA can accommodate
continuous, categorical, and binary covariates. For our analysis, we included the
following confounders: child’s sex, child’s race, mother’s education level at gesta-
tion, mother’s age at child’s birth, financial stability in the household during
gestation, history of childhood abuse for the mother, and history of childhood
abuse for the partner where in these cases childhood abuse was defined as either
emotional abuse, physical abuse, or physical neglect (Bevan and Higgins 2002;
Bowen 2015; Gartland et al. 2019; Roustit et al. 2009).

Step 3. Select and inspect your data.
3A. Identify your data sample.
Ideally, you want to use a data sample that is longitudinal in nature and as

comprehensive as possible. A good data sample will include a large number of
individuals, include all covariates of interest, and have a continuous outcome,
because SLCMA can only currently accommodate this form of outcome data, though
as we share later, extensions to accommodate binary outcomes are forthcoming.
Also important is to have a sample with a good amount of variability across time.
This way, if you are interested in testing sensitive period hypotheses, you have
variability in when people are exposed, which allows sensitive period testing to
occur. In this example, to conduct our analysis we used data from the previously
described ALSPAC cohort.

3B. Identify your repeated exposure variable and its format.
To inform how you will encode your key variables, you should note the format of

your variables in the data (binary, continuous, or categorical). In this example, to
identify whether exposure to IPV was present, we will use a repeated binary
exposure variable indicating whether IPV occurred during each given time point.

3C. List the frequency and time points when this exposure is measured.
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Take stock of what sensitive period or other life course hypotheses you can
construct by creating a list of all measurement points available in your data. In this
example we have nine measures of IPV: at 8 weeks, 8 months, 21 months, 33 months,
47 months, 61 months, 73 months, 9 years, and 11 years.

3D. Identify your continuous outcome variable.
The SLCMA can currently only model continuous outcomes. Therefore, to use

this modeling approach your outcome of interest must be in a continuous format or
be able to translate over to a continuous format if deemed a scientifically sound
approach to your analysis. As mentioned, for our example, we selected SMFQ score
at age 13 as our outcome of interest.

3E. Evaluating the need for imputation.
After you have identified the data source for your analysis, you want to assess the

extent of missingness in your data. If there is substantial missing data (e.g., > 5%)
and it is believed that the data are missing at random (MAR) or missing completely
at random (MCAR), you normally can impute the data to bolster the sample size and
thereby increase statistical power, preventing the loss of information, and reducing
bias in your effect estimates (Azur et al. 2011; Hughes et al. 2019).

For our example, we chose to use multiple imputation by chained equations
(MICE) to impute our missing exposure and covariate data. When using MICE, it
is important that you include the outcome, confounders, and exposures to diminish
potential bias (Azur et al. 2011). Based on the level of missingness in our data (at its
highest, 46.5% missing for covariate partner’s history of abuse), we imputed our
dataset 20 times per the recommendation in the literature (Graham et al. 2007). The
imputation process left us with a final sample size of 6,022 individuals.

Further details of the MICE procedure and how it works can be found in the
helpful 2011 paper, “Multiple imputation by chained equations: what is it and how
does it work?” by Azur et al. (2011).

Step 4. Establishing your model inputs.
4A. Encoding your key variables.
Once the regression model inputs and data source are identified, you can start

constructing your dataset for analysis. Each life course hypothesis proposed can be
represented by one or more variables. For example, a sensitive period hypothesis is
represented simply with a binary variable indicating the presence (versus absence) of
that exposure during a given time period. Conversely, an accumulation variable can
be represented by the sum of the total occurrences of the exposure over the life
course. These key variables, which are combinations or transformations of the
exposure measurements, are the means by which life course hypotheses are
represented in the LARS variable selection procedure. Of importance, the inclusion
of a given hypothesis in the SLCMA is contingent on there being sufficient exposure
data available to encode it.

In Table 2, we show a breakdown of how we constructed each life course
hypothesis before running the SLCMA. We collapsed our nine observations into
four sensitive periods as proposed in Step 2A. For each sensitive period time frame,
we created a new binary variable indicating whether IPV exposure occurred at any
point during that window of time. You may decide in your own analysis, however, to
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leave measurements ungrouped and model each time point separately, especially
because sensitive period timing could operate at more granular timescales.

Sensitive periods and accumulation are the only hypotheses we use in our
demonstration; however, examples for the construction of additional common life
course hypotheses can be found in Table 3 below.

4B. Check the correlation among key variables.
There is no limit to the number of hypotheses that can be included in the SLCMA

selection process. However, strongly correlated key variables diminish the ability of
the SLCMA to detect the hypothesis best supported by the data (Smith et al. 2015).
For this reason, it is important to check the bivariate correlation among your key

Table 3 Common life course hypotheses translated into algebra with examples of how they could
be coded

Hypothesis Key variable Example of coding

First sensitive period x1 Exposed during first sensitive
period ¼ 1
No exposure during first sensitive
period ¼ 0

Second sensitive period x2 Exposed during second sensitive
period ¼ 1
No exposure during second sensi-
tive period ¼ 0

Third sensitive period x3 Exposed during third sensitive
period ¼ 1
No exposure during third sensitive
period ¼ 0

Fourth sensitive period x4 Exposed during fourth sensitive
period ¼ 1
No exposure during fourth sensi-
tive period ¼ 0

Accumulation x1 + x2 + x3 + x4 Sum of exposures in first through
fourth sensitive periods (equal to
the number of times exposed).
Ranges from 0 to 4

Recency t1x1 + t2x2 + t3x3 + t4x4 Weighted sum of exposures in first
through fourth sensitive periods,
the weights being proportional to
the age in each sensitive period, so
that more recent periods have a
higher weighting

Change (e.g., between first and
last sensitive period)

x4 – x1 Difference in exposure between
fourth sensitive period and first
sensitive period

Effect modification (e.g., effect
of change modified by exposure
in first sensitive period)

x1 (x4 – x1) Difference in exposure multiplied
by the exposure in the first sensi-
tive period.

Key: x1–x4 represent the exposure status in each of the sensitive periods 1–4; t1–t4 represent the
average age in each of the sensitive periods 1–4
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variables. Those key variables with very high correlation (e.g., absolute value greater
than 0.9) should be considered for removal or for condensing.

Note that the statistical power of your model will depend on the number of
hypotheses considered. There is no established way to determine the statistical
power with the SLCMA other than performing simulations from your data.

Step 5. Reducing confounding bias in your analysis.
The Frisch-Waugh-Lovell (FWL) theorem is recommended as the most suitable

way to adjust for confounders when using variable selection because it can be used in
tandem with any post-selective inference method and using it improves statistical
power (Zhu et al. 2021). You can implement the FWL theorem by regressing the key
variables on the confounders and then regressing the outcome on the confounders.
The residuals from both these regressions can then be used in the analysis in place of
the original values for the key variables and the outcome.

Step 6. Performing the first stage of method.
You are now ready to engage in the first stage of the SLCMA. In this stage, we

use the LARS algorithm to find the key variable, or combination of key variables,
that explain the most variation in the outcome. Thus, the first stage of the SLCMA
will identify the life course hypothesis, or combination of life course hypotheses,
that is most supported by the data.

When operating in the low-dimensional context as we are in our example, you can
create an elbow plot to visualize the optimal number of key variables to include in
the model based on the coefficient of determination, R2, which is the proportion of
variation in the outcome explained by the fitted regression model. The optimal
number is at the arc (or the elbow) of the plot. See Fig. 1 below as an example,
which shows a modest elbow shape at the second variable, indicating that two is the
preferred number of key variables to use in your model. After two selected key
variables, the fitted model becomes more difficult to interpret while giving little
improvement in the amount of outcome variation explained. Selecting two key

Fig. 1 Elbow plot of life course hypotheses for effect of exposure to childhood IPV on age
13 SMFQ scores using imputed data
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variables means you have a compound hypothesis, and thus you combine two
proposed life course hypotheses. In this instance, we combine an accumulation
hypothesis and a very early sensitive period hypothesis, indicating that age
13 depressive symptoms vary with accumulated exposure to childhood IPV with
an additional effect when exposure occurs during very early life.

In a high-dimensional context, for instance in the case of examining genome-
wide DNA methylation, hundreds of thousands of regression models are tested,
making examination of individual elbow plots impossible. In that context, the best
solution may be to focus on selecting the model with the first key variable selected
by LARS. Depending on the situation, it may be that focusing on the first key
variable does not result in a loss of information. For instance, in a 2019 paper
analyzing the effect of childhood adversity on DNA methylation, Dunn and
colleagues demonstrated through sensitivity analyses of the top CpG site hits that
including more than one theoretical life course model did not significantly improve
the amount of methylation variability explained.

Step 7. Performing the second stage of method.
The second stage of the SLCMA applies the post-selection inference method,

called selective inference, to calculate effect estimates, confidence intervals, and p-
values for the model selected in the first stage. A naïve approach to calculate these
estimates would be to take the selected model and calculate these values in the usual
way, ignoring the fact that the linear model was selected from several possibilities by
an automatic procedure. But such an approach would introduce bias due to the fact
that SLCMA automatically selects the best-fitting model. Instead, post-selection
inference methods are available to remove such bias. Selective inference has been
recommended as the best post-selection inference method in both low- and high-
dimensional contexts due to its ability to control family-wise error rate –meaning the
probability of making at least one Type I error when conducting multiple hypotheses
testing – as well as provide optimal statistical power and confidence interval
coverage (Tibshirani et al. 2016, 2019; Zhu et al. 2021).

Step 8. Check whether SLCMA was implemented correctly using a naïve
comparison (optional).

One way to check if the SLCMA was executed correctly is to build a traditional
linear model of the selected life course hypothesis and see if the effect estimates
match those in the SLCMA model. Whereas effect estimates should be the same,
confidence intervals and p-values may be larger in the SLCMA model because
selective inference accounts for the automatic selection of the best-fitting model.
Accounting for these characteristics may result in larger p-values, but importantly,
more accurate estimates. The life course hypothesis included in the model is now
more robustly supported because it has been selected, over the other considered
hypotheses, as the one that explains the most variance in the data. We demonstrate
dissonance in estimates below in Table 4 where we compare the results of our own
example using a naïve approach (not accounting for hypothesis selection) and the
SLCMA results.

Step 9. Checking model assumptions are met.
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It is important to realize that at the end of the SLCMA process, SLCMA users are
left with a linear regression model. Therefore, to produce reliable estimates from the
SLCMA, the regression model must meet the four assumptions needed for linear
modeling, namely: (1) a linear relationship between the independent and dependent
variables; (2) independent residuals; (3) homoscedasticity of the variance; and
(4) normally distributed residuals. We encourage you to check the assumptions of
the best-fitting hypothesized model in the same way that you would when analyzing
any linear regression model. Be aware of how assumptions not being met could
affect your model inference. For instance, heteroscedasticity of the variance or
skewed residuals could yield imprecise estimates or inaccurate statistical inference.
In either case, a transformed (e.g., log, square root) version of your variable may be
preferable.

3.4 Results of Our Example Analysis Using the SLCMA

Now that we’ve completed all of the prior stages, what did we find? Was there
evidence in support of sensitive periods, as we hypothesized?

The results from our LARS procedure indicate that a compound hypothesis,
combining a sensitive period of very early childhood as well as accumulation, best
explains the relationship between exposure to IPV during childhood and levels of
depressive symptoms at age 13. Both the accumulation and sensitive period coeffi-
cients are positive (Table 4), indicating that depressive symptoms increase with
increasing accumulation of exposure and there is an additional increase when
exposure occurs in very early childhood. However, the results after applying selec-
tive inference suggest that we fail to reject the null; there does not appear to be
potential sensitive periods in the data. Using selective inference, we calculated the
estimated effect of very early childhood exposure to IPV [β(SE) ¼ 0.31(0.22)] as
well as the effect of each additional instance of exposure to IPV throughout
childhood via the accumulation coefficient [β(SE) ¼ 0.18(0.09)]. Given that the
confidence interval for a very early childhood sensitive period spans zero and the p-
value for this estimate is above 0.05, we conclude that there is no evidence that very

Table 4 Comparison of naïve linear regression results and SLCMA results (n ¼ 6,022)

β (SE) CI p-value

Naïve approach

Accumulation (0–11 years) 0.1765 (0.0876) (0.0048, 0.3481) 0.0439

Very early childhood sensitive
period (0–3 years)

0.3102 (0.2165) (�0.1143, 0.7346) 0.1521

SLCMA

Accumulation (0–11 years) 0.1765 (0.0876) (�0.0831, 0.4889) 0.0776

Very early childhood sensitive
period (0–3 years)

0.3102 (0.2166) (�0.7005, 0.8287) 0.2777
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early childhood is a sensitive period in the relationship between exposure to IPV and
later adolescent depressive symptoms. Full details of our results, including p-values
and effect estimate confidence intervals can be found in Table 4.

3.5 Sensitivity Analyses

Regardless of whether or not your hypotheses are supported by your observed data,
it might be important to understand the stability of results derived from your
application of the SLCMA. To demonstrate how our SLCMA results compare to
different analysis conditions, we performed two sets of sensitivity analyses. First, we
investigated what the analyses would show if we had focused on a complete-case
analysis instead of using imputed data. We found that with a complete case reduced
sample (n ¼ 2,315), a late sensitive period combined with a very early sensitive
period model was selected. Given that we think our data are MAR and the sample
size for the complete-case analysis is approximately a third the size of the imputed
data (n ¼ 2,315 versus n ¼ 6,022), we favor the results from the imputed data rather
than the complete-case analysis. Despite the fact that our results were nonsignificant,
the discrepancy between imputed and complete-case analysis results is important to
note. The differences in hypotheses selected highlight the importance of ensuring
your data are imputed when appropriate.

We also examined the potential impact of not grouping our time periods into
wider sensitive period windows, but instead including each separate measurement
occasion in the SLCMA procedure. Using the imputed data to perform this analysis
we found that the SLCMA selected an 8-week postnatal sensitive period and an
accumulation hypothesis as the best fit for the data. This finding is unsurprising,
because it closely mirrors our results with grouped sensitive periods. In this situation,
grouping our sensitive periods did not significantly change our results. However,
based on your data and how your measurement points are clustered, grouping could
affect your results. Therefore, it is wise to pick sensitive periods time frames that
closely align with the literature and the current understanding of the biology.

4 Limitations of and Future Directions for the SLCMA

Although the strengths of the SLCMA method are numerous, this modeling
approach still has room for improvement. For instance, the SLCMA is not yet able
to model multiple time-varying exposures simultaneously. In addition, because the
SLCMA looks for the exposure with the strongest association with the outcome, the
ability to select the strongest association is weakened when highly correlated life
course hypotheses are included in the procedure.

The SLCMA is only as strong as the association between exposure and outcome.
If there is a weak relationship between exposure and outcome, then the researcher

230 B. J. Smith et al.



has little hope of finding compelling evidence for the selected life course hypothesis,
even though it is most supported by the data. As is always the case when there is a
weak relationship between exposure and outcome, the effect estimates in the final
statistical model will likely be small. Similarly, as stated earlier in the chapter, if the
true underlying life course hypothesis is not included in the proposed life course
hypotheses, then the SLCMA is unable to identify the true hypothesis. Just as in
cooking, your final dish is only as good as the ingredients you put in it. However,
even if the true underlying hypothesis has not been included in the procedure, it does
not mean that the SLCMA is a wasted exercise. The SLCMA can combine key
variables from more than one life course hypothesis, potentially identifying a new
combination of the proposed hypotheses that is closer to the true underlying rela-
tionship. Viewed differently, requiring researchers to propose a priori the life course
hypotheses is a strength, preventing speculative generation of hypotheses after
observing results and avoiding generation of hypotheses that are unique to a
particular set of data. In this way, SLCMA can be viewed as possibly having the
best of both worlds, allowing for exploratory and confirmatory analyses. If the true
underlying life course hypothesis is not included in the proposed life course hypoth-
eses, the SLCMA is unable to identify the true hypothesis and also the potential for
such was not considered plausible – or perhaps not even known to the researcher at
the start.

Next steps for improving the SLCMA will include allowing for time-varying
covariates (also known as time-dependent covariates) in the modeling process. As
the name suggests, time-varying covariates are covariates that may change over
time. For instance, in our example, it would have been preferable to include the
confounder financial stability as a time-varying covariate rather than being limited to
the gestational measurement point because changes in this covariate could affect the
prevalence of IPV. If a family feels greater financial security, the stress of daily life is
diminished, which may in turn diminish the potential for conflict in the home.
Additionally, this feeling of greater security could improve the mental wellbeing
of the child, thus reducing their risk for depressive symptoms. But as it stands, to
avoid contemporality issues, a covariate can only be included as it is measured at the
start of the study period. Future updates to this method that allow for time-varying
covariates will yield even more insightful models.

In addition, the SLCMA currently allows only for the study of continuous out-
comes. As we hinted at before, methods research is currently underway to extend the
SLCMA to binary outcomes to improve its versatility in sensitive periods research.

4.1 Conclusion

The deployment of science-based policies and interventions begins with targeted and
precise research methods. These methods must allow for comparison between
specific life course hypotheses to understand the etiology of disease and thus provide
better guidance for prevention and intervention. The SLCMA helps researchers go
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beyond the study of simplistic, broad hypotheses to instead discover whether
sensitive periods or other more complex relationships underlie the exposure-
outcome relationship. The steps and strategies outlined here in this chapter enrich
the potential of the SLCMA to provide scientifically supported evidence of the
mechanisms by which diseases develop and persist. By homing in on these more
nuanced exposure-outcome relationships, we can promote interventions that target
negative exposures from the start and thus, promote healthier lives across the life
course.
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Abstract Adolescence is an exquisitely sensitive period of development during
which pathways branch toward success in school and prosocial pursuits or, con-
versely, toward behavior problems and involvement in high-risk activities and
systems, such as juvenile justice (JJ). Adverse childhood experiences (ACEs) such
as poverty, family dysfunction, and child maltreatment, have been strongly and
repeatedly associated with JJ involvement. A significant body of research from
neuroscience has established that ACEs can alter facets of neurodevelopment that
undergird self-regulation throughout childhood and adolescence, thereby increasing
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susceptibility to behaviors that attract attention of the JJ system. Because the ability
to intervene prior to system-entrenchment is crucial to disrupting an adverse devel-
opmental pathway, we look toward neuroscience to offer insights into how to do so
more effectively. In this chapter, evidence is summarized that informs an under-
standing of how neurodevelopmental pathways may lead to JJ involvement. Because
neurodevelopment is malleable in response to both detrimental and positive experi-
ences, there is potential for well-targeted interventions to normalize brain and
cognitive development, especially during sensitive periods of maturation. This
discussion is followed by a proposed research agenda to determine how to exploit
these critical windows of opportunity to divert youth from persistent antisocial
behavior and JJ involvement. Lastly, a review of neuroscience findings regarding
the ability of intervention to strengthen brain systems that modulate self-regulation is
presented. This research has direct practical significance with potential to be trans-
lated into meaningful policy change.

Keywords Adolescence · Juvenile justice · Maltreatment · Neurodevelopment ·
Plasticity

1 Introduction

Late childhood and early adolescence are considered vulnerable periods during
which trajectories bifurcate toward success in school and prosocial pursuits or,
conversely, toward behavior problems and increasing involvement in high-risk
activities, including delinquency (Burchinal et al. 2008). An extensive body of
research has distinguished between youth who exhibit an adolescent-limited course
versus a lifetime course of delinquency (Moffitt et al. 1996). In large part, the
differences between these groups are related to the prevalence of risk factors (e.g.,
poverty, family dysfunction, child maltreatment) and the relative lack of protective
factors (e.g., healthy parenting, social supports, economic stability) in youth who
assume the life-course path (Moffitt 2006). A significant body of recent knowledge
has been amassed demonstrating the impacts of these factors on neurodevelopment
throughout childhood and adolescence. Because the ability to intervene prior to
system-entrenchment is crucial to disrupting an adverse developmental pathway, we
are compelled to look toward neuroscience to offer insights into how to do so more
effectively.

Biobehavioral research in general and neuroscience more specifically have dem-
onstrated the interactive role of neurobiological and social-contextual conditions that
influence these developmental pathways. It is now well known that the brain is
“experience-dependent,” translating to the ability of contextual (e.g., family dynam-
ics, school climate) and experiential (e.g., relationships, adversity) factors to directly
impact brain development and functioning, with implications for adult outcomes
(Teicher et al. 2016). Although this process plays out across childhood and
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adolescence, the pre- and early adolescent period is of particular interest for two
reasons: (1) during this timeframe, the brain is exquisitely sensitive to environmental
experiences (Larsen and Luna 2018) and, intriguingly, (2) earlier childhood expo-
sures commonly manifest in behavioral proclivities once an individual enters ado-
lescence (Ireland et al. 2002; Ryan et al. 2013).

In these respects, studies suggest that experiences have differential effects on
social, psychological, and neural processes contingent upon the developmental stage
of the child (Andersen 2016; Johnson et al. 2016). For example, exposure to trauma
and other adversities have the most deleterious impact on functions that are concur-
rently developing; however, earlier childhood experiences also predict onset of
academic, social, and mental health problems later, such as in adolescence, when
affected brain regions that subserve these functions begin to forge connections
(Andersen and Teicher 2009; Teicher et al. 2003). Simultaneously, adolescents are
becoming increasingly autonomous outside the home and are more susceptible to the
influences of their peers (Dishion and Tipsord 2011). These newfound social
challenges facing adolescents coincide with complex changes in brain wiring and
connectivity taking place throughout this time that have implications for adaptive
decision-making and the ability to self-regulate behavior and emotion (Marek et al.
2015).

In this chapter, we begin by presenting the current body of evidence that informs
an understanding of how neurodevelopmental pathways may lead to juvenile justice
(JJ) involvement. We recognize that youth may attract the attention of the JJ system
and be “criminalized” for any number of reasons, and that their involvement is not
always due to risky or problematic behaviors, such as associating with delinquent
peers, being in the wrong place at the wrong time, or referrals from schools that are
underequipped to handle less serious infractions. So, while risk-taking normatively
increases during the adolescent years, only a subpopulation of youth engages in
recurrent behaviors within the realm of delinquency, including violence, substance
abuse, and serious property crimes. Here, we are focused on adolescents who are
engaging in recurrent behaviors that are illegal and are likely to result in arrest in the
absence of intervention or diversion.

In keeping with this conceptualization, research is reviewed about the numerous
ways that adversity can impair particular aspects of neurodevelopment during
childhood that can set the stage for poor decision-making, impulsivity, and
sensation-seeking in adolescence. Because neurodevelopment is malleable in
response to both detrimental and positive experiences, there is potential for well-
targeted interventions to normalize brain and cognitive development, especially
during sensitive periods of maturation. This discussion is followed by a proposed
research agenda to determine how to exploit these critical windows of opportunity to
divert youth away from persistent antisocial behavior and JJ involvement. Finally,
we review the body of evidence from neuroscience regarding the ability of inter-
vention to strengthen brain systems that modulate self-regulation, which has direct
practical significance and potential to be translated into meaningful policy change.
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2 Normative Adolescent Brain Development
and Risk-Taking

To provide background for discussion of atypical neurodevelopment that increases
the likelihood for JJ involvement, we briefly summarize aspects of typical brain
development and influences from the social environment that help to explain greater
risk-taking that is typical of adolescence. Neurobiological development during
adolescence occurs transitionally rather than as a single snapshot in time (Casey
et al. 2008). The prefrontal cortex (PFC), responsible for executive cognitive
functions (ECF) (e.g., decision-making, impulse control, working memory), is still
under construction. A central function of ECFs is to shield long-term goals from
temptations afforded by short-term benefits that often lead to negative consequences
(Kharitonova and Munakata 2011). Prefrontal “top-down” cognitive regulation over
subcortical regions that modulate emotion is somewhat functionally disconnected
throughout adolescence (Somerville and Casey 2010). This developmental process
translates into the natural bias by adolescents toward acting on emotional stimuli
with relatively less cognitive control. Through both the natural course of develop-
ment and environmental experience, connections between these regions are strength-
ened, providing a mechanism for increasing top-down regulation of emotional brain
systems in adulthood (Tottenham et al. 2011).

During the adolescent years, brain circuits involved in processing rewards (e.g.,
ventral striatum) also show rapid maturation (Padmanabhan et al. 2011; Geier et al.
2010; Somerville et al. 2010), having the effect of heightening sensitivity to reward-
ing experiences. This development may play a unique role in normative risk-taking
behaviors that emerge in early to mid-adolescence, but that may be exaggerated in
the subgroup that escalates into more serious delinquency – the life-course path.
Paralleling this normative increase in reward sensitivity is a greater tendency to
sensation/novelty seeking (Steinberg 2010). Further compounding these neurologi-
cal events are early puberty and erratic hormone levels which may also contribute to
adolescent’s engagement in risky behaviors (Smith et al. 2013).

Overall, what we know about the adolescent brain is consistent with the obser-
vation that, though adolescents may physically appear to be as capable as adults of
making sound decisions, key regions of their brains are not fully connected until well
into the 20s (Giedd 2008; Steinberg et al. 2009). This imbalance between social
demands and emergent neurobiological systems during adolescence may lead to
heightened vulnerability to engagement in risky behaviors (e.g., truancy, risky sex,
running away, substance use), under normal conditions (Casey and Jones 2010).
However, the adverse conditions cited above increase vulnerability to more severe
and persistent delinquent behavior, often resulting in JJ involvement. Given the high
rates of childhood exposure to psychosocial trauma reported among adolescents with
delinquency (Kerig et al. 2010) suggests that examining the interplay among trauma
exposure, neurodevelopment impacts, and behavioral outcomes is especially critical.
Furthermore, delineating these relationships has direct implications for the design of
intervention components that target this sensitive period of development with the
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potential to redirect youth away from a trajectory toward more serious delinquent
behavior or, if already system-involved, avert them from a life-course path.

3 The Brain’s Experience-Dependence: For Better or
for Worse

Taken together, neuroscience has shed light on the interplay between neurobiolog-
ical and social contextual factors that help to explain why adolescence is typified by
a dramatic increase in risky behavior; we now understand that some degree of
impulsivity, risk-taking, and sensation-seeking is normative during adolescence
(Steinberg 2010). However, a heightened level of risk-taking may extend from
social circumstances and experiences that contribute to non-normative
neurodevelopmental immaturity or dysfunction. In particular, the experience of
toxic stress and trauma places young people at an extreme disadvantage on multiple
fronts (Reiss 2013; Sterrett et al. 2014). Children and adolescents exposed to
adversity or “toxic stress” – such as maltreatment, poverty, parental addiction, and
racism – are at substantial risk for involvement in activities (behaviors) and systems
(e.g., JJ, child welfare, mental health), both of which limit their potential to success-
fully develop into healthy and productive adults. The range of behavioral and mental
health (BMH) problems that are often consequent to the experience of toxic stress,
including violence, chronic truancy, substance abuse, and property crimes, draw
attention of the JJ system. In fact, juvenile offenders in the USA report a very high
prevalence and severity of trauma and maltreatment, including the experience of
polyvictimization and complex trauma (Dierkhising et al. 2013; Kerig et al. 2010). In
a sample of 898 detained youth, 84% had experienced two or more traumas, with a
mean average of 14.6 traumas, indicating significantly higher prevalence of trauma
among delinquents than in the general community, suggesting that “exposure to
trauma is a fact of life for delinquent youth” (Abram et al. 2004, p. 407). Given this
confluence of factors, both prevailing opportunities and individual susceptibilities
for misbehavior can culminate in more serious delinquency and official police
attention.

3.1 For Worse: Adversity’s Impact on Neurodevelopment

As neurobiological methods have advanced, studies increasingly demonstrate the
negative impact of adversity on neurodevelopment across the lifespan. Though the
majority of studies using neuroimaging technologies have not included justice-
involved youth, the extant literature provides important clues about the relationships
among between exposure to adversity, brain development, and poorly regulated
behavior that increase risk for JJ involvement.
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Several meta-analyses and systemic reviews collectively show that stress and
adversity exert negative effects on neurobiological domains and associated areas of
functioning (Berens et al. 2017; Colich et al. 2020; Deighton et al. 2018;
McLaughlin et al. 2019; Teicher and Samson 2016). Psychophysiological indices
of stress-response systems and emotion regulation are the most widely used tool to
examine the association between adversity, brain development, and behavior. Func-
tioning of the hypothalamic-pituitary-adrenal (HPA) axis is often a focal point for
such investigations. The HPA axis serves the purpose of maintaining homeostasis
and enabling the individual to adapt to different environmental challenges. It per-
forms this function through the release of “stress hormones” (e.g., cortisol) when
encountering a threatening, fearful, or otherwise emotionally arousing scenario.
When stressful occasions are severe or recurrent, this system can become perturbed,
either acutely or chronically, via the release of large amounts of cortisol and other
stress hormones into the central and peripheral nervous systems. Direct effects of this
cascade of physiological events concentrate in neural structures and pathways
implicated in the stress response and are affected by trauma. Alterations have been
observed in the volume and activation patterns of the hippocampus, corpus
callosum, anterior cingulate cortex (ACC), orbitofrontal cortex (OFC), and dorso-
lateral bilateral prefrontal cortex (DLPFC) (Teicher and Samson 2016; Teicher et al.
2016). Using functional magnetic resonance imaging (fMRI), alterations are also
reported in amygdala activation when viewing faces (Gee et al. 2013; Tottenham
et al. 2011), striatum when anticipating a reward, and changes in sensory pathways
manifested as avoidance symptoms most often seen in Posttraumatic Stress Disorder
(PTSD) (McLaughlin et al. 2019; Teicher et al. 2016). Overall, many of the brain
structures and circuits involved are known to play some role in modulating the
ability to regulate emotions, make adaptive decisions, attend to relevant stimuli,
control impulses, and other executive functions.

Of relevance to the purposes of this chapter, the timing of environmental expo-
sures in relation to the phase of child/adolescent development shapes how the brain
is impacted. For example, Teicher et al. (2016) have reported that emotional abuse,
physical abuse, and sexual abuse all impact the brain across development, however,
alterations in the structure and function of specific regions and circuits depend on the
timing and duration of those abusive experiences. This timing effect is an important
consideration in that trauma exposure during different time periods in childhood and
adolescence will invariably correspond with sensitive periods of brain development,
with implications for its functional consequences. Neglect and impaired caregiving,
for example, typically occurs between ages 0 and 5, the first critical developmental
period for brain development. Studies show corresponding impacts on speech,
language, and executive functions, such as working memory and inhibitory control
(Nelson III et al. 2019). In adolescence, risk for interpersonal trauma exposures such
as sexual victimization increases. Sexual victimization is especially harmful to
neurodevelopment (Andersen et al. 2008; De Bellis et al. 2011) and, relatedly, is a
potent risk factor for girls’ delinquency (Herrera and McCloskey 2003).

Another illustration of the importance of specificity and timing of trauma on
neurodevelopmental functions derives from research demonstrating that threat-based
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versus fear-based trauma exposures have differing developmental impacts
(McLaughlin et al. 2014). Children with physical abuse and sexual abuse histories
(fear-based exposures) show greater deficits in their emotion regulation abilities,
whereas children with neglect histories (deprivation-based exposure) show greater
deficits in executive cognitive functioning (Sheridan et al. 2020). These findings
were further supported by a systematic review of 109 MRI studies (McLaughlin
et al. 2019); Children with threat-based exposures showed volume reductions in the
amygdala, medial prefrontal cortex, and hippocampus, and increased amygdala
activation, whereas children with deprivation exposures did not and instead showed
a decreased volume and alterations in the frontoparietal lobes.

A complementary line of research includes studies of the neurocorrelates of
PTSD, a theoretically and empirically supported mechanism in the link between
trauma exposure and delinquency in both adjudicated and community samples
(Kerig et al. 2010). Some of these studies were conducted in response to calls to
determine whether there are specific biomarkers for PTSD (Pitman et al. 2012).
Though there is no clear answer to this question yet, a rich literature has emerged
showing differential neurobiological patterns in individuals with PTSD in compar-
ison with non-PTSD controls. Similar to neurobiological studies that have examined
the impact of adversity more broadly, individuals with PTSD tend to show decreased
volumes in the hippocampus and ACC, hyperactivity in the amygdala and dorsal
ACC, and hypoactivation of the ventral medial PFC (Pitman et al. 2012). In the
context of risk for JJ involvement, there is also some burgeoning evidence that these
same areas are implicated in aggressive and risk-taking behaviors (see Leibowitz
2014). As a whole, this literature supports that the experiences of adversity and
related psychopathology could potentiate youths’ engagement in delinquent
behaviors.

3.2 For Better: Sensitive Developmental Periods
for Intervention

The integrity with which the brain develops and supports healthy or maladaptive
outcomes depends largely on whether psychosocial experiences are overwhelmingly
protective or detrimental. As detailed above, negative or adverse experiences can
translate to impairments in the developing child’s ability to regulate behavior and
emotions (Glaser 2000; McEwen and Morrison 2013; Perry 2009). On the brighter
side, this high level of “plasticity” means that the brains of adolescents are also
sensitive to positive experiences (e.g., parental warmth, positive peer influences,
neighborhood supports, school programs) that can bolster cognitive controls, self-
regulation, and coping strategies, and help them to navigate their increasingly
complex social world (Bradshaw et al. 2012; Stanis and Andersen 2014).

There is a case to be made for intervening in early childhood when there is rapid
neurobiological development and proximal influences from the home environment
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that provide opportunities for parenting and family-based interventions to exert their
largest effects (Boparai et al. 2018; Luby et al. 2020). For example, targeting
interventions to children exposed to maltreatment or poverty has potential to miti-
gate neurodevelopmental impacts associated with psychopathology and behaviors
that place them at risk for later delinquency and JJ involvement (Fisher 2016; Pardini
2016). Table 1 delineates evidence-based family interventions across childhood and
adolescence shown to reduce exposure to adversity and outcomes associated with
delinquency, including aggressive behaviors, conduct problems, and other forms of
internalizing and externalizing psychopathology.

Unfortunately, very few of these interventions have been subjected to research on
their ability to alter underlying biological processes. On the other hand, evidence is
accumulating to suggest it is possible for psychosocial interventions to improve
neurodevelopmental trajectories and stress physiology in youth. As an illustration,
Boparai et al. (2018) conducted a scoping review of the ameliorating effects of
preventive intervention programs on biological processes in youth exposed to
adversity. Their review of 40 intervention studies demonstrated support for the

Table 1 Evidence-based interventions with the potential to impact outcomes associated with
delinquency

Program (target age) Age Psychosocial impacts

Family foundations 0–2 Antisocial-aggressive behavior, anxiety, conduct prob-
lems, depression, externalizing, internalizing, prosocial
with peers

Nurse-family partnership 0–2 Child maltreatment, delinquency and criminal behavior,
early cognitive development, internalizing, mental
health – other, physical health andWell-being, preschool
communication/language development, reciprocal
parent-child warmth

Family check-up (toddler
version)

0–2 Conduct problems, externalizing, internalizing, recipro-
cal parent–child warmth

Triple P system 0–11 Child maltreatment, mental health, substance use,
externalizing behavior

Incredible years – parent 3–11 Antisocial-aggressive behavior, close relationships with
parents, conduct problems, depression, externalizing,
internalizing, positive social/prosocial behavior

Parent management train-
ing – oregon model

3–18 Antisocial-aggressive behavior, conduct problems,
delinquency and criminal behavior, externalizing,
internalizing

Parent-child interaction ther-
apy (PCIT)

3–11 Antisocial-aggressive behavior, child maltreatment,
conduct problems

New beginnings (for chil-
dren of divorce)

5–18 Antisocial-aggressive behavior, close relationships with
parents, externalizing, internalizing, mental health –

other, reciprocal parent–child warmth, sexual risk
behaviors

Multisystemic therapy (for
“deep end” teenagers)

12–17 Antisocial-aggressive behavior, academic problems,
sexual risk behaviors, conduct problems, family rela-
tionships, substance abuse
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notion that interventions can improve biological functions negatively affected by
adversity, including positive change in cortisol release, immune functions, brain
development, and epigenetic modifications. Studies included youth from the follow-
ing groups: previously institutionalized youth, foster care youth, and youth in
community settings. The types of interventions employed range from individual
and family-based to school and community-based, such as Attachment and Biobe-
havioral Catch-Up, the Bucharest Early Intervention Project, Multidimensional
Treatment for Foster Care Preschoolers, and Strong African American Families
(derived from the Strengthening Family program). Though many of these interven-
tions target the early to mid-childhood period of development, there are opportuni-
ties to intervene in adolescence.

Contrary to popular belief, windows of opportunity to intervene do not wane
during adolescence. As described above, the brain undergoes another sensitive
period of neurodevelopment (Fuhrmann et al. 2015; Larsen and Luna 2018) that
corresponds with pubertal and hormonal changes. The functions and pathways
associated with decision-making, emotion regulation, and reward sensitivity are
being refined and result in greater complexity and depth of executive functioning.
Thus, although the brain’s plasticity in adolescence translates to increased vulnera-
bility to adverse environmental exposures, there is also boundless potential for
intervention to positively alter its course. Youth who are at particularly high risk
for early offending are especially important to target as early offending is a strong
predictor of continued offending into adulthood (Loeber and Farrington 2011).
Although the impact of intervention on biological processes in this group is a
topic largely unexplored, it is possible that interventions specifically designed to
target underlying mechanisms may exert greater effects in this subgroup, as com-
pared to youth with later onset of delinquency, for a number of reasons: (a) their
earlier and more malleable phase of neurodevelopment; (b) intervening prior to
system-entrenchment; (c) the high incidence of childhood adversities that exert
negative impacts on development; and (d) malleable individual-level characteristics
(e.g., preexisting cognitive deficits, psychological problems, impulsivity).

The extant research also supports the “pubertal stress recalibration hypothesis,”
providing further evidence for adolescence as a critical developmental window for
intervention. This hypothesis purports that, for youth who are no longer facing
adversity, puberty is a developmental time period in which the HPA axis can recover
from early childhood stress (DePasquale et al. 2019). A line of empirical research
(Flannery et al. 2017; Gunnar et al. 2019; Quevedo et al. 2012) has found that, in
children who grew up in institutionalized settings and then were later adopted prior
to puberty, their stress response was blunted (i.e., cortisol levels before, during, and
after a stress task) compared to non-adopted children living with their biological
parents. However, by the time these children reached the end of puberty, significant
differences dissipated between the two groups, suggesting that the stress-response
has recalibrated in those adopted youth.

Relatedly, intervention studies are beginning to shed light on how caregiving may
ameliorate the effects of poverty on neurodevelopment. One example is a secondary
data analysis (Brody et al. 2017) of a randomized clinical trial of the Strong African
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American Families Program, which included a sample of rural African American
youth and their primary caregivers from ages 11 to 18. In this sample, Brody and
colleagues observed that poverty during childhood was associated with decreased
volume in limbic brain regions including the hippocampus and amygdala in adult-
hood. However, these effects were attenuated for the youth who participated in the
intervention at age 11, suggesting that supportive parenting may protect the brain
from the effects of poverty. Similarly, in a sample of formally institutionalized
youth, Colich et al. (2020) found that adolescents with high-quality caregiving,
compared to those with low-quality caregiving, showed better reward processing
and executive functioning, and that these associations were stronger in the adoles-
cent period than earlier developmental periods. Notably, this study included a range
of caregivers (i.e., biological, adoptive, kinship, etc.) which is promising for
JJ-involved youth who oftentimes do not live with biological caregivers. One
implication of this work is that when intervening within the caregiving environment,
different types of caregivers and settings need to be considered.

Collectively, the research cited herein demonstrates that opportunities abound to
prevent delinquency and system involvement for youth, from early in childhood
through adolescence. By targeting risk factors that adversely alter
neurodevelopment, and bolstering protective factors that strengthen resilience, inter-
ventions guided by findings from neuroscience have potential to enhance healthy
youth development and, in turn, improve overall outcomes. Interventions that target
the caregiving environment are particularly critical across development, including
adolescence. However, though adolescence is a highly malleable period and ame-
nable to intervention effects, it is still imperative that we intervene as early as
possible to prevent a cascading developmental trajectory toward adolescent delin-
quency. The evidence suggests that intervention effects are more impactful in early
childhood for adversity-exposed children than during adolescence (Boparai et al.
2018). Such findings highlight the need for systematic delivery of programs and
interventions that specifically target the malleable underpinnings of risky behaviors,
with particular attention to the neurodevelopmental effects of trauma exposure,
poverty, child maltreatment, and other forms of toxic stress (Kim et al. 2015). And
though it is critical that we strive to ameliorate the deleterious consequences of
adversity, greater investments in policies that reduce the exposures in the first place
are sorely needed.

4 Proposed Research Agenda

A future research agenda focusing on outstanding etiological and applied questions
in the field promises to enhance our knowledge of the neurodevelopmental trajec-
tories of JJ-involved youth, while also guiding us to more precise prevention and
intervention targets based on the neuroplasticity of the adolescent brain. To date,
very little neuroscience research has been conducted with JJ-involved youth
(Caldwell et al. 2019; Lansing et al. 2016) or youth advancing in that direction, to
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shed light on the role of neurodevelopment in phenotypic behaviors they often
exhibit and that could become novel targets for intervention. The following subsec-
tion highlights findings from descriptive studies that have begun to elucidate bio-
logical characteristics of populations at risk for or entrenched in JJ systems
involvement, as well as suggestions for some additional lines of etiological research.
The second subsection recommends an overall program of research that applies the
neural and biomarkers identified by future descriptive and longitudinal studies as a
blueprint for intervention studies that target those markers to more precisely and
potently move the proverbial needle.

4.1 Basic Research: Characterizing Youth at Risk for JJ
Involvement

In general, biobehavioral studies of JJ-involved youth are typically descriptive and
either focus on individuals who exhibit conduct problems (e.g., aggression, sub-
stance abuse, impulsivity), but are not explicitly JJ involved (Umbach et al. 2015), or
include adults with psychopathy (Yang and Raine 2018). Both vantage points are
instructive. An exception is an MRI study of life-course-persistent delinquent boys
from Lansing et al. (2016). Results showed that the delinquent boys, who also
endorsed high rates of traumatic and loss-related adversity, showed neuroanatomical
differences in the fronto-temporal regions compared to matched controls. Other
types of biologically-based studies of JJ-involved youth implicate dysregulated
physiological responses to stressors, deficits in executive functioning and other
processes, which provide clues into mechanisms that may underlie persistent delin-
quency (Johnson et al. 2015; Lin et al. 2021).

Intriguingly, a more extensive line of research has focused on children and
adolescents with callous-unemotional (CU) traits as they present a significant risk
for substance use disorders, serious delinquency and JJ involvement, and adult
criminal and psychopathic behavior (Frick et al. 2005). They typically fall into the
category of “life-course persistent” delinquency in that the expression of these traits
tend to emerge well before puberty and persist into adulthood. Youths with high
levels of CU traits are often detected within various other disruptive behavioral
disorder diagnostic groupings – such as conduct disorder (CD), oppositional defiant
disorder (ODD), and substance use disorder (SUD) – distinguishing themselves by
the seriousness and stability of their conduct problems (Pardini et al. 2010). They
have also been consistently distinguished by neurobiological, psychophysiological,
cognitive, and psychological profiles (Blair et al. 2014). For example, several
neuroimaging studies that have compared youth with high vs. low CU traits impli-
cate the aberrations in patterns of activation in the amygdala and its circuitry (Ling
et al. 2020; Marsh et al. 2008; Waller et al. 2020). Additional neuroimaging research
in this subgroup will be informative with respect to etiological underpinnings that
point to biomarkers that may serve as novel targets for intervention. It will be
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especially important to extend this research to the subgroup of CU youth who
develop these characteristics through the experience of trauma (Craig et al. 2021).

Although not heretofore a focus of biologically-based research, another subgroup
of particular interest for future research includes cross-over youth or youth who are
involved in both the child welfare and JJ systems (Herz and Ryan 2008; Herz et al.
2010). Child welfare involvement potentiates a cascade of risk factors that can lead
to delinquency. Children who encounter child welfare systems typically have a
history of ACEs and other traumatic events, including caregiver abuse and neglect,
unstable and chaotic homes, neighborhood disorder, and negative educational expe-
riences (Garcia et al. 2017). These factors alone are known to precipitate conduct
problems that can attract the attention of JJ. For those children who end up in the
child welfare system, the negative impacts are often compounded and can propel the
developmental trajectory toward delinquency and JJ involvement; the two systems
are integrally intertwined for these reasons. Hence, the inclusion of cross-over youth
in a line of research to elucidate dual-system impacts on neurodevelopment and
identify intersections at which intervention can disrupt the child welfare to JJ
pathway would be tremendously informative and would provide evidence-based
strategies to improve outcomes for these youth. The objective would be to establish
ways in which certain child welfare practices interact with histories of adversity to
negatively affect brain development and functioning, leading to poor outcomes such
as JJ, for the express purpose of policy reform.

Further exploration at this basic science phase of translation will help to delineate
points during development when pathways diverge, with some youth becoming
increasingly entrenched in risky behaviors and, subsequently, system-involved.
The knowledge gained from these discoveries can subsequently be applied to the
construction of interventions that more precisely strengthen neural structures and
their connections that are damaged by adverse experiences prior to and resulting
from system involvement.

4.2 The Next Phase of Translation: Applying Etiological
Information to Program Development

In general, there remains a great need for research that examines both how and
during what stages of maturation interventions impact neuroplasticity and other
functional indicators of developmental success. At present, even the most efficacious
preventive interventions do not benefit a substantial number of recipients, achieving
only low to modest effect sizes. And while effect sizes may be significant, they are
not indicative of the extent or nature of response variability and, thus, have low
clinical significance. To broaden and strengthen program effects, we must system-
atically apply what we know about the etiological underpinnings of risk behaviors to
the refinement of existing programs by identifying and targeting malleable individ-
ual characteristics and contextual processes that affect behavioral change (Fisher
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2016; Hyde et al. 2020). Accordingly, for any given intervention, the investigation
of social-contextual and neurodevelopmental factors that moderate and mediate a
favorable intervention response (e.g., inhibiting inappropriate behaviors, recogniz-
ing and regulating emotions in conflict situations, engaging in positive social
behavior, developing healthy relationships) has the potential to provide program
developers with information critical to optimizing program design. As these funda-
mental gaps are filled, interventions can be more precisely tailored to strengthen the
neural substrates of adaptive behaviors.

The need for this overall line of research is recommended across all intervention
and population types but is perhaps even more pressing for youth at risk of JJ
involvement given the serious implications of their behavior for their developmental
success, adult outcomes, and public safety. Optimizing intervention effects to
prevent eventual JJ involvement has been challenging, at best; thus, elucidating
individual differences in response to existing interventions via a transdisciplinary
research approach is essential. For example, determining neural markers and other
variables (e.g., pubertal onset, early trauma, adolescent social stress, or cannabis/
alcohol initiation) that signal more severe outcomes has potential to reveal malleable
targets for the next generation of novel interventions (Deas and Brown 2006; Boyce
et al. 2021). Subtype analyses (e.g., latent class or latent trajectory analyses) can
further inform intervention models that account for neurobiological variation across
classes of youth with conduct problems. Determining whether neurobiological
mechanisms change commensurate with behavioral improvements in response to
intervention will be instructive in designing and more effectively targeting interven-
tions for these very high-risk youth. Interventions guided by this blueprint promise
to be vastly more effective than non-specific interventions directed toward a hetero-
geneous population (Scheepers et al. 2011). And because once in the JJ system, these
traits may be exacerbated and neurodevelopmental impacts may be compounded, it
is important to conduct such studies prior to system involvement.

Interventions that have been informed by etiological knowledge target compo-
nents to malleable regulatory processes (Stuss 2011; Tracy and Osipowicz 2011;
Venkatakrishnan and Sandrini 2012). Although they have not been directly offered
to JJ-involved youth, a brief explication is useful in thinking about approaches aimed
at this population. For example, pharmacological or psychosocial therapies designed
to stimulate activity of the amygdala and its connections (e.g., akin to deep brain
stimulation in depression) (Drevets et al. 2008) and reinforce prefrontal inhibitory
controls may normalize cognitive and emotional regulatory deficits often seen in
JJ-involved youth. Another intriguing possibility is the potential preventative effect
of educating caregivers, educators and policymakers regarding approaches that
address differential developmental pathways in these youths. Early enrichment,
tactile stimulation, stress reduction, and other environmental enhancements early
in life may strengthen prefrontal cognitive controls and enlarge the striatum to
reduce novelty-seeking and emotional dysregulation (Glenn and Yang 2012).
Warm and responsive parenting may also ameliorate social deficits perhaps through
effects on amygdala/prefrontal structure and connectivity (Waller et al. 2016).
Current therapeutic inefficiencies arise because intervention methods do not map
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program components to underlying etiologies (Frick and Moffitt 2010; Moffitt et al.
2008). Targeting program components to subgroups that confer differential vulner-
ability to conduct problems and that likely influence responsivity to a given inter-
vention will substantially improve outcomes.

The significance of this work is especially pronounced given that youth often
targeted by interventions are at-risk by virtue of exposure to high levels of adversity
(e.g., poverty, maltreatment, trauma). As discussed above, adversity, stress, and
trauma have been repeatedly associated with altered trajectories of brain develop-
ment, particularly affecting neural network architecture and circuits that undergird
emotion and behavioral self-regulatory skills (Teicher and Samson 2016; McEwen
2009; Perry 2009). Determining whether effective intervention can (1) attenuate
associations between adversity and neurodevelopment, and (2) lead to improved
social functioning and less delinquency would provide strong causal evidence of
these linkages and elucidate more specific targets for intervention. Periods of
heightened sensitivity – for better or for worse – can be better understood by further
accounting for interaction effects between the developmental timing of adversity,
trauma types, and demographic characteristics of youth, on brain development and
functioning.

In essence, a research strategy that maps active ingredients of interventions to
evidence-based response to intervention (RTI) strategies is needed. Controlling for
predictive factors previously identified (e.g., trauma exposure and symptoms, social
supports, family dynamics) will enable us to isolate the malleable neural substrates
of differential responsivity to any given intervention. This approach is based on the
premise that the brain ultimately drives behavior and, thus, environmental inputs
(including intervention) should exert their effects via the brain, irrespective of their
origins. Studies of this sort will increase our understanding of the sources of
heterogeneity in response drivers as a means to improve intervention outcomes.
The result of this program of research then becomes a roadmap for future work
exploring mechanisms of intervention effects with the ultimate aim to inform design
of more effective preventive strategies.

5 Science Translation to Policy

There are nontrivial policy implications of neuroscience evidence for teenagers at
risk for JJ involvement given that nearly 700,000 youth are arrested in a single year
and many of these youth formally enter the juvenile justice system (Puzzanchera
2020). Moreover, system involvement is itself associated with several negative
adolescent and adult outcomes, including poorer mental health, unemployment,
and adult incarceration (Abram et al. 2009; Carter 2019; Kim et al. 2020). Both
the JJ and child welfare systems have been cited for poor caregiving and suboptimal
conditions in congregate care settings which can add to these youth’s list of risk
factors and negative experiences. An all too counterproductive, disjointed, and
harmful system response (e.g., in the child welfare, juvenile justice, behavioral
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health/substance abuse and education realms) is to blame, constituting a further
assault on young people who typically have already experienced adversity.

It is, thus, imperative that as a society we, first and foremost, address structural
policies (e.g., in school systems) that inadvertently lead to negative outcomes (such
as Zero Tolerance responsible for the school to prison pipeline) and place children at
additional risk. Importantly, we believe the scientific community has a responsibility
to work with disadvantaged communities, bringing research methods and findings to
bear in developing integrated systems of evidence-based practices to address edu-
cational and mental and behavioral health problems. Appropriate research-based
solutions need to recognize and actively address the impact of exposure to the
chronic stress and trauma stemming from concentrated urban poverty. Structural
and systems change that bridges families, schools, community organizations, and
researchers –increasing the odds for success in disadvantaged urban youth prior to
entrenchment of problems – promises to enhance lifelong pathways and fundamen-
tally reduce inequality in at-risk populations (Biglan and Embry 2013; Fishbein et al.
2016; United Nations 2020).

Effectuating this change requires a multi-sector systems approach to providing
comprehensive, evidence-based, benevolent services shown to improve outcomes.
The consensus among experts is that to strengthen resilience and mitigate the
impacts of toxic stress on brain development, coordination of care across all child-
serving systems – child welfare, foster care, mental health, pediatrics, education, and
juvenile justice (in cases where earlier efforts have failed) – is critical. Unfortunately,
only a few states and localities have processes in place for communication and
coordination across these systems. Building these bridges will ensure that we
provide supportive evidence-based services during this timeframe to prevent com-
plicated and serious mental health, developmental, and psychosocial problems from
developing. Change at the systems-level has potential to show fairly immediate
impacts on the antecedents of school drop-out, aggressive behavior, substance
abuse, risky sex, and illegal activities. Such changes would avert more teens from
juvenile justice, child welfare, and behavioral health/substance abuse intervention
systems and improve their chances for successful lives.

6 Summary

In this chapter, we presented an overview of the existing research evidence that
supports how various neurodevelopmental pathways may lead to JJ involvement,
and how these pathways are especially influenced by the experience of ACES and
trauma exposure. Because neurodevelopment is malleable in response to both
detrimental and positive experiences, there is potential for well-targeted interven-
tions to normalize brain and cognitive development, especially during sensitive
periods of maturation. Here we highlighted not only the importance of intervening
during early childhood, but that there is also a window of opportunity for effective
intervention during adolescence. More broadly, current and future neuroscience
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research that includes additional groups of at-risk youth has promising implications
for wide-scale strategies to strengthen resiliency against adversity via structural
change models across systems, supported by policies at the federal, state, and local
levels, with potential for population level benefits.

References

Abram KM, Teplin LA, Charles DR, Longworth SL, McClelland GM, Dulcan MK (2004)
Posttraumatic stress disorder and trauma in youth in juvenile detention. Arch Gen Psychiatry
61(4):403–410

Abram KM, Choe JY, Washburn JJ, Romero EG, Teplin LA (2009) Functional impairment in youth
three years after detention. J Adolesc Health 44(6):528–535

Andersen SL (2016) Commentary on the special issue on the adolescent brain: adolescence,
trajectories, and the importance of prevention. Neurosci Biobehav Rev 70:329–333

Andersen SL, Teicher MH (2009) Desperately driven and no brakes: developmental stress exposure
and subsequent risk for substance abuse. Neurosci Biobehav Rev 33(4):516–524

Andersen SL, Tomada A, Vincow ES, Valente E, Polcari A, Teicher MH (2008) Preliminary
evidence for sensitive periods in the effect of childhood sexual abuse on regional brain
development. J Neuropsychiatry Clin Neurosci 20(3):292–301

Berens AE, Jensen SK, Nelson CA (2017) Biological embedding of childhood adversity: from
physiological mechanisms to clinical implications. BMC Med 15(1):1–12

Biglan A, Embry DD (2013) A framework for intentional cultural change. J Contextual Behav Sci 2
(3–4):95–104

Blair RJR, Leibenluft E, Pine DS (2014) Conduct disorder and callous–unemotional traits in youth.
N Engl J Med 371(23):2207–2216

Boparai SKP, Au V, Koita K, Oh DL, Briner S, Harris NB, Bucci M (2018) Ameliorating the
biological impacts of childhood adversity: a review of intervention programs. Child Abuse Negl
81:82–105

Boyce WT, Levitt P, Martinez FD, McEwen BS, Shonkoff JP (2021) Genes, environments, and
time: the biology of adversity and resilience. Pediatrics 147(2):e20201651

Bradshaw CP, Goldweber A, Fishbein D, Greenberg MT (2012) Infusing developmental neurosci-
ence into school-based preventive interventions: implications and future directions. J Adolesc
Health 51(2):S41–S47

Brody GH, Gray JC, Yu T, Barton AW, Beach SR, Galván A, MacKillop J, Windle M, Chen E,
Miller GE, Sweet LH (2017) Protective prevention effects on the association of poverty with
brain development. JAMA Pediatr 171(1):46–52

Burchinal MR, Roberts JE, Zeisel SA, Rowley SJ (2008) Social risk and protective factors for
African American children’s academic achievement and adjustment during the transition to
middle school. Dev Psychol 44(1):286–292

Caldwell BM, Anderson NE, Harenski KA, Sitney MH, Caldwell MF, Van Rybroek GJ, Kiehl KA
(2019) The structural brain correlates of callous-unemotional traits in incarcerated male adoles-
cents. NeuroImage Clin 22:101703

Carter A (2019) The consequences of adolescent delinquent behavior for adult employment out-
comes. J Youth Adolesc 48(1):17–29

Casey BJ, Jones RM (2010) Neurobiology of the adolescent brain and behavior: implications for
substance use disorders. J Am Acad Child Adolesc Psychiatry 49(12):1189–1201

Casey BJ, Getz S, Galvan A (2008) The adolescent brain. Dev Rev 28(1):62–77
Colich NL, Rosen ML, Williams ES, McLaughlin KA (2020) Biological aging in childhood and

adolescence following experiences of threat and deprivation: a systematic review and meta-
analysis. Psychol Bull 146(9):721

250 S. Chaplo and D. Fishbein



Craig SG, Goulter N, Moretti MM (2021) A systematic review of primary and secondary callous-
unemotional traits and psychopathy variants in youth. Clin Child Fam Psychol Rev 24(1):65–91

De Bellis MD, Spratt EG, Hooper SR (2011) Neurodevelopmental biology associated with child-
hood sexual abuse. J Child Sex Abus 20(5):548–587

Deas D, Brown ES (2006) Adolescent substance abuse and psychiatric comorbidities. J Clin
Psychiatry 67:18

Deighton S, Neville A, Pusch D, Dobson K (2018) Biomarkers of adverse childhood experiences: a
scoping review. Psychiatry Res 269:719–732

DePasquale CE, Donzella B, Gunnar MR (2019) Pubertal recalibration of cortisol reactivity
following early life stress: a cross-sectional analysis. J Child Psychol Psychiatry 60(5):566–575

Dierkhising CB, Ko SJ, Woods-Jaeger B, Briggs EC, Lee R, Pynoos RS (2013) Trauma histories
among justice-involved youth: findings from the National Child Traumatic Stress Network. Eur
J Psychotraumatol 4(1):20274

Dishion TJ, Tipsord JM (2011) Peer contagion in child and adolescent social and emotional
development. Annu Rev Psychol 62:189–214

Drevets WC, Price JL, Furey ML (2008) Brain structural and functional abnormalities in mood
disorders: implications for neurocircuitry models of depression. Brain Struct Funct 213
(1–2):93–118

Fishbein DH, Ridenour T, Stahl M, Sussman S (2016) The full translational spectrum of prevention
science: facilitating the transfer of knowledge to practices and policies that prevent behavioral
health problems. Transl Behav Med 6(1):5–16

Fisher PA (2016) Translational neuroscience as a tool for intervention development in the context of
high-adversity families. New Dir Child Adolesc Dev 2016(153):111–125

Flannery JE, Gabard-Durnam LJ, Shapiro M, Goff B, Caldera C, Louie J, Gee DG, Telzer EH,
Humphreys KL, Lumian DS, Tottenham N (2017) Diurnal cortisol after early institutional care –
age matters. Dev Cogn Neurosci 25:160–166

Frick PJ, Moffitt TE (2010) A proposal to the DSM-V childhood disorders and the ADHD and
disruptive behavior disorders work groups to include a specifier to the diagnosis of conduct
disorder based on the presence of callous-unemotional traits. American Psychiatric Association,
Washington, pp 1–36

Frick PJ, Stickle TR, Dandreaux DM, Farrell JM, Kimonis ER (2005) Callous–unemotional traits in
predicting the severity and stability of conduct problems and delinquency. J Abnorm Child
Psychol 33(4):471–487

Fuhrmann D, Knoll LJ, Blakemore SJ (2015) Adolescence as a sensitive period of brain develop-
ment. Trends Cogn Sci 19(10):558–566

Garcia AR, Gupta M, Greeson JK, Thompson A, DeNard C (2017) Adverse childhood experiences
among youth reported to child welfare: results from the national survey of child & adolescent
wellbeing. Child Abuse Negl 70:292–302

Gee DG, Gabard-Durnam LJ, Flannery J, Goff B, Humphreys KL, Telzer EH, Hare TA,
Bookheimer SY, Tottenham N (2013) Early developmental emergence of human amygdala–
prefrontal connectivity after maternal deprivation. Proc Natl Acad Sci 110(39):15638–15643

Geier CF, Terwilliger R, Teslovich T, Velanova K, Luna B (2010) Immaturities in reward
processing and its influence on inhibitory control in adolescence. Cereb Cortex 20
(7):1613–1629

Giedd JN (2008) The teen brain: insights from neuroimaging. J Adolesc Health 42(4):335–343
Glaser D (2000) Child abuse and neglect and the brain – a review. J Child Psychol Psychiatry 41

(01):97–116
Glenn AL, Yang Y (2012) The potential role of the striatum in antisocial behavior and psychopathy.

Biol Psychiatry 72(10):817–822
Gunnar MR, DePasquale CE, Reid BM, Donzella B, Miller BS (2019) Pubertal stress recalibration

reverses the effects of early life stress in postinstitutionalized children. Proc Natl Acad Sci 116
(48):23984–23988

Capitalizing on Neuroplasticity Across Development to Redirect Pathways. . . 251



Herrera VM, McCloskey LA (2003) Sexual abuse, family violence, and female delinquency:
findings from a longitudinal study. Violence Vict 18(3):319–334

Herz DC, Ryan JP (2008) Exploring the characteristics and outcomes of 241.1 youth crossing over
from dependency to delinquency in Los Angeles County. California Courts, The Administrative
Office of the Courts

Herz DC, Ryan JP, Bilchik S (2010) Challenges facing crossover youth: an examination of juvenile-
justice decision making and recidivism. Fam Court Rev 48(2):305–321

Hyde LW, Gard AM, Tomlinson RC, Burt SA, Mitchell C, Monk CS (2020) An ecological
approach to understanding the developing brain: examples linking poverty, parenting, neighbor-
hoods, and the brain. Am Psychol 75(9):1245–1259

Ireland TO, Smith CA, Thornberry TP (2002) Developmental issues in the impact of child
maltreatment on later delinquency and drug use. Criminology 40(2):359–400

Johnson MM, Mikolajewski A, Shirtcliff EA, Eckel LA, Taylor J (2015) The association between
affective psychopathic traits, time incarcerated, and cortisol response to psychosocial stress.
Horm Behav 72:20–27

Johnson SB, Riis JL, Noble KG (2016) State of the art review: poverty and the developing brain.
Pediatrics 137(4):e20153075

Kerig PK, Becker SP, Egan S (2010) From internalizing to externalizing: theoretical models of the
processes linking PTSD to juvenile delinquency. Posttraumatic Stress Disord Causes Symptoms
Treat 33:78

Kharitonova M, Munakata Y (2011) The role of representations in executive function: investigating
a developmental link between flexibility and abstraction. Front Psychol 2:347

Kim HK, Bhimji J, Fisher PA (2015) Plasticity of decision-making abilities among maltreated
adolescents: evidence from a random controlled trial. Dev Psychopathol 27(2):535

Kim J, Kim R, Oh H, Lippert AM, Subramanian SV (2020) Estimating the influence of adolescent
delinquent behavior on adult health using sibling fixed effects. Soc Sci Med 265:113397

Lansing AE, Virk A, Notestine R, Plante WY, Fennema-Notestine C (2016) Cumulative trauma,
adversity and grief symptoms associated with fronto-temporal regions in life-course persistent
delinquent boys. Psychiatry Res Neuroimaging 254:92–102

Larsen B, Luna B (2018) Adolescence as a neurobiological critical period for the development of
higher-order cognition. Neurosci Biobehav Rev 94:179–195

Leibowitz GS (2014) Neurodevelopmental approaches to understanding and working with adoles-
cents in the juvenile justice system. In: Matto HC, Strolin-Goltzman J, Ballan MS (eds)
Neuroscience for social work: current research and practice. Springer, New York, pp 335–354

Lin B, Kidwell MC, Kerig PK, Crowell SE, Fortuna AJ (2021) Profiles of autonomic stress
responsivity in a sample of justice-involved youth: associations with childhood trauma exposure
and emotional and behavioral functioning. Dev Psychobiol 63(2):206–225

Ling S, Raine A, Waller RE, Ruparel K, Loughead J, Gur RC (2020) Divergent amygdala volume
asymmetries for male and female youth with high versus low callous-unemotional traits. Crime
Delinq 66(10):1419–1437

Loeber R, Farrington DP (2011) Young homicide offenders and victims: risk factors, prediction,
and prevention from childhood. Springer, New York

Luby JL, Baram TZ, Rogers CE, Barch DM (2020) Neurodevelopmental optimization after early-
life adversity: cross-species studies to elucidate sensitive periods and brain mechanisms to
inform early intervention. Trends Neurosci 43(10):744–751

Marek S, Hwang K, Foran W, Hallquist MN, Luna B (2015) The contribution of network
organization and integration to the development of cognitive control. PLoS Biol 13(12):
e1002328

Marsh AA, Finger EC, Mitchell DG, Reid ME, Sims C, Kosson DS, Towbin KE, Leibenluft E, Pine
DS, Blair RJ (2008) Reduced amygdala response to fearful expressions in children and
adolescents with callous-unemotional traits and disruptive behavior disorders. Am J Psychiatr
165(6):712–720

McEwen BS (2009) The brain is the central organ of stress and adaptation. NeuroImage 47(3):911

252 S. Chaplo and D. Fishbein



McEwen BS, Morrison JH (2013) The brain on stress: vulnerability and plasticity of the prefrontal
cortex over the life course. Neuron 79(1):16–29

McLaughlin KA, Sheridan MA, Lambert HK (2014) Childhood adversity and neural development:
deprivation and threat as distinct dimensions of early experience. Neurosci Biobehav Rev
47:578–591

McLaughlin KA, Weissman D, Bitrán D (2019) Childhood adversity and neural development: a
systematic review. Annu Rev Dev Psychol 1:277–312

Moffitt TE (2006) Life-course-persistent versus adolescence-limited antisocial behavior. In:
Cicchetti D, Cohen DJ (eds) Developmental psychopathology: risk, disorder, and adaptation.
Wiley, pp 570–598

Moffitt TE, Caspi A, Dickson N, Silva P, Stanton W (1996) Childhood-onset versus adolescent-
onset antisocial conduct problems in males: natural history from ages 3 to 18 years. Dev
Psychopathol 8(2):399–424

Moffitt TE, Arseneault L, Jaffee SR, Kim-Cohen J, Koenen KC, Odgers CL, Slutske WS, Viding E
(2008) Research review: DSM-V conduct disorder: research needs for an evidence base. J Child
Psychol Psychiatry 49(1):3–33

Nelson CA III, Zeanah CH, Fox NA (2019) How early experience shapes human development: the
case of psychosocial deprivation. Neural Plast 2019:1676285

Padmanabhan A, Geier CF, Ordaz SJ, Teslovich T, Luna B (2011) Developmental changes in brain
function underlying the influence of reward processing on inhibitory control. Dev Cogn
Neurosci 1(4):517–529

Pardini D (2016) Empirically based strategies for preventing juvenile delinquency. Child Adolesc
Psychiatr Clin 25(2):257–268

Pardini DA, Frick PJ, Moffitt TE (2010) Building an evidence base for DSM–5 conceptualizations
of oppositional defiant disorder and conduct disorder: introduction to the special section. J
Abnorm Psychol 119(4):683

Perry BD (2009) Examining child maltreatment through a neurodevelopmental lens: clinical
applications of the neurosequential model of therapeutics. J Loss Trauma 14(4):240–255

Pitman RK, Rasmusson AM, Koenen KC, Shin LM, Orr SP, Gilbertson MW,Milad MR, Liberzon I
(2012) Biological studies of post-traumatic stress disorder. Nat Rev Neurosci 13(11):769–787

Puzzanchera C (2020) The decline in arrests of juveniles continued through 2019. U.S. Department
of Justice, Office of Juvenile Justice and Delinquency Prevention, Washington, DC. Retrieved
from https://www.ojjdp.gov/ojstatbb/snapshots/DataSnapshot_UCR2019.pdf

Quevedo K, Johnson AE, Loman ML, LaFavor TL, Gunnar M (2012) The confluence of adverse
early experience and puberty on the cortisol awakening response. Int J Behav Dev 36(1):19–28

Reiss F (2013) Socioeconomic inequalities and mental health problems in children and adolescents:
a systematic review. Soc Sci Med 90:24–31

Ryan JP, Williams AB, Courtney ME (2013) Adolescent neglect, juvenile delinquency and the risk
of recidivism. J Youth Adolesc 42(3):454–465

Scheepers FE, Buitelaar JK, Matthys W (2011) Conduct disorder and the specifier callous and
unemotional traits in the DSM-5. Eur Child Adolesc Psychiatry 20(2):89–93

Sheridan MA, Shi F, Miller AB, Sahali C, McLaughlin KA (2020) Network structure reveals
clusters of associations between childhood adversities and development outcomes. Dev Sci 23
(5):e12934

Smith AR, Chein J, Steinberg L (2013) Impact of socio-emotional context, brain development, and
pubertal maturation on adolescent risk-taking. Horm Behav 64(2):323–332

Somerville LH, Casey BJ (2010) Developmental neurobiology of cognitive control and motiva-
tional systems. Curr Opin Neurobiol 20(2):236–241

Somerville LH, Jones RM, Casey BJ (2010) A time of change: behavioral and neural correlates of
adolescent sensitivity to appetitive and aversive environmental cues. Brain Cogn 72(1):124–133

Stanis JJ, Andersen SL (2014) Reducing substance use during adolescence: a translational frame-
work for prevention. Psychopharmacology 231(8):1437–1453

Steinberg L (2010) A dual systems model of adolescent risk-taking. Dev Psychobiol 52(3):216–224

Capitalizing on Neuroplasticity Across Development to Redirect Pathways. . . 253

https://www.ojjdp.gov/ojstatbb/snapshots/DataSnapshot_UCR2019.pdf


Steinberg L, Graham S, O’Brien L, Woolard J, Cauffman E, Banich M (2009) Age differences in
future orientation and delay discounting. Child Dev 80(1):28–44

Sterrett EM, Dymnicki AB, Henry D, Byck GR, Bolland J, Mustanski B (2014) Predictors of
co-occurring risk behavior trajectories among economically disadvantaged African-American
youth: contextual and individual factors. J Adolesc Health 55(3):380–387

Stuss DT (2011) The future of cognitive neurorehabilitation. Neuropsychol Rehabil 21(5):755–768
Teicher MH, Samson JA (2016) Annual research review: enduring neurobiological effects of

childhood abuse and neglect. J Child Psychol Psychiatry 57(3):241–266
Teicher MH, Andersen SL, Polcari A, Anderson CM, Navalta CP, Kim DM (2003) The neurobi-

ological consequences of early stress and childhood maltreatment. Neurosci Biobehav Rev 27
(1–2):33–44

Teicher MH, Samson JA, Anderson CM, Ohashi K (2016) The effects of childhood maltreatment
on brain structure, function and connectivity. Nat Rev Neurosci 17(10):652

Tottenham N, Hare TA, Millner A, Gilhooly T, Zevin JD, Casey BJ (2011) Elevated amygdala
response to faces following early deprivation. Dev Sci 14(2):190–204

Tracy JI, Osipowicz KZ (2011) A conceptual framework for interpreting neuroimaging studies of
brain neuroplasticity and cognitive recovery. NeuroRehabilitation 29(4):331–338

Umbach R, Berryessa CM, Raine A (2015) Brain imaging research on psychopathy: implications
for punishment, prediction, and treatment in youth and adults. J Crim Just 43(4):295–306

United Nations (2020) World social report 2020: inequality in a rapidly changing world. Depart-
ment of Economic and Social Affairs, United Nations Publication, Vienna

Venkatakrishnan A, Sandrini M (2012) Combining transcranial direct current stimulation and
neuroimaging: novel insights in understanding neuroplasticity. J Neurophysiol 107(1):1–4

Waller R, Trentacosta CJ, Shaw DS, Neiderhiser JM, Ganiban JM, Reiss D, Leve LD, Hyde LW
(2016) Heritable temperament pathways to early callous–unemotional behaviour. Br J Psychi-
atry 209(6):475–482

Waller R, Hawes SW, Byrd AL, Dick AS, Sutherland MT, Riedel MC, Tobia MJ, Bottenhorn KL,
Laird AR, Gonzalez R (2020) Disruptive behavior problems, callous-unemotional traits, and
regional gray matter volume in the adolescent brain and cognitive development study. Biol
Psychiatr Cogn Neurosci Neuroimaging 5(5):481–489

Yang Y, Raine A (2018) The neuroanatomical bases of psychopathy: a review of brain imaging
findings. In: Patrick CJ (ed) Handbook of psychopathy. The Guilford Press, pp 380–400

254 S. Chaplo and D. Fishbein


	Preface
	Part I
	Part II
	Part III

	Contents
	Part I: Mechanisms Underlying Brain Changes During Sensitive Periods
	Development of Functional Properties in the Early Visual System: New Appreciations of the Roles of Lateral Geniculate Nucleus
	1 Introduction
	2 Gross Organization and Development of LGN
	3 Innervation from the Retina: Molecular Cues
	4 Innervation from the Retina: Spontaneous Activity and Laminar Plasticity
	5 Innervation from the Retina: Plasticity with Visual Experience
	6 Synapse Development and Convergence Between Retina and LGN
	7 Receptive Field Development and Plasticity
	8 Spatial Processing in LGN
	9 Temporal Processing in LGN
	10 Orientation and Direction Selectivity
	11 Clues from the Rapid Development of Direction Selectivity
	12 Ocular Dominance and Its Plasticity
	13 Corticothalamic Development
	14 Conclusions
	References

	Maturation of Corticolimbic Functional Connectivity During Sensitive Periods of Brain Development
	1 Introduction
	2 Functional Maturation of the Prefrontal Cortex (PFC) During Adolescence
	2.1 Maturation of Dopaminergic Control of PFC Activity
	2.2 Maturation of Glutamatergic Control of PFC Activity
	2.3 Maturation of GABAergic Control of PFC Activity

	3 Functional Maturation of PFC Connectivity During Adolescence
	3.1 Maturation of Hippocampal-PFC Functional Connectivity
	3.2 Maturation of Amygdalar-PFC Functional Connectivity

	4 Summary and Conclusions
	References

	Microglia and Sensitive Periods in Brain Development
	1 Introduction
	2 Embryonic Wiring
	3 Postnatal Synaptic Pruning and Neuronal Function
	4 Adolescent Circuit Refinement
	5 Conclusions
	References

	Is Adolescence a Sensitive Period for the Development of Incentive-Reward Motivation?
	1 Introduction
	2 Defining a Sensitive Period
	3 Adolescence as a Sensitive Period: General Considerations
	4 Adolescent Trajectory of Reward Sensitivity and Incentive Motivation
	5 Experiential Impacts on Incentive Motivation and its Development
	6 Linear Versus Nonlinear Patterns of Adolescent Brain Development
	7 Conclusions
	References

	Part II: The Influences of Positive and Negative Factors During Sensitive Periods
	Physical Activity, Fitness, and Executive Functions in Youth: Effects, Moderators, and Mechanisms
	1 Introduction
	2 Physical Activity and Fitness: Definitions, Guidelines, and Trends
	3 Acute and Chronic Effects of Physical Activity on Executive Functions
	3.1 Acute Effect of Physical Activity on Overall Executive Function
	3.2 Acute Effect of Physical Activity on Executive Function Sub-domains
	3.3 Chronic Effect of Physical Activity on Overall Executive Functions
	3.3.1 Special Populations

	3.4 Chronic Effect of Physical Activity on Executive Function Sub-domains

	4 Moderators of the Effect of Physical Activity on Executive Functions
	4.1 Quantitative Moderators of the Effect of Physical Activity on Executive Functions
	4.1.1 Intensity of Physical Activity
	4.1.2 Session Duration
	4.1.3 Study Duration

	4.2 Qualitative Moderators of the Effect of Physical Activity on Executive Functions
	4.2.1 Type of Physical Activity
	4.2.2 Cognitive Demand of Physical Activity
	4.2.3 Context of Physical Activity


	5 Mechanisms Responsible for the Effect of Physical Activity on Executive Functions
	5.1 Neurobiological Mechanisms
	5.1.1 Microscopic Mechanisms
	Molecular Mechanisms
	Cellular Mechanisms

	5.1.2 Macroscopic Mechanisms
	Brain Function
	Brain Structure


	5.2 Psychosocial Mechanisms
	5.2.1 Mood
	5.2.2 Mental Health

	5.3 Behavioral Mechanisms
	5.3.1 Sleep
	5.3.2 Self-Regulation Skills


	6 Summary, Limitations, and Emerging Issues
	6.1 Summary of the Evidence Base
	6.2 Limitations in the Current Evidence
	6.3 Recommendations for Future Research

	References

	Nutrition and Brain Development
	1 Introduction
	1.1 Pre-clinical and Clinical Evidence for Nutrient-Specific Sensitive Periods
	1.1.1 Considerations for Interpretation of Clinical and Pre-clinical Nutrient-Brain Studies
	Timing, Dose, and Duration
	Deficiency vs. Supplementation Studies
	Differential Growth and Brain Metabolic Rates of Animal vs. Human Models


	1.2 Mechanisms of Long-Term Dysfunction

	2 Protein
	2.1 Clinical Studies
	2.2 Pre-clinical Studies

	3 Long-Chain Polyunsaturated Fatty Acids (LC-PUFAs)
	3.1 Clinical Studies
	3.2 Pre-clinical Studies

	4 Iron
	4.1 Clinical Studies
	4.2 Pre-clinical Studies

	5 Iodine
	5.1 Clinical Studies
	5.2 Pre-clinical Studies

	6 Choline
	6.1 Clinical Studies
	6.2 Pre-clinical Studies

	7 Zinc
	7.1 Clinical Studies
	7.2 Pre-clinical Studies

	8 Vitamin D
	8.1 Clinical Studies
	8.2 Pre-clinical Studies

	9 Conclusion
	References

	Understanding Sensitive Period Effects in Musical Training
	1 Introduction
	2 Brain Maturation
	3 Sensitive and Critical Periods
	4 Evidence for Sensitive Periods in Music Training
	5 Training-Related Plasticity in Childhood
	6 Individual Differences: Predispositions and Possible Genetic Contributions
	7 Why Is Music an Effective Driver of Sensitive-Period Plasticity?
	8 What Sensitive Periods Are and What They Are Not
	9 Gene-Maturation-Environment Framework for Understanding Sensitive Periods
	References

	Sensitive Periods for Recovery from Early Brain Injury
	1 Background
	2 Effects of Frontal Lobe Injuries in Young Monkeys and Cats
	3 Effects of Frontal Injuries in Young Rats
	4 Effects of Diffuse Cortical Lesions in Children
	5 Effects of Hemispherectomy in Children
	6 Effects of Hemispherectomy or Hemidecortication in Laboratory Animals
	7 Adolescence and Sensitive Periods for Recovery
	8 Other Examples of Extensive Plasticity in the Sensitive Periods for Brain Injury
	9 Mechanisms of Plasticity in the Sensitive Periods
	9.1 Rewiring of Cortical Inputs and Outputs and Alterations in Neuronal Morphology
	9.2 Functional Connectivity
	9.3 Neurogenesis
	9.4 Perineuronal Nets

	10 Conclusions
	References

	Part III: Community Level Impact of Sensitive Periods: Analyses and Applications
	Statistical Modeling of Sensitive Period Effects Using the Structured Life Course Modeling Approach (SLCMA)
	1 The Structured Life Course Modeling Approach (SLCMA) as an Aide to Building Targeted Policy Intervention and Prevention Appr...
	1.1 What Is the SLCMA and How Is Using It Advantageous?
	1.2 Commonly Examined Life Course Hypotheses

	2 SLCMA Origins and Where It Is Today
	3 How to Use the SLCMA
	3.1 Background to Motivate the Example
	3.2 Analytic Sample
	3.3 Conducting the SLCMA
	3.4 Results of Our Example Analysis Using the SLCMA
	3.5 Sensitivity Analyses

	4 Limitations of and Future Directions for the SLCMA
	4.1 Conclusion

	References

	Capitalizing on Neuroplasticity Across Development to Redirect Pathways from Juvenile Justice Involvement
	1 Introduction
	2 Normative Adolescent Brain Development and Risk-Taking
	3 The Brain´s Experience-Dependence: For Better or for Worse
	3.1 For Worse: Adversity´s Impact on Neurodevelopment
	3.2 For Better: Sensitive Developmental Periods for Intervention

	4 Proposed Research Agenda
	4.1 Basic Research: Characterizing Youth at Risk for JJ Involvement
	4.2 The Next Phase of Translation: Applying Etiological Information to Program Development

	5 Science Translation to Policy
	6 Summary
	References


