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Abstract People with challenged vision (both permanent and temporary) face
several difficulties in their everyday life. A person having visual impairment may
not differentiate between colors, which is an essential part of work in several indus-
tries such as Ready Made Garments (RMG) sector where sorting cloths based on
color is essential. This work represents a more improved version of our previous
work which was a demonstration of a talking color detecting device for blind people.
Obstacle facing and fall occurrence are very important issues for visually challenged
person that are addressed in this chapter. The proposed device uses the latest hard-
ware components including upgraded Central Processing Unit (CPU) and sensors
for IoT and cloud-based architecture that can detect color and obstacle efficiently.
Moreover it gives notification regarding color and obstacle in multiple languages to
visually challenged person. The device also sends fall notification through internet
to the caretaker of the visually impaired user in case of fall detection, which is an
added key feature of this work.
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1 Introduction

Eye-sight impairment is a constraint in case of functioning of the eye. As mentioned
in [1], the visual nerve system and persons having eye-sight impairment refers no
vision in both eyeswho has a visual acuity less than 6/60 or 20/200 in Snellen chart [2,
3]. According to a statistical research on blindness by WHO considerably more than
285 million people are struggling from visual impairment which includes blindness
and low vision and unfortunately 87% of that total live in regions like Bangladesh
[4].

The study also focuses on the opportunities of the visual impaired people that blind
people usually regarded as burden to own family and to the outsideworld the disregard
is out of world and unfortunately these people have extremely fewer possibilities to
earn their very own livelihood. Generally this scenario has been observed in the
underdeveloped countries while rich and developed countries provide at least more
opportunities to them [5]. In case of childrenwith visual impairment the sufferings are
more noticeable as they are being excluded from the opportunity of getting education
as well as other basic rights [6].

Color detection ability is an important privilege that seems not so important in a
relative look which also can be a strength to some people in their daily life. Countries
like Bangladesh, China, Vietnam, lot of people are gaining their livelihood through
apparel along with clothing manufacturing garments in which cases visually impair-
ment of a person can be a great hindrance while working, consequently making their
livelihood. In these cases the opportunity to work in such a place reduces if they
don’t have the ability to detect and differentiate color. Also, color detection ability
is benefited most for children for their education purposes.

Technological innovations have been becoming a hope for helping them in recent
times in case of inability to color detection or even helpful for completely visual
impaired person, although the concept of the assistive devices for the blind is actually
not so traditional [7].While reviewing the previously developedproduct, several blind
assistive devices were found for color detection such as Color Talk [8], Coloresia [9],
Colorino [8], Color Teller [8], Speech-master Talking Color with detection system
[10], ColorTest 150 [8]. Some blind guidance systems have also been reviewedwhich
are Sonar Glasses [11], iSonar [12], Smart walking stick [13], The GuideCane [14]
and The NavBelt [15]. Some key limitation of these devices is not having speaking
ability into multiple languages, IoT Connectivity andWearability. Most importantly,
no devices have been developed with both two features into one single wearable
device with IoT connectivity. Also, there was no fall detection feature in any of the
mentioned devices which is a very essential feature for any blind or disables assistive
devices.

In authors’ previous paper [7], a new architecture has been suggested in preceding
researchwork [7] that canpronounce thenameof numerous colors in bothEnglish and
Bangla. This proposed architecture will help the blind people to recognize different
colors in their real life and workstation. A new architecture has been proposed with
current advancement of Internet of Things (IoT) and its wide variety of application
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in advance embedded system design. The suggested architecture incorporated with
IoT and sensors to provide various features to identify ‘fall’ for the blind person. In
addition, an obstacle avoidance unit has been added with proposed architecture to
avoid collision and accident. The prime features of this proposed design is that all
kind of warnings will be given as human vocal sound.

The book chapter arrangement has been organized in the following manners.
The section discusses the architecture and methodology, the third and fourth section
illustrates the software and hardware improvement, the fifth section represents the
working principle and algorithm of the proposed system and the last two sections
represent a comparison among earlier developed devices and the suggested system
along with the conclusion following with the future scope of the work.

2 Review of Literature

Conducting activities of daily living for blind people, such as reading product labels
and identifying currencies, can be difficult due to a variety of obstacles [16]. It demon-
strates that a low-cost wearable device is accessible for anyone who wishes to take
their phonewith them.Dynamicmulti-ability routing and an automatedmulti-lingual
context are also in the works as are new innovations in dynamic routing [17]. Recent
year research has also discovered that the relevant community is moving forward by
providing new problems and scenarios ranging frommulti-lingualism to driving. One
may envision a blind person approaching an intelligent system who is knowledge-
able in appropriate fields such as human–computer interactions, ubiquitous/wearable
data processing, and so on, as depicted in [18]. Along with the growing diversity of
wearable technologies, electronic food diaries and mobile applications enable users
to keep a more detailed record of what they drink and eat. Yet there is a lot of scope
for the future because of new technology in the health sector such as smartphone
applications, smartwatches and sensors. Is the app accessible to disabled people (e.g.,
screen readers for blind people, closed captioning for deaf people) [19]. The current
generation of smart assistants, which are embedded in home listening devices, smart-
phones and wearables, has developed over the last few years. The next generation
of wearable devices straddles the boundaries between conversation and technology.
Braille is a written language used by blind people to write and read, and it is similar to
the language in which they communicate [20]. Recent technological advancements,
such as deep learning-based speech identification, have enabledmore accurate results
to be obtained. The acoustic environment created by wearable gadgets was measured
using a wrist-mounted device that was specially constructed for this purpose. As a
result, both classifiers were unable to determine the group status of any of the partic-
ipants [21]. Many surveys illustrate the relationship between humans (citizens) and
computers (for example, wearables such as smartglasses). The survey allows users
to connect to smart urban entities by utilizing augmented reality smartglasses (a sort
of wearable computer). With these intelligent glasses, one could take his or her eyes
off the road for a split second.
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It is proposed that a variety of bus recognition systems be developed in the field of
computer vision research, as well as in other domains; However, the majority of them
employ sensors and active devices, such as RFID (Radio Frequency Identification),
GPS tracking systems, Beacons, and so on. In the field of vision-based techniques,
Wongta [8] developed a system that recognizes bus numbers by using MSER (Maxi-
mally Stable Extremal Regions). Instead than only finding the required texts in an
image, their technique detects all of the texts in the image as well, for example the
bus number. Guida et al. [9] developed a framework regarding bus route number that
uses a number classifiers together including adaboost in order to determine any other
items present at the very front of bus and some repairs are done to the recovered
characteristics to get restored numerical value. The object is therefore transformed
to Saturation, Hue, Value (HSV) colorspace, after which each numeric or digit value
is partitioned.

At the end identification of digits was done via Optical character Recognition
(OCR) and voice of the user is produced as the output. The proposed face detection
framework by Viola and Jones [10] has three main contributions, namely integral
images, boost and cascading classifiers, which is a simple and efficient way to detect
faces from binary images. Bus detection system proposed by Pan et al. [11] helps
the visually challenged people. It uses Histogram of the oriented gradients to extract
features from bus images and for detecting the bus facade in frames of windows
via a bus classifier a cascading Support Vector Machine model is implemented. To
support the visually impaired person Tsai and Yeh [12] introduced a process for
bus detection. The functionalities of that process contain detecting the moving bus
as well as the detection of bus panel and also detecting text from the text region
of the bus panel. The process showed high accuracy when features were extracted
from different frames of the video as it uses the method of MAFD (Modify Adaptive
Frame Differencing).

Bouhmed employed an ultrasonic sensor and camera in a walking cane to sense
hazards in the path and communicate this information to the blind in [13]. Themodule
creates output via voice. Zahir et al. [14] implemented a prototype of a wearable
head-mountable device by adapting Virtual Reality glasses with ultrasonic sensors
and HC-SR04 since it takes the least amount of time to detect and can discover
hazards over a longer distance. Arduino is used to creating the prototype. Ani et al.
[15] established a voice-assisted text-reading system that works with eyeglasses.
A camera is incorporated into the eyeglass to obtain an image, and text is retrieved
from the image usingTesseract-OCR. For TTS,OpenSoftwareE-speak is used.Khan
and Khusro [16] presents a method for end-to-end real-time scene text localization
and recognition, with “false positives” demonstrating the resilience of the suggested
method against noise and poor character contrast. Murdoch et al. [17] introduces
a Convolution Neural Networks (CNN) model for detecting English and Thai text
from natural scene photos with higher accuracy than earlier approaches. Dengel et al.
[18] describes an approach for extracting multi-script text from natural scenes that
uses the collaboration of proximity and similarity rules to generate text-group predic-
tions. Chawla et al. [19] investigates the topic of finding correspondences between
two photographs taken from various perspectives. To support the blind, a variety of
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procedures and unique concepts have been offered. The majority of these systems
are dynamic, which makes them easier to use in real-time. Our proposed solution is
designed for real-time application and relies on video recognition rather than image
capture. Because the bus arrival and waiting time are continually changing, every
frame must be checked rather than just single image snaps, which would be less
effective in detecting the bus and bus board. The suggested system can be connected
with any existing arrangement with components that are nearly identical, or it can be
constructed as a standalone system with any additional route number characteristics
added.

3 Methodology and Architecture

The system has two main units. Each unit has several sub-units. The main two units
are listed as:

1. Sensors and IoT section
2. Cloud server section.

A 8-bit micro-controller is used to develop the system in the previous design [7].
The design adopts simplicity in order to develop the efficiency. In latest studies [21,
22], several experiments are utilized with 8-bit based micro-controller. It is under-
standable why Atmega 328P is not worked as efficient device for the systems. As
BLE and WiFi plays an important role which misses out in the chip. The missing
features leads to no connectivity function with IoT base architectures. A supple-
mental Classic Bluetooth module is recommended in the study as well in order to
use in previous research [7]. The purpose is to deliver the Bluetooth connectivity.
Although it cause greater power consumption that cause a big negative aspect for any
wearable device. 8-bit micro-controller has its additional supplemental constraint. It
demands additional Wi-Fi module in order to supplyWi-Fi connectivity. The feature
eventually enhances the power consumption along with the cost of the production.
In this chapter, a micro-controller featuring Wi-Fi and BLE has been propositioned
so that the elimination of an auxiliary Bluetooth and Wi-Fi module can be achieved
as well as a gentle cut in the power consumption through the adaptation of this chip.

One of the significant challenges for visually impaired users is the perception of
the colors that have been presented briefly in our earlier paper [7]. A color sensor
had been suggested to not only recognize the colors but also to adapt the name of
them in dual language from the pre-stored audio data in the storage of the system.

A color sensor with a similar concept has been utilized in this chapter to identify
the colors and transcribe them inmultiple languageswith the help of various linguistic
data packs stored in the cloud. The alternative language pack can be updated using a
smartphone that will necessitate the participation of a caretaker but will allow users
from other countries and languages to use the gadget in their native language. One
of many significant features is the ability to listen to the audio using both wired and
wireless headsets as well as existing sound systems.
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Our earlier design could only detect colors with the use of a color sensor and had
no other capabilities that could assist a blind person. When working on an earlier
version of this chapter, the author suggested and created a blind assistive robot that
employed an ultrasonic sensor to identify obstacles and allow blind people to walk
beside the robot. A speech alarm, as well as vibration alerts, have been used to
implement this obstacle avoidance system, which makes use of an ultrasonic sensor
and a small motor driver in conjunction with the motor to create vibration.

Falling while walking or moving is a regular occurrence among blind people, and
it can be observed in many different situations. Some falls can be dangerous, and
recovering from themmay necessitate support from others. As a result, those respon-
sible for the care of blind people should be aware of their deteriorating condition. A
fall detection feature has been introduced to this chapter, and the caretaker will be
notified whenever a fall occurs. The basic block diagram of our suggested system is
depicted in Fig. 1.

Fig. 1 The block diagram for the prospective system’s architectures



Assistive Technology Strategy … 147

4 Hardware Development

4.1 Microcontroller Unit

A 32-bit based micro-controller known as Node MCU ESP-32S has been proposed
to be used as core micro-controller for our proposed system. NodeMCU ESP-32S is
considered as a high-performance micro-controller for developing IoT based system
as it is equipped with industrial grade specifications and able to perform efficiently
for better integration, wireless transmission, lower power consumption and better
network connectivity [22]. It is powered with ESP32 chip that is considered as a
scale-able and adaptive chip. A principal feature of NodeMCU is that it has two
CPU cores that can be controlled individually along with the capability to adjust the
clock frequency from 80 to 240MHzAnother main feature of this micro-controller is
that it can be operated without having any additional power supply unit and featured
with ultra-low power consumption [3]. The module is also featured with traditional
Bluetooth, Bluetooth low energy and Wi-Fi (802.11n @ 2.4 GHz up to 150 Mbit/s)
along with other popular data transmission protocol of I2C, SPI, and UART that
makes it very suitable to construct IoT based system.

4.2 Sensor Unit

Different sensorz require to be interfaced with the micro-controller unit to achieve
different goal of the proposed concept. The three main goals are to detect colors,
obstacle and fall. Assistive Navigation Application for Blind People using a White
Cane Embedded System and sensor unit is also reported in [22].

4.3 Color Sensor

The TCS3200 colour is a Programmable colour light-to-frequency converter that has
ability to convert light intensity to frequency and it allows optimized output range.
The operating process of TCS3200 depends on Photodiodes which can detect colour
when Light from the LED of the sensor is shone above the subject placed in front
of the sensor. Three different values of red, green and blue colors are obtained by
generating a square wave of 50% duty. Different logic permutations for three colors
value are utilized along with various pulse provided from the micro-controller [4]
to detect color. Similar color act with A finger wearable audio-tactile device using
customized color tagging is reported in [23].
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4.4 Obstacle Avoidance

HC SR04 is a ultrasonic distance sensor that need to be interfaced with ESP32 to
detect obstruction in front of the user by with assistance of non-contact measurement
functionality. The main feature of this sensor is that accuracy is up to 2–400 cm by
utilizing Trig and Echo, but the ranging accuracy can be reached up to 3 mm by
transmitting a ultrasonic signal and detect incoming output [5]. The sensor module
is featured with additional control circuit to prevent inconsistent “bouncy” data that
may cause false distance measurement.

4.5 Fall Detection

MPU-6050 is one of the first Motion Tracking devices that has been constructed with
feature of lowpower consumption alongwith the ability to providehigh-performance.
It consists of 3-axis accelerometer, a 3-axis gyroscope and a motion processor that
has capability to establish communication through I2C communication protocol.
The main feature of this module is that it has capability to carry out complicated
6-axis motion detection that is required to detect the fall of the user [6]. A Fine-
Grained Indoor Fall Detection System With Ubiquitous Wi-Fi Devices is found in
[24], Contact-less fall detection for the elderly in [25]. Also, A Distributed Fall
Detection Architecture Using Ensemble and machine Learning is mentioned in [26–
28] (Fig. 2).

4.6 Alert Generation in Multiple Languages

The proposed system will have multilingual supports and the function to acquire
the multilingual support requires to have a cloud server. The language files will be
stored and updated to the clod server from where it required to be downloaded and
and stored into a SD card storage that will be interfaced with the system.

The process to download and update the languages audio files requires the support
of a an app that can be installed and run to an android powered smartphone. The
app should have the capability to connect with hardware with the support of lowe
power Bluetooth. Another approach can be developed to directly download the audio
files to the assistive device with the help of built-in WI-FI of ModeMCU module.
Also, a different methodology can be developed where audio language files will be
downloaded to the smartphone with the help of the application first and sync up the
assistive device with the latest audio files through Bluetooth. SD Card Module will
be attached with the assistive device via SPI communication protocol [7].

Vibration alert will be generated when the assistive device will detect any kind
obstacle and a vibrating Mini Motor Disc need to be utilized with ESP32 to achieve
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Fig. 2 The diagram of hardware settings for the proposed system

this goal. Low powered motor needs to be interfaces that can be operated with 2 V
current (40 mA) to ensure higher operating time by the assistive device.

4.7 Power Supply Unit

lM7805 & LE33 were used to build the power supply unit for our previous devel-
opment. But the need of using a separate power supply has been omitted for our
current proposed assistive device as we are using NodeMCU featured with built-in
power supply to convert 5 V into 3.3 V for different sensors and other components. A
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lithium changermodule known as TP4056 requires to be interfaced to have projection
against Dual Functions and recharge the battery.

5 Software Development

One of the significant features of using ESP32 based NodeMCU that different
programming languages like Lua, Python, Java, Ruby can be used to program the
device. To achieve our goals for our proposed system, the most convenient is to
utilize C++ based Integrated development environment that is familiar as Arduino
IDE. Arduino IDE has rich collection of libraries and modules for most of the avail-
able sensors and components. It removes the need to create additional library for
each component from scratch. Another option is to use Micro Python an object-
oriented powerful programming language based on Python for NodeMCU but it, but
C/C++ based firmware can ensure faster compilation compare to Micro-Python for
IoT based software development. Programming flowchart of the proposed system
is demonstrated in the figure. The hardware requires to be initialized at starting
to ensure the functionality of all components. Following the initialization process,
the system requires to verify the selected policy by the user, which is determined
through a select switch for choosing a specific policy among from several policies.
The selected policy will run and determine the system functionality. The program
requires to check and verify if the the policy has been changed by the users and in
case no change is detected, the program will continue running the same policy. The
program can change the policy based on the user selection. Policies are described
below:

Policy 1: The policy 1 has been developed to run with full capability thus it
utilizes higher power consumption. All the features are enabled that causes to run all
the sensors and modules as weak as allow to enable all features. The user can detect
color, obstacle, and fall. Performance efficiency of the proposed assistive device will
be at the highest level although power efficiently will reduce significantly compare
to the other policies. It can also be configured as the default policy when the assistive
device system will be operated without any user’s specific selection.

Policy 2: The policy 2 will be developed to have higher power efficiency by
reducing power consumption through enabling selected features of obstacle avoid-
ance and fall detection. The policy has been design with consideration for those users
who don’t requires to utilize the color detection always. This policy will allow to
have lower power consumption compare to policy 1 as well the performance accu-
racy will be lower than he policy 1. Policy 2 will have higher operating time compare
to policy 1.

Policy 3: Policy 3 will allow t user to use only color detection and thus it will
have lowest power consumption compare to policy 1 and policy 2. The main reason
to design such policy is to provide user flexibility to use only color detection with
higher operating time. As the power consumption will be lowest, it will also have
significant affects on performance accuracy (Fig. 3).
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Fig. 3 The flowchart for the
programming of MCU

The flowchart of the programming is illustrated in the following figure. In the
initial stages, the hardware will be initialized. After the initialization procedure, the
system will verify which policy has been chosen. There is a configurable selective
switch for a different policy. According to the specified policy, the program will run
the policy. During the process, the program will always check whether the policy
has been updated or not. If it is not modified by the user, it will continue to run, or
else if the policy change has been identified, it will alter the policy according to the
user’s choices.

Policy 1: In policy 1, all the components are active, and all the functions may
be concurrently performed. The user may detect color, impediment and fall. Power
consumption will be high but the performance efficiency of the device will be at
the optimum standard. It will be also the default policy when the system would
commence without any user’s option.

Policy 2: In policy 2, only obstacle avoidance will be triggered together with fall
detection. As perceived that users may not always wish to utilize color detection
rather it is easy to use the device for obstacle avoidance and fall detection. This
strategy would generate medium power usage combined with medium performance
accuracy.

Policy 3: In this policy, the user will be allowed/permitted to Turn/switch on the
color detection alone and the rest of the two features will be turned off. The user may
activate this policy when he needs color detection just and does not require for other
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two features/functions. The policy will create reduced power consumption as the
performance accuracy will also be relatively less compared to the other two policies.

6 Working Principle and Algorithm

6.1 Color Detection Algorithm

The colour sensor module is equipped with 8 × 8 array of photodiodes, where
16 photodiodes are having blue filters, 16 photodiodes are having green filters and
16 photodiodes are having red filters, and 16 photodiodes are having clear or no
filters. Optical measurements is being executed utilizing small-angle incident radia-
tion with assistance of an optical source. The basic principle of working functionality
of a colour sensor is that it has capability to converts different colour into different
frequencies. TCS3200 module is utilized to get the frequencies generated due to
Green, Red and Blue filter of the object by allowing specific filter actives. Different
logic and conditions have been developed to detect different colours. TCS3200 is
featured with 5.6 mm lens that can operate with better functionality for the area
of 1” and 1 1/16. There are two logic inputs known as S0 and S1 for controlling
Output-frequency scaling that allows the output range to be optimized for a different
kind of measurement method. The functioning procedure of TCS3200 module has
been shown in Fig. 4. Duty cycle, time period and frequency are determined from
the below-mentioned equation [4].

The duty cycle of square wave T, TH = TL (1)

Time Period,T = 2 TH (2)

Fig. 4 The working principle of a color sensor (TCS3200)
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Frequency = 1/2 TH (3)

NodeMCU will detect the colour based on the logic created and the assistive
device will find the selected language file and generate the sound of the name of
the color in that selected languages. However, if the selected languages files are not
available in the SD card module, the system will try to found it from cloud server
through the application and if the sound file is found, it will be download it from the
cloud server. The output audio sound can be heard into the attached wired or wireless
headphone.

6.2 Obstacle Avoidance Algorithm

An ultrasonic sensor attached with the assistive system to transmit a high-frequency
sound pulse to detect the distance between the user and the obstruction. The main
working functionality depends on detecting the transmission time and receiving time
of the ultrasonic sound. A short 10 uS pulse is required to enable the triggering of
transmitting an 8 cycle burst of ultrasound at 40 kHz to detect the ranging. NodeMCU
processes the timing of the echo and reflection of the sound for duration into a distance
conversation. The processed value is comparedwith a pre-defined parameter to obtain
the result with the help of following equation [19]:

Distance = (high level time × velocity of sound(340M/S)/2 (4)

6.3 Fall Detection Algorithm

The algorithms for fall detection has been developed using a variation of acceleration
and angular motion during fall occurs. Sum Vector Magnitude (SVM), the angle
between x and z-axis and differential SVM (DSVM) are determined to detect if the
fall has occurred (Fig. 5). The equation can be expressed as follow where i represent
the sample number [11]:

SV Mi =
√
xi 2 + yi 2 + zi 2 (5)

δ = arctan

(√
xi 2 + zi 2

xi

)

∗ 180

π
(6)

DSV Mi =
√

(xi − xi − 1)2 + (yi − yi − 1)2 + (zi − zi − 1)2 (7)
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Fig. 5 Algorithm for color, obstacle and fall detection

6.4 Language File from Cloud Server and Notification
to the Caretaker About Fall Detection

A cloud platform needs to be integrated with a android app to develop multilingual
support and notification service. The development platform of the app is MIT app
inventor that allows to develop an android smart app using drag and drop logic and
functions. Multilingual support requires to have different languages pack stored in
a cloud server. The concept of the notification is that a fall detection will generate a
notification to the user’s caretaker along with information of fall occurrence time and
magnitude of the fall that will allow the caretaker to be able to find out the location
of the user and arrange emergency services to reduce health hazard of the user.

6.5 Language File from Cloud Server

Several languages pack will be available to a cloud server. The languages file can
be updated via system by the user. The user can select his own preferred language
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pack from the cloud and the language pack will be updated through the Wi-Fi of
the device. Another approach is that the language file will be updated to the user’s
phone and where the system will be connected with the user’s phone, it can update
the features from the smartphone also. The app has been developed using MIT app
inventor which offers an easy solution to build an android smart app using logic and
functions.

7 Discussion

TCS3200, a color sensor is used to convert the color into frequency. In proposed
model this TCS3200 module will be used to collect the frequency acquired with
Green, Red and Blue filter of the object through enabling corresponding filter actives.
In this case, several conditions are applied in order to detect each color. Generally,
four white LEDs are attached at the front side of the TCS 3200 color sensor which
effects in the spectrum by making a deviation whenever the sensor is initialized in
the device, illustrated in Fig. 6 [11].

The Figs. 6 and 7 displays relative response vs. wavelength curves showing four
different shades red, green, blue and black which plotted in the graph, represents
four photo-diodes of red, green, blue and clear.

Three-axis data of x, y, z is collected from the Accelerometer which are pre-
processed and analyzedwith previously defined values to detect fall. Variation of Sum
Vector Magnitude (SVM) and angle between x between z-axis with the processed

Fig. 6 The curve comparison of Relative response and Wavelength with IR Filter [9]
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Fig. 7 Relative response versus Wavelength with IR filter and LED illuminations [9]

data can be shown aswell to determine the threshold aswell as a violation of threshold
values which indicates a fall.

Different components have different power consumption that have been demon-
strated in the table. When adopting a different policy, different power consumption
has been noticed which has been documented in Table 1. The three different policy
has been developed in a way that they can be employed for power efficiency. Table
2 has been showing the details of the three policy.

Table 1 Hardware
specifications of proposed
system

Components Model Operating voltage

Microcontroller NodeMCU 32S 3.3–5.5 V

Color sensor TCS3200 2.7–5.5 V

Ultrasonic sensor HC-SR04 5 V

Accelerometers MPU6050 3.3 V

SD card module SparkFun microSD 3.3 V

Mono-amplifier TPA2005D1 3.3 V

Vibration motor Disk vibrating motor −3.3 V
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Table 2 Power consumption & performance analysis for different policy

Policy name Color detection Obstacle
detection

Fall detection Power
consumption

Performance

Policy 1 On On On High High

Policy 2 Off On On Medium Medium

Policy 3 On Off Off Low Low

8 Comparison Study with Earlier Research

Table 3 illustrates the product functionalities that have been incorporated in the
systems are given with the features and comparison of ten old products. The compo-
nents are mainly categories according to some preferred terms such as- Obstacle
Detection ability, Color Detection ability, speaking capability, Fall Detection ability,
IoT Connectivity, and Wearability. From the contrast, it is quite clear that Color
Talk [8], Colorino [8], Color Teller [8], Speech Master Talking Color [8], Color Test
150 [8] and Coloresia [9] are presenting same functionalities. All of these products
can identify color and have the speaking capability. But these are not suitable for
obstacle and fall detection, multiple language recognition capability or having IoT
connectivity. Most significantly these components are not wearable either.

Obstacle detection is possible for Sonar Glasses [11] along with wearable func-
tionalities. However, detection of color, detection of fall, IoT connectivity, speaking
and multiple languages are not possible by this device [12]. The identical constraints
have been found in Smart walking stick [10] and GuideCane [9]. In case of a
blind assistive system iSonar is worth nothing if the above abilities are not found
in this device. The NavBelt [11] has navigation capability and wearability by
obstacle detecting unit. But it does not pose other features compared to the proposed
architectures.

The architecture and the product which is suggested in this study is designed
such a sensible way that all kinds of usable features including fall detection, color
detection, obstacle detection, speaking ability, multiple language recognition ability
are added in proposed product. As well as the most demanding ‘wearability’ has
included for such case of study. The distinct feature in this proposed is that it can be
linked and controlled through the Internet of Things (IoT) which is not available in
the devices that are discussed above.

The market price of Coloring and Speech-Masters Talking Color is expen-
sive enough. Obviously the suggested product will be economical comparatively
other available devices in the market. The costs of proposed device are about $80
which is comparatively very low than the other available products. Additionally,
the unavailability of all the mentioned features are present in the existing proposed
devices.
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9 Future Work and Conclusion

The Proposed device that we have discussed in this chapter overcomes major short-
comings of our previous designed system.Auser ready versionwill be very beneficial
for the consumer even though there is still plenty of scope for future improvements.
By incorporating power efficientmicro-controllerwithBluetooth 5 andGPSModule,
the current position as well as the directional navigation of the user can be accessed
by the caretaker. By including more sensors with the proposed three sensors vital
health status of the user can be monitored. The cheaper locally available sensors that
are used here can be replaced with more efficient sensors for better performance.
The color sensor and ultrasonic sensor can be replaced with a camera which can
more efficiently detect variations of color and obstacles. The Proposed device inter-
faced with a machine learning algorithm to predict the user’s priority and making the
system more user-friendly will provide much better experience for the consumer.
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