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Preface—The Impact of Wireless Connectivity

While the deep impact of the Internet was realized even in the past decades, during
theCOVID-19 pandemic period, its utility has been realized evenmoremeaningfully.
During the lockdown phases and due to taking their own precautionary measures,
millions of Internet users preferred staying at home and doing whatever possible to
do via onlinemode. Perhaps, for similar future cases (if any, again), the samemode of
communication would be very crucial. We have experienced academic institutions,
regular corporate offices, businesses, political meetings, and even judicial proceed-
ings running online. For many of these activities, people often use a wired connection
to get Internet services; however, it has been experienced in many places that when
the wired connection fails, a more reliable form of connection could be achieved via
wireless technology. Also, it gives more flexibility to stay connected with the Internet
when the users are on the move. For instance, the mobile phone’s data services can
be turned on and a smartphone can be made a hot spot to connect a computer to
the Internet—all via wireless technology. During online exams, for better reliability,
some students can use this method to get uninterrupted Internet connectivity.

In some parts of the globe, regular electricity supply is a problem and often
the Internet connection gets cut when power failure occurs. Wireless Internet via
smartphones can solve the problem in this case. Many students could attend online
classes, businessmen can attendmeetings or listen or watch important briefings while
traveling via bus or vehicles and still remain connected to the Internet via wireless
communication. The same experience is heard from the journalists who may use
mobile data for their job-related tasks for interacting with people when covering
some events outside. This is what we call theWireless Internet, which could be facil-
itated via Wireless Local Area Networks (WLAN), Cellular network, and Satellite
communications technologies. To enhance the coverage and service features of the
Wireless Internet (and, general wireless connectivity), many works have been done
from various angles on various wireless technologies. The challenges that remain in
this field are still manifold.

The objective of this book was to collate the significant contributions in the fields
related toWireless Internet technologies and, in general, wireless connectivity. After
the call for chapters, a good number of chapter proposals were received. After the
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due quality check and review process, finally, we could select a total of 14 chapters
for the book, which are put under separate parts (with separate headings) based
on their addressed topics. Authors representing at least 13 different countries have
written about their impactful solutions, trends, and technologies that would make
the Wireless Internet (in general, wireless connectivity for distance communication)
more reliable and secure for the coming years. It is our expectation that this book
could serve as a premier reference source for various aspects of wireless connectivity
and associated cutting-edge technologies.

Dhaka, Bangladesh Prof. Al-Sakib Khan Pathan, Ph.D., SMIEEE
spathan@ieee.org
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Security, Trust, and Reliability Issues
for Wireless Connectivity



Trust Issues with Wireless Internet
Devices

Robert Gordon

Abstract More people are keeping their mobile devices with them at all times
than ever before. Mobile devices are becoming the primary means for accessing the
Internet. Given this shift in use, one would expect that more people would invest in
protecting their data on their wireless devices. However, research has shown that few
people have invested in protecting their mobile devices. This situation is because
more people trust their mobile devices more than their computers. Since mobile
devices are being carried everywhere and people even become more anxious when
separated from their mobile devices, it becomes a trusted item. This sense of trust in
our mobile devices becomes problematic as more bad actors exploit mobile devices
because of less security. It becomes even more critical than ever for people to remain
vigilant when utilizing a mobile phone to download Apps and when accessing the
Internet.

Keywords Communication · Cyber · Cybercrime · Cybersecurity · Digital ·
Mobile · Security · Smartphone · Trust · Virtual

1 Introduction

Mobile devices have successfully drawn users away from desktop computers coupled
with competitive Internet connectivity becoming standard worldwide [1]. As more
people use their mobile devices as their primary means to access the Internet, more
bad actors are taking advantage of this shift. Consider that cybercrime is an action
where a computer network, such as a mobile device used to access the Internet, is
used to execute some criminal act [2]. Mobile cybercrime has been growing steadily,
but many cases go unreported. Unreported mobile cybercrime makes the risks seem
lower than using other Internet devices.Mobile devices allowpeople to stay in contact
with distant friends, read global news, and even be used for educational purposes.
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Furthermore, most people always carry their mobile devices with them. Given all
the positive feedback people get from mobile devices, it is no surprise that people
develop a level of trust with their mobile devices. This feedback loop can create
confidence in all things mobile when people should be vigilant. People’s psycholog-
ical bond with their mobile devices requires a greater education and understanding
of trust and security in the wireless world.

One might wonder why we connect with our mobile devices so well. Digital
natives have always known a world with computers and the Internet, while Digital
citizens, who becamemore active online, have becomemore virtual than ever before.
Laptops have been around for nearly forty years, and tablets and smartphones have
been around since themid-1990s.Given that laptops have been around longer,why do
we feel more connected to our smartphones than laptops? The reasons are complex,
but the overarching reality is that people have developed greater trust with their
smartphones than with any other device.

1.1 What is Trust?

Trust is the feeling of connectedness to something or someone that allows an indi-
vidual to believe the individual or organization. Trust is often given to those with an
essential or respected role; however, trust is earned over time in many cases. Trust
is also created with engagement. Engaged people will trust an organization and feel
connected to the people, things, and locations. People want to believe that something
more significant to belong and connect to. Consider that trust is why people work
for a leader and continue to work for a leader. Trust creates the bond between the
leader and follower so that it allows the follower to move towards an uncertain reality
willingly. Followers trust leaders who can describe a future that has not arrived and
then help bring those followers to that same reality. This bond also develops between
people and things, particularly things that are kept regularly on our person.

1.2 Trust and the Digital Citizen

The COVID-19 pandemic changed a great many things. COVID-19 forced the
creation ofmoreDigital citizens than any other human event in history. The pandemic
caused people that were never expected to work virtually to have to work virtu-
ally. COVID-19 caused people to be thrust into a virtual workplace, and few under-
stood how to navigate these uncharted waters. Digital natives could adapt quickly,
but people who were used to working face-to-face had to learn to become more
comfortable in the virtual environment.

Organizations with good communication, reliable means of transmitting infor-
mation, and flexibility had a good start as those elements are essential for trust in
a virtual organization. Those who lacked these elements learned quickly that they
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needed to define better these areas to be a successful virtual organization. Although
creating teams in person is similar, creating effective virtual teams is not as easy as
many thought. Suddenly organizations were charged with developing, training, and
assisting Digital citizens navigate a new virtual world of work.

One of the issues with Digital citizenship is loneliness. Organizations learned
quickly that making roles clear will help alleviate some of the tension with the
loneliness when working virtually. If one does not have a clear role, one will make
mistakes, duplicate effort, and potentially create more problems that might have
otherwise happened. Information, communication, flexibility are the foundation of
trust for the Digital citizen.

Digital citizens and digital natives are more prevalent than ever.Working virtually
has become mainstream in the US. Some organizations have publicly announced
that they will never require people to return to the office and work face-to-face
again. Duarte & Snyder were pioneers in working virtually and described trust in the
virtual environment and found that competence, integrity, and concern for otherswere
crucial [3]. Duarte & Snyder did not envision that these factors could be connected
to an inanimate object like a mobile device [3].

These elements of trust are necessary to make an organization successful because
they create a connection. This connection is not limited to connecting to people or
an organization; it also includes connection to things. No virtual organization can be
successful, let alone effective, without the individuals involved having a high level of
trust [3]. This connection has been growing between people and their mobile devices.
More people use their mobile devices for more extended periods than ever before. It
has become such an issue that mobile carriers allow parental controls to limit screen
time for children’s mobile devices.

2 Creating Trust in Things

Human communication is complex and vital to the Digital citizen. Traditional orga-
nizations worked on the assumption that people would work together in the same
building or proximate area. Traditional organizations believed that physical central-
ization was the only way to run an organization. However, organizations are not the
tangible places they once were, as now more organizations are connected virtually
by technology. As far back as the 1990s, improvements in technology were pushing
people to implement virtual organizations. COVID-19 hasmade virtual organizations
the norm, and the brick-and-mortar organization is becoming a relic of the past.

As the Digital citizen becomes more familiar with the virtual world, some people
might reject the need for greater face-to-face communication. In fact, many virtual
programs such as Zoom®, and Microsoft Teams® have begun to replace face-to-face
communication. As people are less connected to others, more people are connecting
to mobile devices they carry with them at all times.

As more people use more digital means to connect, there comes a level of trust
with these devices to access the virtual environment. More than ever before, the
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percentage of website visitors is greater with mobile applications than with desktops
[4]. As more people become comfortable and trust the virtual tools, this can create
an aura of trust in all things virtual. With Digital citizens becoming more familiar
with communication in the virtual world, it creates a bond between themselves and
their tools. Digital natives have already developed this connection; however, digital
natives have also been exposed to the risks more than Digital citizens.

Furthermore, Digital citizens must learn to communicate better in the virtual
environment. This communication skill without being face-to-face becomes more
important as some people are compelled to operate virtually. However, this is not
without risks, as Digital citizens are less aware of the dangers of online and using
mobile devices. Individuals need to consider the hazards of operating virtually and
take the necessary steps as bad actors seek to steal and exploit individuals online.
Cybercrime is rising as more people use mobile devices at an increasing rate [5].
Cybercriminals are starting to focus onmobile devices as they are often less protected
than other networks and can access the same information [5].

3 Cybercrime

Digital citizens have become high-value targets for cybercrime.What happens is that
Digital citizens are new to operating virtually and are not as versed as digital natives
in the risks that come with being more virtual. In addition, many Digital citizens
are lonely, and loneliness is one of the elements that cybercriminals will leverage.
Consider that cybercrime continues to grow, and although there are some records
about how much crime has cost individuals, there are likely even more crimes that
go unreported. After all, if one pays the ransom to a cybercriminal, the individual
is likely not to report the crime as they would be admitting that they were naïve or,
worse, foolish. Cybercrime has been growing steadily over the years, and despite
this fact, many cases go unreported [6]. Unreported cybercrime gives the false sense
that it is not as risky and that individuals might be tempted to be less prepared due
to a belief that the risks are low. In addition, people have the feeling that it could not
happen to them, which is a risky position to talk to. Given this rise, there need to
be more people to report these crimes, and agencies need to take steps against these
bad actors. Furthermore, few consumers currently pay for security for their mobile
devices [6].

The significance is that all devices are a target. Mobile devices have the same
vulnerabilities as laptop devices, and mobile devices now account for 55% of the
network device market share [6]. There are currently 1.5 million cyber-attacks on
US companies per year [7]. 1.5 million cyber-attacks per year translates to roughly
three cyber-attacks every minute [7]. It is estimated that the cost of cyber-attacks
has cost organizations three trillion dollars in losses in 2015 [8]. It is estimated
that by 2021 losses from cyber-attacks will cost companies six trillion dollars [8].
Ransomware has done 11.5 billion dollars in damage, and it is expected to rise to 20
billion dollars by 2021 [8]. Phishing attacks via email have cost companies over two
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billion dollars per year [8]. Mobile devices are particularly vulnerable, and attackers
can gain valuable intellectual property, sensitive data, or credit card information [6].

Furthermore, mobile devices are used for payment and can be attacked. As the
US becomes more cashless, mobile devices become a more prominent target as
more people pay via phone rather than a physically chipped credit card. The US is
the primary target for cyber-attacks, and mobile devices are becoming a larger target
than ever before [8]. This information alone should shock every person to take action
and invest in security for mobile devices. However, people have been slow to take
action. Part of the problem is that people use their mobile devices more and trust and
connect with the device.

Given all these opportunities for bad actors, cyber criminals will increase the
targeting of mobile devices [5]. Given that few cybercrimes on mobile devices are
reported, the statistics will remain low and give people a false sense of security. The
World Economic Forum stated that 85% of cybercrime remains unreported [9]. So,
reporting these crimes needs to become a priority for individuals to help give greater
visibility to this growing issue.

4 Why Do We Trust Our Mobile Devices?

Tablets and smartphones came about around the same time in the mid-1990s, yet
more people connect with their mobile devices than their tablets. It is a curious
phenomenon but consider a child’s connection with a favorite stuffed animal, blanket
or pillow, or some other favorite toy. A child would always carry that favorite thing
with them. That item represented a level of security, and hence whymany parents use
the term security blanket that the individual would have with an inanimate object.
Furthermore, many people travel with a favorite pillow to ensure a good night’s sleep
when traveling.

Even adults form strong connections with items, such as wedding rings, watches,
favorite jewelry, and other psychological security items. Furthermore, even the older
population is using phones more than ever before. Older Americans are trusting
mobile devices with private information such as banking information [10].

All demographic areas are expanding their use of mobile devices. A study of
mobile device use showed that two-thirds of Americans over 50 own a mobile device
and have used it to browse the web [10]. Even younger Americans are expanding
their use of mobile devices. 82% of 5 to 7-year-olds go online for average usage of
9.5 h per week, while 99% of 11 to 15-year-old children are online for an average
of 20.5 h per week [11]. In 2022, the US will have the most smartphone users than
ever before [5].

Although tablets are small, smartphones fit in our pockets and can be carried
around at all times. There is documented evidence that some people have anxiety
when separated from their phones for too long. A UK study in 2008 found that
53% of people that used mobile phones suffered from anxiety from being separated
from their phone too long, and this anxiety level was similar to wedding day jitters
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[12]. Consider there are no cases of laptop or tablet anxiety. The reason is that a
smartphone connects us to others virtually, and in many cases, we communicate
with our smartphone as if it were another person.

Personal virtual assistants have become commonplace, and Alexa and Siri have
entered into the collective consciousness. In addition to this physical proximity that
can create a bond, people also communicate with their devices. Now, instead of
navigating complexApps or knowingwhat button to push, Digital citizens and digital
natives can just ask. A person can seek out information about any topic imaginable
by voice command. People have developed a relationship where they talk to their
phone, and it knows things. Smartphones will often know more than we do, such
as with navigation. Using Apps for car navigation will know the obvious way to
the destination and upcoming traffic conditions to offer alternatives that the driver
might not have known. In this way, artificial intelligence and the virtual assistant
will understand better that many people trust navigation information, even when
it appears to be going in the wrong direction. This two-way communication of a
person asking for directions and then getting verbal information to navigate has
become quite popular and widely accepted. Many states have already made it illegal
to drive while using a mobile device, so verbal commands become the most common
means of accessing navigation information. In addition, some interfaces, such as
Apple Play®, will only allow verbal commands to prevent the driver from typing
on the keyboard while driving. This communication adds to the bond that people
already have from carrying around their smartphones.

4.1 The Bond of Good Communication

Maintaining good communication is an important aspect of trust. Communication is
a fundamental element of trust and a strong relationship. People communicate with
others all the time, and those that people communicate the most are likely people
that we trust the most. Individuals connect with those that share information with us,
those that make us feel good, and those that give us the facts.

Communication and trust can be transient with people, but our mobile assistants
and smartphones are always there to share information. It might mean asking about a
local restaurant, tickets to a show, or information about a historical fact; a smartphone
is on call to share information. Good communication and information sharing can
lead to trust, but those developed close bonds will decay away if that communication
fades. This decay often happens when there is no time for being social. Everyone
knows that without maintenance, any machine will ultimately fail. When people feel
taken for granted for too long, they are likely to move on. Gradually, trust starts to
break down, and people begin to look elsewhere for communication. People might
get busy, but our reliable smartphones will always be available to share information
and entertain.

People are social beings and require a solid feedback loop of communication to
remain engaged. Often, at work, people are only focusing on the results (or lack
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of results) without looking further to find out why the people were not successful,
people start to get very defensive. Trust comes over time and is done through positive
communication. If that positive communication drops, the trust and relationship can
fade. Interestingly, our communication with our mobile devices is always positive.
After all, Siri and Alexa are always available and helpful, regardless of the time or
place. Even if we have not spoken to our digital assistants or thanked them, they
remain available and attentive. This positive two-way communication reinforces our
trust in these devices.

4.2 Mobile Device Interaction Increases Our Trust in Mobile
Devices

Mobile devices are also connected to share facts with anyone at a moment’s notice.
It no longer requires a web search, but our smartphone can give us information about
every conceivable topic with voice command. In addition, the data is highly accurate
and factual in most cases. There can be times when a smartphone will purposefully
offer different information. Still, generally, that is due to either ambiguity in the
request, multiple answers, or possibly to keep a person from harm. A smartphone
virtual assistant might offer information based on what they thought was needed and
seek greater clarity.Multiple answers are also possible. If one asks for nearby options
for coffee, that might lead to a variety of options. Finally, our smartphones will also
help protect us at times. Requesting a personal assistant for options to commit suicide
will not result in options but will instead offer the person sources to help those with
suicidal thoughts.

All of this information from mobile devices is made possible by the artificial
intelligence of these virtual personal assistants. This artificial intelligence has been
designed to meet many needs and adapt and recognize the owner’s voice. With this
communication comes the potential that a person may bond with that item. Digital
assistants seem like human companions since people communicate with them, and
they maintain confidentiality and integrity. Also, as people upgrade their mobile
device, their data and digital assistant are retained. This continuity gives people a
long time to connect with their mobile device and offers an expanded relationship as
a person continues to have their mobile device.

Peoplemay lose sight of maintaining good communication with others, but virtual
assistants are always available. This situation might make it seem that artificial
intelligent virtual assistants might make better associates. However, they are only
programmed to do as they are told and lack true human intelligence. Still, this
connection between people and their smartphones causes people to be open to more
significant risks by cybercriminals. This risk comes when one puts too much trust in
a mobile device.

People inherently want to trust others. People want to trust the police, firefighters,
and others in authority to feel safe. People also want to trust institutions. An example
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would be a personal bank. Although a person might have a home branch of their
bank, they can walk into any bank branch and access their funds. It might be via an
in-person visit or using one of the bank’s Automated Teller Machines (ATM). The
bank is trusted with our money, and we trust the bank’s institution to give us access
to our money when needed. This trust transference happens with people as well. A
person will trust their friends, and they will likely trust a friend of a friend because
of that bond with the friend. People feel that if a friend who is trusted has the trust of
another, then that friend of a friend is also trustworthy. Surprisingly, this transference
of faith applies to our smartphones as well.

Trusting our smartphone is already risky but trusting all smartphones carries even
greater risk.Organizations already understand this growing problem asmobile device
attacks can disrupt an organization and is an increasing threat worldwide. Securing
mobile devices at the organizational level is challenging and is already a massive
issue for the Department of Homeland Security Science and Technology Directorate
(DHS S&T). The DHS S&T has a considerable research and development project
for just this area. If this is a priority at the national level, imagine the risks to other
organizations and individuals [13].

5 Cyber Threats and Cyber-Attacks on Mobile Devices

Cyber threats are out there, and people need to take these risks seriously. Despite the
apparent fact that people trust their mobile devices, greater risk mitigation needs to
be done. This situation is reminiscent of when personal computers first came out;
devices were used without any concern for viruses or other cyber-attacks. The worst
offenders were Apple users, who initially felt that viruses could only be developed
to infect PCs. Of course, that was wrong, but many Apple users were surprised when
the first Apple virus was successful. As viruses became more prevalent and more
organizations fell victim to these early attacks, people started to takemore significant
notice and more vigorous action to protect their assets.

Over time, given the bad publicity of viruses and other virtual attacks, manu-
facturers and operating system companies realized the need to bundle protection
and security along with the purchase of a computer. In addition, the entire Y2K
concern about programs shutting down at the start of the new millennium boosted
the computer security industry. The shifts in understanding the need changed how
people looked at computer security.

Cybercrime continues to threaten users in a variety of manners. Cybercrime
has become so pervasive and destructive that nations work together to combat this
threat [14]. Mobile devices have become such high-value targets with less protec-
tion than networks and computers. With the expanded number of items connected in
cyberspace,mobile devices and other technologies are increased the attack surface for
cybercrime [2]. Cybercriminals recycle old hacking tools to exploit mobile devices.
What might not work on a computer, laptop or network might work on a smartphone
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with no protection. The risks are real, and many are known, so there is no reason that
individuals should not take immediate action to protect their data and their interests.

In themeantime, individuals will need to take security steps to protect their mobile
devices. In addition, there needs to be more reporting of cybercrimes against mobile
devices. It seems a little paranoid given the amount of reported crime, but if only one
in seven crimes is being reported, smartphones are very insecure and a target for bad
actors in this space. The greater the visibility of the threat to an industry, the more
likely the industry will take widespread security steps. Even insurance companies are
starting to require more disclosure regarding the potential of a cyber incursion before
determining the cost of insurance to recover from a cyberattack. Like what happened
in the personal computer market, security will become a standard with smartphones.
Right now, the public sees this type of security as an expense that they do not need.
A person will not purchase snow tires if they never drive in the snow. Sadly, security
for mobile devices will have to become standard to make people understand the risks
involved because the threat to the public is currently misunderstood.

5.1 How to Protect Yourself from Cyber Threats to a Mobile
Device?

Thefirst thing that everyonewith amobile devicemust consider is viewing the request
very carefully whenever you are asked to share personal information. Consider if
everything appears correct and legitimate. Is it being sent from a recognized domain?
To start, never share private and confidential informationwith anyone, especiallywith
people you do not know. Even if the individuals appear helpful, do not share that
information. So, whenever a person unknown to an individual asks for important
information, it is best not to share it with them. In the end, secure information is only
safe if you keep it hidden from everyone.

Social engineering is the primary way that cybercriminals attempt to exploit their
victims. Social engineering is when an individual will try to appear trustworthy to
solicit important security information from a person to steal something of value.
Social engineering is most successful when they are designed to target specific indi-
viduals. For example, a bad actormight exploit our interest in a new job.While posing
as a recruiter, they might ask for personal information to be considered for a new
position. The request may seem reasonable, but other people should not be asking
for private information. One needs to consider the person asking for the information
before blindly clicking away. It is always best not to share the information.

Also, consider who is contacting whom. When contacting a bank and performing
a bank transfer, one should expect the bank to ask security questions to verify your
identity. If someone reaches you and says they are with your bank and want your
security questions, this should be a red flag that this is very likely to be a scam.
Institutions understand security and would not be calling people these matters. If you
are unsure or think it could be genuine, hang up and contact your bank directly. Once
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being positive about speaking with an authorized representative, then one should be
willing to share secure information.

Another area of security that needs to be considered is downloading Apps. First,
one should make sure they are from a trusted source. Make sure that you knowwhere
the request is coming from. Consider why that person might need the information.

Second, even if they are from a trusted source, if the App appears too good to be
true, then one should be very suspicious. Keep in mind that malicious Apps can find
their way on safe sites as they might be sleeper-type Apps that deploy their payload
much later. In addition, some secure Apps could be hijacked by bad actors to deploy
a malicious payload.

Third, do you need this App? Cluttering a phone with unused Apps just increases
the chance of an incident. Many of us have many more Apps than we use, and
downloading a hot new App has some risks. Consider waiting to download an App
to see if early subscribers have any issues.

Malicious Apps are becoming more common and are offered on the same plat-
forms as safe Apps. Over 813,000 Apps have been removed from the Apple Store©
and Google Play© in 2021 [15]. Many were reported to be targeting children and
lacked a privacy policy; however, Google Play reported removing Apps that could
be used to skim users’ information to exploit elsewhere [15]. The report does not
include details on how many were malicious. However, given the high number of
Apps that were removed, it is clear that at least a small percentage of these were
found to be dangerous. There is no doubt that bad actors are using smartphone Apps
to exploit individuals.

5.2 How to Remain Vigilant Against Cyber Attacks

Themost important part of remaining safe in the digitalworld is to stay educated about
the risks. Understanding that individuals have a relationship with their smartphone is
unlike their connection with no other device means that people feel safer when using
their smartphone. The average person checks their mobile device 47 times during the
day [16]. Furthermore, people take their mobile phones everywhere, and as such, our
phones are filthy. A study by the University of Arizona has found that the average
mobile phone is ten times dirtier than the average toilet set [16]. People have a peculiar
relationship with their mobile devices as people take them everywhere. Few people
would take a laptop or tablet to the toilet, but most people take their smartphone with
them to the toilet. Education and understanding are important because it is unlikely
that our habits will change soon.

To remain vigilant, since smartphones are here to stay with us, one needs to realize
the risks. First, cybercriminals work all day and all night to exploit and steal from
individuals. Given how much information can be on the average cell phone, it seems
that everyone is a target of value. Second, avoid lowering your guard. There are
times when we naturally feel safer or want to believe, such as when a person is
on vacation. Cybercriminals will exploit that vulnerability and strike when we least
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expect it. Third, a common tactic of cybercriminals is haste. They want a person to
hurry up and hand over the information they need before logically considering the
consequences. If a person is rushed, that is the time to step back and think about the
situation objectively and logically. Cybercriminals prey upon our emotions. Fourth,
cybercriminals will also try to use high-pressure tactics. They will try to make a
person act now without thinking to move on to their next victim. After all, if a person
were to stop and think, why is a Nigerian Price contacting me rather than someone
else? The person would realize that it is likely a scam.

Remaining vigilant at all times is vital because training and education will often
keep us safer than acting impulsively.Consider the risks and the rewards.Consider the
situation andmake sure it is one that one controls rather than another person controls.
Understand how giving this information awaymight have a negative impact. Vigilant
means taking steps to prevent a disaster. Vigilant means not allowing others to take
advantage of our nature to want to help and do good.

6 Trust in a Dangerous Digital World

After learning the trust put in our mobile devices, the trust that can sometimes be
given to strangers, it makes a person wonder where they can place their trust. What
many forget is that a person needs to trust themselves first. Put faith in being educated
about the risks when using a smartphone. An individual must be confident in making
the right decisions in a world where people are trying to take advantage of those that
are naïve to the dangers.

Trust yourself first in the way that you want to trust other people. People need
to consider their actions and make sure what they do does not have negative conse-
quences. Just as a person knows the danger of using a bare hand to pull out a pan from
the oven, one needs to understand that the digital world is dangerous. Just because
the digital world might have our favorite games, it does not mean that it is safe.
Understand where to place trust and make sure it is done safely.

Second, there are times to trust but verify. As stated by President Ronald Regan,
trust but verify is the mantra of the digital world. The person calling me from my
trusted smartphone might not be who they say they are. A cybercriminal could spoof
a phone number or email and pretend to be someone else [17]. Just because they
claim to be a long-lost aunt looking for money to pay a lawyer to inherit millions
that they are willing to share does not make it true. Protect yourself by verifying all
claims made by strangers who solicit private information.

Third, a person needs to assume the worst in the digital world and assume that
others are trying to steal things. Just as in different games online, there are allies and
villains. It is hard to tell the difference at times. One must assume they are all villains
until proven otherwise. Remain on patrol and make your passwords strong and make
secret questions difficult for others to find out.

Remaining on patrol means that a personmust make strong passwords at all times,
make strong secret questions, utilize two-factor authentication, and use a virtual
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private network (VPN) whenever possible. If a person uses a password manager,
then use those strong passwords and keep the password to the password manager
the safest of all. Although some people will say that passwords are ineffective, they
are often the only defense available. Also, make it a habit to change your passwords
from time to time. Please put it on the calendar on a mobile device so the remainder
will be there to have you take action.

Remaining on patrol also means keeping a secret question secret. Do not put
any private questions anywhere that others can see. It may seem innocuous to share
favorite books on social media, but it is no longer secret if a person uses that book as
a secret question. In addition, with the proliferation of private questions, it is best to
use multiple different ones rather than reusing the same ones repeatedly. In addition,
consider making your secret question a secret from yourself. Secret questions are
often typical personal details like where one went to school or where you met your
spouse. A quick check on social media should give cybercriminals all the information
they need to hack into personal accounts. Consider using your second favorite book
that you do not share with others, or consider making the secret answer harder to
guess, such as instead of first pet, maybe use favorite pet and use first pet for the
favorite pet. Make it as difficult as one can for strangers to sneak into your accounts.

Use two-factor authentication wherever possible. It may seem like an inconve-
nience but using two-factor authentication makes it exceedingly difficult for cyber-
criminals to gain access [17]. It would mean that criminals would need not only your
password but they will need your mobile device or other means of authentication. If
the two-factor authentication fails, then the cybercrime has been stopped.

Many people feel that a VPN is the best way to keep people from accessing a
network, but there are still those that will try to access a VPN. If a VPN is available,
then one should use that. Personal VPNs are also available as part of a package of
defenses, including virus protection. Virus protection is important but keeping your
network traffic secure is also important. One should use as many defenses as possible
to keep their information safe from bad actors.

7 Conclusions

In conclusion, trust in the digital world is difficult for Digital citizens and digital
natives. There are bad actors out there trying to take or extort people. Digital crime
is rising because the majority remains unreported, and few criminals are brought
to justice. Unfortunately, this sounds like a big win for the bad actors, so one must
take steps to protect yourself. It may seem that one has almost to remain paranoid
to stay safe. It is not as bad as that, but one must remain vigilant and use the tools
available for protection. Invest in security for all mobile devices. Consider the low
cost of safety and the peace of mind it can give. It does not mean that one should
start posting their social security number on social media, but it can help deter some
threats. A home security system is designed to protect a home. However, all security
companies know that a secured home must have a sign to alert people to the security
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system. The protection is for the house, but the sign makes criminals find an easier
target. Phone security protection is no different. It does help protect the user, but it
also offers bad actors a sign to go elsewhere.
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Privacy-Leaking and Steganographic
Threats in Wireless Connected
Environments

Luca Caviglione

Abstract Wireless technologies, softwarization of hardware and the increasing dif-
fusion of IoT nodes allow to access and control industrial settings, smart environ-
ments and a variety of remote services. This leads to a wireless connected world
characterized by a mixed set of technologies handling various personal and sensi-
tive data. Therefore, security and privacy are critical requirements, which should be
pursued starting from the early stages of design. Unfortunately, the complex and
composite nature of modern wireless deployments enables the creation of emerging
and effective threats. For instance, the traffic of IoT nodes can be inspected to infer
habits or to conduct reconnaissance campaigns, whereas exchanged digital artifacts
could be exploited to conceal secret information or perform exfiltration of data. In
this perspective, this chapter presents and outlines new threats targeting the tech-
nological ecosystems at the basis of the so-called wireless Internet. It also proposes
design choices that should be considered to engineermore secure and privatewireless
environments.

1 Introduction

The disruptive impact of the Internet has been known from decades, but the advent
of the COVID-19 pandemic magnified the importance of being able to remotely
access hardware, software, and data from anywhere and at anytime. For instance,
the availability of SOHO networks and the coverage of 4G/5G mobile communica-
tion technologies allowed many professionals to work from their homes. Even if not
related only to wireless connectivity, the “stay at home” paradigm has brought to
light several fragilities. For instance, the vaccination registration portal of the Lazio
Region in Italy has been targeted by the RansomEXX and LockBit 2.0 ransomware.
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A detailed analysis1 revealed that the attack exploited the administration credentials
of an employee working from home and then the infection spread through the VPN
to the regional datacenter. Another example concerns novel malicious activities tak-
ing advantage of the shift from classrooms to online meetings. Specifically, threats
like Zoombombing, spanning from innocuous pranks to organized disruption raids,
revealed the limits of online conferencing whenmassively deployed or used for cases
not intended in the original design. Nevertheless, the intensive use of the Internet dur-
ing lockdown periods enlightened howmany services are engineered around features
rather than adequate security levels [1].

Summing up, the COVID-19 pandemic has confirmed the role of wireless tech-
nologies as the key driver to pursue the vision of a connected world. Furthermore,
low-power and short-range communications enabled mobile devices to implement
new applications and services for facing challenges difficult to forecast. As a paradig-
matic example, the successful deployment of contact tracing applications was pos-
sible owing to the diffusion of the Bring Your Own Device (BYOD) model enabling
a capillary adoption of personal smartphones for tasks ranging from work to educa-
tion [2].Moreover, wireless communications (i.e., cellular/IEEE 802.11 connectivity
and Bluetooth) allowed both to sense and remotely transmit information for creating
accurate snapshots of the diffusion of the coronavirus [3].

Unfortunately, this scenario can be a fertile ground for “classical” spear phishing
and smishing attemptsmimicking vaccination campaigns and exploiting human fears
as well as for designing novel privacy-leaking attacks [4]. In this case, being able
to engineer protocols with suitable built-in padding strategies, to not leak details
on the number of sensed identifiers when syncing with the remote datacenter, is
of prime importance, especially due to the nature of wireless connectivity. Similar
issues are caused by the increasing “smartification” of homes and working envi-
ronments. As possible examples, many houses, industrial or commercial settings
regularly take advantage of wireless IoT nodes (e.g., smart lighting or sensors for
precision agriculture), which can be enumerated and identified via scanning cam-
paigns [5]. Furthermore, the traffic produced by smart speakers or voice assistants
when contacting remote cloud facilities or orchestrating the various home appliances
can be inspected to infer information about the habits of users [6].

As a consequence, the huge adoption of WLANs to guarantee connectivity, IoT
and low-power wireless links to retrofit buildings or create innovative services (e.g.,
the deployment of IEEE 802.15.4 for Industry 4.0 purposes), and the increasing
demand for mobility, lead to a complex attack surface and the birth of new threats,
which should be investigated to not void the vision of a wireless connected world. In
more detail, the wireless ecosystem could become the preferred aim for reconnais-
sance campaigns, especially due to the easy side-channelizationof the various devices
and links. At the same time, wireless connectivity and its adoption with edge/cloud
computing result in a distributed and multi-domain computing continuum offering
almost unbounded possibilities to hide information or to covertly exfiltrate data [7].

1 U.S.Department ofHealth andHumanServices,AnalystNote: https://www.hhs.gov/sites/default/
files/lazio-ransomware-attack.pdf [Last Accessed: January 2022].
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In this perspective, the goal of this chapter is to identify and outline threats and
malicious schemes exploiting the technological ecosystem at the basis of the wireless
Internet, with emphasis on emerging and unconventional attack techniques. Specif-
ically, the contributions of this work are: (i) an assessment of the privacy and data
leaking nature of modern wireless connected environments; (ii) the identification of
complex, advanced attacks surfaces that can be implemented via information hiding
and steganographic attacks; (iii) the definition of some precise development and engi-
neering challenges that should be considered to not void the societal and economical
opportunities of the wireless connected world.

The remainder of the chapter is structured as follows. Section2 outlines emerging
hazards that can endanger future wireless deployments, while Sect. 3 discusses their
intrinsic leaking behaviors as well as ad-hoc steganographic threats. Section4 intro-
duces some design challenges that should be considered tomake thewireless Internet
more secure, while Sect. 5 deals with core guidelines. Lastly, Sect. 6 concludes the
chapter and hints at future developments.

2 Wireless Connected World: Emerging Hazards

Among the several evolutions of modern malware, a major tendency deals with
the increasing specialization of attacks, mainly to react against advancements in
countermeasures and detection techniques. As a result of this “arms race”, threats
able to take advantage of specific features and usage patterns of wireless technologies
are expected to emerge in the near future [8–10]. Unfortunately, precisely envisaging
how attacks will evolve is a very hard exercise. At the same time, to anticipate such
a rise, a mandatory task requires the accurate identification of the attack surface
and technological/functional clusterization at the basis of the wireless Internet. To
this aim, Fig. 1 depicts the three main domains that concur to the definition of the
overall attack surface. Specifically, the first domain is denoted as Mobile Domain
and considers nodes, hosts and appliances placed at the border of the network. The
second domain is denoted as IoT Domain and delimits protocols, technologies and
devices belonging to the IoT world or relevant to the smart-* paradigm. The third
domain is denoted as Network Domain and focuses on the network infrastructure,
including equipment responsible for connectivity.

In general, such domains are not disjoint and highly overlap. For instance, the
advent of 5G connectivity makes the distinction between the Mobile Domain and
the Network Domain less pronounced [11]. A similar consideration can be done for
the IoT Domain. In fact, compared to the Mobile Domain, the separation is more
in terms of features (e.g., low-energy connectivity, massive utilization of the cloud
paradigm, and use of resource-constrained hardware) rather than protocols or func-
tionalities. Besides, the wireless Internet is mostly build upon the tight interaction
of nodes and individuals. Thus, both the BYOD and the Bring Your Own Technol-
ogy paradigms cause the migration of data and attacks from an entity to another.
Furthermore, barriers among personal, public and critical information are not clear,
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Fig. 1 Reference scenario for emerging privacy-leaking and steganographic threats

thus requiring to investigate partitioning schemes or countermeasures to prevent
exfiltration [12]. Therefore, the wireless connected world appears as technologically
balkanized, with an attack surface difficult to contour in a precise manner. Addition-
ally, wireless devices concentrate multiple functionalities, e.g., electronic payments,
smart transportation, andmultimedia capabilities, making them a critical asset for the
weaponization of attacks to break into corporate networks or highly-secure perime-
ters. Among the others, the two most prominently family of threats that should be
considered dangerous and effective are:

• Privacy and Data Leaking Attacks: they represent malicious activities to imple-
ment various cyber reconnaissance techniques or to infer private information [13].
The ultimate goals of such attacks are the creation of complex campaigns for
exploiting weaknesses of the victim, and the gathering of information to endanger
the physical space of users.

• Information Hiding and Steganographic Attacks: threats exploiting informa-
tion hiding and malware endowed with steganographic capabilities have been
increasingly observed in the Internet such that the term stegomalware (i.e.,
steganography + malware) has become popular [8]. One of the main use of such
techniques concerns the creation of network covert channels, especially to bypass
security mechanisms or exfiltrate information [7]. In this vein, wireless communi-
cations can offer novel opportunities and mobile devices could lead to an almost
unbounded variety of artifacts that can be used to conceal data.

We point out that, the technological maturity of wireless settings, including the
bandwidth availability and the computing/storage resources of mobile nodes, make
themalso susceptible to the various threats already observed for thewired Internet.As
a consequence, engineeringmixedwired/wireless deployments requires an additional
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effort, especially to consider potential hazards due to the presence of mobile and
wireless entities [14]. The next section will discus the most relevant threats and
some synecdochical templates.

3 Privacy Leaking and Steganographic Threats

This section introduces emerging threats expected to focus on the wireless Inter-
net. Specifically, Sect. 3.1 reviews attacks aimed at leaking information or endanger
privacy of users, while Sect. 3.2 discusses steganographic hazards.

3.1 Privacy and Data Leaking of Wireless Ecosystems

As hinted,mobile andwireless devices are characterized by two clashing features. On
one hand, they centralize personal data and applications for work, entertainment and
education duties. On the other hand, they can be the objective of several information-
leaking campaigns. As an example of the vulnerabilities caused by side-channels or
the leaking nature of devices at the basis of the wireless revolution, [15] discusses
smudge attacks arising by the widespread use of touch screens. Specifically, authors
showcase how smudges can lead to information for guessing passwords, thus making
the device a possible entry point for more complex raids.

Another interesting viewpoint to be considered is themassive deployment of smart
speakers or voice-based assistant acting as digital hubs of the wireless world. A vast
corpus of works concerning the tight relation between physical security and de-
anonymization attacks launched against traffic of smart speakers has emerged (see,
e.g., [6] and the references therein). In essence, even if encrypted, traffic produced by
various appliances, as well as flows exchanged between the speaker and the remote
backend, can be processed via AI-capable frameworks to guess the vocal commands
(e.g., turn on/off lights), infer habits (e.g., sleep patterns), or when the house is
empty. Risks can be magnified by the poor degree of knowledge of mechanisms and
practices ruling security, including defective configurations. Moreover, the “work-
out-of-the-box” flavor, jointly with the availability of many cost-effective IoT nodes
(temperature sensors, smart lights and switches, just to mention some), lead to an
hardware chain difficult to control and assess. Thus, future wireless ecosystems can
be plagued with backdoors in equipments, incompatible privacy requirements, a
technological supply chain hard to control in complex industrial settings and critical
infrastructures, as well as a non-negligible loss of digital sovereignty.2

2 EPRS Ideas Paper, Towards a more resilient EU: “Digital Sovereignty for Europe”.
Available online: https://www.europarl.europa.eu/RegData/etudes/BRIE/2020/651992/EPRS_
BRI(2020)651992_EN.pdf [Last Accessed: January 2022].

https://www.europarl.europa.eu/RegData/etudes/BRIE/2020/651992/EPRS_BRI(2020)651992_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2020/651992/EPRS_BRI(2020)651992_EN.pdf
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Concerning specific threats targeting the wireless segment, apart classical tech-
niques for spoofing identities, endangering lower layers of the stack, and de-
authenticating nodes [14], side-channels-based attacks should be taken into a high
account. For instance, choices in the design of the hardware can make feasible
advanced threat models. This is the case of mixed-signal circuits where digital and
analog circuitry reside on the same die, which is a common approach in many IoT
and automotive products [16]. As a consequence of this engineering, data processing
can leak information via EM emissions, thus enabling the remote collection of sen-
sitive bits, such as cryptographic keys. Usually, the prime countermeasure resides in
the hardware itself (e.g., shielding and optimized placement of chips). Yet, also the
software could play a role: sensitive computations should be moved to the CPU or
handled via suitable APIs for injecting patterns of instructions to add noise to EM
emissions.

Another attack scheme concerns the use of channel state information that can
be inferred from IEEE 802.11 hotspots. As an example, keystrokes of users can be
inferred by correlating ICMP traffic and state information [17]. Such a scheme could
be difficult to detect, especially due to the presence of a multitude of hotspots, and
the habit of letting devices to join wireless networks in an automatic manner. Also
in this case, ad-hoc security layers should be envisaged, especially to: randomize
inputs of users, enforce policies for configuring the devices, and add artificial traffic
for preventing exploitable correlations.

Lastly, “legacy” approaches considering encryption as the sufficient requirement
to provide security should be regarded with a critical eye when designing the future
wireless connected world. In fact, simple statistics, such as the frequency and the size
of packets exchanged via IEEE 802.11 links, can be used to predict queries issued
to services like Google, YouTube and Wikipedia [18]. Apart the aforementioned
countermeasures at the network level, future applications should bewireless-aware or
wireless-secure-by-design. Thus, proper padding, randomization, data interleaving,
and buffering disciplines, should be considered from the very early engineering
phases of various protocols and APIs.

3.2 Information Hiding and Steganography “Over the Air”

A trend characterizing the recent evolution of malicious software concerns the adop-
tion of information hiding and steganography to conceal offensive routines, imple-
ment hidden and parasitic communication paths to exfiltrate data or orchestrate nodes
of a botnet, retrieve additional payloads in a stealthy manner, and bypass security
mechanisms [7, 19]. The wireless ecosystem is definitely a prime target for the
increasing wave of information-hiding-capable threats since it enables to target at
least two different core entites:

1. devices: modernmobile devices are endowedwith a variety of sensors, as well as
multimedia and computing capabilities. Their utilization via a BYOD paradigm
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makes them a prime objective for exfiltration attempts or steganographic attacks
[9]. Similar considerations can be done for IoT nodes or building automation and
control networking, which often rely upon wireless connectivity for retrofitting
purposes [20].

2. wireless technologies: the ubiquitous availability of wireless communications
and the increasing softwarization of radio access networks open up to a wide-
range of steganographicmanipulations [21]. The progressive diffusions of infras-
tructures based on a “cable-free” paradigm, e.g., in developing countries via
satellite communications, lead to a variety of protocols and complex cross-layers
interactions that can be exploited for creating a plethora of effective covert chan-
nels [22]. Nevertheless, the wireless Internet is often at the basis of disaster
relief operations or adopted to provide connectivity to industrial buildings, thus
evaluating vulnerabilities exploitable for advanced persistent threats is now an
essential step.

As regards devices, even if not strictly targeting the wireless link, a major offen-
sive paradigm exploits the growing diffusion of sandbox-like securitymechanisms of
mobile devices, including IoT nodes. In essence, processes are confined inside secure
execution enclaves, which prevent the unauthorized exchange of data or operations
on shared resources (e.g., memory). To bypass such a scheme, applications can col-
lude via local covert channels built through the manipulation of specific hardware or
software resources [23]. For instance, information can be encoded with ad-hoc pat-
terns of operations on the CPU: the overall load can bemodulated to contain arbitrary
information, e.g., a load exceeding an agreed threshold indicates a 1. Indeed, such
channels are fragile and characterized by a low-bandwidth, but proven to be effective
to endanger privacy and to exfiltrate sensitive information, such as login credentials
[9].Moreover,wireless services increasingly rely on containerized applications or are
based upon a technological posture implemented through virtual machines. There-
fore, information hiding schemes can be used to let a container inspect the guest node
device/host. Containers can then collude to understand whether they are running on
the same hardware entity, e.g., to map the physical infrastructure [24].

Concerning techniques to stealthily exfiltrate data through a wireless link, they
strictly depend on the exploited carrier (i.e., the place where the information is
hidden) and can be applied to almost every layer of the ISO/OSI stack, as it happens
for the wired case [22]. However, wireless communications offer additional features
that can be abused to conceal data. A typical idea is to inject arbitrary content in
the padding frames used in the IEEE 802.11 standard [25]. This approach could
have some limitations when applied to practical settings. Yet, the exploitation of
physical layer features, like camouflage subcarriers of the IEEE 802.11n spectrum
mask, can lead to effective hidden communication paths nested within the wireless
signal [26]. Indeed, complex access control schemes, signaling protocols, algorithms
for managing the shared media, and handover mechanisms offer a variety of carriers
that can be manipulated by an attacker to leak data. To this extent, the development
of a wireless infrastructure or the creation of standards should be checked against
the risk of covert channels.
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Lastly, the wireless Internet will be undoubtedly the place where the majority of
machine-to-machine communication happens. In this vein, protocols like the Mes-
sage Queuing Telemetry Transport offer a variety of opportunities to implement
parasitic communication attempts [27]. Messages can be arranged in patterns or
interleaved with timing intervals to encode information (e.g., a delayed communi-
cation denotes a 1) as well as optional fields can be overwritten to store secrets.
Furthermore, the internals of the IEEE 802.15.4 protocol can be exploited by an
attacker to hide, in an energy-efficient manner, additional information [28]. This
could lead to exfiltration attempts difficult to detect, especially by using method-
agnostic indicators, like signatures in power drains [29].

4 Development and Engineering Challenges

As discussed, the complexity of modern scenarios is exacerbated by the used variety
of hardware and software components (e.g., resource-constrained nodes and con-
tainerized applications) and the presence of a wide-range of services with different
performance and functional requirements. Hence, monitoring and inspecting the
traffic produced by a device, assessing the overall network conditions, evaluating
resource utilization or hardware-specific metrics, such as the quality of the link or
the transmission power, usually require platform/vendor-specific approaches. More-
over, the multifaceted nature of threats often demands for specialized layers able to
gather information from the entire protocol stack or from different portions of the
guest operating system, for instance to spot privacy leakages or resource-draining
attacks [30].

Indeed, the wireless connected world is a technological split space. Such an
aspect should be evaluated jointly with the presence of sensitive data and the pos-
sibility of targeting almost every hardware/software entity with information-hiding-
capable attacks [31]. Even if security of wireless applications and ecosystems has
been largely investigated in the literature (see [14] and [32] for recent reviews) two
increasing trends have to be considered. The first concerns the delivery of software
via immutable containers or the implementation of services through virtualization.
The second deals with the high diversification of vectors and techniques capable of
endangering almost all the entities of a given deployment. Therefore, the majority
of the approaches needs a rethinking, especially to face the challenges discussed in
this chapter [33]. Among the various techniques, a promising idea leverages code
layering and code augmentations. Such features permit to instrument at run-time
containers used to build wireless applications via a Platform-as-a-Service paradigm,
as well as to extend functionalities of the Linux kernel to monitor the underlying
hardware and software [34]. Nevertheless, both approaches may prevent interrupt-
ing the service or changing vast portions of the software stack, thus leading to a
decoupled design, i.e., a general inspection part and a threat-/service-specific logic.
Section4.1 will present design and architectural choices to be considered.
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4.1 Code Augmentation for Wireless Ecosystems

The ability of designing and engineering wireless security in a stratifiedmanner, with
strata that can be independently modified, is surely a major challenge to be addressed
for pursuing the vision of a mobile and always-connected world. To face this task,
we propose as a reference example, to take advantage of the extended Berkeley
Packet Filter (eBPF), which enables to inject at run-time code in the Linux kernel
by offering a virtual-machine-like environment (see, e.g., [35] for further details and
its usage for privacy-oriented applications). To prevent additional hazards, code is
verified and subject to constraints in terms of loops, size of the stack and complexity,
just to mention the most important. Concerning the suitability of eBPF to face the
aforementioned challenges, we point out that it was initially designed for monitoring
system performances, but nowadays has been increasingly adopted to inspect various
behaviors of hardware and software components [36, 37].

Figure2 depicts the reference layered architecture that we propose to address the
various challenges characterizing the wireless Internet. Specifically, it is composed
of two main parts:

• Kernel Space: it contains the kernel and the various hardware-/platform-specific
drivers. Suitable abstraction is granted by the Linux kernel. Relying on Linux is
not a limitation, since it is at the basis of many OSes deployed in mobile devices,
IoT nodes, servers and datacenters, gaming consoles and appliances.3 The kernel
is augmented with the eBPF programs needed to inspect the various behaviors of
the hosting node/network.

• User Space: it contains the software needed to implement the wireless service,
e.g., containers, virtualized network functions, as well as security and task-specific
services. Userland processes can retrieve the information collected by the eBPF
via a mechanism based on maps, i.e., ad-hoc shared memory areas.

As a consequence, challenges arising from the fast-evolving nature of applications
and services relying on wireless connectivity can be be easily faced via ad-hoc eBPF
programs. Such layers can be created to inspect a precise behavior of the host. For
instance, if a service is suspected to be the target of filesystem-based threats, the kernel
could be instrumented to trace and report via eBPF the use of __x64_sys_chmod
syscalls (see [38] for the detection of local covert channels based on the alteration of
files permissions). Another example concerns cryptolockers: in this case, the volume
of operations performed on block devices (collectable via kprobe events) can help
to early detect massive encryption of files and partially neutralize an attack.

Concerning possible entities running in user-space, main reference blocks are:

• Containerized Software: as hinted, manymodern services, especially those at the
basis of 5G, are delivered through containerized software and virtualized frame-
works, which cannot be inspected or altered. In this vein, adding a suitable eBPF

3 Owing to its flexibility, the port of the eBPF technology on Windows has started with the offi-
cial support from Microsoft, see: https://github.com/microsoft/ebpf-for-windows. [Last Accessed:
January 2022].

https://github.com/microsoft/ebpf-for-windows
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Fig. 2 Reference security architecture for future wireless ecosystems

programor an inspection layer in theOSallows to collect information to understand
the correct evolution of a service, e.g., in terms of anomalous usage of resources.

• Threat-dependent Logic: by using the information gathered via in-kernel inspec-
tion, vendors can easily implement code to handle specific threats. For instance,
eBPF proven to be effective to instrument a node for deploying IDS-like capa-
bilities and track traffic with a high granularity [39]. At the same time, code
augmentation has demonstrated its effectiveness in the preparation of datasets for
machine learning frameworks [40], which are typically used to counteract the lack
of general solutions against network covert channels [8].

• Application-dependent: applications are often provided in a monolithic manner
or implemented via SDKs distributed by hardware and software vendors. There-
fore, code layering can be used during the debug phase as well as to implement
generic privacy and monitoring services. For instance, eBPF has shown to be a
valuable tool to identify processes exchanging data with malicious servers [41].

• Performance and Generic Security: the ability of tracing each packet/syscall
can be exploited to reveal processes or threads leaking data or implementing a
colluding applications scheme [23, 24]. The user space can also teamwith specific
programs/layers for assessing the performance of the hardware, e.g., to monitor
the energy consumption in IoT nodes.

However, engineering a full-featured solution to simultaneouslymitigate different
threats and enforce security and privacy requirements is not a simple task. To this
extent, the suggested code layering design canbe viewed as a convenientway to create
an array of microservices that can be orchestrated or chained to accomplish specific
privacy/security tasks [42]. In Sect. 5, we provide some directions to help in the
engineering phase of code-augmentation-based solutions for wireless ecosystems.
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5 On the Engineering of a (more) Secure Wireless Internet

Wireless-capable devices are often endowed with limited computing resources or
prone to battery depletion hazards, thus requiring to precisely evaluate the impact of
countermeasures to not reduce the performance of the host/device [29]. Portability
also plays amajor role, sincewell-tested securitymechanisms should be reused to flat
costs and the risk of adding new vulnerabilities. In this perspective, Table1 provides
a “checklist” to guide the engineering towards a more secure wireless Internet, while
considering the emerging privacy leaks and steganographic threats.

As shown, the table contains some indications on the various threats targeting
wireless nodes and appliances, the required instrumentation (i.e., what has to be
inspected to detect or mitigate a well-defined class of threats), the portability of
the approach (i.e., if the eBPF filter or the code layering strategy can be reused for
similar hardware or software settings), and the placement (i.e.,where the architecture
discussed in Fig. 2 has to be located within the overall ecosystem).

Possible design guidelines to be considered are:

Table 1 Main design and engineering considerations for developing countermeasures against
emerging privacy and security issues of wireless frameworks

Threat Instrumentation Portability Placement

Traffic
de-anonymization

Protocol stack Service dependent Node/network

Device enumeration Air interface Device dependent Node

Fingerprinting Per-service Service dependent Node

Ransomware Filesystems Through block
abstraction

Node

Screaming channels Device driver Implementation
dependent

Node

EM/WiFi channels Network Attack dependent Node/Network

Cryptominers Threads/System Load OS dependent Node

Air-gapped channels Multiple HW features Limited to a specific
technology

Node

Timing channels Protocol stack Protocol independent Node/Network

Storage channels Protocol stack Protocol dependent Node/Network

Web-based channels Application Threat dependent Network

Steganography Multiple SW features Device independent Network

Colluding
Applications

All shared resources Device dependent Node

Cache-based channels CPU Implementation
dependent

Node
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• Evaluate the effort for the instrumentation: as shown, each threat may require
to instrument different portions of the device, including various layers of the pro-
tocol stack or specific sub-systems. In general, the tighter the interaction with the
hardware, the higher the benefits of exploiting some layering/augmentation tech-
niques to make the design of security mechanisms more abstract. For instance, the
detection of covert channels may happen in userland owing to data gathered by
eBPF programs tweaked for a specific protocol or platform [34].

• Pursue portability: with portability we intend the ability of using the same layer-
ing strategy for similar security and privacy hazards. In this case, the user+kernel
space implementation can have strong dependencies both with the threat (i.e., a
specific signature to exploit) and the targeted technology (i.e., a specific hard-
ware component). For instance, cache-based channels often take advantage of the
multi-core nature of CPUs deployed in smart devices or wireless access points.4

Indeed, the literature abounds of techniques to tame side- and covert-channels
exploiting caches, CPUs and virtual machines (see, [43] and [44], respectively).
A possible approach can leverage in-kernel probes tailored for a specific platform
and general, reusable security layers that can be distributed to users. We point out
that, this can also allow to deliver containerized security frameworks or generic
over-the-air updates to mobile devices or network nodes.

• Carefully evaluate the placement: understanding where to deploy the proposed
framework is subject to various tradeoffs. For instance, if a tight coupling is needed,
the instrumentation should be done within the node to inspect. However, this may
cause excessive overheads or impair the levels of Quality of Experience. Thus,
a possible approach is to shift the userland part at the border of the network
for the most resource-intensive tasks. Similarly, when the hazard is expected to
aim a group of nodes (see, e.g., the case of device enumeration attacks of web-
based channels) a good design choice considers deploying the framework via
a Something-as-a-Service paradigm. Despite scalability properties, a carefully-
evaluated placement strategy may also lead to additional benefits. In particular,
threat-dependent or general security services can run in the core network or “out-
side” the devices, whereas instrumentation can be done close to the hardware or
the software artifact to protect. In this case, solutions like eBPF can take advantage
of comprehensive toolchains to ease the deployment and development phases [45].

• Remedy to “immutable” choices: as discussed, poor hardware design or APIs
without optimal isolation features may lead to exploitable behaviors. In general,
such two aspects cannot be fixed a posteriori, e.g., due to the immutable nature of
the hardware or the unavailability of source code. Thus, the possibility of stacking
layers can provide effective fixes, for instance to inject additional noisy patterns,
provide padding or align data structures, as well as to sanitize traffic by overwriting
protocol fields or deploying buffering disciplines.

4 For an example of a covert channel exploiting a shared register in a commercial multi-core CPU
system, see the M1RACLES - CVE-2021-30747 targeting Apple Silicon. Even if the vulnerability
should not be considered as dangerous, it can open up to various privacy-leaking attacks. Moreover,
this highlights the importance of knowing and considering this class of threats, which are slowly
emerging. Available online: https://m1racles.com [Last Accessed: January 2022].

https://m1racles.com
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5.1 Overall Overview

To the aim of providing security and privacy requirements in the wireless connected
world, Fig. 3 showcases the overall overview of the proposed framework template.
As depicted, code augmentation for data gathering and instrumentation can be placed
in three different layers of the network, namely within end nodes, access points or in
the radio access network, and in the core network. In other words, eBPF (or similar
techniques) can be used to augment the capabilities of the lower layers of different
entities composing the scenario under consideration.

In some cases, the threat to be addressed or the hosting device could account
for specific constraints. For instance, revealing anomalous activities on a register
shared among different execution cores requires to instrument the host and cannot
be done remotely. Instead, when threats are not physically bounded or confined to
a single node, information can be gathered in other parts of the network. As an
example, network covert channels built via the manipulation of traffic behaviors can
be detected and neutralized at the border of the network: this can offload hosts and
protect a vast user population with a unique appliance. Yet, data can be (partially)
gathered in end nodes without causing overheads to endow the decision maker with
suitablemeasurements. For the case of side and air-gapped channels, the prime line of
defense is typically implemented at the hardware level. However, gathering analytics
about the experienced bit error rate, frame error rate, S/N ratio, and low-level EM
emissions directly from the access point or the wireless router may lead to spot the
privacy-leaking attempt [17].

Fig. 3 Overall overview of the proposed security paradigmwhen deployed in a wireless ecosystem
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As regards the user space, it groups the various services/applications in charge
of enforcing privacy and security requirements or mitigate specific threats. Such
high-level counterparts can operate in a standalone manner (e.g., by implement-
ing application layer proxies, access control policies or personal security tools) or
exploit low-level measurements gathered by specific eBPF programs (or other lay-
ering approaches). Applications can run locally or in a distributed manner. As an
example, techniques for mitigating steganographic and information-hiding-capable
threats often require to inspect different carriers, including digital media, thus they
canboth run locally or in suitable proxies [46]. Similarly, protections against network-
oriented attacks like fingerprinting and enumeration can require data generated in
the user space, thus preventing the need of in-kernel measurements.

As shown in Fig. 3, the proposed paradigm can be implemented within differ-
ent architectural layers. Specifically, security services can be deployed in the host
or scaled up according to the growing availability of resources. Despite this, the
approach requires to develop some “glue” middleware to allow the collection from
the user space of information gathered by in-kernel probes. Similarly, additional func-
tionalities could be needed tomove data towards a decisionmaker. In this perspective,
toolkits5 able to collect information coming from the various entities composing the
network, provide some filtering and processing capabilities, and then implement
some form of advanced detection, should be considered critical for the successful
implementation of security mechanisms in future wireless networks.

Lastly, we point out that the proposed paradigm is not in contrast with the layering
of Fig. 1, which is more focused on elaborating where attacks happen. Instead, both
abstract templates should be considered when designing future frameworks to endow
the wireless Internet with proper security and privacy requirements.

6 Conclusion and Future Works

In this chapter we have discussed emerging trends targeting ecosystems and deploy-
ments at the basis of a wireless connected world. As shown, well-known attack
schemes or novel techniques can take advantage of the ubiquitous availability of
wireless communications, which are often coupled with the BYODparadigm. There-
fore, the future wireless Internet will be richer of personal data and also implemented
via a highly heterogeneous population of software and devices. Among the others,
we identified in the exploitation of the boundless nature of wireless communica-
tions, and the rise of information-hiding-capable threats, the two main classes of
hazards needing to be considered. To face such a challenging scenario, we argued
that code augmentation and eBPF are the most promising technological enablers.

5 See, as a paradigmatic example, the toolkit envisaged in SIMARGL—Secure Intelligent Meth-
ods for Advanced Recognition of Malware and Stegomalware: https://simargl.eu [Last Accessed:
January 2022].

https://simargl.eu
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Accordingly, we introduced some design and engineering guidelines to develop both
threat-specific and portable detection and mitigation techniques.

Future works aim at refining prototypal implementations, which demonstrated
to be effective in spotting threats leveraging steganographic techniques and covert
channels (see [34, 38, 40, 47] for details). Since overheads introduced by the layering
approach are very limited,6 we plan its adoption in a variety of nodes with mixed
computing and storage requirements. In parallel, the development of some toolkits or
services to orchestrate the various layers is a relevant part of our ongoing research.
Lastly, the development of formal frameworks to understand the limitation of the
proposed idea, as well as its functional requirements, is another key research action.
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Anti-Phishing Approaches in the Era
of the Internet of Things
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Abstract In today’s Internet era, Internet of Things (IoT) based products and appli-
cations are adopted by users for many different purposes like shopping, managing
finances, smart home security hubs, etc. Some of them are implemented as web page
applications hosted over the Internet, which essentially inherits existing threats and
attacks on them. One of the most common security attacks on web page applications
is phishing. Phishing is a social engineering attack in which an adversary tries to steal
users’ sensitive information including credentials by tricking them into believing the
user is on a legitimate web page. Adversaries tend to adopt new and sophisticated
ways to forge the web page designs in a crafty way and trick users to visit the mali-
cious links. The crafty phishing web pages are used as a medium to carry out the
art of phishing even for IoT-based applications. This chapter focuses on the state-
of-the-art technologies that can be utilized to defend against phishing attacks in the
era of IoT. Specifically, technologies to detect web page, zero-day, and adversarial
phishing attacks, including their features, are introduced and discussed.

1 Introduction

With the advancement of devices, the security issue became one of the biggest con-
cerns in the Internet of Things (IoT) environment. IoT devices are getting more
powerful with additional abilities to control systems, and thus they can be exploited
to collect a lot of data correlated to users’ activities, such as locking and unlocking
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the doors, controlling temperatures, starting up cars, etc., only with touching a but-
ton on the smart devices. It is worth noting that users can perform these activities by
accessing a web page from a browser on smart devices (web-based IoT).

A practical example of the web-based IoT is the design and development of
security surveillance systems at home [1]. These surveillance systems are built using
Single Board Computers (SBC) that connect to WiFi. WiFi-enabled surveillance
systems process the sensor data and send it to the controller sections. The controllers
enable the devices that capture the live feed and notify the users on the email. The
user can click the link provided in the email to check the live video. The user will
be able to respond using the web page link based on a situation. Another example
is Bank of America,1 a leading financial organization. They implemented a new,
voice-based command feature to their web page applications. Customers can control
their financial transactions with a voice command to Google Home or Alexa. Also,
they implemented a bank locker security system connected to IoT applications. The
locker can be operated with their web application launched on a web browser on
a user’s wireless devices [2]. Not only the financial and retail sectors, but most
sectors, in general, are also taking a step further and introducing IoT applications
while connecting via web pages. Although the examples seem great, the security
of these devices, applications, and user data is a real concern and an unavoidable
consideration [3]. Of these security attacks, one of the major concerns is web page
phishing attacks.

In recent years, the advent of phishing attacks that use web pages as a medium
has increased. In most cases, an adversary uses a phishing page directly or uses a
phishing application launched on web pages. These phishing pages can be run on
any of the devices, which means any IoT devices connected to the Internet through a
web browser that can host or open up web pages/applications are prone to web page
phishing attacks.Moreover, a phishing kit thatmakes the attack easy is available from
the dark web, and the number of purchases is increasing day by day.2 Benign users
who do not know about the attack are always susceptible to being affected which
results in billions of dollars are being transferred to fraudulent accounts where the
hacker can lure the user for the credentials. Hackers have always been busy, and the
threats are growing every day. Therefore, IoT applications should be well-prepared
against phishing attacks in order to protect users as well as systems from being
damaged.

The damage caused by phishing is worth noticing these days. The phisher might
transfer funds, make purchases, exploit the actual legitimate user accounts from the
harvested credentials. Also, there is a chance that the phisher sells the information
to criminals. It is common that the phisher shuts down the web page once a victim is
caught in order to make tracking it difficult. Even though the site is not shut down,
if the web page is hosted on a server outside the country, it will not be an easy task
to catch and prosecute the phishers. This served as a motivation to many research

1 https://www.bankofamerica.com/ (Last Accessed: January 25, 2022).
2 https://www.globalsign.com/en/blog/warning-advanced-phishing-kits-now-available-on-the-
dark-web (Last Accessed: January 25, 2020).

https://www.bankofamerica.com/
https://www.globalsign.com/en/blog/warning-advanced-phishing-kits-now-available-on-the-dark-web
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Fig. 1 Categorization of anti-phishing solutions

schemes that can effectively detect phishing pages and warn the users before any
phishing attacks occur.

This chapter focuses on the cutting-edge approaches that can be employed for web
phishing detection in IoT environments. Although adversaries try to replicate the
web page applications as legitimate as possible, there are a lot of differences that are
being observed between legitimate and phishingwebpages.After carefully analyzing
extant anti-phishing solutions, we categorized them into five classes: Search engine-
based, List-based, Content-based, Fuzzy role/heuristic-based, and Visual similarity-
based approaches, as shown in Fig. 1, each of which is introduced and discussed in
the following sections.

2 Phishing Attacks in IoT Environments

As shown in the Fig. 2, a phishing attack generally has three major life cycles:

1. Phish: An adversary who creates a phishing page, sends it to users via email, or
embeds a bad URL in some malicious pages. This is the “Phish” phase.

2. Bite: When a user unknowingly clicks the URL, it is called the “Bite” phase.
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Fig. 2 Feasible phishing scenarios in IoT environments

3. Catch: There can be many reasons why the user might be convinced that the web
page is legitimate, such as visual similarity, content similarity, etc. After getting
convinced, if the user provides his credentials of the legitimate site, the phisher
will be able to capture them. This is the “Catch” phase.

Adversaries create clone web pages to spoof users. They try to come up with
new ways in sending the created phishing webpages to users and this is called the
“Phish” phase. Due to the recent advances in web-access methods, they can adopt
diverse ways to distribute phishing websites. To name a few, Hypertexts, QR codes,
open unprotected Wi-Fi networks, etc., can be an option for a medium that can be
opened from users’ smartphones, IoT devices, and any other types of devices that
are equipped with a web browser. As per the Phishing statistics survey, about 6.95
million phishing pages were created in 2020.3

These days, free Wi-Fi is something that people can leverage at public places
without considering the security consequences. However, the adversaries look for
targets who access the open unprotected Wi-Fi networks. Password-protected Wi-
Fi networks are usually secured by Wi-Fi Protected Access II (WPA2) protocol
which leverages a very strong cryptographic hash function. However, if the Wi-Fi
is tampered with or provided by an adversary, those security features can be easily
disarmed. The adversary can add a clickbait that has a link to a phishing website or
just redirect users’ connection to the website.

The “Bite” phase inwhich a user is connected to a phishingwebsite ismore serious
and pervasive in IoT environments. Participating devices are generally resourced
constraint and battery-powered, and thus, executing an anti-phishing solution in the
background might not be feasible. These days, a service provider provides more

3 https://www.csoonline.com/article/3634869/top-cybersecurity-statistics-trends-and-facts.html
(Last Accessed: January 25, 2022).

https://www.csoonline.com/article/3634869/top-cybersecurity-statistics-trends-and-facts.html
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easier and convenient ways to access the application, such as URL integrated photos
and texts, QR codes, etc., which eventually makes it users more difficult to realize
which website they are connecting to.

There are many reasons why the user might be convinced that the phishing web
page is legitimate, such as visual and content similarities, etc. Once a user is con-
vinced, he/she will doubtlessly reveal a login credential, credit information, and/or
personal information. This is called the “Catch” phase which the adversary collects
valuable data for monetary profits and where the user becomes a victim. According
to the article published in one of the cyber Magazines, about 5,200 phishing attacks
occurred on IoT devices every month in 2021.4 These attacks have the damaging
effect severe on financial loss and leakage of personal information to users and pro-
ductivity, reputation, and the loss of data to the business.5 Hence, phishing webpage
detection is still of utmost importance in the era of the wireless connected world to
prevent users using wireless browsers from being a victim of phishing attacks.

3 Search Engine Based Approaches

Analysis of results retrieved by querying the URL of the web page on popular search
engines is the key idea of Search Engine based approaches. The classification of
web pages is made based on the results given by the search engine. Search engines
usually return results based on web page rankings. Legitimate web pages in general
will have the highest rankings. Also, genuine websites have a longer life span. Unlike
phishing pages, the index values grow with time along with the public reputation of
the web page. The search engines, when queried with a URL, return themost indexed
and reputed values as results. This makes it easier for the developer to develop an
application that queries the URL entered on any browser and compares the results.
This approach can take a longer time for the algorithm to run as they are dependent
on results generated by third-party services (Fig. 3).

Effectiveness of the detection of zero-day phishing web pages is one of the major
advantages of search engine based approaches. This approach is easy to implement
and deploy the application with feasibility and is a great algorithmic approach for
detecting phishing on highly-targeted web pages. It works very well when legitimate
web page owners get indexing and ranking by search engines like Google, Alexa,
etc. By using a crawler in the algorithm, attacks in the wild can also be identified by
this approach [4].

Search-based algorithms can be implemented using certain packages andmethods
with Python. The algorithm takes URL as input and gives web page classification as
output. The overall procedure is as follows:

4 https://securityboulevard.com/2021/09/cyber-threats-haunting-iot-devices-in-2021/ (Last Acce-
ssed: January 25, 2022).
5 https://www.stage2data.com/what-damage-can-phishing-cause-to-your-business/ (Last Acce-
ssed: January 25, 2022).

https://securityboulevard.com/2021/09/cyber-threats-haunting-iot-devices-in-2021/
https://www.stage2data.com/what-damage-can-phishing-cause-to-your-business/
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2. Domain name of the web page can be extracted by parsing the URL. Title of

the web page can be extracted using BeautifulSoup package and OPenURL.title
method.

3. A query can be generated with the domain and title of the web page.
4. Query crawling can be done by using any of the search engines like Google or

Alexa. Crowd sourcing can also be applied in this step.
5. Store the first “K” results to an array. The value of K can be considered as a

threshold. This can be decided based on the training cases and examples used.
Usually, assigning it to 3 will be the ideal scenario.

6. Compare the Input URL with the stored URL array. If the Input URL matches
to one of the elements of the URL array, then the web page is considered as
legitimate. On the contrary, it is considered as phishing based on the ranking
feature.

7. The class label for the web page is returned as output.

There are a few outliers for this approach. The legitimate web pages that are
launched recently and do not have good domain age or the rankings will be marked
as phishing. This can be overlooked as search engines usually update their indexes
and ranking every 5d. The ranking results of legitimate web pages usually maintain
a trend from their launch until they reach their optimal ranking. The phishing pages
that are fooling the users for a month might have ranking and index values. There is
a chance that the system will not be able to discover them as the hacker might try a
domain name very similar to legitimate web pages.
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3.1 Crowd Sourcing

Crowdsourcing is a technique that uses public-reported phishing datasets. A few
crowdsourcing phishing web pages are OpenPhish, PhishTank, etc. that take input
fromother peers to update the public datasets. The reports from the users are validated
before entering them as records of the dataset. web pageURL’s present in the datasets
are retrievedwhen aURL is queried in the search engines.Querying the search engine
with the input URL might generate the top results as one of these crowdsourcing
pages, which means that the web page is already marked as phishing.

Although crowdsourcing is a very effective method to detect the phishing web
pages detected previously, some pages might not be marked as phishing on those
pages. New pages keep emerging frequently making the users prone to zero-day
phishing attacks. These attacks can be prevented using Google indexing or Alexa
Ranking.

3.2 Google Indexing

The search engine-based approach that usesGoogle as the search engine is theGoogle
indexing approach. The Google database has many legitimate sites verified. The web
pages verified are given an index value. Querying this database with a URL or any
keywords in the domain name returns the legitimate pages and their index values. If
the web page is not retrieved by Google index, it means the web page is quite new,
and it is not yet verified by Google. There is a high probability that the unverified
web pages are zero-day phishing web pages.

Crawling is an approach used by the Google search engine to verify the website’s
trustworthiness and then index them. Search engines usually crawl and cache many
newwebsites per second in the wild. When a URL is crawled, Google will be search-
ing for the most relevant content by trying to parse the URL. The search results are
ordered by a factor of relevancy. Usually, the web pages displayed at the top of the
search query results are given the highest indexing. The index value plays a major
role in classifying the web page as legitimate or phishing. Google indexing runs
based on the “Web of trust.” It relies on the ratings given by the users. Each of the
URLs can be searched on Google for its index value to determine its trustworthiness.

3.3 Alexa Ranking

The search engine-based approach that uses Alexa as a search engine is the Alexa
ranking approach. Alexa usually prefers to rank web pages only when a few metrics
are being satisfied. For example, Alexa takes user-friendliness and relevance as some
metrics to rank the web pages. Web site traffic is one of the important metrics Alexa



42 M. Boyapati et al.

uses to rank a web page. The web pages with high traffic will have high rankings. The
interesting feature about Alexa ranking is that they only rank web page domains but
not sub domains. The domain name can be parsed from the URL and each domain
can be searched for Alexa ranking. When using only Alexa ranking, the web pages
having high traffic will show up as top-ranked web pages. When a URL is queried
using Alexa, the top-ranked results returned can be compared with the URL and a
decision on the classification label can be made by the algorithm.

4 List Based Approaches

The key idea of List-based approaches is searching for the URL presence in Black-
lists and Whitelists to classify web pages as legitimate or phishing. Input URL is
comparedwith bothBlacklist andWhitelist datasets for verifying its presence. Black-
lists contain the phishing URL datasets, and Whitelists contain the legitimate URL
datasets.

List-based approaches can be very advantageous in the scenarios where the adver-
saries maintain the same URL but change the IP address and service location. The
phishing web pages that have a good lifespan and are blacklisted can be easily
detected by this approach (Fig. 4).

A few outliers of List-based approaches are the web pages not listed on the
Whitelist and Blacklist databases. Most of the zero-day phishing web pages have
a very short lifespan indicating a high probability of blacklist missing a lot of phish-
ing pages. The problem arises when a phishing page not stored on the blacklist
becomes active after being idle for a certain period. One solution is to update the
blacklist frequently even though the web page is inactive.

Few other outliers of this approach are web pages that are not on the whitelist
but are legitimate. Newly emerging companies hosting their applications on recently
purchased domains are one of the examples. As these domains have a less life span,
they might not be on legitimate dataset lists. The problem arises when the algorithm
compares the web pages with a legitimate dataset and classifies them as phishing
web pages. Updating the whitelists frequently can be a solution to this problem.

List-based approach algorithms can be implemented by the following steps and
using a few methods in python libraries. Along with the URL, the algorithm has a

Fig. 4 List based approach
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whitelist and blacklist dataset as input. The output would be the classification label
for the web pages.

1. URL is given as input to the algorithm.
2. Read the Whitelist Dataset and the Blacklist Dataset.
3. Retrieve IP address and domain name for the URL. These can be retrieved using

dns.resolver.query method using python.
4. Initialize a query with both IP and Domain name.
5. Search Blacklist and Whitelist databases for either Domain name or IP.
6. If the query returns a positive existence in the whitelist, the web page can be

considered as legitimate, and if the query returns positive existence in blacklist,
the web page can be considered phishing.

7. The class label for the web page can be returned as output.

4.1 Whitelist

A whitelist is a database of all legitimate web page URLs, Internet Protocol (IP)
addresses,DomainName servers (DNS), Internet Service Provider locations, etc. The
Whitelisting approach is an approach that seeks to detect the legitimate web pages.
Whitelist datasets that perform a server-side validation rather than just checking for
the SSL certificates for the benign nature of the web pages are reliable. Opting a
reliable whitelist is a key to improving the web page classification accuracy of the
algorithm. One issue that is unavoidable with this approach is the time frame taken
for URL validation before it’s added to the lists. If the timeframe is too long, there is
a chance of misclassification of benign web pages as phishing. The web page hosts
should validate the web pages to make sure they are not outliers in this approach.

4.2 Blacklist

A blacklist is a database on the web to store and update the detected phishing web
pages active for a few days. The dataset is updated frequently in a particular period.
It consists of domain names and IP addresses of all suspicious web pages. Usage of
DNS-based blacklists is a promising way to get efficient results for the algorithm.

Blacklists usually hold the website URLs of phishing web pages, and parts of the
URL names are stored in these lists. If the URL’s key words are parsed and searched
in the blacklist with a query, the phishing pages can be detected. Although the web
page not found on the Blacklist is considered legitimate, the important factor that
needs to be considered is effectiveness of the coverage of the list. The Blacklists
can be downloaded and stored on the client’s computer or can be searched on the
web. Also, it is important to note to consider the quality of the blacklist. Usually the
phishing web pages are short-lived, and most of the damage would be done before
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the phishing web page is flagged red. Therefore, another factor that needs to be
considered is the timeframe before an actual URL is included in the blacklist.

5 Content Based Approaches

The key idea of content-based approaches is to consider the web page’s content for
classifying the web pages. The content of the web pages is scraped and downloaded
from a URL. Web scraping is employed to ensure required information collection
from the Internet [5]. The scraped information is analyzed to detect any malicious
links included in the contents or scripts. With the analysis results, certain features of
web page’s content are collected and used for web page classification as legitimate
or phishing. The features utilized rely on the content that is being hosted on the
web page, which makes this approach a content-based approach. This approach is
independent of using third-party services like search engines, lists, etc.

Content-based approaches are very useful in detecting phishing web pages that
have basic functionalities and look like legitimate web pages. The functionalities
include dynamic nature of legitimate web pages unlike phishing. Phishing web pages
are created by scraping the HTML and XML codes of legitimate web applications
where dumping the internal files is quite hard and can be done only byweb developing
professionals. The similarity between the contents of legitimate and phishing web
pages are calculated and compared with a threshold value. This approach is very
efficient in detecting the phishing web pages emerging on a particular target brand.

A few outliers of the content-based approaches are the phishing pages having sim-
ilar content and functionalities as legitimate pages. There is a tendency that such web
pages make use of spaces or special characters at the end of paragraphs. The usage
of special characters at the end of sentences and paragraphs can be detected by simi-
larity indexes. Also, the domain and SSL certificates might not match these phishing
web pages. Other outliers would be highly dynamic web pages developed with good
programming practices. These pages might be developed by a web-developing pro-
fessional with complex coding techniques. These web pages are hard to be detected
as phishing web pages (Fig. 5).

Content-based algorithms can be implemented by the following steps and employ-
ing certain methods. These algorithms take URL input and return web page classifi-
cation as phishing or legitimate as their output.
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Fig. 5 Content based approach
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1. URL is given as input to algorithm.
2. Extract the source code of the web page by employing web-scraping methods.

The urllib2.urlopen.read() is one web-scraping method using python.
3. Construct a segmentation set by parsing the contents scraped from theURLusing

source code parser. One of the examples of such methods is the HTML parser.
The method that can be used to parse the source code will be requests.get(url,
‘code.parser’).

4. From each segment, count all the required code blocks to determine each feature
used. List of features that can be used in the algorithm are stated in Tables 1
and 2. Set a standard rule matrix for each feature. For example, separating the
scripting libraries for easy maintainability indicates 1, or it is a 0 value. The
usage of dynamic contents on a web page is considered 1, and not using them is
considered 0. The 1 and 0 in the tables can be used to set rule matrix.

5. Set a general threshold value each page has to meet to be legitimate based on
the number of features.

6. Define a page threshold variable and initialize its value to zero.
7. For each segment, determine if each web page follows good programming prac-

tices by evaluating each feature.
8. If the web page follows a rule from the rule matrix, increment the page threshold

by 1.
9. Finally, if the page threshold value exceeds the general threshold value set then

the web page is considered as legitimate. If not, the web page can be considered
phishing.

10. The classification results are returned as output of the algorithm.

5.1 Source Code Analysis

In source code analysis, the features that relate to the source code to classify web
pages are gathered for analysis and fed into the machine learning algorithms to build
a classification model. This technique depends on the basic fact that the contents of
the source code are different from the phishing and the legitimate web pages. The
features can be extracted from the scripting library tags used in the source code.
The legitimate web pages usually do not follow extreme and good programming
practices as their main goal is to catch user information and disappear. Developing
a full-fledged web page takes a lot of time and coding skills. The legitimate web
pages usually have a lot of code libraries used to implement some functionalities like
dynamic contents, cookies, cache controls, etc.

The front-end source code utilized to host the web page can be extracted and
analyzed by parsing it using machine learning techniques [6]. The keywords, mis-
spellings, punctuation marks, reference links, etc. are separated from the parsed
information. Features extracted from the source code used in web page classification
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Table 1 Features extracted from source code for phishing detection

Feature Presence of feature Absence of feature

Server and cache controls [7] Legitimate Phishing

Lot of page events [8] Phishing Legitimate

Abnormalities found in script content [9] Phishing Legitimate

Lot of I-frames [10] Phishing Legitimate

Set replacement text of I-frames to
None [10]

Phishing Legitimate

Lot of redirect links [8] Phishing Legitimate

Number of scripting libraries used [11] Legitimate Phishing

Less functionality for get and post
requests [12]

Phishing Legitimate

are listed in Table1. The table explains the impact of presence and absence of the
certain feature on the web page. This information can be used to set rules in a rule
matrix.

Each of the features that can be considered from the analysis of the source code
can be set with certain rules with a logic behind each rule that can be employed in
web page classification.

Usual source code characteristics observed on legitimate web pages are:

• Providing cache controls and cookies to the browser to prevent the browser from
sending multiple requests within a time frame. These features can be extracted
from the HTTP headers.

• User actions or page events are specified only when needed.
• Observation of good coding practices.
• The pages do not redirect to some phishing links when the mouse hovers over
blank spaces.

Unlike legitimate web pages, phishing web page source code characteristics are
as follows:

• Does not have cookie and cache controls.
• User actions are specified when they are not really required.
• Good coding practices will not be observed as adversaries tend to dump code from
the legitimate target web page applications.

• The pages allowmany redirection links when the mouse hovers over blank spaces.
• Display content in the Iframes are specified as None to hide the abnormal texts
and links embedded. Any visibility of Java script codes within an Iframe is also
normal. Presence of a lot of Iframes on the web page is normal in phishing web
pages.

• Misspellings in web page texts. These can be detected by employing text-mining
techniques.

• Presence of redirection link that does not match domain or subdomain names.
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• Libraries that generate a lot of JavaScript popups.
• Post requests sending the data to server and fetching no othermajor functionalities.
For e.g.: there can be a login form or a payment form that posts the requests, but
users end up landing on the same page. The adversary will be able to get the
credentials though.

5.2 Code Complexity Analysis

Most of the legitimate websites follow good programming practices to secure their
web pages from client-side attacks like CSRF, XSS, etc. They also use security
techniques that prevent hackers from scraping the web page contents. Employing
such coding practices ensures that the adversary cannot scrape the web page contents
and dump them into the phishing web site. Also, security techniques that prevent
web page sniffing can be observed on a legitimate web page, which prevents others
from checking for web page user traffic. User activities are usually monitored. In
addition to all these techniques, the programmers for legitimate web pages would be
professional and will be incorporating good coding practices by separating HTML
codes from Java scripts unlike phishing web pages. This improves maintainability of
the web pages. Unlike legitimate web pages, phishing web pages’ main intent would
usually be considering the credential stealing from the users. They do not need to
incorporate the user activity tracking codes for this. So, a HTML page with similar
content can do their job instead of complex code structures.

The code complexity analysis approachmainly focuses on the fact that adversaries
try to recreate the targeted pageswith fewer functionalities as theymight not be highly
skilled or professional web developers. The machine learning algorithm can make
use of code complexity features to determine if the web page is phishing. A few of
those features are listed in Table2.

Usually, phishing web pages tend to have very low inline block counts contrary
to legitimate pages. Legitimate web pages usually tend to have more of the external
blocks in the code.Most of the legitimate web applications try to implement dynamic
changes without refreshing the page for every single user action, unlike phishing
pages. The higher the count of total decisions that need to be taken dynamically,

Table 2 Features extracted from code complexity analysis

Feature Presence of feature Absence of feature

Less inline blocks of code [13] Phishing Legitimate

Less external blocks of code [13] Phishing Legitimate

Less landing page variants [13] Phishing Legitimate

Lot of cyclomatic code complexity [13] Legitimate Phishing

Lot of LOC in external blocks [13] Legitimate Phishing
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the higher the cyclomatic complexity. Phishing pages tend to have less cyclomatic
complexity. The number of lines of code other than the library in the external block
speaks about the effort invested by the developer to build the web pages. Legitimate
sites usually tend to have more lines and complexity in their hosting web pages.

6 Fuzzy Rule/Heuristics Based Approaches

Extraction of a set of features and imposing If-then rules to classify the web pages as
phishing or legitimate is the key idea of fuzzy rules heuristic based approaches [14].
Although setting all the rules and gathering the member functions is a difficult task
and takes longer time, this approach can be very helpful in processing the ambiguous
variables. Fuzzy logic always has an interpretation that the possible logic is infinite.
For applying the fuzzy logic systems, the input URL should be converted to fuzzy
input and then specify a member function. This function will have the meanings of
the terms applied in the rules defined.

Aheuristics-based approach is very efficient in the detectionof phishingwebpages
that do not follow all the heuristics or the defined set of rules. Also, the approach
is very effective in the detection of phishing web pages that try to dump the source
code and content from the legitimate pages of target brands.

A few outliers of the heuristics-based approach are the web pages that might have
good traffic at some points when users are at “bite” phase. Also, the web pages that
have changed their domain name recently have a high probability of getting classified
as phishing (Fig. 6).

Fuzzy/Heuristics based algorithms can be created by the following steps and
implementing a few if-then rules. The algorithm takes URL as its input and gives
web page classification label as output.

1. Take Input URL.
2. Extract features from URL. This can be done by using URL parser. The features

that can be extracted form URL are mentioned in Table3.
3. Open SSL certificates and extract features from SSL certificates. The features

from SSL certificates can be extracted using OpenSSL .crypto library and
cert.getcomponents methods with python. The features that can be extracted
for analysis purposes are mentioned in Table5.

4. Extract network layer features. This can be done by using driver.getlogmethod
with python. The components that can be considered as features are being
described in Table4.

5. Extract domain features. This can be done by using gettld, . f ld, .subdomain,
.parsedurl methods with python. Features that can be considered are given in
Table6.

6. Calculate the values of heuristics by constructing the if-then rules from all the
features.

7. Calculate fuzzy values from the heuristics using membership functions.
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Table 3 Features extracted from URL for phishing detection

Feature Presence of feature Absence of feature

Long length of URL [15] Phishing Legitimate

Protocol using HTTPS [16] Legitimate Phishing

Lot of special characters [17] Phishing Legitimate

Lot of subdomains [18] Phishing Legitimate

Usage of URL tokens [19] Legitimate Phishing

URL redirection [20] Phishing Legitimate

High frequency of entropy
values [21]

Phishing Legitimate

Security sensitive keywords
presence in URL [22]

Phishing Legitimate

Domain name matches brand
domain [23]

Legitimate Phishing

Encoded host name [24] Phishing Legitimate
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Table 4 Features extracted from network layer for phishing detection

Feature Presence of feature Absence of feature

Few TCP packets [25] Phishing Legitimate

Validation of IP address [26] Phishing Legitimate

Few remote IP addresses [27] Phishing Legitimate

Very few DNS queries sent by crawler for
DNS record [28]

Phishing Legitimate

Low response time of DNS server Legitimate Phishing

Few UDP packets Legitimate Phishing

Fewer Number of TCP urgent flagged
packets

Legitimate Phishing

Lower average local/remote packet rate Phishing Legitimate

Table 5 Features extracted from SSL certificate for phishing detection

Feature Presence of feature Absence of feature

SSL certificate [29] Legitimate Phishing

Certificate owner matches domain [30] Legitimate Phishing

Authority name [31] Legitimate Phishing

Abnormal cookie presence [16] Phishing Legitimate

Public key certificate signature match [14] Legitimate Phishing

Validating certificate issuing authority [14] Phishing Legitimate

Table 6 Features extracted from domain of web page for phishing detection

Feature Presence of feature Absence of feature

DNS server domain name
match [32]

Legitimate Phishing

Availability of WHOIS
registration info [33]

Legitimate Phishing

Frequent domain name
update [34]

Phishing Legitimate

IP prefix out of range [35] Phishing Legitimate

IP belongs to different
country [36]

Phishing Legitimate

Presence of PTR record Legitimate Phishing

8. Set a general heuristic threshold for classifying the web pages based on number
of if-then rules.

9. define a page heuristics threshold variable and initiate it with a 0 value.
10. Assess the results corresponding to each of the rule-based degrees for the input

URL.
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11. Based on the if-then rules increment, the page heuristics variable when the web
page satisfies a condition to be legitimate.

12. Implement a defuzzification process to classify the web pages.
13. If the page heuristic variable is less than the set general threshold, the web page

is considered phishing. If not, the web page is considered legitimate.
14. Return the classification labels as the algorithm output.

6.1 URL Analysis

The goal of an adversary is tomake sure the user is redirected to theweb pagewithout
his knowledge. There could be many ways to trick users into visiting the malicious
links. One among those techniques is to embed the URL in the email text or insert
a valid URL link into one of the malicious links. Some phishing web pages have a
replaced domain name by adding a special character to it, and this technique is called
Homograph spoofing. Misspellings introduced in a domain name are called typo
squatting. Some pages use domain names that sound like legitimate target web pages,
and this technique is called sound squatting. One other important technique used by
the adversaries is combo squatting. This implies they add meaningful structure in the
URL where a user can easily be tricked (For e.g.: Facebook-support.com). This is
very misleading as the user might think it is a real Facebook support page. Although,
it is a phishing web page, by careful analysis of the URL, the malicious links can
be detected. The users that do not check for domain names, spellings, meanings etc.
can be easily tricked with such techniques.

URL is unique for a web page and multiple web pages cannot be hosted on one
URL. So, we can take advantage of the structural properties of the URL to classify if
the web page is legitimate or phishing. The structure of the URL would be protocol
followed by subdomain, domain name, top level domain, path, and anchor. Each part
of the URL has a meaningful significance, and properties that can be leveraged. The
features extracted from URL are listed and described in Table3.

Lengthy URLs generally tend to be phishing pages. The if-then rule can be for-
mulated in such a way that if the length exceeds more than a certain threshold of
characters, then doubt phishing. By analyzing the protocol of a URL, evidence of
HTTPS usage can be collected. There is a tendency that if the web page is not hosted
on the secure communication layer (HTTPS), the web page has a higher probability
of being a phishing page. Generally, the URL with more than 2 or 3 reserved charac-
ters can be doubted as phishing. Some URLs might have a lot of special characters
when they use foreign languages to use character encoding. Therefore, this feature
can be considered but not taken as a base to classify the web pages. The structure
of the URL can allocate a top-level domain, domain name, and subdomains. The
subdomains within a domain name can be anything meaningful. It can be either
specification of language or category of the domain. The presence of more than two



52 M. Boyapati et al.

subdomains for one page in the URL is a thinker. Legitimate sites tend to organize
their URL structure meaningfully. Basic structure of URL has information regarding
the subdomains.

URL token is a parameter used when a web server would like to identify the user
and communicate some sensitive details securely. The bag of words approach can be
used to identify tokens in URL. Adversaries tend to obtain details entered in the input
fields with a high probability of having no prior knowledge of web development. Use
of secure communication channels and tokens is not usually observed in phishing
web pages. URL redirection is done by embedding redirection instructions in URL.
The legitimate web pages do not use redirection unless there is a category the user
specifically wants them to be redirected. So, presence of URL redirection can be
considered phishing web pages.

For legitimate web pages, the entropy value frequency is high in a particular
range. Beyond that range, if the web pages have entropy values, the pages can be
considered phishing. In other words, legitimate web pages have lower scores for their
domains. So, the frequency of the characters can be considered to take the overlap in
the dataset. The sensitive information from the users should not be passed through
URL using the parameters. Confidentiality of user data is ensured by legitimate web
pages. So, the web pages with user information in URL can be considered phishing.
Presence of a brand name does not indicate the page is legitimate. By making sure
the brand name is the same as a domain name and exactly matches, the web page
can be considered legitimate. If not, a web page can be considered phishing without
any second thoughts. The legitimate pages generally tend to use a host name directly
instead of encoding it in the URL. The pages having encoded host names can be
considered phishing.

6.2 Network Layer Analysis

Any web page that is hosted on a server will have a network layer for establishing a
communication between client and server ends. The network layer allows exchange
of the data packets between the connected ends and decides the physical path used
for data transmission. There are many details available on this layer about the source
IP and the destination IP etc. The adversary can intrude into the network path to
capture the packets and reroute them for sensitive information in the packets. To
prevent an adversary from capturing the packets, the communication needs to be on
a secure layer and encrypted.

There are many features in network layer that are considered crucial for phishing
web page classification. For example, the number of packets transmitted from the IP
can also be seen, which indicates the traffic to the web page. The more the users the
web page has, the higher is the traffic. Different features from the network layer are
analyzed that help to classify the web pages as legitimate or phishing are listed and
described in Table4.
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Transmission control protocol (TCP) packets have every little detail about the
sender IP address, user details, etc. It is a communication handshake that establishes
connection before data transfer. The number of packets indicates the site traffic. If a
browser sends a request to the server or a user performs any action on the web page,
a TCP packet is generated. So, the higher the web page traffic, the fewer chances that
the web page is phishing. If TCP packets are very low, then the web page might be
considered as phishing. The IP address of the server fromwhichweb page is hosted is
detected using NS lookup command. The IP address can be checked for the validity
using Strtok() function and a few if then rules. The pages that do not get validated can
be considered as phishing web pages. The number of remote IP addresses connected
to the server indicates the traffic to the server. Legitimate web pages have lot of
traffic. So, the connected remote IP addresses will be more for legitimate web pages.
Phishing pages might not have remote IP addresses. The user with less knowledge on
URLs will be searching them on Google. This step will make the crawler to search
for the correct domain name. The legitimate web pages and target brands have a lot
of DNS query requests from the crawler compared to phishing web pages.

DNS servers tend to send query results for legitimate web pages sooner compared
to phishing web pages. Legitimate pages often searched can be usually retrieved
sooner. Hence, response time for DNS server acts as an interesting indicator for
doubting phishing. UDP packets consist of source and destination ports. These UDP
packets do not need a connection: it broadcasts the data. The number of UDP packets
should always be less. Generally, video streaming and gaming is transmitted using
UDP since it is faster than TCP. On the contrast, many legitimate web pages tend to
use TCP, hence why the number of UDP packets for a web page should always be
less. The urgent flagged packets should be very less compared to other packets. If the
ratio is greater than half, then the web page can be doubted as phishing. The urgency
in the flagged packets indicate the sensitive information from or to a user. Usually,
phishing pages tend to collect sensitive information from users. Legitimate pages
tend to take the information and collect them. Local packet rate average should be
high for the legitimate pages. Phishing pages do not tend to have high local packets
or remote packets.

6.3 SSL Certificate Analysis

ASSL certificate is given for eachweb page tomake the communications in a secured
way, i.e. web pages onHTTPS ports have SSL certificates. The SSL certificate makes
the TLS encryption possible, which will be very helpful for data transmission on a
secured channel. Each of the web page should have this SSL certificate to ensure
high security for the data transmission between the host and the user. If the data is
transmittedwithout using a secured layer, there is a chance of stealing the information
by the hackers. Most of the legitimate pages host their sites using SSL certificates.
Also, the web page hosts should ensure that their web pages are hosted on a secure
channel whenever the user is asked for user credentials or payment gateways or any
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other input fields. The data from each user is important to be secured. Companies
hosting the legitimate web pages these days opt for SSL communication unless the
web page has a pdf or policies or standard rules and is just published on the web
without any backend functionalities.. Sometimes, the user should be very careful
while downloading the files that are not hosted on the HTTP as there can be malware
attached by adversary to it. When a user downloads such files, they might be the
victims.

It is very easy for the adversary to obtain fake SSL certificates. So, SSL certificate
presence alone is not sufficient to classify the web page as legitimate. The certificate
has certain features that can be analyzed to verify its authenticity. Analyzed SSL
certificate features are listed and described in Table5.

Most of the web pages that do not have an SSL certificate are phishing. The
Presence of an SSL certificate is key these days if userswould like to transfer sensitive
information to the web page host. SSL certificate makes sure the communication is
done using secure layers. If the certificates “issued to” column, or the owner’s name
does not match with the domain name, then it is a phishing page. Usually, legitimate
web pages make sure the organization’s name matches the name of the certificate
owner, organization name, and domain name. Phishing pages that target the brands
can easily be detected by matching authority names and domain names.

Legitimate web pages never have abnormal cookies. Abnormal cookies refer to
cookies that do not expire. Any cookie should act as per the standard guidelines
determined byOWASP security organization.6 If any cookie acts abnormal and stores
sensitive data of customers when they are not on the web page, then it is a phishing
web page. If the signature in a public key certificate matches the domain and senders
name then the web page can be considered Legitimate. On the contrary, if there is a
mismatch in validation, the web page can be considered as phishing web page. The
authority that issued the certificate is also important. There are many fake certificate
using companies. The trust certificate issuing authority can be verified. If the issuer
is not in the top ‘n’ range, then the web page can be doubted as a phishing page.

6.4 Domain Analysis

Web page domain is an address the user can search for over the Internet. Domain
names need to be selected in such a way that it is traceable by the users. Each time a
user visits the web page, a Domain Name System(DNS) lookup is being performed.
Also, eachdomain canhave a lot of subdomains arranged in a hierarchical order based
on the company structure and departments. Feature-oriented sub domains indicate
the domain names that come under a domain and arranged in a systematic manner.
This helps in identification of domains that are not phishing. These sub domains are
usually customized by the company in a meaningful manner. When a host would
like to change the domain, the organization should follow SEO practices to make

6 https://owasp.org/ (Last Accessed: January 25, 2022).

https://owasp.org/
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sure there is no loss of traffic. Analyzed features associated with domain name for
classifying web pages are listed and described in Table6.

The DNS server name should be matched with the domain of the web page.
Usually, if the DNS server names do not match the web page domain, the web page
can be doubted as phishing. The brands that are most targeted will have the same
domain as the organization name. The web pages whose information regarding the
WHOIS registration is available can be considered as legitimate web pages. For
phishing pages, this information will be missing. The definition of registration date
should have the same age as the domain. The domain of the web page should always
be almost as old as the organization. Domain updates are made when the settings of
the domain need to be changed for a web page. Domain names change in rear cases,
like when the business name changes. So, usually, change in domain name is rarely
expected. So, frequent changes in domain names imply the web page is phishing.
Legitimate pages usually do not change their domain names.

There are two IPv allocations available at this point, 4 and 6. This is also known
as subnet mask. These values have ranges and formats. If the IP prefix is out of
range, then the web page can be considered as phishing. Certain ranges or set of IP
addresses belong to certain regions. If the IP address of the domain does not belong
to the region in which the IP or the device is present, then doubt phishing for the web
page. The algorithm warns users not to go ahead unless they know they are on the
legitimate site that is hosted out of the region. For legitimate web pages, presence
of PTR record is observed. Phishing pages usually do not maintain PTR records as
they perform a reverse DNS lookup. This is one of the crucial features that can be
checked for a web page to classify the web pages.

7 Visual Similarity Based Approaches

Adversaries try to recreate web pages similar to the target brands to scam the users
and steal their confidential information. Small technical and minute details might
not be considered by the adversaries, like logo similarity, when recreating the web
pages. Algorithm can take advantage of these flaws to classify the web pages. A few
examples of such flaws could be logos and image dimensions.

As soon as the URL is entered in a web browser, multiple screenshots of different
regions of the web pages can be captured and compared with original target brand
datasets to get the similarity indexes. The contours and the colors can be matched
for similarity in the web pages. Hashes can be generated and matched from the
screenshots.

A visual similarity-based approach uses screenshots of web pages to compare
the similarity and classify the web pages. There are a lot of advantages to such
approaches. Phishing web pages that have same structure and content but different
URL or text snippets can be effectively identified. Phishing web pages that have the
same content but different dimensions of logos or text than original web pages can be
effectively captured. Phishing web pages with similar content but logos and images



56 M. Boyapati et al.

• Input URL in web browserURL 

• Capture screenshots of web pageScreenshot

• Analyze each image carefully to identify 
the brand

Target brand 
Identification

• Get the similarity index of between the 
images/ logos using RGB values or pixel 
comparison 

Machine learning 
algorithm 

• Classify the web pages by comparing the 
similarity index values with a thresholdClassification

Fig. 7 Visual-Similarity based Approaches

downloaded from the Internet and have different color heuristics can be effectively
detected.

A few outliers would be the web pages that dump the scraped source code from
the original web page. These kind of phishing pages look like the original web pages.
The web pages that use the favicons and logos from the original page without a lot of
change in the dimensions. Detection of such phishing web pages, which have similar
visual images, cannot be easily.

Visual similarity based approach algorithms can be implemented by the following
steps. Each algorithm can take URL and a target brand data set and returns web page
classification as output.

1. URL of the web page is given as input for algorithm.
2. Maintain a target brand web page screenshots dataset and read it.
3. Enter URL in the browser and capture the screenshot data for the web page.
4. Capture sub images of the web page. Cropped images for the logo, URL, titles,

snippets and favicon can be captured.
5. Identify the target-brand by searching the target brand datasets for the similar

logo.
6. The page similarity index between the identified target-brand and the captured

images are calculated. The features can be extracted from Tables7 and 8.
7. Set a general similarity threshold index for the web page to be classified as

legitimate.
8. If the page similarity index is more than the set threshold value, then the web

page is considered legitimate. If not, the page is considered phishing.
9. The web page classification label is returned as output for the algorithm.
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Table 7 Features extracted from screenshot images of web page for phishing detection

Feature Presence of feature Absence of feature

The similarity of web page screenshot [37] Legitimate Phishing

The similarity in URL screenshot [38] Legitimate Phishing

Snapshot similarity of title and snippet
image of text above URL [39]

Legitimate Phishing

Table 8 Features extracted from logos for phishing detection

Feature Presence of feature Absence of feature

Embedded logo size variations [40] Phishing Legitimate

Favicon usage detection and similarity
[41]

Legitimate Phishing

7.1 Image Analysis

The screenshot of the complete website has a lot of information. Each of the parts
of the web page can be captured as sub images. Each of the sub images has its own
importance. The URL sub image of the web page can be taken as a screenshot and
compared for accuracy in similarity with the target brand. The title and snippet are
other features or sub images that can be considered. A profile can be created for each
of the web pages that can store all the features concerned to the targeted brands. Each
of the features can be compared to the identified target for the similarity index.

This approach deals with images and similarity and distance between the images,
so the optimization techniques for the algorithm comes into picture. If proper opti-
mization techniques are not used, each URL can take up a very long time to classify
the web pages.

This approach takes snapshots of images and compares them with original web
page screenshots that are already stored for target brands. A few of these features are
listed and described in Table7.

The URL is entered in a web browser and screenshots are captured. The screen-
shots of the web pages are compared to the screenshots of the benign web pages
of the top brands. If the screenshots match, the web page is considered benign. If
the similarity index is not greater than the similarity-threshold considered, then it is
considered a phishing page. The similarity index of the web page is calculated using
methods like gray scale pixel comparison, RGB values comparison etc.

The similarity in the URL can be detected by comparing the URL sub image with
the legitimate web pages. Each URL that can be identified as similar with one of
the pages in the benign dataset is considered as legitimate. On the other hand, if the
similarity index of the web page is less than considered similarity threshold, it is
considered a phishing web page. The titles and snippet screenshot of the web page is
another sub image or feature and is compared to original benign web pages, often for
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phishing web pages. The similarity index is considered, and if the threshold exceeds
the value, the web page is considered as legitimate. Often, the snippet dimensions of
phishing web pages will not be the same.

7.2 Logo Analysis

Logo recognition is one of the object recognition tasks. Invariant features can scale for
efficient phishing web page detection. Many adversaries might try to utilize logos
downloaded from the Internet with minute differences. These differences can be
identified when scaling techniques are used for logo analysis. The logos that do have
and do not have the exact similarity can be detected with logo analysis techniques.

The logo of the page is usually seen by every user. Although the adversaries try
to use the logo with similar dimensions as legitimate web pages, exact match as the
legitimate pages is not possible. The original logos usually cannot be downloaded
from the legitimate web pages and hence the logos used on the phishing pages might
be downloaded from the Internet and embedded into the site. The logos can be
compared for the dimensions, contour, and color match with the identified target
brand to detect the phishing web pages. Logo analysis approach takes the screenshot
of web pages and creates sub images of features from the screenshots to compare
with legitimate web pages screenshot datasets. Few of these features are being listed
and described below in Table8.

The logo on the web page can be considered as a feature to classify the web pages.
The logo is taken as a sub image screenshot and compared with the original logo. If
the similarity index match, then the web page is considered benign. Legitimate web
pages generally tend to use a favicon. Favicon of a web page can be captured as a sub
image screenshot and compared to the complete benign dataset. If the dimensions
and the RGB values completely match with no filters then the web page can be
considered benign. If the generated favicon is not consistent with the domain, then
the web page can be considered phishing.

8 Conclusion

Phishing web pages, fake but look like legitimate pages, can be critical to web-
based IoT applications as well. Due to its diversity and variety, there is no perfect
approach to detect all kinds of phishing web pages. Each approach has its own
advantages and limitations, and thus, an adequate choice of phishing page features
and technologies plays a vital role in order to develop an effective detection system.
This chapter introduced and discussed state-of-the-art anti-phishing technologies that
can be utilized in the era of the IoT, which of them are categorized into five classes
in terms of similarity, such as (a) search engine-based, (b) list-based, (c) content-
based, (d) fuzzy rule/heuristic-based, and (e) visual similarity-based approaches.
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The results will give inspiration to researchers in this field so that they can think of a
direction about how the features and technologies can be combined to obtain a better
performance.
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Fault Tolerance and Security
Management in IoMT

Rachida Hireche, Houssem Mansouri, and Al-Sakib Khan Pathan

Abstract In recent years, there has been a growing interest in collecting and storing
healthcare data which eventually led to a revolution in this field. In fact, the develop-
ment of IoT-enabled (Internet of Things-enabled) wearable devices like healthcare
management software and smart medical sensors has effectively contributed to the
rise of this technological revolution. Recently, we havewitnessed a trend of increased
use of IT (Information Technology) facilities and cyberspace. Cloud computing,
which is one of the most significant technologies nowadays, plays a vital role in
some mobile healthcare systems. As a result, it is highly expected that this trend
would develop fast in the coming days and contribute to the field of IoMT (Internet
of Medical Things) as a whole. In fact, the necessity of IoMT for remote healthcare
services has significantly been realized during the recent outbreak of COVID-19
pandemic. Due to the prominent role and importance of IoMT, it is quite evident that
such systems should be well protected and supported through efficient fault tolerant
mechanisms and security mechanisms. In this chapter, we would explore the fault
tolerance issues in such complex healthcare setting alongside the security assurance
issues.
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1 Introduction

Nowadays, Internet of Medical Things (IoMT) has become a building block for
modern healthcare as it is able to operate with significantly stringent resources. Over
the course of last two decades, it has been greatly enhanced to be used by healthcare
providers for different purposes within this field: improving quality of treatments,
managing diseases, reducing errors, improving patient experience, managing drugs,
and even lowering costs. However, these applications are often prone to serious
security issues which is a major impediment to the evolution and rapid deployment
of this sophisticated technology. Issues related to this include mainly: identity theft,
information theft, and data modification. In fact, these security problems represent
real danger for the IoMT environment as medical data are often considered personal
and sensitive.

One of the prominent cases of DDoS (Distributed Denial-of-Service) attacks took
place in October 2016, which was launched on DNS (Domain Name System) service
provider through an IoT botnet. The botnet used a malware namedMirai. The latter
led to shutdown of huge portions of the Internet including Twitter, the Guardian,
Netflix, Reddit, and CNN [1].

With the fact that such dangerous threats could be active at any point of time, the
need arises for strong security mechanisms to protect the IoMT infrastructure. As
we know, the first step to ensure security, which is a critical factor, is the complete
understanding and appropriate categorization of existing and potential threats to the
IoMT environment. It has been shown through several on-going research works
that the implementation of secure IoMT applications is achievable by incorporating
security measures with each involved technology. Moreover, the development of
new IoMT technologies combined with Artificial Intelligence (AI), Big Data and
Blockchain offers a variety of possible solutions [2]. The aim of this chapter is
to study the existing literature and identify the factors and obstacles affecting the
expected development of IoMT and its wide-spread use.

Following the Introduction, the rest of the chapter includes the following:

– In Sect. 2, we present the context of IoMT systems and their architecture, we
specify the security requirements of IoMT systems, and also consider the current
security techniques and their robustness against various existing attacks.

– In Sect. 3, we discuss different attacks against the IoMT system and classify the
security techniques discussed to prevent or mitigate these attacks.

– In Sect. 4, we present for each layer of the IoMT system, the communication
protocols and mechanisms used in different medical devices within the healthcare
ecosystem. We also discuss the level of security for each mechanism studied as
well as possible mitigation solutions.

– We conclude the chapter in Sect. 5 with some future research directions.
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2 Internet of Medical Things (IoMT)

In order to understand the later sections, this section presents a general overview of
IoMT systems, their architecture, the different security requirements as well as the
available security techniques.

2.1 IoT and IoMT

The term, Internet of Things (IoT) refers to a wide range of interrelated objects
and devices which use embedded systems like processors and sensors to collect
information from the environment. After harvesting data, these devices analyze that.
Then, through actuators, they act back and take action on the physical world [3]. By
integrating every object for interaction through embedded systems, IoT enhances the
ubiquity of the Internet. This leads to a highly distributed network of devices that
can communicate with other devices and human beings [4].

Nowadays, the field of healthcare is witnessing a remarkable development thanks
to the Internet of Things (IoT). With the ongoing development of different IoT tech-
nologies such as smart sensors and advanced lightweight communication protocols,
it has been possible to interconnect many medical “things” to monitor and examine
biomedical signals.Moreover, these IoT devices can even diagnose different diseases
without any human intervention and thus they are called Internet of Medical Things
(IoMT) [5]. Therefore, we can conclude that IoMT is mainly a network of devices
which is connected to the Internet that uses sensors and electronic circuits to collect
data in the form of biomedical signals from a patient [6]. Then, a processing unit
processes these biomedical signals, a network device transmits the collected data
over a network, a permanent or temporary storage unit is used to store data, and
finally, a visualization platform is used with artificial intelligence schemes, so that it
is capable of making decisions at the convenience of the physician.

2.2 Types of IoMT Devices

IoMT systems provide either needed or enhanced assistance for manymedical condi-
tions. Consequently, they can be classified into two main categories: Implantable
Medical Devices (IMDs)which are necessary devices for specificmedical conditions
like pacemakers, and the Internet of Wearable Devices (IoWD) which are assistive
devices to enhance the healthcare experience like smart watches.

Implantable Medical Devices (IMDs). As the name suggests, an Implantable
Medical Device (IMD) is a device which is implanted to replace a missing biolog-
ical structure or to support a damaged biological structure. Moreover, an IMD can
even be used to enhance an existing biological structure. The main purpose of such
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implantable devices is monitoring signals from the patient’s body and to send them
to other medical systems [7]. They are mainly made up of tiny wireless modules
and health sensors that collect like temperature, motion blood glucose and blood
pressure. An example of such IMDs is the pacemaker which can be very useful for
controlling abnormal heart rhythms. If the heart ever beats too fast or too slow from
its normal rate, the pacemaker will work in an effective way to bring back the heart to
its normal rate [8]. To keep such kind of devices in the human body for a long time,
there are certain requirements for the IMD. Some of these requirements include low
power consumption and small batteries that last a long time. The typical lifetime of a
pacemaker, for example, is determined by how frequently we need to use it. Conse-
quently, this can range from 6 to 10 years. And, it all depends on how frequently the
device needs to pace the heart [9].

Infusion pumps, such as enteral, Patient-Controlled Analgesia (PCA), and insulin
infusion pumps can be used in a variety of treatments [10]. Infusion pumps have been
linked to a number of patient safety issues. As a result, the development of authen-
tication mechanisms is critical. In real-world applications, remote pump control is a
common requirement. This is why many authors concentrate on it. For example, to
avoid the implementation of encryption, the authors in [11] have developed a new
protocol that can be used in the communication of remote implantable devices (such
as Medtronic insulin pump), and it will rely on plain text.

A glycemia (i.e., the presence, or the level, of glucose in one’s blood) alarm
system is presented in [12]. This system has the ability of calculating the amount of
insulin dynamically to be administered to diabetes patients. Although the wireless
communication schememay increase the security threats on these electronic devices,
it remains the best desired communication scheme for the implementation of these
devices. Examples of this include cable breakage and infection [13]. Figure 1 shows
some of the most used IMDs and their positions in the human body.

Internet ofWearableDevices (IoWDs). Individualswear suchdevices tomonitor
their biometrics, whichmay help improve their overall health. This category contains
a wide range of IoMT systems. Examples of IoWDs include [14, 15]:

– EEG (electroencephalography) and ECG (electrocardiography), which are used
to monitor the heart and brain respectively.

– Fall detection band, blood pressure monitors and electrocardiogram (ECG)
monitors [16].

– Smart watches that are quite famous currently for monitoring biometrics like
heart rate and movement. When the individual is not active, the monitoring can
detect slow and fast heartbeats. The newwatches can also be used for fall detection
and ECG readings to detect medical conditions such as atrial fibrillation (irregular
heartbeat). They are now commonly used for non-critical patient monitoring [17].

– Activity sensors which can be used to monitor actions like running and sleep.
– Accelerating sensors which are capable of tracking the patient’s rehabilitation.
– Respiratory rate sensors monitoring the patient’s breathing and muscle activity.
– Sensors and fitness trackers.
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Fig. 1 Most used IMDs and their positions in the human body

However, due to battery life limitations and sensor accuracy, these devices are
unlikely to be used to replace IMDs in critical situations [18].

2.3 IoMT Systems Architecture

The existing IoMT systems [19] usually have four main stages: Sensor Layer,
Gateway Layer, Cloud Layer and Visualization/Action Layer, as shown in Fig. 2.
These layers include all the steps that data passes through, from the collection of
patient biometric signals via wearable sensors/devices to the final step of storage and
visualization by the patient or analysis with a physician in a healthcare application.

Sensor Layer. The major function of the Sensor Layer is to establish an effective
and accurate sensing technology to collect various types of health-related data [20].
The system uses implanted or worn sensors (like a pacemaker or a smart watch)
to collect the patient’s biometric data. These data are transmitted through wireless
protocols such as WI-FI, Bluetooth or over MedRadio frequency spectrum reserved
for IMDs to the second layer [21].
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Fig. 2 IoMT system architecture

The attacks at this layer can be against the hardware or software. The systemmust
be appropriately protected against these attacks so as to ensure the right functioning
of the system and not to threaten the life of people using the IoMT.

Gateway Layer. As shown in Fig. 2, this layer acts as a bridge between IoMT
sensors with low processing and storage capacity and the Cloud layer. The data is
transferred to this layer without any processing. Devices that can be used in this
layer include the patient’s smartphone or a dedicated Access Point (AP), which can
be typically more powerful than IoMT sensors. Some of their functions include
performing some pre-processing operations as well as forwarding sensor data to the
cloud through the Internet [22].

Cloud Layer. The retrieval and execution of the information obtained from the
other layers, i.e., the sensor and gateway layer is performed at this level. Cloud servers
control the systematic computing capacity. In addition to storage capacity, cloud
servers also have the ability to make decisions based on the information obtained. In
some critical heterogeneous IoMT applications, cloud servers can take action quickly
based on emergency event detection mechanisms [23]. The analysis performed at
the cloud layer includes processing data to find any changes in the patient’s health.
After being detected, the changes are presented to the physicians for any emergency
response or patients for further actions. This layer provides a means of remote access
to manage and control the various sensors.

The data in the cloud andvisualization layer ismostly at rest - it is just as vulnerable
as any other stage. Therefore, it is essential to protect it from unauthorized access.
Attacks in this layer range from stealing account credentials to DoS/DDoS attacks
[24].

Visualization/Action Layer. Data is displayed to the physician and the patient in
this layer to allow for ongoing monitoring and control of the patient’s condition. This
layer also contains the procedures indicated by the physician in the event of a change
in the patient’s health; these processes can include quantity, indication, prescription
or change of dosage of different medications.
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2.4 IoMT Security Requirements

One of the major concerns of internet-accessible medical devices and healthcare
network infrastructures is the security. In this section, we present the security require-
ments of future healthcare network infrastructures for IoMTs. This is based on
CIANA (Confidentiality, Integrity, Availability, Non-Repudiation, and Authentica-
tion) considerations and includes the 11 security requirements listed below [22, 25,
26]:

(1) Confidentiality/Privacy. For the IoMT operations to be confidential, it is
required to ensure that confidential information is not disclosed or made avail-
able to unauthorized parties [27, 28]. Confidentiality in the context of the IoMT
refers to the protection of the medical information that the patient shares with
his/her therapist, physician, or medical staff from any intrusion which can
harm the patient (or a rogue entity can use the medical information against
the individual) [29]. There are certainly rules for collecting and storing the
patient’s health data like adhering to legal and ethical privacy regulations such
as GDPR (General Data Protection Regulation) and HIPAA (Health Insurance
Portability and Accountability Act). The latter requires that only authorized
individuals have access to the data. To protect the privacy of the patients’ health
data, adequate safeguards must be adopted so as to prevent any data breaches.
Such measures should be handled seriously because cyber criminals do not
only violate the patients’ privacy but can also cause financial and reputational
harm if they decide to sell that data in the illegal markets [29]. Fortunately, a
range of approaches that can be used to ensure confidentiality are available.
These approaches can make the patients’ data unintelligible [28]. Currently,
cryptography and access control lists are the techniques that best meet this
requirement [22].

(2) Integrity. The data integrity requirement for IoMT health systems is to make
sure that the data arriving at its intended destination has not been altered in any
way during wireless transmission [30]. Integrity for IoMT data ensures that
the patient’s information, such as personal medical data and test results are
accurate [28]. Nowadays, healthcare organizations are more aware than ever
before about the importance of data integrity. The ability to detect possible
unauthorized distortion or manipulation of data is critical to ensure that data
has not been compromised. Therefore, appropriate data integrity mechanisms
must be adopted to prevent the malicious attacks from altering transferred
data. The legal and ethical GDPR state that medical providers must take the
necessary steps to ensure that patient data is not altered i.e., it is accurate and
up-to-date. Moreover, it insists that any altered personal data should be deleted
or rectified as soon as possible [31]. The GDPR also emphasizes “accuracy”
of data. It states that data owners should be able to request service providers
to correct inaccurate information, and that service providers must respond to
these requests within one calendar month. Similarly, HIPAA requires medical
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providers to adopt measures to ensure that PHI (Patient Health Information)
stored in systems can only be changed by legal authorization [31].

(3) Availability. Availability refers to the accessibility of services and data,
provided by servers andmedical equipment, to the affected userswhenever they
need them. Most importantly, these services and data will become unreachable
in the event of DoS attacks. Any inaccessibility of data or services could result
in life-threatening incidents for the patient, like the inability to provide early
warning of a heart attack. Therefore, so as to ensure data availability to users
and emergency services, any healthcare application must be always-on. By
adopting preventive security measures and countermeasures to DoS attacks,
healthcare providers can restore availability and access to personal data in a
timely manner [32]. Therefore, to ensure availability, the system should be
always updated to monitor any performance changes, provide suspicious data
storage or transmission routes in case of DoS/DDoS attacks, and increase the
performance of the systems to be able to solve any problem quickly.

(4) Non-Repudiation. It refers to the ability of holding any authorized user
accountable for his/her actions. Simply put, non-repudiation ensures that no
operation in the systemcanbedenied [22]. This requirement prevents the autho-
rized users from disclaiming previous commitments or actions in the system
[28]. A patient might deny that some data belongs to him, when in fact the
extracted data was sent from his sensors. Another case could be updating a few
sensors firmware by an authorized developer, but the latter refuses to admit its
validity. In many cases, if an authorized entity denies previous commitment or
action, a specific procedure involving a trusted third party is usually required
to resolve the situation [28]. Using digital signature techniques is the best way
to meet this requirement [22].

(5) Authentication. This requirement refers to the ability to validate a user’s iden-
tity when the user accesses the system. On the other hand, the process by
which a user is verified as the original source of given data at some point in the
past is known as message authentication. The most secure form of authentica-
tion is mutual authentication. In this authentication, the client and the server
authenticate each other before exchanging secure key or data. Because of the
lack of memory storage in several IoMT devices or insufficient CPU (Central
Processing Unit) power to perform the cryptographic operations required by
traditional authentication protocols, lightweight authentication protocols are
becoming more popular [33].

(6) Authorization. It refers to confirming that authenticated users only execute
commands that they are authorized to execute [34]. More specifically, autho-
rization makes sure that only authorized entities can access to specific network
services or resources, like patient’s collected medical data. Permission to
perform a given action, like issuing commands to medical IoMT devices or
updating themedical IoMTdevice software is granted only for trusted expertise
parties.

(7) Anonymity. This requirement ensures that the identity of the patient or physi-
cian remains hidden from unauthorized users when they interact with the
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system, i.e., both the patient and the physician should remain anonymous.
The identity of the patient/physician should not be exposed when they are in
communication [35]. Passive attacks can see what you do but not who you
are. This anonymity can be achieved (for instance) by using smart card like
mechanisms.

(8) Forward and Backward Secrecy. Forward secrecy has been identified as a
critical property of a variety of cryptographic primitives. It keeps the future
transmitted data secure even if previous data havebeen compromised.However,
even if the current data have been successfully attacked, backward secrecy
makes sure that old data are safe. To achieve forward/backward secrecy, time-
based authentication parameters must be used. The authors in [36] proposed a
method that provides the secret both in front and behind the group’s members.
Furthermore, it provides a formal analysis of the newmethod’s correction based
on BAN (Burrows–Abadi–Needham) authentication logic.

(9) Secure Key Exchange. This is the requirement which means the ability to
securely distribute keys among system nodes. One of the most efficient algo-
rithms for data security is the Elliptic Curve-Diffie Hellman (ECDH) using key
exchange [37].

(10) Key Escrow resilience. This requirement ensures that the system adminis-
trator is not allowed to impersonate any user authorized to use the system. This
helps protect the system against internal threats. To meet this requirement,
the Key Generation Server (KGS) only has half of the key and will be unable
to compute the entire private key for both entities [38]. This requirement can
be met by combining a cryptographic hash function (CHF) and asymmetric
keys.

(11) Session Key Agreement. Following the authentication process, Session keys
must be used by every node in the system. Thework in [39] proposed a system
in which each sensor node agrees on the generation of session keys. This
scheme improves performance so that the authenticated device can calculate
session key ahead of time.

2.5 IoMT Security Techniques

For securing IoMT systems, several techniques are available by this time. Based on
[22] (see Fig. 3), these techniques are classified into three types (mainly): symmetric,
asymmetric, and keyless. Cryptographic algorithms are used in both symmetric and
asymmetric techniques, whereas keyless techniques are non-cryptographic.

(1) Symmetric Cryptography. Symmetrical key Cryptographic algorithms are
the fundamental building blocks of any secure system that requires confiden-
tiality. They are typically used to encrypt bulk messages transmitted between
two systems. The keys used for encryption and decryption in these crypto-
graphic algorithms are the same for both communicating entities, and this is
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Fig. 3 Security techniques

shown in Fig. 4 [40]. This key must be generated and distributed prior to any
communication.

In this subsection, we will look into how symmetric cryptographic algorithms can
be integrated into IoMT systems.

Continuous Facial Recognition. It is the technology that allows IoMT systems
to authenticate users by scanning their faces. Identity hashing and continuous facial
recognition are the two steps in this technique. The ID is hashed only once, at the start
of the session. After passing the identification hash test, continuous facial recognition
is performed throughout the session [41]. Biometric authentication is performed in
this step. Each authorized person has a set of images taken and savedwith their respec-
tive roles. This technique can effectively secure the system in a medical environment
due to its continuous scanning of the user’s face while using the system.

Fig. 4 Symmetric cryptography operation flow
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HierarchicalAccess.This technique enables patients’ data stored in the cloud layer
to be accessed in a hierarchicalmanner.One approachmakes use of a hierarchical role
basedmodel and gives permission based on the role of the user [26]. All authenticated
nurses, for example, can dispense medications; however, in order to prescribe a new
medication, a doctor is required. To support this hierarchical access, the work in [26]
used the Chinese Remainder properties. It is a technique in which any patient’s data
can be accessed by a user with a higher privilege. The user with a lower privilege, on
the other hand, can access a portion according to his role. Additionally, the work in
[41] proposed a hierarchical key allocation scheme that supports dynamic updates, in
particular, the concept of security against key indistinguishability. As a foundation,
the authors employed a symmetric encryption scheme.

Gait-Based Technique. Gait recognition refers to the task of identifying people
based on how they walk. To generate unique symmetric keys, this method employs
the human walking pattern. The work in [42] demonstrates that depending on the
gait, additional tasks such as gender recognition or age estimation can be processed.
When more than one walk-based task is jointly trained, the identification task
converges faster than when trained independently, and multi-task pattern recognition
performance is equal to or better than more complex single-task pattern recognition.

CHF with XOR. Converting data of arbitrary size to data of fixed size through a
one-way mathematical function is known as CHF (Cryptographic Hash Function)
[43]. In order to determine whether one of its operands is different, exclusive-OR
(XOR) can be used. Within the healthcare field, a sensor ID or a shared key (or any
other initial parameters) can beXORed and then hashed. Then, the hashed parameters
are distributed from the key generation server to the sensor and gateway nodes. These
nodes are enabled by the parameters to generate keys [44]. Experimental results
and theoretical analysis indicate that when combining CHF, a symmetric key, and
XOR operator, the scheme significantly reduces the computational cost compared to
schemes using asymmetric encryption and presents a lower security risk compared
to lightweight schemes, as demonstrated in [45] and [46]. The hash function is also
used in this technique to support unique identification parameters. However, initial
parameters must be added manually to all nodes by the system administrators during
the system’s initialization step.

(2) Asymmetric Cryptography. Asymmetric cryptography, also known as Public
Key Cryptography (PKC), refers to cryptographic algorithms that encrypt and
decrypt data using a pair of related keys, the public key and the private key, to
prevent unauthorized access. Everyone has access to the public key, but only the
owner has access to the private key. Two popular algorithms in this technique
are Rivest–Shamir–Adleman (RSA) and Elliptic-Curve Cryptography (ECC)
[47, 48]. However, due to its subtle characteristics, ECC is the most widely
used cryptographic technique for securing IoMT systems. A 160-bit ECC key
is as good as a 1024-bit RSA key and is 15 times faster [49]. Figure 5 [40]
illustrates asymmetric encryption which uses two keys, mathematically linked
but distinct to encrypt (public key) and decrypt data (private key).
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Fig. 5 Asymmetric cryptography operation flow

CHF with ECC. When used in conjunction with ECC keys, the CHF feature
allows the establishment of a secure, certificateless channel between patients and
their physicians [25]. The two techniques are combined to provide a secure method
for sharing keys between different layers of IoMT. After the nodes receive the hashed
values, they can be used to generate their asymmetric keys. This technique can also
reduce the overhead associated with certificate management for cloud data storage
and sharing [50].

Homomorphic Encryption (HE). Homomorphic encryption allows for the secure
transmission and storage of confidential information across and within a computer
system [51]. HE attempts to help in the encryption process by allowing certain
types of computations to be performed on ciphertext. This process ends up with an
encrypted result that is also in ciphertext. Its output is the result of operations on
the plaintext. However, this technique is different from others because it does not
allow the medical staff to see the patient data. Only the patients can have access
to their data, except in emergencies. This is helpful for some IoMT sensors, like
smartwatches.

There are three types of HE schemes: partial HE (PHE), which can perform a
single mathematical operation an infinite number of times; somewhat HE (SHE),
which can only perform a limited number of operations; and fully HE (FHE), which
supports an infinite number of operations. Thus, among the three schemes, the FHE is
themost suitable for fast data aggregation without compromising data confidentiality
[49]. Optimal HE (OHE) is an FHE variant that is best suited for hospital healthcare
monitoring systems. The key is authenticated during encryption, and the best key is
chosen using the Step Size Fire Fly (SFF) optimization algorithm. This strategy can
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be used to generate the encrypted key while achieving maximum key breaking time
and minimal computational time while maintaining high security [52].

Digital Signatures. These techniques are frequently used to validate the authen-
ticity of data/commands by signing and verifying them with the sender’s private
and public keys, respectively [53]. Digital signatures can be embedded into sensor
firmware in IoMT systems using an add-on software shim, allowing it to validate
and intercept sensor wireless communications [54]. The sensor’s firmware must
store a list of authorized users’ public keys in order to validate these techniques. The
work in [55] propose a scheme for authenticating a device that includes multi-factor
authentication, digital signatures, and device capability. The proposed scheme not
only efficiently authenticates the device via multi-factor authentication, but also it
authenticates the authentication server via digital signatures.

Smart Cards. Smart cards in healthcare systems are thought to have enormous
potential for improving healthcare delivery as well as lowering healthcare costs.
Because of its reliance on physical keys, this technique is different from the previous
techniques [56]. With ECC keys serving as the first factors, the physical keys serve
as the second for authentication. To gain access to a system IoMT, the user must first
enter an access key before using their smart card. Apparently, this technique helps
the system resist cyber break-ins if one of the two factors is compromised. This is
why smart cards are quite common these days.

(3) Keyless Techniques. In this subsection, we explain the keyless techniques that
provide security without using pre-shared keys.

Biometric Technique.Owing to its simplicity, this technique has become the most
used technique to ensure IoMT systems. This technique uses biometric sensors to
identify users’ physical characteristics such as, fingerprint sensors,which can read the
fingerprint image, and ECG-based sensors that record heartbeat activities in order
to encrypt data. There are different fingerprint authentication algorithms such as:
Delaunay triangulations, polar coordinates and Minutia Cylinder-Code (MCC) [57].
The performance and complexity of the applied algorithm determines the perfor-
mance of the device used. The Finger to Heart (F2H) IMD fingerprint authentication
algorithm based onMinutia Cylinder-Code (MCC) is proposed to ensure the safety of
IMDs such as pacemakers and defibrillators. This improved algorithm significantly
reduces both message size in transmission and device computational overhead, while
conserving IMD’s limited resources [58].

Token-Based Security. The use of passwords or predefined keys presents many
problems that limit their applicability for various IoMT applications. Whether soft-
ware or hardware, tokens can be used for user authentication. The use of lightweight
token-based user authentication (TBL UA) for IoMT devices, based on the token
technique, improves the robustness of authentication [59]. Radio Frequency Iden-
tification (RFID) can also be used as a hardware token in a hospital information
system (HIS) for secure sensor logistic management [60]. The work in [61] proposes
an implementation of MQTT (Message Queue Telemetry Transport) protocol token
authentication in constrained devices. According to the results of the usability and
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performance tests, the system can perform valid and expired token authentication in
a reasonable amount of time.

Blockchain Technology andAI.Due to their impactwith their advanced distributed
security and remarkable role in securing other fields like finance, Blockchain and
Artificial Intelligence (AI) have become the key technology for the requirements of
IoMT systems,mainly to bring transaction and data processing at the cloud layer [62].
In IoMT systems, the blockchain technology is used as a security management to
share information between the patient and other parties like the doctors. AI systems,
on the other hand, can detect intrusions or anomalous behavior in patient data and
network flows. Nevertheless, these techniques still face some challenges that allow
them to be implemented in the IoMT systems that are discussed in [63, 64].

3 Risks and Attacks in IoMT

In this section, wewill discuss the possible physical and network attacks that threaten
the IoMT systems and how to avoid or mitigate them.

3.1 Physical Attacks

In this type of attack, the attacker must be physically close to the network or devices
of the system in order to launch the attack wirelessly [65]. To extract security keys
or patient data, the attacker targets the physical components of the IoMT systems.
Some of the common types of physical attacks are the following:

Physical Security Token Loss. It is when the attacker steals a physical security
token, like a smart card or proximity card, from an authorized user in order to have
access to the system. The security requirements violated in this case are authentica-
tion, authorization, anonymity, and forward secrecy. As the smart card or proximity
card alone is insufficient to hijack the system, authentication based onECCcombined
with smart cards can be used to protect the system against this type of attack [56].

Impersonation attacks. The attacker pretends to be a legitimate entity or an
authorized user to access resources to which he is not authorized. Bluetooth Imper-
sonation Attacks (BIAs) are effective against any Bluetooth device, and they are
undetectable because the Bluetooth standard does not require notifying end users
of the outcome of an authentication procedure or the lack of mutual authentication
[66]. To avoid such attacks, cryptographic techniques such as, CHF and biometrics
should be employed.

Tampering. It is an attack in which the attacker physically modifies the data of the
IoMT systems [67]. Anymodification in a device like RFID or communication link is
considered a tampering attack. Altering the IoMT data by attaching external devices
and attacking sensors is also considered a tampering in an emergency. However, this
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attack can be mitigated if symmetric keys are combined with facial recognition or if
keyless methods are employed [41, 57].

Side Channel. These attacks rely on information achieved from the encryption
device’s side channels. In addition to plaintext and ciphertext messages, they are
used to recover the secret key using electromagnetic analysis, power consumption
or, differential power consumption during encryption/decryption of variousmessages
and during computation of various security protocols [68]. In addition to cryptog-
raphy techniques, the Datagram Transport Layer Security (DTLS) protocol can be
used to avoid such attacks as the work presented in [69] recommended. On the other
hand, Blockchain technology and AI were demonstrated as additional detection and
mitigation strategies in [62].

Radio Frequency (RF) Jamming/Desynchronization. This is another serious
type of attack on the IoMT systems. Because IoMT sensors are limited in energy by
the battery, they may cause battery discharge. Blockchain and AI technologies have
the potential to mitigate the effects of these intrusions by finding alternate routes or
cutting off the canal’s connection to the attacker [70].

Fake Node Injection. In this intrusion technique, to control data flow between
two legitimate nodes of the network, the attacker drops a fake node between them
[65].

Permanent Denial of Service (PDoS). Also known as Phlashing, PDoS is a type
of DoS attack in which hardware sabotage completely destroys an IoMT device.
The attacker launches the attack using a malware to destroy firmware or to upload
corrupted BIOS (Basic Input Output System) [45].

Sleep Denial Attack. In this attack, the battery powered devices are kept awake
by the attacker who feeds them with wrong inputs. The batteries eventually get
exhausted and thus cause the devices to shutdown [65].

MaliciousCode Injection. In this intrusion technique, amalicious code is injected
onto a physical device by the attacker. By compromising this device, the attacker may
be able to launch other attacks as well [65].

The physical attacks, their effects, and the solutions proposed are summarized in
Table1.

3.2 Network Attacks

Bluetooth and Internet connections (wireless) can be targets of various types of
attacks at different layers of the IoMT system. Stealing or fabricating patients’ data,
creating congestion, jamming, or connection blocking can affect normal operations
or result in a total communication failure, which is usually the primary objective of
these kinds of attacks.

Man-In-The-Middle (MITM). It is an attack that targets the communication
between two IoMT devices and gives access to their private data. In this attack,
the attacker is able to eavesdrop or monitor the communication between the two
devices [67]. The intercepted data can be modified by the attacker before it is sent to
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Table 1 List of physical attacks, effects and proposed solutions

Physical attack Effects Proposed solution Solution references

Physical security token loss Authentication;
Authorization;
Anonymity;
Forward secrecy

Asymmetric
(two-factor)

[69, 71]

Impersonation/Presentation Asymmetric;
Keyless

[25, 57, 58, 69],

Tampering/Malicious code
injection

Data
confidentiality;
Data Integrity

PUF (Physically
Unclonable
Function) based
Authentication;
Symmetric
(two-factor);
Keyless

[41, 50, 57, 69] [57]

Side channel attack Collect
Encryption Keys;
Data
confidentiality;
Data Integrity

Masking
technique;
Authentication
using Physically
Unclonable
Function (PUF);
Keyless

[50, 62, 69, 72]

Radio frequency (RF)
jamming/Desynchronization

Battery discharge;
Availability

CUTE Mote;
Keyless

[70, 73]

Permanent denial of service
(PDoS)

Hardware
sabotage
completely
destroyed

NetwOrked Smart
object (NOS)
Middleware

[74]

Fake node injection Control data flow
and drops a fake
node

Pervasive
Authentication
Protocol
(PAuthKey)

[75]

Sleep denial Node put on
awake or
shutdown

CUTE Mote;
Support Vector
Machine (SVM)

[73, 76]

its original destination. For instance, a patient biometric data, which is transmitted
between any two layers of the IoMT system,may be altered ormodified.As explained
in [77], this is possible with the use of Unmanned Aerial Vehicles (UAVs) that result
in a Drone-in-the-Middle (DitM) attack. MITM can be made even more powerful if
the UAV is linked to a cloud, allowing it to perform more intensive computation in
a relatively shorter amount of time.

DoS/Distributed DoS (DDoS). Unlike DoS attacks, which were perpetrated by
a single node, a DDoS attack involves multiple sources attacking a specific target
by flooding it with messages or connection requests with the goal of making service
unavailable, preventing legitimate users of a service (i.e., fromusing it) [78].Network
fragmentation can also occur because of such attacks. Typically, the cloud layer is
the main target for these attacks so as to make the system unavailable to users [79].
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Consequently, availability is the violated requirement in this type of attacks. Similar
to Radio Frequency (RF) Jamming attacks, Blockchain technology and AI can find
alternative paths or terminate the connection to the channel controlled by the attacker,
and thus can mitigate these attacks [70].

Clock Synchronization. IoMT systems, like all real-time systems, require a clock
synchronization protocol. The latter is the target of this type of attack. The secure key
exchange is the violated requirement in this attack. This attack is considered serious
because the attacker canmakeother attacks (such as relay, replay, andMITM)difficult
to detect [22]. However, the combination of ECC with smart cards can be used to
mitigate this kind of intrusion [56].

Sniffing. Sniffing attacks passively intercept data sent between two nodes. This
attack results in a breach of patient data confidentiality as the attacker can see the
data transmitted between the system’s layers [77]. Thus, the data confidentiality is
the violated requirement in this attack. To mitigate this type of attack, any encryption
algorithm, whether symmetric, asymmetric, or keyless can be used.

Relay. The intercepted data, after a successful sniffing attack, can be relayed to a
third node without modifying it by the attacker. For instance, the intercepted patient
data can be redirected to the attacker’s device before being sent to its final destination
[70]. The authorization requirement is violated by this attack. Techniques such as
hierarchical access and secure session keys can be used to mitigate this.

Replay. In this case, a signed packet may be captured by the attacker who would
resend the packet several times to the destination [52].As a result, aDoS/DDoS attack
is possible. The authorization requirement is violated with this attack. To mitigate
these attacks, a timestamp, which is part of some cryptography techniques, can be
used [62].

Brute Force. Typically, in this type of intrusion, the attackers use automated soft-
ware that generates different password combinations until it succeeds. The strength of
these attacks stems from the fact that the passwords chosen by the user are inherently
weak, or it employs default generated passwords or username as password [42]. An
example, which is a significant problem for IoMT devices, is the dictionary attack.
The latter relies on passwords or known words in dictionaries. After capturing the
encrypted/decrypted data with machines or more powerful tools, these attacks can
also be carried out offline. A dictionary attack is considered a dangerous attack for
IoMTs, because the password selection criteria can be guessed with a simple python
script [80]. Security requirements for authentication and authorization are violated
through such attacks; however; they can bemitigated with the use of keyless methods
like biometrics.

Selective Forwarding. In this attack, some messages may be simply altered,
dropped, or selectively forwarded to other nodes in the network by a malicious node
[52]. As a result, the destination receives incomplete information.

RFID Spoofing. To gain access to the information printed on the RFID tag, the
attacker first forges an RFID signal [65]. Then, he/she can send his/her data as valid
using the original tag identifier [81].

RFIDUnauthorized Access. An attacker can update (i.e. read, modify, or delete)
data on RFID nodes because of the lack of proper authentication mechanisms, [82].
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Table 2 List of network attacks, effects and proposed solutions

Network attack Effects Proposed solution Solution references

MITM Data confidentiality;
Authorization

Symmetric/Asymmetric
(two-factor); Keyless

[25, 71]

DoS/DDoS Availability Keyless [70]

Sniffing Data confidentiality Symmetric/Asymmetric
(two-factor); Keyless

[62, 77]

Relay Authorization [70, 71]

Replay [41, 46, 56, 62]

Clock synchronization Secure Key;
Exchange

Asymmetric (two-factor) [56]

Brute force Authentication;
Authorization

Keyless [42]

Selective Forwarding Data confidentiality;
Data Integrity;
Authentication;
Authorization

Hash Chain
Authentication technique
with Rank Threshold;
Monitor based approach
(CMD)

[71, 83]

RFID spoofing/RFID
unauthorized access

SRAM based PUF [84]

Table 2 summarizes the network attacks, their effects and the corresponding
solutions proposed.

4 Security in IoMT Communication Protocols

In this section, we explore the communication protocols of IoMT. According to [85],
the IoMT system can be divided into three main layers: the perception, network, and
application layers. There are twomore sub-layers between these threemain layers: the
adaptation layer, which includes the protocols that communicate between the percep-
tion layer and the network layer [86], and the transport layer, which also includes the
protocols that transport information between the network and application layers [87].
We also present for each layer the most documented security measures, mitigation
and implementation for each protocol to secure modern healthcare infrastructures
and networks.

Figure 6 shows the different layers of IoMT systems in relation to the OSI (Open
Systems Interconnection) reference model. This classification is based on the proto-
cols and functions that each layer requires. The perception layer is primarily used for
hardware functions. The network layer is responsible for network functions, while
the application layer is designated for user functions.
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Fig. 6 IoMT versus OSI
layers

4.1 Perception Layer

The majority of the perception layer protocols are based on or implement the IEEE
802.15.4 standard [88, 89]. To collect information about the patient’s health status
from sensors, health systems have used the following perception layer protocols and
mechanisms:

RFID. Radio Frequency Identification (RFID) is a wireless object identification
technology which uses radio frequency signals for very short range communications
[90]. Autonomous RFID tag technology that is placed in or near the patient’s body
plays an essential role in the development of body health systems [91]. Moreover,
passive RFID tags can be used in several situations such as; patient environment
monitoring, physical access control [90, 91], and storage temperature monitoring for
each type of drug [92, 93].

RFID is a technology that is used in devices with very low-power features,
making common security mechanisms difficult to implement. However, researchers
have proposed several noteworthy custom authentication mechanisms. An RFID tag
authentication protocol is proposed in [94] that requires less storage and computa-
tion on the tag side. This protocol protects against replay, DoS, forward and back-
ward tracing, and server impersonation, as well as provides privacy and security
features. On the other hand, a hash-based RFID security protocol with forward
privacy is presented in [95]. Its main aim is to protect the RF tag from tracking
attacks by observing previous unsuccessful tag sessions. Furthermore, partial solu-
tions to various limitations are identified and proposed in [96]. Examples include:
dynamic password, synchronized secrets and custom system authentication systems.
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NFC. NFC, or Near Field Communication, is a protocol that is used to connect
IoT devices in a simple and low-cost manner [93, 97]. However, when NFC is used
in IoT devices in the medical field, a number of biocompatibility issues arise. This
infrastructure has the potential to provide convenient and low-cost power distribution
and communication channels for a variety of medical devices. In addition, a battery
or external electrical connection is not necessarily required in NFC-enabled medical
devices for their custom operations [98]. An NFC device embedded in a cell phone,
for example, can transmit pacemaker measurements to a monitoring doctor, control
an insulin pump remotely, or activate an implanted neural simulator [92].

NFC implementations can be theoretically attacked by MITM attacks; however,
it is extremely complicated to launch these attacks in real-world executions because
of the NFC’s architecture and distance limitations [99] (even if tried wirelessly).
Moreover, a list of known security issues with the NFC protocol is presented in the
existing literature like for instance, in [100], where some practical countermeasures
are also suggested for each of the attacks mentioned. Furthermore, a single and
multiple antenna design for the NFC controller component is suggested in [101], in
order to mitigate attacks like, data corruption, low battery, and tag cloning.

Bluetooth/BLE. Bluetooth is a wireless technology that is based on the IEEE
802.15.1 standard. It is a low-power, low-cost wireless communication technology
that can transmit data between mobile devices over a short distance (8–10 m with
2.4 GHz band). Bluetooth Low Energy is the ultra-low power, low-cost version
of this standard (BLE or Bluetooth Smart) [90]. In addition, these features make
Bluetooth/BLE more suitable for IoMT devices such as IoWDs and human interface
(HID) devices [102].

Different attacks may threaten devices which are connected through BLE, and
according to published research works, these threats are across all communica-
tion layers. Nevertheless, a variety of security controls to mitigate such attacks are
provided by BLE implementation [103]. To achieve confidentiality and integrity,
some solutions employ AES-CCM encryption. To authenticate data channel packet
data units (PDUs), a 4-byte MIC module can also be used [104]. Furthermore, in
order to protect Bluetooth Low Energy (BLE) technology from attacks, the authors
in [105] propose a set of techniques and countermeasures that can be used to secure
Bluetooth communications.

Z-Wave. Z-wave is a low-power wireless MAC protocol developed by Zensys.
It is used for remote control applications and small commercial domains [90]. This
protocol supports two types of devices: control devices and slave devices [106]. Z-
wave can also support short messaging between IoMT devices for light, energy, and
healthcare control [87].

Z-Wave provides confidentiality, source integrity, and data integrity services
through AES (mostly 128) encryption, policy-driven and behavior detection mecha-
nisms. The security command class included in the Z-wave allows application frames
to be encapsulated in an encrypted and signed security frame. Symmetric encryption
protects the frame by usingAESwith three shared keys known by every network node
that needs the security service [107]. Furthermore, techniques like hiding theWLAN
SSID (Service Set IDentifier), using WPA2 (Wireless Protected Access 2) instead of
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WEP (Wired Equivalent Privacy), and Reverse Proxy Server can also provide extra
protection for IoMT devices using Z-wave [108].

UWB. UWB (Ultra-wideband) technology is based on the IEEE 802.15.3 stan-
dard, which has recently gained popularity as a method of high-speed, short-distance
indoor wireless communication [109]. One of the most intriguing aspects of UWB
is its bandwidth of more than 110 Mbps, which is sufficient for most multimedia
applications and is applicable for hospitals. UWB for medical systems is suggested
in [110] because when communicating with implanted sensors, high signal attenua-
tion requires a protocol that transcends channel limitations. It works by transmitting
signals from sensors to a microcontroller [93]. For instance, a short distance commu-
nication technology is required by the electrocardiogram procedure and this is the
aim of using UWB (among other protocols) [97, 111, 112].

Being a distance protocol, UWB is threatened by attacks that differentiate the
distances between nodes. UWB adopts the Advanced Encryption Standard (AES)
block cipher with counter mode (CTR) and cipher block chaining message authenti-
cation code (CBC-MAC) [113]. In [114], aVerifiableMultilateration (VM) algorithm
that uses verification triangles to detect a distance enlargement attack is suggested.
A location-based secure authentication scheme is proposed by other works like
[115, 116] to prevent external attacks. In addition, [117] suggests the first modu-
lation technique to prevent ED/LC (Early Detect/Late Commit) attacks regardless of
communication range in the UWB with pulse reordering (UWB-PR).

Table 3 summarizes these issues discussed so far.

4.2 Network Layer

The network layer is responsible for the transmission and reception of the collected
medical data. As a result, this layer serves as the foundational infrastructure layer
for the healthcare platform. As such network devices transfer sensitive data, network
security is a major concern in the field of healthcare [131]. The IEEE 802.15 standard
is the foundation for the majority of the protocols in this layer [132]. The following
protocols are the most commonly used for IoMT at this layer:

WiFi. Wireless Fidelity (Wi-Fi) is a middle-range (up to 100 m) protocol based
on the IEEE 802.11 family of standards [133, 134]. A number of authors have
proposed using Wi-Fi to communicate with monitoring devices in an IoMT system.
For instance, the authors in [135] use this protocol on a network of 45 critical medical
care devices, demonstrating that communication between these devices is effective
and secure via Wi-Fi. Moreover, this protocol is used in a system for remote patient
health monitoring in conjunction with Global System for Mobile communication
(GSM) to simulate the transfer of medical data between two different geographical
locations [136].

Wi-Fi Protected Access (WPA), Wi-Fi Protected Access 2 (WPA2), and Wi-
Fi Protected Access 3 (WPA3) are the mechanisms used to secure Wi-Fi 802.11
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× communications. WPA technology is characterized by providing more powerful
encryption mechanisms [137].

ZigBee. ZigBee is a wireless communication protocol that conforms to the IEEE
802.15.4 standard and is intended for low-power, low-cost, low-speed wireless
personal area networks that connect devices primarily for personal use [138]. This
protocol is used by health zones to connect sensors to the coordinator, as well as

Table 3 Perception Layer protocols—security level, attacks and countermeasures

Protocol Security level Attacks Countermeasures
proposed

References

RFID Several weaknesses
in the active and
passive RFID
systems; Requires
the integration of
special security
mechanisms into the
system to ensure the
fundamental security
requirements

Side channel
attacks
backward/forward
traceability

Encrypted RFID
implementations;
hash-based RFID
security protocol;

[118–120]

NFC Data exchange in
close proximity;
Several threats in
transactions or
contact processes
(requires data
encryption before
any communication
or transaction)

Eavesdropping;
MITM; Data
Modification;
Data Insertion and
Data Corruption
attacks

Communication
distance limitation;
integrate standard
cryptographic
practices to protect
its communication
channel and data

[121, 122]

Bluetooth/BLE The link keys may be
stored incorrectly;
The length of the
encryption keys may
be small or only 1
byte; No user
authentication

Sniffing, DoS,
MITM,
PIN Cracking
Attacks and
Brute-Force
Attacks

AES-CCM;
AES-128 bits;
Use link encryption
and combination
keys

[123, 124],
[125, 126]

Z-Wave Not enforcing a
standard key
exchange protocol;
The source and
destination fields of
the MPDU (MAC
protocol data unit)
aggregation frame
are implicitly trusted
by Z-Wave devices

Key Reset,
Black Hole,
impersonation and
node spoofing
attacks

AES-128
encryption using
three shared keys

[127]

(continued)
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Table 3 (continued)

Protocol Security level Attacks Countermeasures
proposed

References

UWB Incorrect access
control
configuration,
Symbols with a long
size

Same-Nonce,
ED/LC attacks

AES block cipher
with counter mode
(CTR) and cipher
block chaining
message
authentication code
(CBC-MAC);
The distance
between nodes is
secured by location
and distancing
protocols

[128–130]

between the coordinators themselves [139]. Implementing a fully working applica-
tion layer protocol for healthcare environments, the ZigBee Health Care Profile is
based on ZigBee Pro [140]. To enforce MAC layer security, ZigBee uses The IEEE
802.15.4 standard to employ higher layers. AES is used for symmetric key cryptog-
raphy in implemented securitymechanisms. Several other securitymodes are defined
in [141, 142]. The authors in [143] propose a framework capable of predicting and
protecting against various potential malicious attacks in the ZigBee network and
responding appropriately by notifying the system administrator. It can also make
instantaneous automated decisions based on real-time data defined by the system
administrator.

WIA-PA. WIA-PA is a Chinese industrial wireless communication standard for
process automation [144]. Despite being an industrial protocol, the work in [145]
proposes WIA-PA as a transmission protocol in the internal networks of wireless
sensor network, inmedical remotemonitoring system. TheWIA-PA network’sMAC
layer security is based on IEEE STD 802.15.4–2006. Above the MAC layer, it
provides two levels of security services: end-to-end security in the application sub
layer and point-to-point security in the data link sub layer (DLSL). Furthermore,
WIA-PA provides a secure access authentication mechanism for the entire network
[146]. WIA-PA architecture was proposed by Wang et al. for device authentication
[147]. Access is authorized through WIA-PA by using a join key shared by a device
and a security manager. A security mechanism for WIA-PA and its protocol stack is
also suggested and implemented in [148].

6LoWPAN. 6LoWPAN is an IPv6 adaptation layer that defines mechanisms for
enabling IP connectivity for tightly resource constrained devices communicating over
low power, lossy links such as IEEE 802.15.4 [93]. In the healthcare sector, IoMT
sensors and local devices can be linked to IP networks via 6LoWPAN [149]. More-
over, the interconnection of sensors with middleware devices or Internet-connected
routers is allowed by 6LowPAN [150]. Security protocols for different layers of
the 6LoWPAN stack have been developed. The MAC security sub layer of IEEE
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802.15.4 provides hop-to-hop security for the wireless medium, while the upper
layer security is defined to provide end-to-end security between two remote peers
[151]. The 6LowPAN security measures are classified into two taxonomies in [152].
The first is about communication outside of the 6LowPANnetwork (useDTLS (Data-
gram Transport Layer Security), HIP (Host Identity protocol) and IKE (Internet Key
Exchange) technology). The second is about “protocols inside communication” (use
IDS tool).

LoRaWAN. Originally developed by Semtech, LoRa (Long Range) is a physical
layer protocolmade to support low-power andwide area networks [153]. LoRaWAN,
on the other hand, defines the network’s communication protocol as well as the
underlying system architecture [154]. An loT-based health monitoring system is
presented in [155]. In this system, the medical data collected by sensors is sent to an
analysis module via secure, low-cost and low-power communication links, provided
by an infrastructure LoRaWANnetwork.Moreover, an IoMTbiofluid analyzerwhich
uses LoRa and Bluetooth is presented in [156] in order to support long-range data
transmission.

LoRaWAN uses the 128-bit Advanced Encryption Standard (AES128) to ensure
complete network security, including mutual end-point authentication, data origin
authentication, replay and integrity protection, andprivacy.A128-bitAESkey (called
AppKey) and a globally unique identifier based on EUI-64 are used to uniquely
identify each LoRaWAN device [157, 158].

Table 4 summarizes the Network Layer protocols’ security level, attacks and
countermeasures proposed.

4.3 Application Layer

The application layer is responsible for managing the smart medical platform, which
includes custom interfaces and role-based control panels for diagnostic decision
making. The most commonly used IoMT protocols in the application layer are listed
below:

HL7. HL7 is a set of standards that enable the exchange, integration, sharing, and
retrieval of electronic health information between various health entities, allowing for
the development of flexible and effective processes [167]. For its great importance,
it is recognized as the most widely used application layer protocol in the healthcare
systems [168]. The transparency of the information flow between health care systems
is ensured by this protocol. In addition to clinical practice, HL7 supports the delivery,
management and evaluation of health services [169].

Protecting data is the major aim from the security scope, because HL7 transmits
data that may have a high impact. Many institutions rely on SSL VPNs (Secure
Sockets Layer Virtual Private Networks) and similar solutions to protect the entire
network. Deidentification/anonymization is helpful in protecting patient data [170].

CoAP. The Constrained Application Protocol (CoAP) protocol was originally
designed for web transfer in the IoT with limited nodes and networks. The initial
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Table 4 Network Layer protocols’ security level, attacks and countermeasures

Protocol Security level Attacks Countermeasures
proposed

References

Wi-Fi The devices’ lack of
granular
authentication;
Weakness and limited
protection against DoS
attacks and service
integrity

Replay, Channel,
DoS, Sniffing,
MAC Spoofing,
and packet
analysis attacks

WPA and WPA2
security
technology,
128-bits WEP
authentication

[137]

ZigBee Using unsecured key
transport for pre-shared
keys; PAN IDs do not
have verification;
There are no integrity
checks in ACKs, and
network keys are not
properly registered

Key Sniffing,
Association
Flooding,
Device Spoofing,
DoS, jamming,
Replay and
Energy-consuming
attacks

Symmetric
cryptography,
AES-CTR,
AES-CCM,
AES-CBC-MAC,
128-bit
AES-based
encryption system

[159–161]

WIA-PA There is no public key
or encryption
algorithm, no intrusion
prevention, and the first
request is not encrypted

selective
forwarding,
Interference,
Jamming,
tampering,
Traffic analysis
attacks

Adaptive frequency
switch (AFS),
Adaptive
Frequency
Hopping (AFH),
Timeslot hopping
(TH) and message
integrity (MIC)

[162]

6LoWPAN The IP network and the
radio signal are the
targets of 6LowPAN
attacks, Vulnerabilities
at its fragmentation
mechanism,
Node’s IP address
remains unchanged

Signal jamming,
Replay,
Flooding and
Traffic analysis
attackers

DTLS
cryptographic
techniques;
Internet Key
Exchange
technology (IKE);
HIP host
identification
technology

[163–165]

LoRaWAN Using a post-message
dictionary, Resetting
frame counters without
recoding, Caching and
replaying ACK
packets, and Waking
up sensors using forged
gateway beacon
transmissions

Replay,
Plain text recovery,
Denial of packet
delivery,
The battery
exhaustion,
Selective DoS and
MITM attacks

AES -CMAC,
MIC, AAES-CTR

[166]
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motivation for developing this protocol was to meet the high requirements of the IoT
as well as the need for a lightweight, low-rate protocol. This protocol is specifically
suited to IoMT constrained nodes with limited memory and processing power [171].
CoAP, along with the MQTT protocol, is used in a proposed system in [172] for
securing real-time health monitoring systems, to protect sensor data from security
breaches during its continuous transmission over the layers. To avoid breaches such
as data theft and DoS attacks, strong authentication techniques should be used. It is
recommended to use an intrusion detection system to detect any malicious activity
in the system [173]. DTLS can also be used to protect data [174].

MQTT. Message Queue Telemetry Transport (MQTT) is a standardized
publish/subscribe Push protocol developed by IBM in 1999. This protocol is used by
IoMT developers due to its low memory consumption and low bandwidth require-
ments; MQTT was designed to send data accurately even with long network delays
and limited bandwidth [171]. A Blockchain-based medical application that connects
various devices to an IoMT platform via MQTT is created in the work presented in
[175]. In addition, thework in [136] proposed a system to connect a remote healthcare
unit as it is inside the hospital, which uses the MQTT protocol to transfer measured
data from the healthcare unit to the hospital’s gateway.

Unfortunately, the MQTT protocol only supports authentication for the security
mechanism, which does not encrypt data in transit by default. As a result, imple-
menting this protocol raises concerns about confidentiality, authentication, and data
integrity. MQTT brokers may require username/password authentication to ensure
security, which is handled by the TLS/SSL (Secure Sockets Layer/Secure Socket
Layer) protocol [176].

HTTP. There are different uses of this protocol in the IoMT. For example, it is used
in a system that also includes a portable medical module with a pulse oximeter and
an accelerometer that communicates with the microcontroller via a custom display
to which a ZigBee module is connected. The goal of this system is to track the speed
and direction of movement as well as the pulse and oxygen saturation of the blood
[177]. Furthermore, it is used by the work presented in [12] to provide a system
capable of dynamically assessing the amount of insulin needed to be administered
to diabetic patients.

In order to make this protocol more secure, it is implemented on top of an encryp-
tion layer like SSL or TLS, to form its secure version https; with an ‘s’ at the end to
indicate that the data is exchanged securely via an encrypted tunnel using the SSL
or TLS protocol. HTTPS client authentication is done below the protocol level (at
the transport level). Only the server side of an SSL connection must use a certified
public key from a server certification. This method is appropriate when the client
wants to ensure that it is communicating with the intended server, but if the server
needs to authenticate the client, it can use a traditional authentication mechanism
(basic HTTP authentication or form authentication). On the other hand, Mutual SSL
authentication, also known as two-way SSL authentication, necessitates the use of
certified public keys by both the server and the client of the SSL connection. The
server identifies the client in this case based on the client certificate used to establish
the SSL connection [178].
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Table 5 Application Layer protocols’ security level, attacks and countermeasures proposed

Protocol Security level Attacks Countermeasures proposed References

HL7 No security
integration; the
size of HL7 and
sources of
messages are not
validated by
default

Spoofing
attacks;
DoS and
flooding attacks

SSL VPNs;
Deidentification/anonymization

[170]

CoAP Type of DTLS
implementation
at the proxies
level (multicast
or unicast)

Parsing attacks;
Caching attacks
Amplification
attacks;
Cross-Protocol
and
Spoofing attacks

DTLS; TLS;
CoAPs

[180, 181]

MQTT No specific
security
mechanism

Eavesdropping;
DoS;
Timing attacks;
Access, modify
or redirect
accessible data
to an untrusted
server

SSL/TLS [182, 183]

HTTP Insecure by
default; Default
HTTP
implementations
are not encrypted

Eavesdropping;
injection and
manipulation
attacks

SSL/TLS (HTTPS version) [184]

Tables 5 summarizes the Application Layer protocols’ security level, attacks and
countermeasures proposed.

5 Conclusions and Future Research Directions

The use of IoMT has recently grown in popularity. The majority of current studies
are concerned about how medical and health-monitoring devices can help reduce
healthcare spending and improve patient health. As a result, securing this technology
has become extremely important since this IoMT is vulnerable to different attacks
mainly because of its heavy reliance on wireless connectivity. These attacks can
breach the system and invade the privacy of patients and affect the medical services’
confidentiality, integrity and availability. Throughout this chapter,we have shown and
explained the major security problems, challenges and drawbacks facing IoMT. In
addition, we have discussed the way to secure the IoMT domains and their associated
assets through varied suitable security measures to enhance IoMT services as well
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as the way to better the patients’ health and experience via different techniques.
Moreover, we have highlighted the importance of an effective security policy of
different wireless communication protocols used by the IoMT system in order to
keep it secured, private, trusted, and accurate.

In short, the purpose of this chapter is to highlight the relations between various
technical and non-technical solutions to guarantee a secure and efficient system in
all IoMT domains. Therefore, the chapter in hand gives some open research areas on
security issues in IoMT both for traditional and novel-technology based solutions. To
conclude, the need for developing robust security solutions using the latest technolo-
gies like Artificial Intelligence, Big Data and Blockchain is significantly growing as
the IoMT are nowadays widely applicable.
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A Comprehensive Study
on Cybersecurity Challenges
and Solutions in an IoT Framework

Reenie Tanya and Balika J. Chelliah

Abstract Internet of Things has changed the networking arenawherewe aremoving
towards increasing the range of devices that can be connected to the wireless world.
However, it has also opened up fronts for security needs on another level. Intruders
have also upped their game and utilize this idea of connecting daily devices to the
Internet to dig into the lives of the users without their consent. This chapter provides
an extensive view on the various security issues faced under four classifications:
Vulnerabilities of the connected devices, Software applications that run on these
devices, data transition stage in wireless mode and the final part where the received
data is stored for further analysis. Emphasis has been made on the different features
that are desired on these above mentioned levels and the well-known and practiced
solutions available today. The objective is to give a solid platform for Researchers
looking to enrich the Security front of the IoT framework, of the various current
challenges and fixes.

1 Introduction

1.1 Overview

The Internet of Things (IoT) is spreading like a wildfire consuming a multitude
of different domains including monitoring of the environment, healthcare, smart
homes, education, smart cities, security fronts, mobility and is instigating the rise of
Industry 4.0. As a consequence, the number of IoT devices is constantly on the rise
in both public and private environments, progressively adding in daily objects. It is
therefore true that the security aspect of these devices occupies a major position in
order to avoid threats like leakage of private data, Denial of Service Attacks (DoS),
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unauthorized access and so on. Unfortunately, many low-end IoT devices do not
give due importance to security mechanisms and hence turns into easy targets for
intruders to access information for illegitimate purposes.

In the recent years, the attention has shifted to the risks related to the utilization
of such small scale IoT devices in service since it has access to sensitive information
or critical data such as multimedia and real-time health monitoring data. Further-
more, some security attacks against commercial IoT devices have been posted in
the social media, contributing to public awareness of the security aspect of the IoT
world. Addressing the security challenges for an IoT framework requires a deep
understanding of the landscape in which the devices are deployed. This includes
analysis of devices present and their vulnerable points so that the critical security
flaws might be met. In the excitement to take advantage of IoT, industries adopting
this technology must take steps to assess security breaches and control loss of the
operational systems. However, the intruders are more aware of these loopholes and
careless gateways provided for them to attack the system.

Attackers look to deviate the device’s features from their original functionality.
The attack ideas detected so far can be classified into four broad types [1] based on
their behavior: (1) Attacker ignores the intended physical capabilities and considers
into only as a standard computing device connected to the LAN or Internet. This
compromised device will be used as an entry point into the network to exploit the
other connected devices (2) The attacker tries to delimit or sabotage the working of
the IoT device in order to disrupt the daily activity of an organization or household
(3) Altering the basic functionality of a device andmaking it to function in a different
manner like using a temperature control device to heat up the room when cooling
function is needed (4) The most dangerous class of attack is where the attacker
uses the connected devices for hazardous purposes like using a smart air conditioner
to initiate a fire or using the smart home security system to lock the owners out.
Such attacks on IoT devices cause irritation and perils for the users and with the
IoT devices increasing exponentially day-by-day, it becomes mandatory to extend
security measures for an IoT skeleton.

1.2 History of IoT Threats

The major aspect of IoT is to connect device to gather and share information. The
conception of these connected devices at home, healthcare, businesses and other
organizations creates a vulnerable network for cyber criminals to exploit. This booms
as an imminent challenge as we move towards the idea of connecting more day-to-
day devices to the Internet. Devices in a smart home are the most targeted ones
since they are a powerhouse of data. Studies show that 75% of the IoT devices are
defenseless and hence they are susceptible of getting compromised. Given below are
some serious cybersecurity-scares reported around the world.
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(1) Surveillance cameras

Dio-V, who owns few Xiaomi Mijia surveillance cameras [2] tapped on accidentally
into other home camera’s feeds while trying to upload content from his camera to a
Google Nest hub. The stream from other neighbours included stills of infant sleeping
or people on the porch. The owner reported the incident to Reddit first along with 8
or so examples of such images. This incident led to Google disabling of all Mi Home
products temporarily.

However, this isn’t the first time such a breach of surveillance cameras is reported.
Wyze, manufacturer of smart security cameras also committed a [3] blunder storing
unsecured user data in a public access manner and requested all customers to pair/set
up devices again. Ring, a home security products concern owned by Amazon was
pulled for a lawsuit in the U.S, where more than one hacking incidents were reported.
Amazon-owned Blink XT2 surveillance cameras were also found vulnerable by
cybersecurity researchers from Tenable. They published a report with as much as
seven detected loopholes which will allow hackers to view a remote feed of the
camera and launch a Distributed Denial of Service (DDoS) attacks. This lead to
Amazon releasing a firmware version 2.13.11 to solve these vulnerabilities. Such
violation of privacy poses a great challenge as we move towards Internet of Video
Things (IoVT) and smart city framework loaded with security cameras.

(2) Smart Home devices

Smart home structure provides with large amount of one of the most valuable assets
of today- personal data. Those who recognize the fundamental value of data might
look to extract and use it for illegitimate purposes. A family fromMilwaukee suffered
an unpleasant experience when their smart home setup was taken over by hackers.
They resorted to playing loud music, speaking through cameras and meddling with
the temperature of the room. The family had to change their network ID to flush out
the intrusion. Comcast, in their Xfnity Cyber Health report 2020, stated that hackers
are hitting smart homes at an average of 104 security threats impacting around 19
million homes a month [4].

Multiple reports were filed on intrusion in smart bulbs. Murtuza Jadliwala, a
Research expert at the University of Texas, San Antonio had been working for about
two years on the idea that even the smallest technology can be used for nefarious
purposes when connected to the Internet [5]. He proved that once an attacker has
access to the infrared spectrum, a covert-channel can be created which can be used
as a gateway to exfiltrate user’s information which can be decoded and the received
text or image can be reconstructed.

From the smallest device like a smart light to larger ones like TVs and Speakers,
anything can be used by attackers once introduced to the Internet. The FBI issued
a warning in 2019 for smart TV owners [6] with tips to protect their device against
cyber criminals, who can gain access to volume and channel controls and can also
monitor the home activities after successful infiltration.

DEFCON, the annual hackers conference, popped up a security vulnerability in
smart speakers like the Amazon Echo. A live demonstration was given at the confer-
ence by two presenters, Tencent’s WuWu HuiYu and Qian Wenxiang, [DEFCON]
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as they hacked into a modified Echo [7] and turned it into a spying device. They
offered a presentation called Breaking Smart Speakers: We Are Listening to You,
which gave a clear report on how they modified an Echo device, used it to turn their
attention to an out of the box Echo and then broke in by connecting the two devices
on the same LAN [8]. Intruders can take advantage of the Complete Home Audio
Daemon, a software component of the Echo. The bug was able to relay any audio
received from the other speaker with no visible signs of transmission whatsoever.
Though it is not an easy hack, since it requires reconstruction of one Echo device,
still it raises concerns owing to the growing popularity of such devices.

A comprehensive evaluation of these attacks in various real-life settings confirms
their feasibility and affirms the need [9] for new privacy protection mechanisms.

(3) Smart Airports

With Internet of Things spreading its wings into every sector possible, Services and
systems in theAviation sector also are increasingly being powered by the same. Smart
sensors are employed to control the environmental conditions inside the airport, auto-
mate passenger related actions and enhance the airport security [10]. The systems
implemented in airports are the fruit of extensive research work done to prevent
potential terrorist attacks. In 2018, Singapore has included civil aviation as a crucial
element of the “Critical Infocomm Infrastructure Protection” program, intended to
the Cyber Security Plan (CSP). The global view is that the aviation sector for civil
utilisation requires improvement of the technologies and means of enhancing the
security front of the airports. This lead to the signing of Civil Aviation Cyber Secu-
rity Action (CACSA) by several associations such as ICAO, CANSO, ICCAIA and
IATA [11]. This collaborative effort laid the foundation for the promotion of the
development of a more vigilant culture with respect to cyber threats and how to be
guarded against them. The most convenient systems in the airports that are at risk
are: international airport computer systems, in-flight control systems and air traffic
management systems.

Internet is used for every minor operation such as informational exchange and
messaging. Due to this reason, the airport security system will be under danger with
side-effects on airport operations. The impact of potential threats booming because
of the introduction of Wi-Fi was demonstrated by various research experts [12] over
the years. Hugo Teso, a Spanish researcher performed a live demonstration [13] at the
EASA (European Aviation Safety Agency) conference on how to make an airplane
crash by controlling the aircraft control system with a simple mobile application that
he had designed. Ruben Santamarta also staged a demonstration in which [14] he
was able to access the navigation system of the flight by interfering with the satellite
communications simply by using a WiFi accessible flight entertainment system. In
2015, according to an FBI report, Chris Roberts, was able to pull off the same feat
with just a command CLB (climb) and the plane’s engine responded to the prompt
[15]. This drives the point that there is a need to adopt and develop Cyber-defence
techniques to address the challenges of building a smart airport framework in order
to avoid the tremendous consequences such as sensitive information leak, network
intrusions, passenger reservation disruption.
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(4) Smart phones

Smartphones have become the third arm for mankind these days. They serve as a
companion, an assistant and is capable of performing a plethora of activities for the
owner. However, they also serve as an ocean of sensitive personal data of the user as
well which opens up opportunities for the intruders. Research scholars from England
and Sweden came up with a malware that can exploit a smartphone’s microphone
to pull out critical information like the device’s passwords and sensitive codes [16].
They claimed that they’ve uncovered the first acoustic side-channel attack which
will give information that is being typed on their touch-screen devices. When the
user taps the screen, a sound wave is propagated on the surface and in the air which
can be captured by the smartphone’s microphone, which can be in turn used by a
malicious app to infer the text entered by the user. Analysis by cybersecurity experts
have revealed that there’s been an increase of 37% in smartphone phishing attacks
worldwide between the end of 2019 and beginning of 2020 [17].

Smartphones can be injected withmalware attacks which proves to be challenging
for the users and manufacturers. Kaspersky, in their annual report stated that around
78% of malicious files [18] detected in smartphones were malware programs that
targeted mobile devices. Other concerns detected in a smartphone were included in
the same report and it deals with information leakage, using Unsecured Wi-Fi and
phishing attacks. Public networks are subjected to network spoofing where hackers
are able to use these access points as traps for naïve users. Since smartphones are
the most common device in the world of regular people, it makes human beings the
weakest link in the cybersecurity chain and hence requires special attention to the
security detail.

(5) Everyday Devices

IoT is all about connecting day-to-day devices to the Internet and utilizing them for
making human job easier. These machines are also prone to cyber-attacks since they
are in close contact with their users. As an instance, a coffeemachine connected to the
Internet proves to be very useful as we can send a command from our smartphones
to brew a coffee and can collect it when the ‘complete’ notification is received from
the machine. However, such common machines used by more than one user in a
network does not give much priority to its protection measures against intruders.
Martin Hron of Avast, the security giant, in his blog explained about how they were
able to turn a coffee maker into a dangerous machine demanding ransom from its
users by modifying the firmware. The quest was to prove that not only weak routers
or internet exposure is a threat, but the IoT device in itself is vulnerable to attacks and
can be easily gained control of even without owning the network or the router [19].
The process of hacking into the coffee machine was simple: Download the firmware
available in the Internet, Monitor the network traffic between the communicating
parties and reverse engineer the companion app.

If we shift our focus from the coffee machine to other machines for public use
in an organization, like a smart printer or a fax machine, the story remains the
same. Security research firm, Quocirca, in their annual report “Global Print Security
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Landscape, 2019” have proved that mart printers are the gateway for cyber criminals
into an organization’s network. Threats relating to smart printers can be classified
into two broad areas: documents that the printer produces and the printer itself [20].
The data that is being printed might be confidential and it can be stolen once the
attacker gains control of the printer. There are three ways in which an attacker can
use a smart printer: (1) It can be used as an entry point to the network (2) It can be
sabotaged causing disruption in the daily activities and in turn the business workflow
(3) It can be recruited to botnets which are then employed to launch distributed
denial-of-service attacks that can provide the attacker a lot of free processing power
without the knowledge of the owner.

Another vulnerability was deduced in a connected fax machine that could allow
an intruder to steal delicate data through a company’s network using just a telephone
link and a fax number. Check Point researchers Eyal Itkin, Yannay Livneh and Yaniv
Balmas demonstrated how a faxmachine can be aweak point in a network and termed
the act as “Faxploit” at DEFCON 26 [21]. They started off by reverse engineering
the firmware and detecting the environment in which the loaded firmware was being
executed. The next step was to build a serial debugging interface and connecting it
to the machine. After identifying the open sources used by the firmware, vulnerable
points can be spotted out to gain control of the device.

These incidents serve as an eye-opener as the exposure of connected devices
have enormously increased and has brought a challenging threat to the cybersecurity
world. A research study has revealed that by the end of 2020, therewill be 492million
motion and signal GPS beacons to support the infrastructure of the existing Internet
of Things network [1]. The lack of embedded security and programming walls to
protect these devices is raising a red flag that this technology is holding a greater risk
than any other technology.

1.3 Need of Cybersecurity in IoT

Internet of things refers to multiple IP-based devices connected and interacting with
each other and the physical world. With industries and government sectors also
jumping into the field of IoT, there is a striving force to connect things and employ the
data that is generated by these connected devices daily. The procreation of connected
objects, system, services and devices has opened up huge opportunities and ways to
benefit the society. Data generated by these devices prove to be immensely valuable
when subjected to analysis to provide insights and intelligence. In fact, the risks of
IoT setup being hacked [9] are immense in comparison with any predeceasing tech-
nology that has existed in three aspects: (1) the huge number of connected devices to
be monitored increases the risk multi-fold (2) The devices/ sensors being geographi-
cally distributed and (3) IoT, being a newbie in the IT world employs heterogeneous
platforms and hence opens up vulnerabilities due to the multi-dimensionality. These
risks are further complicated by other limitations like energy efficiency, commu-
nication mode, computational capability and storage capacity of the IoT devices.
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Such factors limit the adoption of traditional security models and hence call for new
answers [22] for security challenges.

There is also a need in developing a cybersecurity culture among the stakeholders
like the manufacturers and the final consumers. Customers look forward to low cost
sensors and actuators. Suchdeviceswere initially designed to exist in isolated systems
for which the security threats are limited. This leads to the fact that these manufac-
turers do not hold a strong proficiency in cybersecurity and are hence ignorant of the
issues that arise while connecting these devices to global network. Therefore, it is
best practice to start cyber security counter measures from the design phase of the
devices [23]. It is also necessary to provide security functionalities at every level of
the IoT network. This is the major reason as to why the security front of IoT is still
under research and more mechanisms are being suggested.

2 Assortment of Cyber-Threats and Solutions

Cyber-threats are many in number and various surveys have attempted to classify
them according to the layers pertaining to it or the genre of solutions it requires or
the features of an IoT framework. An extensive survey is done on these threats and
is provided below based on how and where data is processed. The classification is
as follows (Fig. 1):

• Hardware devices

Fig. 1 IoT Framework-attack prone areas. 1. IoT devices, 2. Smart applications, 3. Transmission
of data, 4. Cloud storage
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• Software resources
• Data Transit
• Data Storage.

Furthermore, we discuss on the layer of the IoT protocol stack, the level of security
and the corresponding desirable features of the security framework.

The IoT protocol stack can be depicted as an augmentation to the traditional
TCP/IP protocol structure and holds three major layers [24]:

• Physical layer—related to the physical IoT devices and sensors to gather real time
data.

• Network Layer—Layer that provides connection of the physical layer to the
environment to transmit information.

• Application Layer—Layer that is in interactionwith the user to provide the service
requested.

Additional Layer:

• Support layer—A logical layer that handles the database of the collected data for
analysis.

Fig. 2 IoT 4-layered architecture
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The layered architecture (Fig. 2) has beenwidely accepted and eachof the layer has
its own specific technologies and protocols along with its weakness and challenges.
In fact, the protocol stack is studied layer by layer to analyse the security drawbacks
and respective robust solutions.

The rest of the chapter will introduce various threats classified asmentioned above
and will be illustrated based on four aspects—Threats, layer involved, IoT features
involved and corresponding challenges according to operational level involved.

2.1 Hardware Devices Related Threats

The basic flow of data is initiated from the devices that are connected to the Internet.
These devices are designed to recognize, sense and collect information from the
environment and hence are also termed as the sensors. Such devices are placed in
surroundings where they are exposed to physical attacks and to attacks concerning
the conditions they are existing. Confidentiality is anothermajor issue in this category
since it can be sabotaged by replay attacks without much trouble. Device can also
be physically stolen or can be replaced by another malicious node which threatens
the integrity and the chain of information can be severely altered. Hence, the attacks
related to hardware devices can be broadly [25] classified into: (1) Node tampering
issues and (2)MaliciousNode injection.Node tampering elates to causing intentional
damage to the sensor nodes to disrupt theflowofwork,whileMalicious node injection
is to include a compromised node to indulge into the network.

Layer: The layer that holds these devices is the first layer of the protocol stack- the
physical layer. It contains the PHY and MAC functionalities for base-level commu-
nications. It is the first step in the workflowwhere data is gathered from the surround-
ings. It comprises of the physical devices, controller, sensors and the smart nodes
that are the entry points of an IoT network. Its capabilities include data collection
and data control. Security challenges of this layer comes from the different config-
urations of the devices, energy requirements of the devices and other frameworks
involved.

Features:

(1) Inter-relationship: IoT devices are no longer stand-alone devices that simply
gather information but are in need of collaborating with other devices as well
to provide well-formed data. In fact, many of the devices can also be implicitly
controlled byother devices or other environmental conditions or other protocols
to be followed when communicating with a remote cloud server. For e.g., agri-
cultural devices like automatic watering system takes into account the external
temperature and humidity to decide whether to initiate the watering system or
not. The scholars investigating the challenges in IoT structure are unaware of
the effects of interdependence of these devices on the security feature. They
focus on the protection of a single device but the objective should be to plan a
clear safety boundary of these IoT devices or to implement an access control
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method or user privilegemanagement of these devices [26] due to their interde-
pendence. A permission model that dictates fine-grained rules must be framed
since the behaviours of these devices might change according to the stimulus
from the environment or other devices.

(2) Computing constraints: IoT sensor devices face many limitations in terms of
cost and physical conditions and hence roots for less storage and computing
resources to compensate. These devices must be lightweight and small in size,
because of which these devices face restrictions in deploying proper defences
for the system. Additionally, sensors embedded in industrial, military devices
must work for a longer time without any charging facilities and should meet
stringent power consumption requirements. It also induces a long latency delay
by utilizing toomuch computing resources in order to perform complex authen-
tication procedures and encryption techniques. This poses the difficulty of
scheming a system protection mechanism that will require minimal software
and hardware resources andwill satisfy the application’s security requirements.

(3) Human interference: IoTdevices are becoming indispensable in one’s life. They
are destined to increase exponentially in the future aswell. Nomatter howmany
security algorithms come up to ensure safety of these devices, human interfer-
ence in handling them plays a major role in altering the protection scheme. An
IoT device is constructed by a manufacturer, utilized by an end-user, admin-
istered and monitored by an operator and studied upon by a researcher. Most
of the manufacturers consider adding security measures takes a toll on their
profit margin and therefore most of the devices are sold in the market with nil
or mere minimal security instructions or in-built counter measures. Manufac-
turers fail to provide support for users to install firmware against ever evolving
malware infections which in turn profits the intruders. Customers, on the other
hand, lack the awareness on the consequences of privacy compromise and
data control and management. For eg, in 2016, Mirai virus simply used the
default username and password set to exploit the connected devices. [27]. It
is also difficult for the naïve users to realise if their devices are compromised
or not. When these devices are employed in a large scale, an administrator is
instated for management purposes. An administrator first looks into the hard-
ware malfunctions if a device behaves strangely. They must also be aware
of attackers using specialised devices to intrude into the network. Finally, a
researcher should take up the responsibility of digging in deeper into these
vulnerabilities and must have a better insight than the other groups of people
involved for the betterment of the technology.

Challenges-Operational Levels: The main focus with reference to hardware
related attacks is on the access level of the network. The objective is to provide
access to the right devices and the right amount of access level to each device. The
major features under consideration are:

(1) User Authorization: The users requesting service from the IoT applications
must be given the correct level of access to the Physical layer devices. Users
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needing access for administrative tasks for the network must succeed an
authorization procedure.

(2) Device Authorization: Just like how users have to be authorized before they
can access the devices, another objective is to authorize any device that enters
the network. Any IoT network must be flexible to accommodate new devices,
heterogeneous devices or devices from different manufacturers. Each device
has its own security algorithms running and it must be compatible with the
network’s requirements.When all devices are from the samemanufacturer, they
will possess the same authentication credentials andwhen one is compromised,
all other are prone to the same fate. In case of heterogeneous devices, the
challenge is to frame an authentication procedure that is compatible with all
types of devices.

Threats:

(1) Side channel attacks: The objective of this type of attack is to emanate infor-
mation without the knowledge of the user by analysing the side signals such
as power consumption, electromagnetic emissions or encryption computations
[25]. Increasing efficiency in terms of energy increases the chance of power-
based side channel attack. In PSCA, the power dissipation of the hardware
devices is measured while computing key for encryption and then analysed
statistically to recover the encryption key which will lead to compromising
the device. Hence, there is a need to attain a trade-off between side-channel
security of encryption, performance, power and area.

(2) Denial of Service attack: The intruder makes the device to deny users of its
proposed service by tampering with the internal circuit of the IC. The devices
can be forced to exit sleepmode in order to increase the power consumption and
to drain the batteries or by disrupting the radio communications. The intruder
can also utilize the resources for his own gain stealthily without the legitimate
user’s consent and thus leading to no resources left for the latter. DoS also leads
to reduction in the network capacity thus hampering the system’s performance.
DoS attacks are of two categories: Distributed Denial of service and Simple
DoS. It can result in disabling the network and also detaches its access from a
larger network.

(3) Faulty Nodes: Sensor nodes are prone for physical drubbing with the aim of
infecting the network with malicious nodes. The legitimate nodes can either be
disabled, destroyed or compromised by the attackers to diminish the quality of
service provided by the network. These devices are termed as faulty nodes [28]
and calls for solutions that will be able to detect such nodes and carry forth
necessary action to safeguard the network. Such faulty nodes will be used as
an ingress point to the entire network which in turn poses danger to sensitive
information such as routing path tables or secret cryptographic keys.

(4) Outage attack: Outage attack is when a node stopsworking or stops performing
its normal operation. Reasons behind such attacks may be unwitting mistakes
done in manufacturing process, unauthorized access, draining of the battery’s
power or even malicious code injection. One of the major outage incidents
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in history is the outage that resulted from injecting Stuxnet [29] into Iran’s
nuclear project. The injected malware influences the process control system so
that it goes blind to the abnormal performance induced. Hence this causes the
system to stay awake even if the users try to shut down due to an emergency.

(5) Counterfeiting: The attacker tracks the identity given to an IoT device and
revises it through distortion of the tagwithin. Tags are included in an IoT device
to help with the identification of individual machines or objects connected to
the automatically and remotely as and when required. Much less informa-
tion is needed for carrying out such attacks since it simply involves getting
control of the tag to be manipulated. The intruder can extract the identifier
information through a proper channel. Digital Object Architecture (DOA)
is a name-attribute binding service that helps in uniquely identifying digital
devices distributed all over the world [30] is a widely acclaimed solution for
the counterfeit attack.

Security Measures:

(1) Protection against Hardware Trojans: With Internet of Things taking over
the world, System-on-Chip (SoC) Security is under the radar. HT infusion
can cause leakages of data, Denial of Service or abnormal functioning of the
device. Numerous Classification algorithms have been suggested for the detec-
tion of such HT attacks, but since it increases the computational load a lighter
solution is needed. Initial circuit and IP cores attributes [31] can be verified
for malicious infections. However, these measures fail to explicitly detect the
Trojans, rather it provides a platform for improving the security strategies.
Going a step further, using these circuit features and a suitablemachine learning
model, the efficiency of detecting dubious lines and nets increased. The features
used differed [32] from various suggested models like gate-level features, side
channel information, consumption of power or delay in transmission.

(2) Anomaly detection in Traffic: An IoT device has to interact with various
other devices and networks to transmit measured information. Based on any
discrepancies in the amount of data transmitted over a network in a period
of time, various attacks can be pointed out like botnet intrusion, denial-of-
service, Man-in-the-Middle Attack, etc.., Researchers have suggested to use
ML models or even Recurrent Neural Networks to detect these discrepancies
[33]. The initial research had models that were trained on complete labelled
data. But, in real-world, landing on such data is not easy and training causes
high resource demand. Hence, the focus shifted to designing models that use
device configuration information, devicemanufacturing information or rhythm
of data transfer for classifying normal and abnormal behaviour or third party
cloud analytic services for traffic analysis.

(3) Wireless Channel Security Technologies: The channels used for wireless
communication were enriched to avoid noise, interference and fade. Since
the dawn of IoT, the primary focus is to enhance its security [34]. Known as
the wiretap coding, secure coding is done to avoid the imperfections in such
channels from being used by intruders to achieve legit information in transit.
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Wiretap coding ensures reliable transmission of data even in noisy channels and
keeps the data away from eavesdroppers. Another method to keep the channels
secure is to provide it with an authentication method using its Channel State
Information (CSI) verified by means of channel probing. Every time a sink
receives a message, the initial CSI can be compared with the current one to
authorize the source.

Wireless Network resources can also be made use of to produce a higher rate of
security. The resources that are dealt here are the ones in the spatial domain such
as the multi-antennas and transmitting nodes. How these resources are allocated to
legit user devices and their relaying technique also play a part against intruders.
Following this perspective, signals sent forth must be processed securely as well.
Beamforming [35] is the standard solution used and is the process of combining
signals from multiple antennas with attention on coverage and leakage ratio. This
technique can also be enhanced to increase the level of secrecy.

2.2 Software Resources Related Attack

The main target here is the software running on the devices. Such attacks manipu-
late the underlying algorithm thus inducing delinquency of the device executing it.
Some devices are responsible for running complex software applications but may be
similar to a general purpose computer with limited security measures. Such systems
when linked to the Internet will pose imminent danger to the underlying node. The
applications also get to decide on the subset of devices [36] that an IoT device gets
to communicate with. This will also pose an opportunity of hacking into the network
by influencing the node to communicate with other malicious devices.

Layer: The layer involved with software attacks is the application layer which
is responsible for the execution of service providing applications. Functionalities
are performed by APIs that enables interaction between back-end and front-end
systems. These APIs do not possess a special security front and this creates a hole
for the intruders. Software vulnerabilities exist in all forms of network where the
attacker may push the IoT device to abnormal activities that can prove to be harmful
to the network.

Features:

(1) Heterogeneity: In order to accommodate varied cases in study, specific IoT
devices are employed for specific tasks that interact with each other and the
environment it is placed in. This heterogeneity poses a problem in the view
of different protocols being put in order to ensure hassle-free communication.
From the system security point of view, it is a Himalayan task to design a
common system defence for the variety of devices. Hence, the researchers
must be aware of all security vulnerabilities of the different devices [37] and
the security issues of the protocols.
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(2) Solitary applications: Certain implantable medical devices and sensors placed
in agricultural fields or industrial sectors must engage for a long period of time
without direct human access. They are controlled remotely through the appli-
cations and their underlying wireless adaptor systems. When these systems or
applications become vulnerable, it poses a danger. And since the attacks are
alsomade remotely, it increases the difficulty of being detected.Moreover, such
devices are also constrained in terms of size and hencewon’t be upholding great
security counter-measures which acts in favour of the intruders as well. Such
devices also are in strong influence of the physical environment. All these
factors taken into consideration makes designing a solitary trusted defence
system that can be controlled from a remote environment. It is also a challenge
when we consider the latency measure and computing resources available.

Challenges-Operational Level: The prey for the attackers in the application layer
or the service layer are the underlying programs that are in execution. The objective
is to verify the authenticity of the applications and since these applications have APIs
as their focal points, these APIs must also be subjected to security countermeasures.
Another loophole that an attacker can use are constraints or conditions that have been
initialised for initiation of certain actions which can be manipulated for malicious
reasons.

(1) Application verification: As mentioned earlier, the application layer hosts a
variety of services that are running on a remote platform. Service include
remote administration and control, monitoring and troubleshooting and log
maintenance. These remote cloud platforms are found to have several poten-
tial vulnerabilities due to poor authentication schemes, insecure underlying
connection protocol and access levels fixed. Most of the applications lack
sensitive data protection, proper third-party application collaborations, unre-
stricted API control and an unsafe level of access permissions. Hence security
measures must be in place to avoid the applications from gaining access to all
capabilities of the device and to prevent sensitive user information and evet
information leakage.

(2) Security of the APIs: All the applications that are providing services and inter-
acting with the user need APIs to function. Right from data collection to data
sharing and analysis, there are specific APIs functioning on these devices.
However, these API’s security front is being traded for its performance aspect
and remains the most ignored threat in an IoT framework. This, in turn makes
these API vulnerabilities an easy scoop for the intruders. The most widely
employed APIs in an IoT environment are the Web APIs and backend cloud
APIs and are implemented either through Simple Object Access Protocol
(SOAP) or the Representational State Transfer (REST) protocols. Such proto-
cols must employ mechanisms that prevents the users from accessing these
API functions outside their prescribed level. For example, a normal user with
a read-only permission must be prevented from gaining an administrative role
of the API.
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(3) Programming constraints: Many IoT frameworks in the view of data analysis
are more focussed on the quality and performance improvement of the service.
It is necessary to keep in account that the data generated by the devices are
valuable sources for breaching. Another concern is that most of the actions
carried out by the IoT devices are outcomes of an automated program that
follows a certain behaviour model. When these devices are placed in a phys-
ical environment that is dynamic in nature, the static behaviours dictated by
these programs misbehave. Based on these details, it is understood that the
security analytics must be performed on a multi-dimensional aspect [38] that
collaborates data from multiple domains and draws anomalies that could pose
danger in the future. For e.g., a smart thermometer is provided with a program-
ming constraint to open the windows when the indoor temperature rises above
26 degrees Celsius. This condition can be misused by any attacker in close
proximity to the device. The attacker can simply increase the temperature to
activate this condition. In this case, the application must be armed to correlate
from information from other sources like temperature based on location or the
CPU usage statistics and must be able to deduce the false activation done.

Threats:

(1) Insecure software applications/OS: The objective of building an IoT framework
is to collect information from the environment whichwill be utilised by various
third-party applications for analysis and results. When the applications that are
in implementation are framed on weak code or is a victim of misconfiguration,
it becomes a cakewalk for the intruders to causemishap. The clients are allowed
to access the services provided through web interfaces and these interfaces act
as the point of entry to their hosting environment. The underlying code must
ensure that these applications do not provide room for unauthorised users to
peck the data illicitly.

(2) Sybil attack: One node will pose as multiple identities to other intercon-
nected nodes in the network [39]. It is done so to manipulate the system and
to reduce the effectiveness of fault-tolerant schemes. It also influences the
system to generate incorrect reports spread advertisements and spam among
the connected users. It can also lead to more harmful activities like dissem-
inating malware and phishing websites to thieve user’s private information.
Since most of the Sybil attackers behave like legit users, it becomes a difficult
task to weed out such pseudo-identities. They are highly prevalent in social IoT
networks where fake identities are used by intruders to peek into the network.

(3) Middle-ware Attacks: The application layer comprises of numerous services
and applications collaborating to access the generated data and to provide the
intended services to the end user. These applications [40] communicate via
interfaces for a better communication. The same applies for the variety of
IoT devices that have to fraternize to gather data and hence must commune
with each other in a secure way as well. Therefore, different types of IoT
environments interact through a middle-ware [41]. When these middle-wares
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are attacked, the attackers are in a position to gain control of the interacting
applications or the connected devices.

Security measures:

(1) Key Establishment: Constrained Application Protocol (CoAP) has been the
standard application layer protocol and it holds a security binding with the
Datagram Transport Layer Security (DTLS) for protecting the communication
end to end. However, such end-to-end security cannot be ensured because
of the proxies [42] that are to be deployed in between in order to make
the network more efficient and scalable. Hence, OSCORE (Object Secu-
rity for Constrained RESTful Environments) suggested using key exchange
protocol for ensuring security [43] using the Concise Binary Object Repre-
sentation (COSE) for establishing object-based security. This was followed
by a Lightweight Authenticated Key Exchange (LAKE) taking into consider-
ation the resource constrained environment of IoT framework. In accordance
to the above mentioned milestones, EDHOC (Ephemeral Diffie-Hellman Over
COSE) was put forth with the objective of establishing of both end- to- end
security and keeping in mind the lightweight framework. EDHOC is now
being used by various other works with additional features for authorization or
for signature endearing. There have been advancements in the key establish-
ment strategy also in terms of reducing the overhead of the network [44] and
utilization of computing resources.

(2) Against Sybil attacks: Sybil attack is when a node can don various logical iden-
tities and the network is unable to verify whether all its entities are legit. The
defence schemes framed for Sybil attacks can be classified as three approaches
[45]: Behavioural profiling based, Social Graph based Detection and Mobile
Sybil Detection. Behavioural aspects of the Sybil nodes can be used to differen-
tiate them from legit nodes. However, common attributes [46] like befriending,
sharing and liking posts, frequency of posting are all very similar between them
and since other factors like click patterns (Average clicks per session), average
time spent online per login entry, average time spent online per day and the
intermittent time can all be used by a Machine Learning Algorithm to predict
the illegal nodes. The second approach is to identify Sybil nodes from the rela-
tionships between the existing nodes. The objective is to provide a node enough
insights to term a connected node as Sybil node based on its relationship graph.
The well renowned example would be the SybilGuard [47] and its predecessor
SybilLimit [48] that etches the probability of a node being a Sybil node. The
third approach is for networks where the nodes are mobile and a social graph is
not possible. In such cases, mobile channel information authorization failures,
community information can be studied to detect Sybil nodes or cryptographic
signature methods can also be used to authorize a node.

(3) Fighting DDoS attacks: Distributed Denial of Service attack at the application
layer is different fromDDoSattacks carried out in other fronts like pulling down
a device or causing network traffic at the network layer. Here, on the application
perspective, the attack can be carried out on a particular resource like the
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processing unit, storage unit, database itself or the logical sockets involved. The
attackers may use the unauthorized software applications or the programmer’s
negligence to sneak into the system. For example, SQL injection can be used
where the naïve SQL Queries can be used to inject malicious data or even
delete an entire database. Though there are innumerable defence mechanisms
[49] pertaining to the underlying protocols and devices used, simple cautions
can also help like including puzzles like captchas for authorising a user and to
keep away bots, using better secure models of programming and monitoring
the traffic for any extraordinary hikes.

(4) Protection against third-party apps: Smart apps can invade the registered
mobile device by either gaining more facilities than actually committed or
by gaining more commands and attributes that are needed. Hence, the first step
to protect the device against such attacks is to detect the extent of the smart apps
permission using an analysis tool. Various tools have been suggested by authors
to automate this process like the SmartApps [50], which exports a capability
model that mentions the devices and its facilities that an App basically has
the permission to interact and access, which is compared to the commands or
attributes to detect the illegal privileges enjoyed. Another interesting perspec-
tive is to study the flow of information between source and sink of an IoT
app. Tools analyses foul flows by examining device attributes, device specific
information, geolocation information, user specific information and the app
stored variables [51, 52].

(5) User-Level Security: Users can be educated about the importance of security
and usage of anti-malware systems to protect their devices. They can also
setup strong passwords and change them frequently to avoid illegal access.
Unknown links must not be entertained as well since they can be a malware in
disguise. Scholars believe that when users are aware and alert [53], hackers at
the application level can be averted.

2.3 Data Transmission Related Attack

The most vulnerable spot in an IoT network is the process of transmitting data. The
data gathered by the edge devices are to be sent to the remote cloud for further
analysis. Intruders aim to attack the network’s privacy and integrity. Attacks on
account of the data transit is mainly due to the distant access and remote exchange
of data.

Layer: Information forwarding or routing of data to various centres over the
internet is being carried out by theNetwork layer. Internet gateways, switches, routers
and cloud computing infrastructure are a part of this layer. The network conges-
tion, data being transmitted, traffic management resources can be exploited by these
intruders for malicious purposes. Another issue comes from the fact that devices in
interaction do not follow standard protocols of security and sensitive sensory data
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is being transmitted between them [54]. The protection of such data and the devices
that are involved is very crucial.

Features:

1. Data correlation: IoT devices are increasing in number because it makes life
easier for their owners but in-turn holds critical information about them. This
strong correlation between the devices and their users is a striking feature of the
IoT technology and also is a hurdle to cross over. Our digital devices are given
permissions to control intimate information like our heart rate, blood pressure,
our home’s temperature, places we have visited, miles walked and food eaten.
The applications depend on the data collected by these devices and they are to
be transmitted to a remote server for analysis during which it can be stolen or
replaced. There must also be a regulation that will instruct the use of this data
by the server providers since they can be used for illegal profits by selling it to
third party advertising agencies.

2. Cross-Domain Networking: Devices such as wearable devices, smartphones
and smart vehicles work in a mobile environment and hence they cannot stay
connected to one stable network. Theywill have to hop from network to network
to stay alive. This characteristic can be used by the intruders to inject malicious
code through these networks to catalyse the spread.Hence, to tackle such threats,
cross-domain network identification and trusted permission protocols must be
in place. When data is carried from one network to another, the authentication
of these devices, data privacy management and data source identity protection
must be monitored.

Challenges-Operational Level: The prime challenges regarding security during
data transit are in two aspects- ability of the network to ensure security in any case of
failures and the capability of an IoT system to remain functional during unexpected
shutdown of nodes.

(1) Security at any cost: As mentioned above, security is indispensable in the
network layer both to the data being exchanged and the communicating devices.
The network layer must have an overlaid security counter-attack as multiple
devices communicate. This security measure must be resilient to attacks,
meaning, it must not be compromised however the devices are subjected to
attacks.

(2) Fault-tolerant: With the physical devices being placed in external conditions,
they are prone to either physical attacks or malfunction which makes the data
acquired unreliable. In that case, the network must be able to carry out its
destined work even one or more devices are down. Such occasional misbe-
haviour or malfunctioning of these nodes must not hamper the functioning of
the system.

(3) Anomaly Detection: Provision of an extra layer of security in case of device
infection comprises the anomaly detection component. The large number of
connected devicesmakes it almost impossible to provide such protectivemech-
anisms. The analysis report published by Nokia [40] on the detection of botnet
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activity and it evolution states that around 78% of the network activity was
performed by the botnets and not the legit users. There can also be a false
positive scenario where the security mechanism itself may pop up incorrect
detection of malicious nodes due to the lack of background information. The
restricted access that is implemented on the devices are not sufficient for
determining its authenticity.

(4) Traffic monitoring: Some security mechanisms need information about the
connected devices to perform malware detection during data transmission.
The information needed is the identity of the source of the data to authenticate
the packet before it is transmitted in order to avoid packets from unauthorised
nodes. If such malicious packets enter the stream, the bandwidth can be taken
over and DoS attack results. Hence, it becomes a challenge to perform security
assessments before data is transmitted over the network and malware removal
rules need to be framed.

(5) Traffic traces: Apthorpe et al. [55] has proved that a network traffic monitoring
application can access sensitive data about the communicating devices. They
claim that traffic monitors can derive the number of unique devices connected
from the service payload of the destination or the IP addresses of the gateway
to the cloud or third-party apps. Secondly, the identity of these devices can
also be revealed based on the DNS queries of each individual packet. Another
concern is that based on simple receiving and transmission rates of each stream,
the possible user communications can also be revealed [56].

Threats:

(1) Protocols-based attacks: Network transmission of the packets from a source to
a destination always involves standard communication protocols that enables
the identitymanagement of the connected devices and routing of packets. There
are sub-protocols that take care of specific actions in the transmission process.
One instance would be the Neighbour Discovery Protocol (NDP) used in IPv6
that is employed for identifying the nearby devices’ physical addresses, address
resolutionmaintenance and detection of node duplication [57].When this oper-
ation is under execution, there must be a proper authentication mechanism to
avoid DoS attack, since these identified nearby devices can be compromised.

(2) Replay Attacks: When the packets are being transmitted over the network,
there arises a situation where the IPv6 packets have to be fragmented for
mapping into a predefined frame size according to the IEEE802.15.x standard.
These packets have to be reconstructed in order in the destination devices.
This situation can pose a serious problem for the destination device in terms
of buffer overflow or device rebooting. But a more serious issue will be that
it opens up an opportunity for the intruders to inject malicious fragmented
packets causing the Replay attack [58]. The packets in transit can be subjected
to manipulation or can be replaced if the security front is weak.

(3) DoS attack: When the service providers are unable to serve the legit users due
to exploitation of the available resources by intruders, we term it as Denial
of Service attack. During packet transmission, there are various chinks in the



124 R. Tanya and B. J. Chelliah

process that can be misused by attackers. The first scenario is when the desti-
nation device runs out of buffer space for incoming packets. Every device that
is communicating possesses a buffer to receive packets that are being sent and
when the attacker sends in incomplete packets [59], this buffer space runs out
and hence results in a DoS attack.

Second scenario that can potentially cause aDoS is session hijacking. The commu-
nicating devices enter into a temporary established interaction time known as a
session, during which more than one messages will be interacted. DoS attack can
be launched by trying to keep the session open [60] by continuing forge message
forwarding. Since the session is still on, the legit devices will try to re-send the
packets thus causing other devices to wait for their opportunity.

(1) Sinkhole Attack: Every network employs a routing protocol that provides the
optimum path for the sender to forward packets to the destined node. When a
malicious device is provided the access to the network, it resorts to tampering
the routing tables and provides different routes for the packets to the destination
[61]. When this is accomplished, these devices will be able to alter the data
[62] gathered by other devices in the network and can also modify even the
packet payload or cause delay by dropping a fake message.

Security Measures:

Encryption: The major objective of encryption is to maintain confidentiality during
transmission of data. When encryption is implemented, it can avoid any intrusion or
possible eavesdropping during the transit of data. Owing to the attacks mentioned
above related to data transmission, the final resort of the intruder is to capture the
transmitted packets and utilize it, however this can be prevented by encrypting the
data. It is the process of converting the normal message into a cipher text using hash
function that can be reversed using a secret key. Encryption is broadly classified into
symmetric and asymmetric. In symmetric encryption, the same secret key is used for
both encryption and decryption, whereas in asymmetric mode, each receiver needs
a private key that can be derived from the shared public key. The issue with the
symmetric mode is that the key in itself must be transmitted in a secure manner to
maintain the objective of secure transmission. If the intruder gets hold of the key,
the transmitted file can be well decrypted into the intended message. Beyond these
classifications, encryption algorithms can also be classified into stream and block
ciphers. The variation between these two lies in the way the data is converted into
ciphers. In stream cipher, the encryption is done one byte at a time or one bit at
a time, whereas, in block ciphers, 128 bits (one block at a time) is encrypted at a
time. Block ciphers prove to be better than stream ciphers if the size of the file is
known. However, stream ciphers must be the choice if the plain text is sent in a
continuous stream. The strength of an encryption algorithm lies in the size of the
key. Any Encryption algorithm is subject to brute force attack, where the intruder
resorts to trying out various combinations of codes to try and crack the shared key.
The length of time that it can withstand such efforts, measured in millennia, decide
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how strong the algorithm is. Some of the widely used efficient encryption algorithms
are compared in Table 1.

(1) Protocol attacks countermeasures: As mentioned above, standard protocols
are used for data transmission which provides loopholes for the intruders to
attack the system. There are also some customised protocols for resource and
power constrained wireless networks like the RPL which is a routing protocol.
MQTT (Message Queue Telemetry protocol) is a lightweight protocol that
enables two devices to communicate with each other by means of a simple
publish-subscribe messaging method. Though security for these protocols can
be enhanced using a SSL/TLS and certificates, it becomes cumbersome due
to the heterogeneity of the connected devices and the storage considerations.
Thus, a more dynamic, robust security mechanism is required as a counterpart
for these kind of attacks based on protocols.

(2) Attack detection: The first step would be to keep detection strategies in place
[87]. The approaches undertaken for such detecting are classified into four
categories:

(3) Signature based detection—the pattern of the attack when it occurs, is stored
in the Intrusion detection database, so that when a similar attack occurs in the
future, the attack is identified beforehand.

(4) Anomaly based detection—Any deviation from the normal behaviour of the
network is introspected as an attack. At several intervals of time, the activity
of the system is compared to the standard activities of the network and any
discrepancies found will be investigated for a possible attack.

(5) Specification based detection: Any networking system will hold certain speci-
fications or features like the components involved, routing tables, protocols
followed and communicating nodes. Each of the component has its own
features defined based onwhich, any divergenceswill be classified as a possible
attack and an alert is given.

(6) Deep Learning Approach: Various Neural networks like RNN (Recurrent
Neural Network) [88], SOM (Self Organizing Map) [89] can also be used for
detecting attacks based on the knowledge base built. These detection schemes
are dynamic and adaptable to the environment. These systems are capable of
identifying varied types of attacks like sinkhole attack, DDoS attack, wormhole
attacks and any other anomalies that may occur.

(7) Countermeasures: Routing protocols may give rise to various attacks [90] like
blackhole attack (packets being dropped), grayhole attacks (packet being selec-
tively forwarded), wormhole attacks (twomalicious nodes conniving to receive
packets from the network), sinkhole attacks (intruder advertises as the next best
hop and receives packets) or node replication attacks (Clone attacks) [91].Apart
from these attacks, false routing information can be circulated to the neigh-
bouring nodes, the network can be divided ending in cutting off communication
between two legit nodes or messages can be forwarded in a loop resulting in
depletion of energy and resources. Some of the defences built against such
attacks prove to be worthy.
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Regarding hole attacks, a number of strategies have been developed by various
researchers. The solutions have been identified on different levels like nodes level,
topology of the network, routing algorithm and so on. Researchers suggested to equip
the routing algorithm in itself to detect and avoid the possible holes in the network
[92] or utilize a honeypot to lure the attackers/hole nodes or to study their behaviour
pattern [93, 94]. Other possible front is to choose the right topology [95]. Authors
have taken up a survey on detection of balckholes [96] in relationwith the topology of
the network used and have come up with a solution that mesh topology can withstand
hole attacks better than other topologies. Another arena under research is to use an
external node [97] purely for the detection of such holes and to report to a master
node that will remove the suspected node from the network [98].

2.4 Data Storage Related Attack

Data gathered by the sensors and devices are sent to a remote server to be analyzed.
This data must be stored in order to perform such statistical analysis and must be
protected in this state from intruders. Data centers that hold such critical data must
be given a layer of security in-order to keep away intruders.

Layer: The support layer of the IoT framework aids the various services offered by
the application layer. The layer in focus performs two major functions—Storing data
and Analysis of data. Data received from the IoT devices are stored for further anal-
ysis. This analysis includes data accumulation, data reporting, data mining, machine
learning and data science. Identification of the owner of the data and being notified as
to when the data loses its value is an important challenge to be addressed. Centralized
data centres, remote cloud systems play a huge role in the effective working of an
IoT network in providing the required services which calls for their inclusion in the
security umbrella.

Features:

(1) Massive data collection: The amount of data generated, collected, transmitted
and analysed is enormous. This serves as the primary target for any attacker that
looks to exploit the system. Malware attacks few interconnected devices and
engages as botnets to infect the network it is connected to. As public networks
of IoT devices increase, the botnets would look to infest the infrastructure that
will gravely impact the social security. Botnets are also capable of launching
Distributed Denial of Service Attacks (DDoS) remotely in a large scale [37].
Detecting these botnet infections becomes extremely challenging because of
the power constraints and the lack in system defence in low-cost devices. Since
detection is an issue, stopping the spread becomes a greater challenge.

(2) Access Model: Data that is collected through the IoT physical layer must be
kept secure from unauthorized access from other collaborating agencies. Data
can be stored in a data lake in its native format till it is needed for analysis. Such
critical data can be stolen or sold illegally to marketing agencies for making
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profit. It can also be used against competing agencies or organizations that
are stakeholders. With various governments also embracing smart applications
that hold sensitive citizen data, proper access permissionmodel becomes indis-
pensable to ensure data privacy. The permission model must also be scalable
as the data lake increases.

Challenges-Operational Level:

(1) Intrusion-free: As stated above, the data gathered by the IoT devices are stored
in the remote servers for analysis. The data generated must be transmitted over
a network and must be made sure is free of any illegal alteration. The integrity
of the data must be maintained during transmission and verifying the purity of
data is a major breaker.

(2) Access control: Data in storage will be used by different parties for different
purposes. Access control continues to be a huge obstacle to be dealt with.
The first level of users, to whom only the result is to be expressed must be
kept away from the background data based on which the solution was derived
[99]. Privacy of the data must be ensured both during the storage and during
the transmission. Access to the client’s critical information must be strictly
monitored by the security structure in place.

(3) Identity Concealment: Several stakeholders collaborate to utilize the informa-
tion available and it is necessary that the source of this datamust not be revealed
to other users. The identity of the source of the data must remain concealed to
third parties to maintain the privacy of the contributing users and to avoid any
intrusion into such users’ personal information.

Threats:

(1) Fabrication: Data is stored in large amount in the cloud, transmitted from the
lower end devices. Intruders willing to attack the network look to alter the data
stored [28]. Information uploaded by the IoT devicesmust be stored intact even
in a shared cloud environment. This again boils down to the access control of
users sharing and contributing data. When the identity of a legit contributor is
hacked or duplicated by an intruder, it can prove to be disastrous. The intruder
can access and falsify the data stored.

(2) Data Breach: Large Scale data storage leads to a large consequence when
data is breached. Data is said to be breached when an unauthorized or illegal
location of data is done and the valuable data is stolen. This call for an upscale
of security [100] on the user, owner and cloud service part.

(3) Data deletion: When multiple users share a piece of data in the cloud and some
of the users request for deleting the same, data must be deleted safely. The
data must not be deleted for all, but the access provided for the ones who have
requested must be cut-off [101]. Intruders can take advantage of this policy to
delete some data illegally. The prime solution is to delete the data completely
only if the owner requests for deletion.
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Security Measures:

(1) Encryption: Encryption has been proved effective in protecting the data stored
in the cloud as well. The idea is to transfigure the original data into unreadable
data using a key that is formed as a result of some pre-defined algorithm.
There are innumerable algorithms [102] that vary in their core concept but the
objective remains the same. Some encryption algorithms employ the user’s
identity information itself with the key so that it serves as user authentication
as well. Others made use of an additional attribute set that only when matched
will allow the users to access the data. Caution also has to be taken to safeguard
the storage of this key and the transfigured data.

(2) Blockchain: Blockchain enables secure communication between two non-
trustees without the aid of a third-party or a mediator. The data is identified in
terms of a transactions in the form of a connected chain which when disturbed
notifies malpractice [103]. Introduced for the security of cryptocurrency, it
has now found its way to other domains as well where security is needed. It
overcomes a lot of hurdles faced [104] in IoT Security like

(i) Increasing the trust between the communicating parties since each of
them can have an unaltered record of transactions.

(ii) Data integrity since there is no way to alter the blocks without
recalculating the ensuing block’s hashes

(iii) Brings in peer-to-peer communication because it eliminates the need of
a centralized node and hence the speed of exchange increases

(iv) Identity Access Management (IAM) of contributing devices since
Blockchain employs authorized User Registration andmanagement and
Ownership Management

(v) Data privacy using Smart contracts. Smart contracts are nothing but an
access treaty stating the permissions provided for each of the parties.

(3) Cloud Decentralization: Cloud models have always followed a central-
ized structure with multi-tenant architecture. However, decentralization (i.e.)
moving the processing entities closer to the data contributors have been studied
and they seem to have a good impact [105] on the security considerations. Tech-
nologies like Edge computing employing IoT-Edge devices, Mobile Cloud
computing known as Cloudlets and usage of Virtual Machines are different
approaches with the objective of decentralization owing to improved latency,
reduced traffic, reduced delays and better resource utilization. Even though, this
reduces the attack plane of the cloud, it does increase the vulnerability of each
individual device interacting. It can be reduced by instantiating peer-to-peer
communications driven by certain policies in place.

(4) Trust Assessment: IoT networks seek the help of a cloud setup due to lack of
computing and storage capabilities. The cloud in turn adopts the security and
trust issues of the IoT network. There are innumerable Cloud Service Providers
who offer various kind of services, but the trustworthiness of these services
must be verified before interaction. The trust assessment models in general are
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Fig. 3 Security fronts to be monitored

with respect to the service features like reliability, security, availability and
scalability. Since it does effect the efficiency of the security front of an IoT
framework, several factors like cost, time, QoS parameters, feedback ratings
are displayed to the Consumers to help them choose the best candidate.

3 Summary

IoT frameworkhas opened the networking front to anydevice that is usedbymankind.
However, when trying to upscale, security becomes a major concern since it has to
handle sensitive data (Fig. 3). Owing to the architecture of an IoT framework, security
concerns have been studies under four categories: Device-level, Applications level,
During Data transmission and Data storage. The desirable security features with
respect to that category along with major threats and some well-known solutions
have been showcased.
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Abstract People with challenged vision (both permanent and temporary) face
several difficulties in their everyday life. A person having visual impairment may
not differentiate between colors, which is an essential part of work in several indus-
tries such as Ready Made Garments (RMG) sector where sorting cloths based on
color is essential. This work represents a more improved version of our previous
work which was a demonstration of a talking color detecting device for blind people.
Obstacle facing and fall occurrence are very important issues for visually challenged
person that are addressed in this chapter. The proposed device uses the latest hard-
ware components including upgraded Central Processing Unit (CPU) and sensors
for IoT and cloud-based architecture that can detect color and obstacle efficiently.
Moreover it gives notification regarding color and obstacle in multiple languages to
visually challenged person. The device also sends fall notification through internet
to the caretaker of the visually impaired user in case of fall detection, which is an
added key feature of this work.
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1 Introduction

Eye-sight impairment is a constraint in case of functioning of the eye. As mentioned
in [1], the visual nerve system and persons having eye-sight impairment refers no
vision in both eyeswho has a visual acuity less than 6/60 or 20/200 in Snellen chart [2,
3]. According to a statistical research on blindness by WHO considerably more than
285 million people are struggling from visual impairment which includes blindness
and low vision and unfortunately 87% of that total live in regions like Bangladesh
[4].

The study also focuses on the opportunities of the visual impaired people that blind
people usually regarded as burden to own family and to the outsideworld the disregard
is out of world and unfortunately these people have extremely fewer possibilities to
earn their very own livelihood. Generally this scenario has been observed in the
underdeveloped countries while rich and developed countries provide at least more
opportunities to them [5]. In case of childrenwith visual impairment the sufferings are
more noticeable as they are being excluded from the opportunity of getting education
as well as other basic rights [6].

Color detection ability is an important privilege that seems not so important in a
relative look which also can be a strength to some people in their daily life. Countries
like Bangladesh, China, Vietnam, lot of people are gaining their livelihood through
apparel along with clothing manufacturing garments in which cases visually impair-
ment of a person can be a great hindrance while working, consequently making their
livelihood. In these cases the opportunity to work in such a place reduces if they
don’t have the ability to detect and differentiate color. Also, color detection ability
is benefited most for children for their education purposes.

Technological innovations have been becoming a hope for helping them in recent
times in case of inability to color detection or even helpful for completely visual
impaired person, although the concept of the assistive devices for the blind is actually
not so traditional [7].While reviewing the previously developedproduct, several blind
assistive devices were found for color detection such as Color Talk [8], Coloresia [9],
Colorino [8], Color Teller [8], Speech-master Talking Color with detection system
[10], ColorTest 150 [8]. Some blind guidance systems have also been reviewedwhich
are Sonar Glasses [11], iSonar [12], Smart walking stick [13], The GuideCane [14]
and The NavBelt [15]. Some key limitation of these devices is not having speaking
ability into multiple languages, IoT Connectivity andWearability. Most importantly,
no devices have been developed with both two features into one single wearable
device with IoT connectivity. Also, there was no fall detection feature in any of the
mentioned devices which is a very essential feature for any blind or disables assistive
devices.

In authors’ previous paper [7], a new architecture has been suggested in preceding
researchwork [7] that canpronounce thenameof numerous colors in bothEnglish and
Bangla. This proposed architecture will help the blind people to recognize different
colors in their real life and workstation. A new architecture has been proposed with
current advancement of Internet of Things (IoT) and its wide variety of application
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in advance embedded system design. The suggested architecture incorporated with
IoT and sensors to provide various features to identify ‘fall’ for the blind person. In
addition, an obstacle avoidance unit has been added with proposed architecture to
avoid collision and accident. The prime features of this proposed design is that all
kind of warnings will be given as human vocal sound.

The book chapter arrangement has been organized in the following manners.
The section discusses the architecture and methodology, the third and fourth section
illustrates the software and hardware improvement, the fifth section represents the
working principle and algorithm of the proposed system and the last two sections
represent a comparison among earlier developed devices and the suggested system
along with the conclusion following with the future scope of the work.

2 Review of Literature

Conducting activities of daily living for blind people, such as reading product labels
and identifying currencies, can be difficult due to a variety of obstacles [16]. It demon-
strates that a low-cost wearable device is accessible for anyone who wishes to take
their phonewith them.Dynamicmulti-ability routing and an automatedmulti-lingual
context are also in the works as are new innovations in dynamic routing [17]. Recent
year research has also discovered that the relevant community is moving forward by
providing new problems and scenarios ranging frommulti-lingualism to driving. One
may envision a blind person approaching an intelligent system who is knowledge-
able in appropriate fields such as human–computer interactions, ubiquitous/wearable
data processing, and so on, as depicted in [18]. Along with the growing diversity of
wearable technologies, electronic food diaries and mobile applications enable users
to keep a more detailed record of what they drink and eat. Yet there is a lot of scope
for the future because of new technology in the health sector such as smartphone
applications, smartwatches and sensors. Is the app accessible to disabled people (e.g.,
screen readers for blind people, closed captioning for deaf people) [19]. The current
generation of smart assistants, which are embedded in home listening devices, smart-
phones and wearables, has developed over the last few years. The next generation
of wearable devices straddles the boundaries between conversation and technology.
Braille is a written language used by blind people to write and read, and it is similar to
the language in which they communicate [20]. Recent technological advancements,
such as deep learning-based speech identification, have enabledmore accurate results
to be obtained. The acoustic environment created by wearable gadgets was measured
using a wrist-mounted device that was specially constructed for this purpose. As a
result, both classifiers were unable to determine the group status of any of the partic-
ipants [21]. Many surveys illustrate the relationship between humans (citizens) and
computers (for example, wearables such as smartglasses). The survey allows users
to connect to smart urban entities by utilizing augmented reality smartglasses (a sort
of wearable computer). With these intelligent glasses, one could take his or her eyes
off the road for a split second.
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It is proposed that a variety of bus recognition systems be developed in the field of
computer vision research, as well as in other domains; However, the majority of them
employ sensors and active devices, such as RFID (Radio Frequency Identification),
GPS tracking systems, Beacons, and so on. In the field of vision-based techniques,
Wongta [8] developed a system that recognizes bus numbers by using MSER (Maxi-
mally Stable Extremal Regions). Instead than only finding the required texts in an
image, their technique detects all of the texts in the image as well, for example the
bus number. Guida et al. [9] developed a framework regarding bus route number that
uses a number classifiers together including adaboost in order to determine any other
items present at the very front of bus and some repairs are done to the recovered
characteristics to get restored numerical value. The object is therefore transformed
to Saturation, Hue, Value (HSV) colorspace, after which each numeric or digit value
is partitioned.

At the end identification of digits was done via Optical character Recognition
(OCR) and voice of the user is produced as the output. The proposed face detection
framework by Viola and Jones [10] has three main contributions, namely integral
images, boost and cascading classifiers, which is a simple and efficient way to detect
faces from binary images. Bus detection system proposed by Pan et al. [11] helps
the visually challenged people. It uses Histogram of the oriented gradients to extract
features from bus images and for detecting the bus facade in frames of windows
via a bus classifier a cascading Support Vector Machine model is implemented. To
support the visually impaired person Tsai and Yeh [12] introduced a process for
bus detection. The functionalities of that process contain detecting the moving bus
as well as the detection of bus panel and also detecting text from the text region
of the bus panel. The process showed high accuracy when features were extracted
from different frames of the video as it uses the method of MAFD (Modify Adaptive
Frame Differencing).

Bouhmed employed an ultrasonic sensor and camera in a walking cane to sense
hazards in the path and communicate this information to the blind in [13]. Themodule
creates output via voice. Zahir et al. [14] implemented a prototype of a wearable
head-mountable device by adapting Virtual Reality glasses with ultrasonic sensors
and HC-SR04 since it takes the least amount of time to detect and can discover
hazards over a longer distance. Arduino is used to creating the prototype. Ani et al.
[15] established a voice-assisted text-reading system that works with eyeglasses.
A camera is incorporated into the eyeglass to obtain an image, and text is retrieved
from the image usingTesseract-OCR. For TTS,OpenSoftwareE-speak is used.Khan
and Khusro [16] presents a method for end-to-end real-time scene text localization
and recognition, with “false positives” demonstrating the resilience of the suggested
method against noise and poor character contrast. Murdoch et al. [17] introduces
a Convolution Neural Networks (CNN) model for detecting English and Thai text
from natural scene photos with higher accuracy than earlier approaches. Dengel et al.
[18] describes an approach for extracting multi-script text from natural scenes that
uses the collaboration of proximity and similarity rules to generate text-group predic-
tions. Chawla et al. [19] investigates the topic of finding correspondences between
two photographs taken from various perspectives. To support the blind, a variety of
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procedures and unique concepts have been offered. The majority of these systems
are dynamic, which makes them easier to use in real-time. Our proposed solution is
designed for real-time application and relies on video recognition rather than image
capture. Because the bus arrival and waiting time are continually changing, every
frame must be checked rather than just single image snaps, which would be less
effective in detecting the bus and bus board. The suggested system can be connected
with any existing arrangement with components that are nearly identical, or it can be
constructed as a standalone system with any additional route number characteristics
added.

3 Methodology and Architecture

The system has two main units. Each unit has several sub-units. The main two units
are listed as:

1. Sensors and IoT section
2. Cloud server section.

A 8-bit micro-controller is used to develop the system in the previous design [7].
The design adopts simplicity in order to develop the efficiency. In latest studies [21,
22], several experiments are utilized with 8-bit based micro-controller. It is under-
standable why Atmega 328P is not worked as efficient device for the systems. As
BLE and WiFi plays an important role which misses out in the chip. The missing
features leads to no connectivity function with IoT base architectures. A supple-
mental Classic Bluetooth module is recommended in the study as well in order to
use in previous research [7]. The purpose is to deliver the Bluetooth connectivity.
Although it cause greater power consumption that cause a big negative aspect for any
wearable device. 8-bit micro-controller has its additional supplemental constraint. It
demands additional Wi-Fi module in order to supplyWi-Fi connectivity. The feature
eventually enhances the power consumption along with the cost of the production.
In this chapter, a micro-controller featuring Wi-Fi and BLE has been propositioned
so that the elimination of an auxiliary Bluetooth and Wi-Fi module can be achieved
as well as a gentle cut in the power consumption through the adaptation of this chip.

One of the significant challenges for visually impaired users is the perception of
the colors that have been presented briefly in our earlier paper [7]. A color sensor
had been suggested to not only recognize the colors but also to adapt the name of
them in dual language from the pre-stored audio data in the storage of the system.

A color sensor with a similar concept has been utilized in this chapter to identify
the colors and transcribe them inmultiple languageswith the help of various linguistic
data packs stored in the cloud. The alternative language pack can be updated using a
smartphone that will necessitate the participation of a caretaker but will allow users
from other countries and languages to use the gadget in their native language. One
of many significant features is the ability to listen to the audio using both wired and
wireless headsets as well as existing sound systems.
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Our earlier design could only detect colors with the use of a color sensor and had
no other capabilities that could assist a blind person. When working on an earlier
version of this chapter, the author suggested and created a blind assistive robot that
employed an ultrasonic sensor to identify obstacles and allow blind people to walk
beside the robot. A speech alarm, as well as vibration alerts, have been used to
implement this obstacle avoidance system, which makes use of an ultrasonic sensor
and a small motor driver in conjunction with the motor to create vibration.

Falling while walking or moving is a regular occurrence among blind people, and
it can be observed in many different situations. Some falls can be dangerous, and
recovering from themmay necessitate support from others. As a result, those respon-
sible for the care of blind people should be aware of their deteriorating condition. A
fall detection feature has been introduced to this chapter, and the caretaker will be
notified whenever a fall occurs. The basic block diagram of our suggested system is
depicted in Fig. 1.

Fig. 1 The block diagram for the prospective system’s architectures
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4 Hardware Development

4.1 Microcontroller Unit

A 32-bit based micro-controller known as Node MCU ESP-32S has been proposed
to be used as core micro-controller for our proposed system. NodeMCU ESP-32S is
considered as a high-performance micro-controller for developing IoT based system
as it is equipped with industrial grade specifications and able to perform efficiently
for better integration, wireless transmission, lower power consumption and better
network connectivity [22]. It is powered with ESP32 chip that is considered as a
scale-able and adaptive chip. A principal feature of NodeMCU is that it has two
CPU cores that can be controlled individually along with the capability to adjust the
clock frequency from 80 to 240MHzAnother main feature of this micro-controller is
that it can be operated without having any additional power supply unit and featured
with ultra-low power consumption [3]. The module is also featured with traditional
Bluetooth, Bluetooth low energy and Wi-Fi (802.11n @ 2.4 GHz up to 150 Mbit/s)
along with other popular data transmission protocol of I2C, SPI, and UART that
makes it very suitable to construct IoT based system.

4.2 Sensor Unit

Different sensorz require to be interfaced with the micro-controller unit to achieve
different goal of the proposed concept. The three main goals are to detect colors,
obstacle and fall. Assistive Navigation Application for Blind People using a White
Cane Embedded System and sensor unit is also reported in [22].

4.3 Color Sensor

The TCS3200 colour is a Programmable colour light-to-frequency converter that has
ability to convert light intensity to frequency and it allows optimized output range.
The operating process of TCS3200 depends on Photodiodes which can detect colour
when Light from the LED of the sensor is shone above the subject placed in front
of the sensor. Three different values of red, green and blue colors are obtained by
generating a square wave of 50% duty. Different logic permutations for three colors
value are utilized along with various pulse provided from the micro-controller [4]
to detect color. Similar color act with A finger wearable audio-tactile device using
customized color tagging is reported in [23].
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4.4 Obstacle Avoidance

HC SR04 is a ultrasonic distance sensor that need to be interfaced with ESP32 to
detect obstruction in front of the user by with assistance of non-contact measurement
functionality. The main feature of this sensor is that accuracy is up to 2–400 cm by
utilizing Trig and Echo, but the ranging accuracy can be reached up to 3 mm by
transmitting a ultrasonic signal and detect incoming output [5]. The sensor module
is featured with additional control circuit to prevent inconsistent “bouncy” data that
may cause false distance measurement.

4.5 Fall Detection

MPU-6050 is one of the first Motion Tracking devices that has been constructed with
feature of lowpower consumption alongwith the ability to providehigh-performance.
It consists of 3-axis accelerometer, a 3-axis gyroscope and a motion processor that
has capability to establish communication through I2C communication protocol.
The main feature of this module is that it has capability to carry out complicated
6-axis motion detection that is required to detect the fall of the user [6]. A Fine-
Grained Indoor Fall Detection System With Ubiquitous Wi-Fi Devices is found in
[24], Contact-less fall detection for the elderly in [25]. Also, A Distributed Fall
Detection Architecture Using Ensemble and machine Learning is mentioned in [26–
28] (Fig. 2).

4.6 Alert Generation in Multiple Languages

The proposed system will have multilingual supports and the function to acquire
the multilingual support requires to have a cloud server. The language files will be
stored and updated to the clod server from where it required to be downloaded and
and stored into a SD card storage that will be interfaced with the system.

The process to download and update the languages audio files requires the support
of a an app that can be installed and run to an android powered smartphone. The
app should have the capability to connect with hardware with the support of lowe
power Bluetooth. Another approach can be developed to directly download the audio
files to the assistive device with the help of built-in WI-FI of ModeMCU module.
Also, a different methodology can be developed where audio language files will be
downloaded to the smartphone with the help of the application first and sync up the
assistive device with the latest audio files through Bluetooth. SD Card Module will
be attached with the assistive device via SPI communication protocol [7].

Vibration alert will be generated when the assistive device will detect any kind
obstacle and a vibrating Mini Motor Disc need to be utilized with ESP32 to achieve
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Fig. 2 The diagram of hardware settings for the proposed system

this goal. Low powered motor needs to be interfaces that can be operated with 2 V
current (40 mA) to ensure higher operating time by the assistive device.

4.7 Power Supply Unit

lM7805 & LE33 were used to build the power supply unit for our previous devel-
opment. But the need of using a separate power supply has been omitted for our
current proposed assistive device as we are using NodeMCU featured with built-in
power supply to convert 5 V into 3.3 V for different sensors and other components. A
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lithium changermodule known as TP4056 requires to be interfaced to have projection
against Dual Functions and recharge the battery.

5 Software Development

One of the significant features of using ESP32 based NodeMCU that different
programming languages like Lua, Python, Java, Ruby can be used to program the
device. To achieve our goals for our proposed system, the most convenient is to
utilize C++ based Integrated development environment that is familiar as Arduino
IDE. Arduino IDE has rich collection of libraries and modules for most of the avail-
able sensors and components. It removes the need to create additional library for
each component from scratch. Another option is to use Micro Python an object-
oriented powerful programming language based on Python for NodeMCU but it, but
C/C++ based firmware can ensure faster compilation compare to Micro-Python for
IoT based software development. Programming flowchart of the proposed system
is demonstrated in the figure. The hardware requires to be initialized at starting
to ensure the functionality of all components. Following the initialization process,
the system requires to verify the selected policy by the user, which is determined
through a select switch for choosing a specific policy among from several policies.
The selected policy will run and determine the system functionality. The program
requires to check and verify if the the policy has been changed by the users and in
case no change is detected, the program will continue running the same policy. The
program can change the policy based on the user selection. Policies are described
below:

Policy 1: The policy 1 has been developed to run with full capability thus it
utilizes higher power consumption. All the features are enabled that causes to run all
the sensors and modules as weak as allow to enable all features. The user can detect
color, obstacle, and fall. Performance efficiency of the proposed assistive device will
be at the highest level although power efficiently will reduce significantly compare
to the other policies. It can also be configured as the default policy when the assistive
device system will be operated without any user’s specific selection.

Policy 2: The policy 2 will be developed to have higher power efficiency by
reducing power consumption through enabling selected features of obstacle avoid-
ance and fall detection. The policy has been design with consideration for those users
who don’t requires to utilize the color detection always. This policy will allow to
have lower power consumption compare to policy 1 as well the performance accu-
racy will be lower than he policy 1. Policy 2 will have higher operating time compare
to policy 1.

Policy 3: Policy 3 will allow t user to use only color detection and thus it will
have lowest power consumption compare to policy 1 and policy 2. The main reason
to design such policy is to provide user flexibility to use only color detection with
higher operating time. As the power consumption will be lowest, it will also have
significant affects on performance accuracy (Fig. 3).
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Fig. 3 The flowchart for the
programming of MCU

The flowchart of the programming is illustrated in the following figure. In the
initial stages, the hardware will be initialized. After the initialization procedure, the
system will verify which policy has been chosen. There is a configurable selective
switch for a different policy. According to the specified policy, the program will run
the policy. During the process, the program will always check whether the policy
has been updated or not. If it is not modified by the user, it will continue to run, or
else if the policy change has been identified, it will alter the policy according to the
user’s choices.

Policy 1: In policy 1, all the components are active, and all the functions may
be concurrently performed. The user may detect color, impediment and fall. Power
consumption will be high but the performance efficiency of the device will be at
the optimum standard. It will be also the default policy when the system would
commence without any user’s option.

Policy 2: In policy 2, only obstacle avoidance will be triggered together with fall
detection. As perceived that users may not always wish to utilize color detection
rather it is easy to use the device for obstacle avoidance and fall detection. This
strategy would generate medium power usage combined with medium performance
accuracy.

Policy 3: In this policy, the user will be allowed/permitted to Turn/switch on the
color detection alone and the rest of the two features will be turned off. The user may
activate this policy when he needs color detection just and does not require for other
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two features/functions. The policy will create reduced power consumption as the
performance accuracy will also be relatively less compared to the other two policies.

6 Working Principle and Algorithm

6.1 Color Detection Algorithm

The colour sensor module is equipped with 8 × 8 array of photodiodes, where
16 photodiodes are having blue filters, 16 photodiodes are having green filters and
16 photodiodes are having red filters, and 16 photodiodes are having clear or no
filters. Optical measurements is being executed utilizing small-angle incident radia-
tion with assistance of an optical source. The basic principle of working functionality
of a colour sensor is that it has capability to converts different colour into different
frequencies. TCS3200 module is utilized to get the frequencies generated due to
Green, Red and Blue filter of the object by allowing specific filter actives. Different
logic and conditions have been developed to detect different colours. TCS3200 is
featured with 5.6 mm lens that can operate with better functionality for the area
of 1” and 1 1/16. There are two logic inputs known as S0 and S1 for controlling
Output-frequency scaling that allows the output range to be optimized for a different
kind of measurement method. The functioning procedure of TCS3200 module has
been shown in Fig. 4. Duty cycle, time period and frequency are determined from
the below-mentioned equation [4].

The duty cycle of square wave T, TH = TL (1)

Time Period,T = 2 TH (2)

Fig. 4 The working principle of a color sensor (TCS3200)
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Frequency = 1/2 TH (3)

NodeMCU will detect the colour based on the logic created and the assistive
device will find the selected language file and generate the sound of the name of
the color in that selected languages. However, if the selected languages files are not
available in the SD card module, the system will try to found it from cloud server
through the application and if the sound file is found, it will be download it from the
cloud server. The output audio sound can be heard into the attached wired or wireless
headphone.

6.2 Obstacle Avoidance Algorithm

An ultrasonic sensor attached with the assistive system to transmit a high-frequency
sound pulse to detect the distance between the user and the obstruction. The main
working functionality depends on detecting the transmission time and receiving time
of the ultrasonic sound. A short 10 uS pulse is required to enable the triggering of
transmitting an 8 cycle burst of ultrasound at 40 kHz to detect the ranging. NodeMCU
processes the timing of the echo and reflection of the sound for duration into a distance
conversation. The processed value is comparedwith a pre-defined parameter to obtain
the result with the help of following equation [19]:

Distance = (high level time × velocity of sound(340M/S)/2 (4)

6.3 Fall Detection Algorithm

The algorithms for fall detection has been developed using a variation of acceleration
and angular motion during fall occurs. Sum Vector Magnitude (SVM), the angle
between x and z-axis and differential SVM (DSVM) are determined to detect if the
fall has occurred (Fig. 5). The equation can be expressed as follow where i represent
the sample number [11]:

SV Mi =
√
xi 2 + yi 2 + zi 2 (5)

δ = arctan

(√
xi 2 + zi 2

xi

)

∗ 180

π
(6)

DSV Mi =
√

(xi − xi − 1)2 + (yi − yi − 1)2 + (zi − zi − 1)2 (7)
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Fig. 5 Algorithm for color, obstacle and fall detection

6.4 Language File from Cloud Server and Notification
to the Caretaker About Fall Detection

A cloud platform needs to be integrated with a android app to develop multilingual
support and notification service. The development platform of the app is MIT app
inventor that allows to develop an android smart app using drag and drop logic and
functions. Multilingual support requires to have different languages pack stored in
a cloud server. The concept of the notification is that a fall detection will generate a
notification to the user’s caretaker along with information of fall occurrence time and
magnitude of the fall that will allow the caretaker to be able to find out the location
of the user and arrange emergency services to reduce health hazard of the user.

6.5 Language File from Cloud Server

Several languages pack will be available to a cloud server. The languages file can
be updated via system by the user. The user can select his own preferred language
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pack from the cloud and the language pack will be updated through the Wi-Fi of
the device. Another approach is that the language file will be updated to the user’s
phone and where the system will be connected with the user’s phone, it can update
the features from the smartphone also. The app has been developed using MIT app
inventor which offers an easy solution to build an android smart app using logic and
functions.

7 Discussion

TCS3200, a color sensor is used to convert the color into frequency. In proposed
model this TCS3200 module will be used to collect the frequency acquired with
Green, Red and Blue filter of the object through enabling corresponding filter actives.
In this case, several conditions are applied in order to detect each color. Generally,
four white LEDs are attached at the front side of the TCS 3200 color sensor which
effects in the spectrum by making a deviation whenever the sensor is initialized in
the device, illustrated in Fig. 6 [11].

The Figs. 6 and 7 displays relative response vs. wavelength curves showing four
different shades red, green, blue and black which plotted in the graph, represents
four photo-diodes of red, green, blue and clear.

Three-axis data of x, y, z is collected from the Accelerometer which are pre-
processed and analyzedwith previously defined values to detect fall. Variation of Sum
Vector Magnitude (SVM) and angle between x between z-axis with the processed

Fig. 6 The curve comparison of Relative response and Wavelength with IR Filter [9]
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Fig. 7 Relative response versus Wavelength with IR filter and LED illuminations [9]

data can be shown aswell to determine the threshold aswell as a violation of threshold
values which indicates a fall.

Different components have different power consumption that have been demon-
strated in the table. When adopting a different policy, different power consumption
has been noticed which has been documented in Table 1. The three different policy
has been developed in a way that they can be employed for power efficiency. Table
2 has been showing the details of the three policy.

Table 1 Hardware
specifications of proposed
system

Components Model Operating voltage

Microcontroller NodeMCU 32S 3.3–5.5 V

Color sensor TCS3200 2.7–5.5 V

Ultrasonic sensor HC-SR04 5 V

Accelerometers MPU6050 3.3 V

SD card module SparkFun microSD 3.3 V

Mono-amplifier TPA2005D1 3.3 V

Vibration motor Disk vibrating motor −3.3 V
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Table 2 Power consumption & performance analysis for different policy

Policy name Color detection Obstacle
detection

Fall detection Power
consumption

Performance

Policy 1 On On On High High

Policy 2 Off On On Medium Medium

Policy 3 On Off Off Low Low

8 Comparison Study with Earlier Research

Table 3 illustrates the product functionalities that have been incorporated in the
systems are given with the features and comparison of ten old products. The compo-
nents are mainly categories according to some preferred terms such as- Obstacle
Detection ability, Color Detection ability, speaking capability, Fall Detection ability,
IoT Connectivity, and Wearability. From the contrast, it is quite clear that Color
Talk [8], Colorino [8], Color Teller [8], Speech Master Talking Color [8], Color Test
150 [8] and Coloresia [9] are presenting same functionalities. All of these products
can identify color and have the speaking capability. But these are not suitable for
obstacle and fall detection, multiple language recognition capability or having IoT
connectivity. Most significantly these components are not wearable either.

Obstacle detection is possible for Sonar Glasses [11] along with wearable func-
tionalities. However, detection of color, detection of fall, IoT connectivity, speaking
and multiple languages are not possible by this device [12]. The identical constraints
have been found in Smart walking stick [10] and GuideCane [9]. In case of a
blind assistive system iSonar is worth nothing if the above abilities are not found
in this device. The NavBelt [11] has navigation capability and wearability by
obstacle detecting unit. But it does not pose other features compared to the proposed
architectures.

The architecture and the product which is suggested in this study is designed
such a sensible way that all kinds of usable features including fall detection, color
detection, obstacle detection, speaking ability, multiple language recognition ability
are added in proposed product. As well as the most demanding ‘wearability’ has
included for such case of study. The distinct feature in this proposed is that it can be
linked and controlled through the Internet of Things (IoT) which is not available in
the devices that are discussed above.

The market price of Coloring and Speech-Masters Talking Color is expen-
sive enough. Obviously the suggested product will be economical comparatively
other available devices in the market. The costs of proposed device are about $80
which is comparatively very low than the other available products. Additionally,
the unavailability of all the mentioned features are present in the existing proposed
devices.
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9 Future Work and Conclusion

The Proposed device that we have discussed in this chapter overcomes major short-
comings of our previous designed system.Auser ready versionwill be very beneficial
for the consumer even though there is still plenty of scope for future improvements.
By incorporating power efficientmicro-controllerwithBluetooth 5 andGPSModule,
the current position as well as the directional navigation of the user can be accessed
by the caretaker. By including more sensors with the proposed three sensors vital
health status of the user can be monitored. The cheaper locally available sensors that
are used here can be replaced with more efficient sensors for better performance.
The color sensor and ultrasonic sensor can be replaced with a camera which can
more efficiently detect variations of color and obstacles. The Proposed device inter-
faced with a machine learning algorithm to predict the user’s priority and making the
system more user-friendly will provide much better experience for the consumer.
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Maximum Power Design and Simulation
for a Low Return Loss Wearable
Microstrip Patch Antenna
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Abstract A single band rectangular microstrip patch antenna is proposed for wear-
able applications in this book chapter. The design inspectorates radiating patch on
one segment of the substrate and a ground plane on the other segment of the substrate.
The designed antenna size is about 39× 47mm2 which is very small compared to the
resonant frequency’s wavelength. The primary feature of this proposed antenna is its
very low return loss. It also features decent gain and bandwidth of 58.84 dB, 2.85 dB
and 95 MHz respectively along with a low Specific Absorption Rate (SAR) value
which makes it safe for off body implementations. The recommended rectangular
patch antenna is designed and simulated using the CST Microwave studio. In the
studio an operating frequency of 2.45 GHz is maintained. FR-4 (4.3) material is used
as substrate which is normally used for low frequencies. It is also a light-weight,
low cost and available material for antenna fabrication. The gain and return loss of
the antenna is further improved by selective optimization. Overall, the antenna holds
great significance in wearable application.
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1 Introduction

The use ofWireless Body Area Network (WBAN) in various application like health-
care monitoring, sports, military, and industry is increasing rapidly. The wearable
antenna is used in a wearable device to monitor the health of people of different ages,
learning human signs, physical exercising, tracking, training and emergency rescue
solutions etc. Thus, the antenna being required to be flexible, compact, lightweight,
robust and as efficient as possible. Here the patch antenna becomes a good option.
The micro-strip patch antenna can be regarded as an essential device in body area
network. It claims to be low cost, low profile, easy to fabricate as well as provide
unidirectional radiation pattern [1, 2].

The antenna polarization is normally required to be in regular direction to the
body surface in case of on/off communication regarding to the body. To make the
antenna as efficient as possible it is required to consider the effects caused due to the
human body [3]. The large ground located under the patch is used to minimize the
mutual coupling between the human body and the antenna. Consequently, it increases
forward radiation at the bore sight [2].

There are numerous possibility of the antenna to be designed based on the fact
that how it will be integrated as wearable. It can be the antenna that acts as the
transmitter or receiver for the wearable device. Or it can be an antenna that relay
sensor-base information to a nearby device. Even an antenna can be fabricated as
part of a garment and can be worn on the human body [4]. Based on those possibility
the antennas can be designed in so many ways. As the proposed antenna is intended
as part of a wearable it is been designed using FR-4 substrate which allows it to be
compact, low cost and easy to fabricate.

In case of frequency, a number of frequency bands happen to be designated for
WBAN systems. For example, theMedical Implant Communication System (MICS)
which is around 400 MHz band. Also, the Industrial Scientific Medical (ISM) band
which is around 2.4 GHz and 5.8 GHz. The Ultra-wideband (UW) [5–7] is around
3–10 GHz. The 2.45 GHz frequency of ISM band is popular due to its high readable
range, fast reading speed, large information capacity and low-cost [8].

An additional significant feature of the wearable antenna system is Specific
Absorption Rate (SAR). It is an essential assessment aspect when an antenna func-
tions on or near the human body. It specifies the total energy emitted from the
electromagnetic field that is absorbed in human body. Antennas used in WBAN’s
necessitate a low SAR in order to not cause any harm to the human body from
radio wave exposure [2, 9]. But reducing the value of SAR without affecting the
antenna parameters is also a challenge. The standard value of SAR given by IEEE
Std C95.1-1999 is 1.6 W/Kg per 1 g tissue model [10].

In paper [11], a SRR loaded antenna is designed where Teflon is used as substrate,
return-loss is 32 dB while gain and directivity is extremely low and VSWR is 1.37.
In paper [12], the antenna was designed using a paper substrate where the antenna
gain and directivity was 2.6 dB, 4.2 dBi respectively and with a low return loss and
bandwidth but VSWR were not given specificly. In paper [1] the Rogers Ultralam
3850 substrate and co-planar waveguide (CWP) being utilized where the return-loss
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and bandwidth are 36 dB,110 MHz correspondingly while the gain is only 1.13 dB
and directivity is not stated. Same as ours, the author in [13] used FR-4 substrate for
antenna fabrication. Though the antenna directivity is 5.4 dB, the return loss is 14 dB
and VSWR value is 2.10 which is over the standard measurement. Even though the
gain is not mentioned in the paper, the return loss and VSWR indicated poor gain
along with bulk antenna size. In paper [14] FR-4 substrate uses for antenna design
the gain of the antenna is 5.11 dB but return-loss and directivity are less and VSWR
is high.

This work presents a high gain then [1, 11, 12] with low return-lost then [1, 11,
12, 14] and low SAR wearable microstrip patch antenna for an ISM band, which is
designed and simulated by using antenna simulator software. The low SAR value
has been proposed placing the antenna at an optimum distance. and the SAR value
is lower than the Theoretical standard.

2 Design Specification

To design the microstrip patch antenna for a specific resonant frequency the size
of the antenna is needed to be measured using the theoretical analysis. Using the
transmission line model [15] the theoretical width and length of the patch antenna
is calculated which is then optimized to obtain the proposed antenna’s width and
length. The equations derived in transmission line model are used here to calculate
the antenna width and length [16].

Width (W ) = c

2fr

√
2

∈r + 1
(1)

where
c = velocity of light (3 × 108 m/s).
fr = resonant frequency.
∈r = dielectric constant of the substrate (∈r = 4.3).
The length of the patch can be calculated by using the following formula as shown

in Eq. (2)

Length (L) = Leff − �L (2)

where Leff = effective length of the patch and �L = patch length extension in mm.
Here we need to calculate the effective length to obtain the patch length as follows

Leff = c

2fr
√∈eff

where ∈eff the effective dielectric constants as are stated below
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∈eff = ∈r + 1

2
+ ∈r − 1

2

(
1 + 10h

W

)
(3)

where h is height of the patch in mm, W is the width of the patch in mm.
Now extension length �L is as follows

�L = 0.412h
(∈r + 0.3)(Wh + 0.264)

(∈r − 0.258)(Wh + 0.8)
(4)

where �L = patch length extension in mm, h = patch height in mm andW = patch
width in mm.

The antenna is simulated using these equations given above and the simulation is
done using CST Microwave studio.

Figure 1 shows the geometric view of the proposed microstrip patch antenna after
proper optimization. The theoretical measurements are changed through optimiza-
tion to obtain a better efficient result. The patch and the ground of the antenna are
constructed using a 0.035-mm-thick copper [2, 17].As shown inTable 2, the substrate
is designed by using dimensions of 38.64 mm × 48.16 mm. The substrate used is
FR-4which has dielectric constant of 4.3 and the substrate height used in this antenna
is 1.7 mm. Thus, the overall size of the antenna is about 38.64 × 48.16 × 1.77 cubic
mm which is relatively smaller the most compared one bellow. The ground plane
used in this antenna works as the shield for the back-ward radiation. Thus, through
optimization the desired frequency is achieved and the efficiency is improved which
is done by varying the width, length of the patch and the feed line. Table 1 shows
the different dimensions of the proposed antenna such as height, length, width etc.
which are achieved after proper optimization (Figs. 2 and 3).

Fig. 1 Proposed antenna
geometry
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Table 1 The designed antenna parameters

Symbols of
parameters

Parameters description Values in (mm)

L Patch length 28.62

W Patch width 38.64

Hp Patch height 0.035

Lg Ground length 38.65

Wg Ground width 47.18

Wf Feedline width 2.85

Lf Feedline length 10.65

Gph Gap between feedline and patch 0.855

Table 2 Characteristics of
the substrate

Parameters
symbols

Description of parameters Value (mm)

Ls = Lg Substrate length 38.64

Ws = Wg Substrate width 47.18

h Substrate height 1.6

∈ r Relative permittivity 4.3

Fig. 2 Side view

Fig. 3 Ground view
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Fig. 4 Frequency versus S parameter (in dB)

3 Simulated Result

3.1 Return Loss

Return loss generally known as s11 parameter refers to the reflection coefficient
denoted by (S11). It describes the relationship between ports input output and repre-
sents how much power the antenna reflects. The plot of the return loss also provides
data on how much matched the feed-line is to the antenna. If s11 parameter is 0 dB,
the antenna reflects all the energy, nothing is radiated. Thus the lower the s11 param-
eter value, the better the antenna works. Considering the real world applications, the
s11 parameter value should be at most −10 dB to give efficient performance by the
antenna. Here, the antenna we proposed has a value of −58.83 dB at a frequency of
2.45 GHZ which is lower in value and very low loss of power. Thus the maximum
power provided to the antenna is radiated by the antenna. Figure 4 shows the plot
that represents Frequency versus S parameters in (dB).

3.2 Voltage Standing Wave Ration (VSWR)

The parameter VSWR is a measure that numerically describes how well the antenna
is impedance matched to the radio or transmission line it is connected to. It also
represents how much power is reflected from the antenna. The VSWR is always
a real and positive number for antennas. The smaller the VSWR is, the better the
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Fig. 5 Frequency versus VSWR

antenna is matched to the transmission line and the more power is delivered to the
antenna. The minimum VSWR is 1.0. In that case, no power is reflected from the
antenna, which is ideal. The plot that represents Frequency versus VSWR is shown
in Fig. 5. The figure shows that proposed patch antenna has a peak value VSWR of
1.002 at 2.45 GHZ. The required standard value of VSWR is between 1 and 2. Thus
the proposed antenna is considered very efficient and almost all power is radiated.

3.3 Radiation Pattern

Radiation pattern refers to the directional dependence of the strength of the radio
waves from the antenna. In other word, it represents the amount of energy that
is radiated by the antenna. 2D radiation pattern of the antenna indicates that the
designed antenna provides a good radiation pattern and very narrow beam width.
The required half circular radiation pattern is obtained as shown in the figure. The
respective radiation pattern can be seen in 2D as shown in Fig. 6.

Whereas the 3D pattern is usually measured at a sufficient distance from the
antenna known as the far-field. Just like the 2D radiation pattern a good antenna
should also maintain its 3D radiation pattern throughout the frequency range of
operation. From 3D radiation pattern makes it easier to observe the amount of power
delivered to a specific direction. The 3D radiation pattern of the proposed antenna is
shown in Fig. 7.
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Fig. 6 2D radiation pattern

Fig. 7 3D radiation pattern
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3.4 Gain Pattern

The gain of the antenna is closely related to the directivity, it is a measure that takes
into account the efficiency of the antenna as well as its directional capabilities. The
2D radiation pattern of the proposed patch antenna is shown in Fig. 8a and b for both
phi = 0° and phi = 90° respectively.

3.5 Specific Absorption Rate (SAR) Analysis

Since the antenna is intended for wearable purposes, it is necessary to analyse the
Specific Absorption Rate (SAR) primarily for human health safety issues. The SAR
is measured for a 100 mm long human hand model where the radius of bone, muscle,
fat and skin are respectively 15, 10, 3 and 2 mm. A value of 1.4 W/kg is obtained
while the antenna is 2 mm apart from the model hand. The IEEE C95.3-2002 decides
the standard of the SAR calculation is shown in Fig. 9. The average SAR value for
1 g should not exceed 1.6 W/kg as set out in the rules of ICNIRP.

Table 3 shows the comparison between the proposed antenna with some recent
published works in terms of return loss, gain, directivity, bandwidth, VSWR etc. As
shown, the proposed antenna exceeded them in almost every aspect which makes it
more suitable for the proposed applications.

4 Future Scope

The proposed antenna shows improved performance compared to the other antenna
of similar field. It is a common knowledge that wearable needs to be efficient,
lightweight and safe for human body too. Considering the off body health moni-
toring devices and wearable that are used in modern age, all the components used
in them are also required to be small in size and efficient. On design perspective
the proposed antenna can be further shrinked while maintaining this performance
or even improving it. Further more as it operates in ISM band, it can be integrated
in different types of wearable devices of various fields such as fitness, health moni-
toring, aiding and prosthetic devices etc. For awearable device of specific application
in those various fields, the antenna can provide a way to operate in wireless envi-
ronment. In future, we intend to do further research on reducing the antenna in size
and implementing it in a health monitoring device such as blood sugar monitoring
device.
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Fig. 8 a The 2D pattern of the gain at Phi = 0. b The 2D pattern of the gain at Phi = 90
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Fig. 9 Analysis of specific absorption rate (SAR)

Table 3 The comparison of our proposed antenna with existing wearable antennas

Reference S11 (dB) Gain (dB) Directivity 10 dB-BW
(MHz)

Dielectric
materials

VSWR

Proposed
antenna

58.84 2.85 5.49 dBi 95 FR-4 1.002

[11] 32 −10 2.33 dBi 80 Teflon 1.37

[12] 12* 2.6 4.2 dBi 30 Paper –

[1] 36 1.13 – 110 Rogers
Ultralam
3850

–

[13] 14 – 5.4 dB – FR-4 2.10

[14] 14.90 5.11 3.68 dB – Denim 1.51

* Approximate

5 Conclusion

We designed and simulated our suggested wearable microstrip patch antenna using
CSTMicrowave Studio for Healthcaremonitoring application to operate at 2.45GHz
band. The results of our simulation show that the antenna has a gain of 2.85 dBiwhich
is greater than the most antenna in term of size and similar application as shown in
the Table 3 comparison. The suggested antenna has a return loss of 58.84 dB which
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implies that the antenna reflects a very small quantity of energy and most of the
energy is radiated to the antenna. Our antenna introduced has a 10 dB-bandwidth
of 95 MHz. The VSWR of the simulated antenna is almost 1 through the whole
frequency band which maintain the standard to exist between 1 and 2. The specific
absorption rate (SAR) was evaluated using the voxel model from the antenna. The
SAR value of the design is 1.42 W/kg. Hence this design can be used for health
monitoring and wearable applications due to the low SAR value.
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Context-Aware Cognitive
Communication for Sustainable Digital
Twins

Zhihan Lv and Liang Qiao

Abstract In order to study the application of sustainable digital twins (DTs) technol-
ogy and context-aware computing in the field of network communication, this study
puts forward the concept of DTs network aiming at network security in industrial
environment by studying the application of DTs technology in intelligent industrial
environment; the network framework of intelligent industrial environment based on
context-aware reasoning is established; aiming at the current security problems of
wireless sensor network (WSN) in industrial network environment, a trusted data
aggregation algorithm based on context-aware and data density correlation is raised
and verified by a practical case. The results show that in the unreliable environment,
comparedwith the traditional algorithms, the data aggregation quality of the adaptive
scheduling algorithm under time and energy constraints in the fixed data aggrega-
tion tree (DAT) increases with the increase of the threshold, and the performance is
improved by at least 1%, up to 33 and 23% on average. The proposed trusted data
aggregation method has more accurate perceived trust and greater system through-
put when the perception and the link are unreliable. The missing report rate is 6.7%,
and false positive rate is 1.4%, which is much inferior than the traditional methods.
The data aggregation method based on context-aware has better performance in the
direction of network communication security.

1 Introduction

Digital twins (DTs) sustainable development has become a hot technology in the
field of industrial Internet and is widely used in industrial design, industrial manu-
facturing, and other fields [1]. With the continuous deepening of case analysis and
simulation level and the support of emerging technologies such as Internet of things
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(IoT), cloud computing, and big data, people have a deeper and deeper digitization
of the physical world, virtual-real interaction and virtual-real integration, and DTs
have a wider range of application scenarios and values [2]. “DTs” is a way of digi-
tal representation of the physical world, which originates from specific application
requirements and is limited by people’ understanding of the physical world. Indus-
trial communication network is an expensive and fragile “system”, while industrial
field is a business field that focuses on cost and efficiency. Therefore, there are great
challenges in the evaluation and verification of security system for industrial net-
work [3]. In addition, it is very difficult to carry out attack and defense verification
for the expensive and fragile system of industrial network. On the one hand, using the
industrial network entity for attack and defense verification may cause irreparable
damage to the industrial network security; on the other hand, it is very expensive to
copy a complete industrial network with high fidelity [4]. DTs can perform low-cost
verification for this expensive and fragile system [5]. The DTs of industrial Inter-
net is established and different DTs are connected to jointly build the DTs space
of industrial security, which can provide guarantee for security system of industrial
network [6].

Tomeet the industrial applications, a secure network architecture is indispensable.
Qian et al. [7] pointed out that only a few studies have solved the relationship between
passion and personality, most of which are carried out outside the working environ-
ment. Wireless sensor network (WSNs) often used in industrial communication net-
works are usually in an unattended and unreliable communication environment and
are vulnerable to attacks [8]. Traditional security technology is privacy protection
or encryption technology, which can’t deal with attacks from internal nodes of the
network. Therefore, trusted computing technology based on context-aware provides
a new idea to solve attacks from internal networks [9]. With the rapid development
of the IoT, the scale of sensor nodes also shows explosive growth. Aggregating all
nodes in the network will take a long time and can’t meet more and more appli-
cation needs. More and more applications restrict delay of data aggregation [10].
Context-aware computing enables the system to perceive the environment context
information to provide users with relevant services and computing resources [11].
DeployingWSNs in the intelligent industrial environment to collect data, the sensors
in WSNs communicate with each other, and combined with context-aware analysis
and processing for industrial network security analysis can increase the accuracy of
sensor network identification [12].

In this study, the DTs technology is applied to the intelligent industrial environ-
ment by means of literature research and algorithm model. Aiming at the network
security problem of industrial environment, a DTs network architecture is proposed.
For the current security threats in WSNs, a data aggregation analysis method based
on context-aware computing is presented, which can obtain better data aggregation
quality and network throughput, and can provide a new idea for WSN management.
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2 Research Status of DTs in Intelligent Industrial
Environment

Research in the field of intelligent environment technology is very extensive, such as
context-aware computing, wireless sensor related technologies, activity recognition
related technologies [13]. The DTs technology is to make full use of physical model,
sensor update, operation history, and other data, integrate the multi-disciplinary,
multi physical quantity, multi-scale, and multi probability simulation process, and
complete the mapping in the virtual space, so as to reflect the whole life cycle process
of the corresponding physical equipment [14]. Obschonka et al. [15] highlighted the
role of feedback seeking in linking empowered leadership to mission performance,
accountability, and voice, based on social communication theory. DTs consists of
three parts: physical product of physical space, virtual product of virtual space,
connection data and information between virtual and real. It emphasizes the two-way
connection between digital world and physical world to realize the synchronization
and feedbackbetweenphysical twins and theDTs [16]. Thismakes the original digital
simulation no longer an isolated and static model, but can change with the physical
world, interact with physical world, and even affect the twins of physical world. The
change not only increases the authenticity of digital simulation, but also makes the
DTs play a better role [17]. The combination of DTs and context-aware computing
in industrial network communication awareness can provide a better guarantee for
network security.

Gehrmann and Gunnarsson [18] pointed out how to use DTs model and cor-
responding security architecture to allow data sharing and critical control safety
processes. The design-driven security requirements based on DTs data sharing and
control are determined, and other security components of high-level design and
evaluation structure are given. New security framework lays a foundation for future
research in this new field. Jiang et al. [19] pointed out that the industrial IoT has
brought value-added services and has become an important business and technical
model in industry 4.0 era. In addition, the combination of DTs and the IoT can pro-
mote the integration of the real and the virtual, which has become the key to give
full play to the value of the IoT. With the continuous expansion of the scale of the
IoT network, how to optimize the network, allocate limited resources, and provide
high-quality services is still a major issue of concern. At present, the work in this
field mainly depends on the model with low practical value for the IoT network with
limited resources, and it is difficult to simulate the dynamic system in real time. Lu et
al. [20] studied the integration of DTs and edge networks, and came up with digital
double edge networks to fill the gap between physical edge networks and digital
systems.

There are many researches on the application of DTs in various industries, but
there are few researches in the direction of industrial network security. In this study,
context-aware technology is applied to the data aggregation ofWSN communication
security in industrial environment, and a data aggregation analysis method based on
context-aware computing is proposed, which can greatly improve network through-
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put and embankment sensing error rate, and fill the research gap in the direction of
hidden network security dangers caused by unattended communication network in
industrial network security.

3 Data Aggregation Analysis of DTs Sensor Networks
Based on Context-aware

3.1 Industrial Network Communication Security Based
on DTs

One of the important application fields of DTs is industrial manufacturing, and an
important link in industrial manufacturing is network communication. The demand
for industrial network security capability is still inseparable from systematic ability
of detection, defense, and response. The specific contents include functional require-
ments such as asset identification, traffic monitoring, log audit, boundary protection,
link encryption, situation awareness, and emergency response [21]. The display, diag-
nosis, verification, prediction, and decision-making functions of DTs can just serve
the construction of industrial network security system. Through display function, it
can build a global network topology and asset display, and diagnosis and verification
function can support the evaluation and verification of security protection capabil-
ity to realize security threat early warning and automatic and intelligent emergency
response of industrial communication network [22]. DTs has natural advantages in
visual display. Through real-time connection with physical entities, it can achieve
more real traffic replay and business simulation, and form the industrial Internet
security situational awareness ability of global awareness and panoramic display
[23]. DTs gives new meaning to traditional network data (Fig. 1).

The establishment of high-fidelity industrial Internet range through DTs can sim-
ulate controllers and production equipment from a digital perspective, to truly realize
the integration of physical space and network space, and provide high-simulation,
low-cost, and scalable range environment. Moreover, the high-simulation industrial
network DTs based on DTs is a natural dense network environment. Combined with
the corresponding attack deception technology, it can easily induce attackers to enter
the wrong attack path, protect the physical network entities, and provide the basis for
traceability and counterattack. Giving the influence of network space and physical
space, a global system including system composition, business carrying, and per-
sonnel behavior of industrial network is established. By opening up the connection
between physical and digital world, the DTs of the physical entity is reconstructed in
the digital space, and the industrial DTs network including equipment of production,
control, network, and computing is established. Industrial network security issues
also pose new demands on computer technology (Fig. 2).

Combined with the DTs and attack verification methods of industrial network
established by DTs technology, repeated tests and verification of network security



Context-Aware Cognitive Communication … 183

Fig. 1 Data transformation in DTs

Fig. 2 Analysis of the capability needed for industrial network security

can make industrial enterprises clearly understand their networks’ defense ability
against different attacks and the scope of influence after being subjected to network
attacks. Therefore, a global, on-demand security defense system is established by
adjusting the network architecture and deployment according to demand, and such
deployment is also economical.
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3.2 Hierarchical Structure Design Based on Rule Reasoning
in Intelligent Industrial Environment

In the intelligent industrial environment formed by application of IoT technology in
the field of industrial manufacturing, data are collected and analyzed by arranging
various sensing devices [24]. Combined with sensor, communication and embedded
technology, sensing, monitoring, prediction of data, and remote control in industrial
manufacturing are realized. Pervasive computing [25] needs to embed the computer
into the environment, make the computer “disappear”, and establish an environment
full of computing and communication capabilities. This process requires context
reasoning and perception of the surrounding environment, mainly collecting and
processing data through sensors. Context-aware computing [26] involves huge con-
tent. Context reasoning aware computing is a mode of computing using context
information, including context acquisition, processing, and module construction.
The perception process is given in Fig. 3.

The environmental state and activity scene in intelligent industrial environment
are changing at any time with the progress of industrial manufacturing activities,
and are extremely complex. In view of the problem that the user needs can’t be
met and the actual needs change at any time in the industrial environment, it is
necessary to establish an intelligent industrial environment framework with strong
configurability and adaptability to different industrial environment transformations.
In order to better shield the underlying details and improve the efficiency of system
modeling and configuration, combined with the IoT framework, the data processing

Fig. 3 Acquisition and processing of context in context reasoning and perception



Context-Aware Cognitive Communication … 185

layer is established on the physical layer, and the original context data collected
by the underlying equipment are processed to convert them into the corresponding
parameters that can be introduced into fact base, and then reasoning is carried out in
the reasoning engine. After inference engine obtains the result, the data processing
layer is transformed into the parameters that can be used to control the equipment
into the industrial control equipment to achieve the purpose of shielding the details
of the hardware environment.

Because of the complexity of intelligent environment, context-aware computing
technology is introduced into the framework. Context-aware provides users with
implicit interactive services by sensing, decision-making, and reasoning of context
information. Therefore, context-aware computing is the basis for human-computer
interaction and one of the core technologies of pervasive computing. Since context
data perception is heterogeneous, it is divided into context acquisition, context pro-
cessing, and context reasoning perception. Therefore, context reasoning perception
module is formed by combining rule reasoning with intelligent layer, which can
integrate context acquisition and context processing into physical layer and data pro-
cessing layer, so as to establish a context reasoning perception framework based on
rule reasoning (Fig. 4).

Figure4 suggests that the framework includes physical, data processing, intelli-
gent, and application layers. The physical layer contains basic components, sensors,
controllers, and wireless communication modules required by the smart node. As the
core module of the framework, the intelligent layer is an independent layer that inte-
grates service function of the industrial environment. The rules can be independent,
so that in the installation and deployment of the industrial environment, the staff can
dynamically configure the rules according to the needs of the enterprise, without
considering the differences of the underlying equipment, so as to realize the rapid
deployment of the industrial environment and the flexible adjustment when the func-
tion changes. Since this network framework is designed in context-aware computing,
the three functions of context acquisition, modeling representation processing, and
context reasoning perception are allocated to the physical, data processing, and intel-
ligent layers. Therefore, the physical layer defines the hardware of the node. After
the data processing layer reads the original data from the sensor in the physical layer,
it is introduced into fact base in the intelligent layer. The intelligent layer shields the
complexity of the underlying and realizes the basic content of the reasoning frame-
work. The output conclusion is transmitted to a control device in the application
layer.

3.3 Trusted Data Aggregation Based on Context-aware
and Data Density Relevance

Due to the limitation of low power, the communication between sensors in WSNs
under industrial environment can only be short-range communication, resulting that
WSNs are high-density, multi-hop, self-organizing networks. Adjacent sensors often
detect the same event, which will make the perceived data have a lot of redundant
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Fig. 4 Context reasoning-based intelligent industrial environment network framework

information. This will lead to the waste of energy and communication bandwidth,
reduce life cycle of communication network, increase the probability of collision
between signals when transmitting data, and reduce channel utilization rate and
communication efficiency as well as the timeliness and accuracy of information col-
lection.During data transmission, data aggregation technology can’t directly transmit
the data received by each intermediate node to the subsequent node, but aggregate
the multiple data received first, remove redundant information, and integrate it into
a more accurate and effective data that meets the needs of users and has smaller data
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volume, which ensures information perception and efficient data transmission. Data
aggregation includes cluster aggregation, tree aggregation, and mixed aggregation.

With the continuous expansion of sensor scale, unreliable communication links
in sensor networks usually cause data transmission failure. Re-uploading failed data
not only wastes time but also consumes energy, affecting the operation cycle of the
entire network. This study considers the problem of maximizing the quality of data
aggregation under time and energy constraints in unreliable environments.

The network system ismodeled as a graphG = (V ∪ {S}, E), V represents the set
of sensor nodes, S represents the sink node, and E represents the set of links among
all nodes. If there are N nodes in the system, |V | = N , then the source node senses
target and generates source data, and all nodes can aggregate the data. In this way,
data aggregation is carried out on a G network generation tree. It is assumed that one
unit of time slot is required to transmit a single packet and that each communication
link is single-capacity. In an unreliable environment, creating a data aggregation tree
(DAT) with the greatest aggregation quality under time and energy constraints can
be regarded as a problem for combinatorial network optimization.

Z : max
ψ∈Tr(G)

(
max−→
tψ ,

−→
wψ

,
∑
i∈V

w
ψ

i ( j)

)
(1)

G represents network topology diagram, ψ presents generation tree of network
G, Tr(G) represents generation tree collection of network G, wψ

i ( j) denotes infor-
mation by node i receiving from node j in DAT ψ , tψ represents number of time
slot for sending data in ψ , wψ denotes time slot when sending data packet in ψ .

s · t · tψi ∈ {0, 1, . . . , T ψ

i },∀i ∈ V (2)

T ψ

i indicates the maximum number of transmission data time slots assigned to a
node i in ψ .

eψ

i · ET +
∑

j∈cψ (i)

eψ

i · ER ≤ Et − ES,∀i ∈ V (3)

The equation indicates that the sum of energy of node sensing, receiving data,
and sending data during a data aggregation process can’t exceed the agreed energy
constraint. eψ

i represents the energy unit allocated to the node i to send data inψ , ET

shows the energy required for a single data transmission, ER is the energy required
for a single data reception, and ES is the energy required for a single perception and
generation of data. ∑

j : j∈C
tψi ≤ Wψ

i − min
j : j∈C Wψ

j (4)

It indicates that the sum of the time required to send data by the brother nodes
participating in data aggregation is not greater than the distinction of sending time
slot of parent node and the minimum that of brother nodes participating in data
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aggregation. tψi denotes the number of time slots for sending data assigned to i in ψ .

Wψ

i ∈ {0, 1, . . . , D − 1},∀i ∈ V (5)

Wψ

i represents the time slot when i sends data packet in ψ .

Wψ

S = D (6)

Wψ

S represents the time slot when a sink node sends data packet in a DAT ψ .

ψ ∈ Tr(G) (7)

In the single-hop interference model, within the same time slot, only one node in
all brother nodes is allowed to send data to the parent node. When this brother node
is sending data to parent node, other brother nodes can choose to receive the data
sent by their child nodes. The number of generation trees in the network means the
exponential level of the number of nodes. Then, themaximum clique problem (MCP)
is defined as: S represents the base set, U = {S1, S2, . . . , Sm} represents the set of
base subsets. k(0 ≤ k ≤ m) is an integer, MCP means selecting at most k elements
from U to maximize the sum of elements of the selected l subsets.

max |Ui∈1,2,...,l S′
i |

s · t · S′
i ∈ U, l ≤ k, k ≤ m

(8)

Revenue version of MCP is each Si corresponding to a revenue Pro(S′
i ), revenue

version of the MCP target is to maximize the selected l subsets of the revenue.

max |
∑

i∈1,2,...,l
Pro(S′

i )|

s · t · S′
i ∈ U, l ≤ k, k ≤ m

(9)

Maximum clique problem group (MCPG) is a variant ofMCP problem. InMCPG
problem, elements in U are divided into k groups, G1,G2, . . . ,Gk , and at most one
element is selected from one group. The MCPG expression of the revenue version is
as follows.

max |
∑

i∈1,2,...,l
Pro(S′

i )|

s · t · S′
i ∈ U, l ≤ k, |S′

1, S
′
2, . . . , S

′
l | ∩ G j ≤ 1,∀ j ∈ {1, . . . , k}

(10)

Markov chain is a stochastic process with Markov property, and its feature is
memoryless. The state of the system at t + 1 is only related to that of the current t .
The system can predict the next state of random variables according to the current
state.
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P{xt+1 = bt+1|xt = bt , x0 = b0, . . . , x0 = b0} (11)

A network is composed of user set R and network configuration set F . Each
network configuration is composed of each user using their own local configuration.
In a network configuration f , each user can get a profit xr ( f ). The revenue of the
system is maximized by selecting the optimal configuration.

MWC : max
f ∈F

∑
r∈R

xr ( f ) (12)

In creating the maximum quality DAT, each ψ corresponds to f . Generation tree
set Tr(G) corresponds to F .

xψ =
∑
r∈R

xr (ψ) = max−→
tψ ,

−→
wψ

,
∑
i∈V

w
ψ

i ( j) (13)

MWC : max
ψ∈Tr(G)

xψ (14)

MWC − EQ : max
p≥0

∑
ψ∈Tr(G)

Pψ · xψ

s · t ·
∑

ψ∈Tr(G)

Pψ = 1
(15)

Pψ means the probability thatψ is adopted. According to the log-sum-exp approx-
imate function, the following equation is deduced.

gβ(x) = 1

β

∑
ψ∈Tr(G)

exp(β · xψ) (16)

β is a normal quantity.

max
p≥0

∑
ψ∈Tr(G)

Pψ · xψ − 1

β

∑
ψ∈Tr(G)

Pψ · log(pψ)

s · t ·
∑

ψ∈Tr(G)

Pψ = 1
(17)

Equation (16) is used as MWC and MWC − EQ approximation function, and
an information entropy is obtained.

− 1

β

∑
ψ∈Tr(G)

Pψ · log(pψ) (18)



190 Z. Lv and L. Qiao

The approximation accuracy is controlled by β. Since Eq. (17) is a closed convex
function, the optimal solution p∗

ψ is obtained by solving Karush-Kuhn-Tucker.

p∗
ψ = exp(β · xψ)∑

ψ∈Tr(G) exp(β · xψ)
(19)

The upper limit of the difference between the approximate value obtained by
bringing the optimal solution and the approximate difference of the optimal value is
as follows.

− 1

β

∑
ψ∈Tr(G)

Pψ · log(pψ) (20)

When β approaches to infinity, the approximate difference is 0. However, the real
β is not likely to be very large, and too large β value will lead to too fast convergence
of Markov chain into local optimum.

This study establishes two simulation cases on MATLAB platform, and com-
pares the proposed algorithm with the optimal solution and similar algorithms in
other literatures. If ER = 1, ET = 2, ES = 1, each node allows up to seven units of
energy consumption in a single data aggregation. When the network scale is small,
the optimal solution can be obtained by the exhaustive method. Here, a large-scale
network with 100 nodes evenly distributed in a square region with a width of 300m
is established. 80% nodes are randomly selected as the source nodes, and other nodes
are used as non-source nodes. The communication range of all nodes is 75m.

Trusted computing technology is a reliable method to solve network internal
attacks. For the security problems in WSNs, trust and reputation system plays an
important role by evaluating the credibility of participants. At present, the existing
data fusion based on trusted computingmostly compares the datawith all its neighbor
node data to calculate the node’s perceived trust, usually without considering the data
correlation among nodes. Moreover, the sensor location is often in an unsupervised
environment. The uncertainty of terrain and communication conditions often leads to
the non-correlation amongneighbor nodes. In this study, a perceptual trust calculation
method is proposed. The clustering algorithm can be used to cluster and exclude
irrelevant nodes to obtain a value with more trust. It is assumed that the data of the
sensor is close to the data of a specific number of adjacent nodes, then the sensor is
the core sensor node.

It is supposed there is a sensor node as v, its n neighbors are the v1, v2, . . . , vn
representing D1, D2, . . . , Dn . If there is m data in D1, D2, . . . , Dn and distance
between the data with D is less than ε, and there is min p ≤ m ≤ n, where ε and min
p represent the data threshold and the quantity threshold, the data density correlation
of node v is as follows.

sim(v) =
{
0,m < min p

a1(1 − 1
exp(N−min p) ) + a2(1 − d�

ε
) + a3(1 − d

ε
),m ≥ min p

(21)



Context-Aware Cognitive Communication … 191

d presents the mean distance between m data and D, d� means the distance
between data center ofm data and D, a1, a2, a3 are the weight values, and a1 + a2 +
a3 = 1.

WSN is a network that regards data as the center and needs to consider trusts of
perception, link, and node. This study puts forward a trust model based on context-
aware. This model also considers the energy factor, and selects different coping
measures for different context trust problems.

It is supposed the network system is a graph G = (V ∪ {S}, E), where V is a
set of nodes, S is a sink node, and E is a set of edges. Network contains a sink
node and N nodes, when i and j within the communication range of each other,
the two nodes are adjacent. The trusted data aggregation framework of this study
firstly clusters network nodes based on data correlation. Then, node trust, perceived
trust, and link trust are calculated. Finally, according to different contexts, different
processing methods are adopted to improve system throughput and robustness. If the
node is untrusted, it can’t be adopted as the aggregation and the forwarding nodes,
so all the untrusted child nodes select the parent node again. It is assumed that the
link is not credible, only the child nodes on the link need to re-select the parent node.
If the node perception is not credible, the node-aware data is discarded, without any
node to select the parent node.

Perceived trust is adopted to evaluate data consistency and fault tolerance. The data
perceived by sensors are related in time and space, namely, in different time periods,
the data perceived by the same category of sensors are similar. If the data are in
accordance with normal distribution, the probability density function is expressed
below.

f (x) = 1

σ
√
2π

e− (x−μ)2

2σ2 (22)

μ is mean and σ is variance. The closer the value and the mean μ are, the higher
the trust is. For any i node, perceived trust value calculation is expressed in Equation
(23).

Tdata(i) = 2(0.5 −
v∫

μ

f (x)dx) = 2

v∫
μ

f (x)dx (23)

v means the perceived data value for the i node. To prevent malicious data attacks,
the median absolute deviation (MAD) is utilized here to remove abnormal values.
The median and MAD obtained after eliminating the abnormal values are utilized as
mean and variance to calculate the data trust value.

The value of link trust is determined by packet error rate and packet loss rate.
Packet error rate is usually calculated according to bit error rate. Bit error rate Pber
is calculated by Nakagami-m channel fading model.

Pber = 1

2
er f c(

√
SN R) (24)
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Because there is signal interference, forward error correction is used. Then, the
expression of packet error rate is as follows.

Pber = 1 − (1 − Pber )
n (25)

n indicates the number of effective loads in the packet.
Packet loss rate Pplr is calculated by packet reception rate Pprr . The expression

of packet reception rate is as follows.

Pprr = nrec
nsen

(26)

nrec presents the number of packets received successfully, and nsen represents
the sum of packets sent. It is important to distinguish packet loss due to unreliable
links. Because the wireless communication channel has memory ability and there
is temporary correlation in the lost grouping, the autoregressive integrated moving
averagemodel (ARIMA) is needed to predict the packet loss because of the unreliable
communication channel.Based onpacket error rate and reception rate, the link quality
calculation expression is shown in Eq. (27).

Lq = (1 − Pper )Pprr (27)

Node trust includes direct trust Tdirect and recommendation trust. Tdirect is the
principal’s observation of the trustee. It is based on communication behavior and
does not consider the impact of node residual energy on node credibility. There-
fore, when calculating node direct trust, node residual energy is also regarded as the
evaluation index of node trust. Recommendation trust is indirect trust from third-
party recommendation. Communication behavior includes successful and unsuc-
cessful communication. Malicious nodes and unreliable communication links will
also cause communication failure. Therefore, when calculating the direct trust of
nodes, it is necessary to eliminate packet loss and modification caused by unreliable
communication links.

Tdirect =
(
s + (Pplr + Pper ) · (s + f )

s + f

)
· Rel

=
(
s + (1 − Pprr + Pper ) · (s + f )

s + f

)
· Rel

(28)

s shows the number of successful communications, Rel represents residual energy,
and f is the number of failed communications. The recommended trust calculation
for i is shown below.

Trec =
n∑
j=1

Tj,i (29)

There is trust value calculation expression of the node.
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Tnode = wdirect · Tdirect + (1 − wdirect ) · Trec
0 ≤ wdirect ≤ 1

(30)

wdirect means the weight of direct trust. Then, attenuation function is adopted to
update the trust value.

wdecay = exp(−δ · (t − t0)) (31)

δ indicates adjustment factor, t is the computation time of current trust, and t0
indicates that of the last trust value. The process of data aggregation algorithm based
on context-aware and data density correlation is illustrated in Algorithm 1.

Algorithm 1 Data aggregation algorithm
1: Start
2: Clustering network nodes.
3: Compute perceived trust: Tdata(i) = 2(0.5 − ∫ v

μ
f (x)dx) = 2

∫ v

μ
f (x)dx

4: Calculate link trust value: Lq = (1 − Pper )Pprr
5: Calculate node direct trust value:

Tdirect =
(
s + (Pplr + Pper ) · (s + f )

s + f

)
· Rel

=
(
s + (1 − Pprr + Pper ) · (s + f )

s + f

)
· Rel

6: Calculate recommended trust value: Trec = ∑n
j=1 Tj,i

7: Calculate the total trust value of the node:

Tnode = wdirect · Tdirect + (1 − wdirect ) · Trec
0 ≤ wdirect ≤ 1

8: According to wdecay = exp(−δ · (t − t0)) update the perceived trust value, link trust value and
node trust value.

9: if the perception of the node i is untrusted then
10: only the data generated by the node i is discarded, but the node i itself can still aggregate the

data from other nodes as an intermediate node i and forward it to the node’s parent node.
11: end if
12: if the link of the node i is not trusted. then
13: The node i replaces a feasible node through a trusted link.
14: if i failed to replace parent node then
15: All child nodes update the parent node, and i is discarded.
16: end if
17: end if
18: End

The performance of this context-aware algorithm is verified by actual case anal-
ysis. The platform adopts MATLAB, and the data set is the public data set collected
by Inter Berkeley Research Room. There are 54 sensors to measure temperature,
humidity, light, voltage, etc. every 31s. By the method in this study, the sensors are
clustered every 30 times, and the data threshold and quantity thresholds are set to 0.4
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and 2, respectively. In order to simulate abnormal data, the error data is randomly
injected into the data set, and then six nodes are randomly selected as malicious
data generation nodes, and then put with a probability of 0.8. This method is com-
pared with the traditional perceptual trust method (the method without data density
aggregation, distinguishing node trust, link trust, and perceptual trust).

4 Results and Discussion

4.1 Data Aggregation Results Under Time and Energy
Constraints in Unreliable Environment

The performance of the method in this study is compared with the optimal solu-
tion and similar methods in literatures [27–30] (Fig. 5a). In order to compare with
the optimal solution, it is given that all nodes are source nodes and the link is reli-
able, α = 0.2, β = 1. In addition, a case study of the algorithm in this study in the
network environment with large-scale uniformly distributed is presented in Fig. 5b,
α = 0.2, β = 0.5, and time constraint D = 20.

Figure5a shows that comparison results between the algorithm and other similar
methods, the data aggregation quality obtained by this algorithm at different time
points is the highest, and it is closest to the optimal solution. In Fig. 5b, aggrega-
tion quality of the algorithm is better than that of similar algorithms, and the data
aggregation quality increases with the network size.

Figure6 are data aggregation quality comparison under different time constraints
D, data aggregation quality comparison of different algorithms under different link

Fig. 5 Comparison of the performance of the algorithm proposed in this study and other algorithms
(a the performance comparison of the algorithm and the optimal solution; b the comparison of the
aggregation quality of the algorithmwith different network sizes under evenly distributed scenarios)
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Fig. 6 Comparison of performance of different algorithms under uniform distribution scenario (a
comparison of data aggregation quality under different time constraints D; b comparison of data
aggregation quality under different link reliability; c comparison of data aggregation quality under
different energy constraints; d comparison of data aggregation quality under different thresholds)

reliabilities, data aggregation quality under different energy constraints and different
thresholds.

Figure6a indicates that the data aggregation quality of the algorithm in this study
is better than that of similar algorithms in other literatures under different time con-
straints, and the performance is improved by at least 3%. The value of link unrelia-
bility in abscissa represents the random value (Fig. 6b). When the link unreliability
increases, the packet loss rate will increase, then the amount of data transmitted to
the receiver will decrease, and the amount of data aggregation will decrease, and
the algorithm performance is improved by an average of 50% compared with other
methods. It is found in Fig. 6c that the data aggregation quality also increases with
the increase of the value of the maximum allowable energy. Since the increase of
the value will make the sensor have more energy to transmit the lost data packets
again, the data aggregation quality will increase correspondingly. The algorithm per-
formance is improved by an average of 58% compared with other methods. It can be
observed in Fig. 6d that the quality of data aggregation increases with the increase
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Fig. 7 Comparison of data aggregation quality under different values of parameters β and different
iteration times (a the effect of different parameters β on data aggregation quality; b comparison of
data aggregation quality under different iteration times)

of threshold TS, and the performance of the algorithm improves by at least 1% and
at most 33%, with an average improvement of 23% compared with other methods.

The effect of different algorithm parameters β on the quality of data aggregation
under different values and different iteration times is given in Fig. 7.

From Fig. 7a, the quality of data aggregation increases with the β increasing,
and when β = 1, the quality of data aggregation tends to be stable, because when
approaching the optimal solution, the improvement of aggregation quality will
become smaller and smaller. The algorithm in this study tends to be stable earlier
than other methods and the trend is smooth and almost free of fluctuations, indicat-
ing that the algorithm performance in this study is more stable. Figure7b suggests
that each iteration means that a timer ends to start a new aggregation number. The
data aggregation quality increases with the number of iterations. When the number
of iterations reaches 200, data aggregation quality gradually converges and finally
tends to a global optimal solution.

4.2 Data Aggregation Results Based on Context-aware
Computing

The calculation results of perceived trust of six malicious nodes are given in Fig. 8.
This data is implausible malicious data when the trust value is below 0.5 (Fig. 8).

The missing report rate of the proposed method is 0.067, while that of the traditional
method is 0.53. This study greatly reduces the omission rate based on the context-
aware method.
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Fig. 8 Perceived trust of different malicious nodes (a the perceived trust of the method in this
study; b the perceived trust of traditional methods)

Fig. 9 Perceived trust of non-malicious nodes (a the perceived trust of method in this study; b the
perceived trust of traditional methods)

Six nodes without malicious data are randomly selected to test the false alarm rate
results (Fig. 9). It is not difficult to find that the error rate of warning of the proposed
method is 0.14 much lower than that of the traditional method (0.42).

Comparison of the number of nodes unable to connect to the network under
different number of unreliable links and under nodeswith different number of sensing
anomalies are illustrated in Fig. 10. The network throughput between this method
and traditional methods as well as similar methods is compared.

FromFig. 10a, b, the number of unreliable links increases, and the number of nodes
not connected to the network will also increase. Both the present method and the
traditional methods have different degrees of node discarding. However, the discard
amplitude of this algorithm is small and the curve remains stable. From Fig. 10c, d,
as the number of sensing abnormal nodes increases, the number of nodes that can’t
be connected into the network increases. This method should choose to discard the
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Fig. 10 Comparison of throughput under unreliable links and under sensing anomalies (a 8 unre-
liable links; b 16 unreliable links; c 4 sensing anomaly nodes; d 8 sensing anomaly nodes)

sensed data of unreliable nodes, but it can still aggregate and transmit the data from
other nodes, so it improves the network throughput.

In addition to the industrial network data transmission scheme proposed in this
chapter, DTs will play a more important role in the future. Based on the basic state of
physical entities, DTs will make a highly realistic analysis of the established model
and collect data in a dynamic and real-time way for monitoring, predicting, and
optimization of physical entities. In addition, DTs as edge side technology can be
effective connection device layer and network layer, become the industry the Inter-
net platform of knowledge extraction tool, will constantly in the industrial system
fragmentation knowledge transfer to the industrial Internet platform,DTs body of dif-
ferent maturity, the industry knowledge of different granularity reassemble, through
the industrial APP calls. Therefore, the industrial Internet platform is the incubation
bed of DTs, and DTs is an important scene of the industrial Internet platform.

Besides, accurate mapping of virtual models and fast feedback control of phys-
ical entities are the key to realizing DTs. The accuracy of the virtual model, the
fast feedback control ability of physical entities, and the interconnection of massive
physical devices put forward higher requirements on the data transmission capacity,
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transmission rate, and transmission response time of DTs. 5G communication tech-
nology has high speed, large capacity, low delay, and high reliability. It can meet the
data transmission requirements of DTs, meet the mass data low-delay transmission
of virtual model and physical entity, and meet the interconnection of many devices
to promote the application of DTs better.

5 Conclusion

With the development of DTs technology and the background of other computer
technologies and the IoT, the application field of intelligent environment is also
expanding, but there are accompanying problems, such as weak network configura-
bility, poor real-time performance, and privacy protection. The sustainable devel-
opment of industrial manufacturing is inseparable from DTs technology. The net-
work security problems existing in the intelligent industrial environment need to be
solved by more effective technology. By establishing the DTs model of industrial
network environment, this study establishes the hierarchical network framework of
intelligent industrialization environment. By studying data aggregation technology,
it attempts to solve the problems of node redundancy, data aggregation delay, and
security caused by the explosive growth of node size in the IoT. A trusted data aggre-
gation model based on context and data density correlation is proposed. Clustering
nodes can improve the accuracy of network perceived trust. It is verified that the
proposed method achieves better system throughput than other traditional methods
in the process of network cognitive communication. The disadvantage is the article
studies the maximization of aggregation quality of single sink node network. In the
future, it is necessary to further study the maximization of data aggregation quality
of multiple sink nodes.

References

1. Y. Dai, K. Zhang, S. Maharjan, Y. Zhang, Deep reinforcement learning for stochastic compu-
tation offloading in digital twin networks. IEEE Trans. Ind. Inform. 17(7), 4968–4977 (2020)

2. W. Sun, S. Lei, L. Wang, Z. Liu, Y. Zhang, Adaptive federated learning and digital twin for
industrial internet of things. IEEE Trans. Ind. Inform. 17(8), 5605–5614 (2020)

3. K. Židek, J. Pitel’, M. Adámek, P. Lazorík, A. Hošovský, Digital twin of experimental smart
manufacturing assembly system for industry 4.0 concept. Sustainability 12(9), 3658 (2020)

4. C. Zhang, G. Zhou, H. Li, Y. Cao, Manufacturing blockchain of things for the configuration of
a data-and knowledge-driven digital twin manufacturing cell. IEEE Internet Things J. 7(12),
11884–11894 (2020)

5. P. Jia, X. Wang, X. Shen, Digital-twin-enabled intelligent distributed clock synchronization in
industrial IoT systems. IEEE Internet Things J. 8(6), 4548–4559 (2020)

6. D. Wang, Z. Zhang, M. Zhang, M. Fu, J. Li, S. Cai, X. Chen, The role of digital twin in optical
communication: faultmanagement, hardware configuration, and transmission simulation. IEEE
Commun. Mag. 59(1), 133–139 (2021)



200 Z. Lv and L. Qiao

7. J.Qian,B. Song, Z. Jin,B.Wang,H.Chen, Linking empowering leadership to task performance,
taking charge, and voice: themediating role of feedback-seeking. Front. Psychol. 9, 2025 (2018)

8. W. Wang, Z. Deng, J. Wang, Enhancing sensor network security with improved internal hard-
ware design. Sensors 19(8), 1752 (2019)

9. T. Alam, A middleware framework between mobility and IoT using IEEE 802.15. 4e sensor
networks. J. Online Informatika, 4(2), 90–94 (2020)

10. B. Cao, J. Zhao, Y. Gu, S. Fan, P. Yang, Security-aware industrial wireless sensor network
deployment optimization. IEEE Trans. Ind. Inf. 16(8), 5309–5316 (2019)

11. S. Otoum, B. Kantarci, H.T. Mouftah, On the feasibility of deep learning in sensor network
intrusion detection. IEEE Netw. Lett. 1(2), 68–71 (2019)

12. V. Bhasin, S. Kumar, P.C. Saxena, C.P. Katti, Security architectures in wireless sensor network.
Int. J. Inform. Technol. 12(1), 261–272 (2020)

13. T.G. Nguyen, T.V. Phan, B.T. Nguyen, C. So-In, Z.A. Baig, S. Sanguanpong, Search: a col-
laborative and intelligent nids architecture for sdn-based cloud iot networks. IEEE Access 7,
107678–107694 (2019)

14. A. Fuller, Z. Fan, C. Day, C. Barlow, Digital twin: enabling technologies, challenges and open
research. IEEE Access 8, 108952–108971 (2020)

15. M. Obschonka, J. Moeller, M. Goethner, Entrepreneurial passion and personality: the case of
academic entrepreneurship. Front. Psychol. 9, 2697 (2019)

16. H.X. Nguyen, R. Trestian, D. To, M. Tatipamula, Digital twin for 5G and beyond. IEEE
Commun. Mag. 59(2), 10–15 (2021)

17. D. Chen, D. Wang, Y. Zhu, Z. Han, Digital twin for federated analytics using a Bayesian
approach. IEEE Internet Things J. (2021)

18. C. Gehrmann, M. Gunnarsson, A digital twin based industrial automation and control system
security architecture. IEEE Trans. Ind. Inf. 16(1), 669–680 (2019)

19. Z. Jiang, Y. Guo, Z. Wang, Digital twin to improve the virtual-real integration of industrial IoT.
J. Ind. Inform. Integr. 22, 100196 (2021)

20. Y. Lu,X.Huang,K. Zhang, S.Maharjan,Y. Zhang, Communication-efficient federated learning
and permissioned blockchain for digital twin edge networks. IEEE Internet Things J. 8(4),
2276–2288 (2020)

21. J. Moyne, Y. Qamsane, E.C. Balta, I. Kovalenko, J. Faris, K. Barton, D.M. Tilbury, A require-
ments driven digital twin framework: specification and opportunities. IEEE Access 8, 107781–
107801 (2020)

22. M. Liu, S. Fang, H. Dong, C. Xu, Review of digital twin about concepts, technologies, and
industrial applications. J. Manuf. Syst. 58, 346–361 (2021)

23. B.He,K.J. Bai,Digital twin-based sustainable intelligentmanufacturing: a review.Adv.Manuf.
9(1), 1–21 (2021)

24. B. Cao, X.Wang,W. Zhang, H. Song, Z. Lv, Amany-objective optimizationmodel of industrial
internet of things based on private blockchain. IEEE Netw. 34(5), 78–83 (2020)

25. K. Kolomvatsos, C. Anagnostopoulos, A deep learning model for demand-driven, proactive
tasks management in pervasive computing. IoT 1(2), 240–258 (2020)

26. F. Farahbakhsh, A. Shahidinejad, M. Ghobaei-Arani, Context-aware computation offloading
for mobile edge computing. J. Ambient Intell. Human. Comput. 1–13 (2021)

27. J. Song, Y. Liu, J. Shao, C. Tang, A dynamic membership data aggregation (DMDA) protocol
for smart grid. IEEE Syst. J. 14(1), 900–908 (2019)

28. G. Zhu, J. Xu, K. Huang, S. Cui, Over-the-air computing for wireless data aggregation in
massive IoT. IEEE Wireless Commun. 28(4), 57–65 (2021)

29. J. He, L. Cai, P. Cheng, J. Pan, L. Shi, Consensus-based data-privacy preserving data aggrega-
tion. IEEE Trans. Automatic Control 64(12), 5222–5229 (2019)

30. S.A. Dehkordi, K. Farajzadeh, J. Rezazadeh, R. Farahbakhsh, K. Sandrasegaran, M.A. Dehko-
rdi, A survey on data aggregation techniques in IoT sensor networks. Wireless Netw. 26(2),
1243–1263 (2020)



Context-Aware Cognitive Communication … 201

Zhihan Lv received the Ph.D. degree from Ocean University of
China in 2012. He has been an assistant professor with the Shen-
zhen Institutes of Advanced Technology, Chinese Academy of
Sciences, from 2012 to 2016, an associate professor with Qing-
dao University, China, from 2017 to 2021. He was with CNRS,
France, as a research engineer, with Umea University, Sweden,
as a postdoctoral research fellow, with Fundacion FIVAN, Spain,
as an experienced researcher, with University College London,
UK, as a research associate, with University of Barcelona, Spain,
as a postdoctor. He is currently an associate professor with Upp-
sala University, Sweden.

Liang Qiao received the bachelor’s degree from Qingdao Uni-
versity, he is currently working toward the graduate degree in the
College of Computer Science & Technology at Qingdao Univer-
sity. His research interests include machine learning, blockchain,
and virtual reality. In 2019. In 2018, he won the second prize of
the National Software and Information Technology Competition
in China. He has rich experience in algorithm design.



Cognitive Mobile Computing
for Cyber-Physical Systems (CPS)

Akramul Azim and Md. Al Maruf

Cyber-Physical Systems (CPS) are combined with sensor networks that have embed-
ded computing ability to sense, monitor, and control the physical environment. Due
to the growth of sensor data traffic and mobile applications (e.g., object detection,
cameras, and security), the infrastructure of cyber-physical systems has become
more complex. These applications require computational intensive machine algo-
rithms to make intelligent decisions. Therefore, we define the term as cognitive
mobile computing, when a machine can intelligently sense the required data and
compute efficiently in making the right decision based on the human thought process
in any complex situation. The main characteristics of cognitive mobile computing
are pervasive computing, extensive networking, and the degree of automation during
wireless communications without any human supervision. However, mobile com-
puting devices connected over a network face challenges for computational power
constraints, communication delay and physical interactions. Therefore, the future of
cognitive mobile computing shows the necessity of implementing an efficient frame-
work in selecting the right computing platforms, machine learning algorithms, and
data analytic models considering mobility.
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1 Introduction

Cognitive computing is a subfield of artificial intelligence (AI), and it refers to a
platform that computes diverse tasks with reasoning and understanding to facilitate
human intelligence [1]. Cognitive mobile computing provides support to compute
tasks leveraging machine learning to extend the ability of processing data.

Cognitive Computing: Cognitive computing is a self-learning system that employs
machine-learning methods to perform complex tasks intelligently like a human. A
system is considered cognitive if it holds three important concepts: contextual insight
from the model, hypothesis generation, and continuous learning from the sensor
data [2].

Mobile Computing: Mobile computing refers to a technology that is used to per-
form a wide variety of tasks in remote computing platforms or mobile (non-static)
environments. Mobile computing uses wireless communication (e.g., Wi-Fi, cellular
networks) to transmit data to mobile computing devices (e.g., smart vehicles, cloud).

Cognitive Mobile Computing: The computing process uses AI, Machine learning,
context analysis, and natural language processing to solve any problem. Therefore,
when cognitive computing is conducted on anymobile platform in the cyber-physical
systems, we define it as cognitive mobile computing. Mobile devices and platforms
are connected through a wireless network in cognitive mobile computing. Moreover,
it has the ability to manage dynamic resource allocation to achieve the trade-offs
between mobile devices and wireless resources. It enables the facility to compute
datawirelessly fromone device to others considering varying application constraints.

Cognitive computing possesses some unique properties to differentiate itself from
the other learning approaches such as environmental awareness, adaptiveness, and
intelligence. It is similar to human cognition that involves real-time analysis of the
environment, context, and intent like the human brain to solve problems. Moreover,
it focuses on the following aspects [1]:

• Interactive: Toobtain the capabilities of cognitive computing, the technologyneeds
to be dynamically interactive with different processes, computing devices, plat-
forms like cloud, fog and edge networks.

• Adaptive: This should have the ability to learn over time and adapt to changes in
new environments. Nowadays, cyber-physical systems process a wide variety of
data in real-time. These dynamic data need to be understood by the system tomake
decisions to change the learning mechanism by itself.

• Iterative and stateful: Another important attribute of cognitive computing is iden-
tifying the problem requirements and updating the state by asking questions or
analyzing given input data. The system constantly updates its learning state for
solving a problem from similar situations that occurred in the past.

• Contextual: It should be aware of the situation and context to perform a task.
Examples of context are task requirements, domain, time, location, background,
source of information, and goal of a task.
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Fig. 1 Cognitive computing components in cyber-physical systems (CPS)

To understand the associated components in cognitive mobile computing in CPS, a
list of components are shown in Fig. 1. The cyber-physical systems include differ-
ent components such as feedback systems, safety systems, wireless networks, and
physical environments controlled through different machine learning algorithms.
Cognitive mobile computing provides the facility to make the decision of different
tasks within each component intelligently.

2 Cognitive Mobile Computing for CPS

A cyber-physical system integrates systems with varying software (e.g., machine
learning applications) and hardware (e.g., sensors) components connected over the
Internet. A CPS generates a large amount of sensor data that are used in making deci-
sion for different Internet of Things (IoT) applications such as speech recognition and
Google voice typing. The computational intensive applications use different machine
learning algorithms to make intelligent decisions. These algorithms have become
very popular in different industry’s services, including healthcare, transportation,
automotive, education, and many more. Cognitive mobile computing empowers the
machine intelligence capability with the ability to self-learn and improve its learning
from experiences automatically.

With computing becomes ubiquitous, different resource-constrained devices are
required to compute different types embedded applications (e.g., automobiles, health-
care devices). Traditional system solutions are unable to offer adequate facilities to
handle resource-constrained devices, which are limited by computational power,
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memory, storage, and network connectivity [3, 4]. Therefore, cognitive mobile com-
puting in cyber-physical systems can greatly benefit the application users to overcome
different challenges. Moreover, different computing devices are connected to a net-
work through wireless communication technology in mobile computing. It provides
services to end-users to access available computational resources and information
in the network while mobile. Cyber-physical systems introduce new challenges in
managing these mobile computation devices to ensure faster computation and com-
munication among networks. Thus, it is important to employ an intelligent system
that can automate mobile computing technology providing support for computation,
networking, and physical processes. We refer to the term as cognitive mobile com-
puting when the system intelligently decides where to compute and what to process
to serve user requests. As an example, cognitive mobile computing can be a good
solution for autonomous self-driving vehicles. Autonomous vehicles require to pro-
cess raw sensory data (e.g., images, videos, text, and speech) and learn over time by
applying machine learning algorithms. These computing tasks need to be managed
smartly to ensure the safety of the cyber-physical systems.

Cognitive mobile computing can also take advantages of cloud-based solutions
to provide support for resource management, data storage, security and access to
different software applications. However, cloud-based approaches are not always
feasible for applications that have constraints such as response time and cost. More-
over, cloud service is not always a preferred solution considering downtime, com-
munication delay privacy, limited control and flexibility [5]. The cognitive mobile
computing can benefit to run time sensitive applications to the nearest computing
platforms(e.g., vehicular fog computing, road side units (RSUs)) to provide better
performance. Furthermore, these mobile computing platforms are still required to
investigate different issues such as hardware architectures, run time, communication
mechanisms, wireless networking, and application development on the constrained
devices, making applications seamlessly run across diverse platforms [6].

3 Use Cases

Depending of the scope of different applications, many use cases exist for cognitive
mobile computing in the CPS domain. A few areas of specialization are discussed
next, associatedwith fog computing, transfer learning, situational awareness, runtime
monitoring, and context-based learning.

3.1 Cognitive Fog Computing for CPS

Cognitivemobile computing supports awide range of applicationswhere the comput-
ing platforms play a huge role in being adaptive while making decisions in real-time.
Cloud is a popular computing platform for the IoT and CPS applications. How-
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Fig. 2 Fog computing architecture in cyber-physical systems

ever, advanced machine learning applications require intelligent computing services
where the decision can be made based on the application requirements. To meet the
necessity, fog computing is a promising option for time sensitive computation (e.g.,
vehicular over-the-air (OTA) updates), as it can offer enhanced network durability
and lower communication delays, as compared to the cloud [7]. To understand the
fog computing architecture, Fig. 2 shows the connected components like vehicles,
fog computing node or road side unit (RSU), cloud and communication medium
(e.g., wireless). The fog computing nodes are placed besides the roads to make it
more closer to the vehicles. This helps vehicles get connected quicker than the cloud
with faster computation and update.

Although the current network communication latency and resilience are improved
enough, the fog computing platform has not been explored to support cyber-physical
systems due to the absence of intellectual ability. There is a large scope of research
for making the fog computing platform fit for cognitive mobile computing. For
example, vehicularOTAupdates demand faster computation during a software update
or object detection. In this scenario, fog computing can facilitate better services
(e.g., high-quality video) and high-speed data transfer over cloud computing that
possesses high latency. Therefore, we need an intelligent infrastructure of fog nodes
management to tackle the extended demand of fog computing for resource allocation.
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The recent research works [8, 9] show a potential to allocate resources in distributed
fog computing architectures to minimize the OTA software update time.

In a fog computing infrastructure, the important factors are to understand the
traffic pattern, communication networks, and each fog node’s computational capacity
to examine the resource allocation and faster computation. Therefore, it shows the
necessity of cognitive characteristics that can make decisions to allocate resources in
different fog computing devices based on the traffic density and service demands. The
fog computing platform dynamically expands its computational capacity when the
request of services increases and deactivates different fog nodes while the demands
are below a threshold. The optimal resource assignment can potentially lower the
cost of deploying and managing fog nodes in an extensive scale. To make a smart
decision, the system requires analyzing the real-traffic loads and their pattern at
different time intervals. The traffic pattern analysis and their prediction will help the
system to manage the resources intelligently. When the traffic loads vary at different
locations, the resource manager assigns the resources based on the load. Thus, the
resource in terms of running cost and energy dissipation is minimized.

Moreover, the research shows how fog computing can make smart decisions on
predicting communication delay during anOver-the-Air update. The communication
delay prediction using transfer learning for any software size for a particular location
can provide insight into total OTA update time. With this insight, the vehicle may
take further actions that fit with the situation and context.

This automation in selecting the required number of computational nodes con-
sidering traffic load and predicting OTA update time when to compute makes fog
computing more attractive as a cognitive computing platform. Moreover, adding
cognition on how to compute tasks can lead to better resource utilization and user
experiences.

3.2 Transfer Learning for Mobile CPS Applications

Transfer learning refers to a supervised learning technique that encodes the knowl-
edge from a previously trained model and uses the knowledge to solve a different or
similar problem in another domain [10]. In mobile CPS applications, transfer learn-
ing can play a vital part in reusing one domain knowledge to another. Many machine
learning applications depend on hardware components to interact and collect data
from sensors in real-time. To build a model for this kind of application is expensive
and time-consuming in the real world. In such a situation, simulation of any system
can benefit different stakeholders to gain knowledge for real-world implementation.
Therefore, applying the simulation knowledge to the real world is an instance of
transfer learning techniques. Alternatively, the real-world knowledge can be adapted
in a simulation tool to verify and validate the system before running the system in
the real environment. This is also another form of transfer learning to consider. As
an example, the CARLA [11] simulator supports different environments to support
training and validation in autonomous driving. In transfer learning, the pre-trained
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Fig. 3 Transfer learning
concept in cognitive
computing

machine learning model holds its domain knowledge and is used in another domain
to solve a new problem. Figure 3 demonstrates how transfer learning transmits one
domain knowledge to another. Therefore, transfer learning has the ability to solve
different tasks in new environments.

There are different scenarios where transfer learning has impacts on mobile CPS
applications. For example, many resource-intensive machine learning applications
need larger training time for training the model. Once the model is trained, you can
reuse this trained model for solving another problem where it can potentially avoid
re-training the newmodel incorporating the pre-trainedmodel. This transfer learning
drastically reduces the training time for training anothermodel for solving a problem.
Feature extraction is a well-known approach to implement transfer learning. It assists
in extracting the required features from the learned model and incorporating those
features into a much smaller model for evaluation.

In a recentwork [9], the authors predict the communication delay using the transfer
learning approach. The approach initially set the goal to calculate the communication
delay of different geographical areas given in the NYC taxi dataset. These location
points do not have communication delay information. Therefore, a pre-trainedmodel
of another location is used to predict the delay for the NYC taxi dataset locations. The
pre-trainedmodel usesWiFi hotspot signal strength dataset [12] and a5Gdataset [13].
The experimental results show that transfer learning using a deep neural network has
better accuracy in predicting communication delay than traditional approaches. This
model training can be conducted in the fog computing platform, applying to transfer
learning knowledge. Therefore, it can benefit the cyber-physical systems to achieve
faster execution in both training and testing phases.
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3.3 Situation-Aware Adaptive Computing for CPS

In cyber-physical systems, system components interact with different objects from
the environment. Each component needs to satisfy different constraints such as safety
and performance. To satisfy these constraints, the system is required to be operated
based on a specific model defined during system design. Many real-time systems
are highly interactive and need to respond correctly in a changing environment.
Therefore, it shows the necessity of cognitive learning that can intelligently handle
changing situations and monitor the environment for taking further decision.

System self-adaptation [14] has become an attractive research area with the exten-
sive integration of real-time systems in different environmental situations. System
design and analysis are performed in the development and testing phases in the tra-
ditional approach. However, the system requires maintaining the safety and tasks
schedulability at runtime to guarantee its functional and timing behavior. For exam-
ple, a transportation systemneeds to be knowledgeable to understand its surroundings
using video stream data mining. The video mining approach captures different tem-
poral events analyzing system runtime behavior and patterns. After that, it makes a
knowledge base from those events. This knowledge base is used to train the model,
and the model adapts itself, executing a set of pre-defined tasks based on the current
situation.

The cognitive approach considers the self-adaptation factors before executing the
tasks at runtime. In a dynamic environment, the system may require to execute addi-
tional tasks along the existing tasks to adapt to the changes. However, executing
such additional tasks through a task scheduler overlooks the important factors like
release delay, task preemption, context switches, and cache effects. These factors
have an impact on the runtime performance. Therefore, the authors [14] propose a
situation-aware adaption framework that verifies the task’s constraints before exe-
cution so that it does not violate the constraints. The proposed approach mines the
environmental inputs (e.g., sensor video data) and extracts different events training
a machine learning model. The learning model learns from the events and adapts
its system configurations to satisfy different system constraints. Figure 4 shows the
cognitive computing approach for adapting situations based on current inputs. The
adaptation system always updates itself from time to time based on the environmental
context and situation. The experimental results compare system failure probability
between the with and without situation-aware adaptation framework. In addition,
the results show that the self-adaptation framework can improve the system runtime
performance by reducing the scheduling overhead and response time.

3.4 Runtime Monitoring for Self-adaptive CPS

The cyber-physical systems (e.g. autonomous cars) can have different modes (e.g.,
safety and performance) of operations where a system can switch to different modes
to satisfy the system requirements at runtime. Therefore, the cyber-physical systems
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Fig. 4 Situation-aware adaptation using cognitive learning

require cognitive learning to identify the expected mode at runtime and verify the
model. The existing works propose different approaches to assure the runtime behav-
ior with varying requirements for self-adaptive systems. For example, in paper [15],
the authors consider the feature modeling technique to adapt the reusable configu-
rations at design time. Feature modeling extracts varying features and their require-
ments for developing a new system from the existing reusable systems. The pro-
posed method presents two dynamic variability dimensions: environment variability
and structural variability. The environmental variability identifies the constraints of
cyber-physical systems under which they should adapt themselves to change their
execution mode. On the other hand, the structural variability finds the system config-
urations required to be adapted. The experimental results find that the feature-based
self-adapted systems require less configuration time and adaptation time compared
to traditional approaches. Moreover, it shows that it has less probability of failure to
satisfy the constraints in any changing environment.

In another approach [16], the authors present a system monitoring module that
observes the environment and identifies events that occur at runtime. An event-driven
dataset is created for failure analysis. Based on the probability of failure, the system
makes decisions for each environmental situation. Moreover, the proposed approach
extracts real-time and non real-time properties from the events. These findings fur-
ther help to predict future events or system behavior. For example, the early collision
probability prediction among two cars can determine the correct mode selection at
runtime. The integrated verification and validation models check the failure prob-
ability. A threshold value named SV determines whether a system is safe/unsafe
for deciding during the mode switches. If the calculated failure probability value
is less than the threshold SV value, the system is verified as safe; otherwise, it
requires switching into a safe mode. The workflow for assuring runtime behavior of
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Fig. 5 Runtime behavior of self-adaptive cyber-physical systems

self-adaptive systems is shown in Fig. 5. The system model collects the input data
from the environment and trains the model to analyze different requirements (e.g.,
safety, performance). The training model predicts the runtime behavior and helps the
self-adaptive system in updating its configurations to meet requirements.

To some extent, the other existing works predict future vehicle trajectories in real-
time to avoid collisions. For example, in autonomous driving, pedestrian or vehicle
trajectory prediction can potentially prevent traffic injuries and improve safety [17].
However, future pedestrian trajectory prediction is challenging as it involves real-time
interactions, pedestrian behaviors, and dynamic environments. Existing approaches
process real-time video images combining convolution neural network (CNN) and
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long term-short memory (LSTM) to predict the trajectory or future movement [18].
The CNN performs image processing and segmentation for feature extraction and
the LSTM predicts the future sequence of pedestrian movements.

3.5 Context-Based Learning for CPS

Context-based learning is a part of cognitive learning and it uses real-life experiences
to teach different concepts. In this scenario, a concept is a thought process derived
from a context where a context is the specific series of events or occurrences of
a system. To enable context-awareness learning in autonomous vehicles, machine
learning algorithms are used to predict all the events in prior.

Cyber-physical systems like autonomous cars need to extract context from the
environment to learn from the partially observable complex environments. There
are different context-awareness learning algorithms, but Deep Recurrent Q-Network
(DRQN) approaches are great options to use [19]. It is challenging to train a model
from its surrounding environments extracting all the information such as the number
of surrounding vehicles and their speeds and trajectories at different times. Therefore,
autonomous cars solely depend on the sensor data (e.g., obstacles ahead, speeds, and
positions) to train their model.

To make the context-based learning simple, this work [19] proposes to combine
the Deep Recurrent Q-Network (DRQN) and Long-term Short Memory (LSTM) to
develop a reward-punishment mechanism. In this approach, agents with decision-
making and context-awareness ability will be rewarded for correct prediction and
punished for the wrong prediction. As the algorithms are different forms of rein-
forcement learning, the system will learn from the environment from the feedback
control loop. The experimental results show that the DRQN algorithms perform bet-
ter than DQN, considering a higher reward rate. Therefore, this approach shows how
the system cognition capability can be further improved to train the model to adapt
itself in a real-time environment.

Reinforcement learning is concerned with how an intelligent machine performs in
any unknown or dynamic environment and learns from feedback. With the feedback
loop, the agent improves its learningwhere a reward policy is implemented for correct
decisions and penalized for incorrect decisions. Figure 6 shows the block diagram
of the reinforcement learning process where the agent makes a decision based on
the current state and changes its state based on the feedback from the environment.
It continues three operations (action, change state, and get feedback) to learn and
explore the environment. The applications of reinforcement learning are autonomous
vehicles, gaming, virtual assistant, search engines, and chatbots, etc. Reinforcement
learning is explored under different methods, such as Deep Q-learning Network
(DQRN), Q-learning Network (QRN), temporal-difference (TD) learning, and deep
reinforcement learning (DRL).

Autonomous vehicles need to interact dynamically, exhibiting cognitive charac-
teristics like reasoning, perception, and analysis. Therefore, reinforcement learning
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Fig. 6 Reinforcement
learning mechanism

can be a good choice for autonomous training agents. However, this algorithm is
more prevalent when the training dataset is small and the autonomous agents have
the ability to learn through feedback from the environment. During the interaction,
the agent considers achieving the goal of executing tasks upon specified context.

However, reinforcement learning does not always show the best cognitive char-
acteristic as the learning agent may get stuck in a local optimum instead of finding
global optima. The main reason behind this is that reinforcement learning stops
exploring its environmental space after finding an optimal action with considerable
results. There are different approaches like Soft Actor-Critic (SAC), Proximal Policy
Optimization (PPO), and Asynchronous Advantage Actor-Critic (A3C) for reaching
global optima. In A3C, the method has two components: Value and Policy function.
The value function estimates the reward point and the policy function finds the action
probability. In addition, the Proximal Policy Optimization (PPO) uses a policy func-
tion to control the autonomous vehicles’ agent’s actions. These existing approaches
still not optimal as it requires further explorations.

To alleviate the problem, this paper [20] proposes to use the correlated time noise
in the agent’s policy function so that the learning agents move out for finding global
output. To include the noise in the input space, the author uses Ornstein-Uhlenbeck
process that generates random disturbance. This improves the agent’s exploration
method and the performance in learning new things from the environment. The
experimental results state that the injection of noise expands the exploration space,
and the agent improves its training and testing time. Moreover, the results show the
improved performance for receiving awards in the different learning contexts. This
shows the cognition power of reinforcement learning.
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4 Wireless Communication Technologies in Mobile
Computing

The critical component of cognitive mobile computing is wireless communication.
It plays a vital role in addressing reliability and safety challenges in cyber-physical
systems. In practice, we find different wireless technologies commonly used to trans-
mit data in the CPS network. A few wireless technologies [21] are listed in Fig. 7
based on the data transmission range and the details are described below:

(a) Wi-Fi: Wi-Fi is a low-powered wireless technology that mainly helps to connect
devices to the internet. It uses radio waves (RF) to connect with other devices
and it follows the IEEE 802.11 standard. This standard describes different speci-
fications, limits, values and algorithms to establish aWi-Fi connection. The term
Wi-Fi is often interchangeably used with other wireless connections: Wireless
Local Area Network (WLAN) and Wireless Body Area Network (WBAN).

(b) Bluetooth: Bluetooth uses radiowaves for communication between devices in the
frequency range of 2.402–2.480GHz. It covers a very short distance towirelessly
transfer data between devices (e.g., phones and tablets) without compromising
heavily battery power. The advanced form of Bluetooth is Bluetooth LowEnergy
(BLE), and it requires less power than the standard Bluetooth.

(c) ZigBee: To implement Low-Power Wide-Area (LPWA) Networks, ZigBee has
become very popular for wireless communication in the IoT environment. It
operates on the IEEE 802.15 standard. It offers a better network in terms of lower
cost, lower power consumption, and network topology (e.g., mesh) that helps
distributed devices connect through multiple pathways. Unlike point-to-point

Fig. 7 Wireless technologies used in cognitive mobile computing
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communication of Bluetooth, it uses the mesh network to provide connection
stability among interconnected devices even if any intermediate device fails to
connect in the network.

(d) Cellular (3G/4G/5G): A cellular network is commonly known as a mobile net-
work. It comprisesmany cells distributed over land areas. Each cell has the ability
to transmit and receive data over a large area. When cells are joined together,
they can cover a wide geographic area for wireless communication. Each cell
migrates the data to the next cell when it requires to transfer the data at a longer
distance. Over the years, cellular networks are evolved through 1G, 2G, 3G,
4G, and 5G networks. Nowadays, 4G is fully implemented in the ground. On the
other hand, 5G is still immature, but it is already investigated for its effectiveness
in providing high-speed data networking on large sites.

(e) Dedicated short-range communications (DSRC):DSRC is amedium-rangewire-
less communication channel designed for automobiles to facilitate an intelligent
transportation system. It operates on the 5.9 GHz band of the radio frequency
spectrum. It is an open-source protocol, and it provides low latency and high
reliability in vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) com-
munications.

(f) Real-time WiFi [22]: Real-time WiFi is a high-speed wireless communication
protocol. It uses the time-division multiple access (TDMA) method to provide
a deterministic timing guarantee on data transmission. Moreover, it has a high
sampling rate of up to 6kHz, low latency variance, and high reliability forwireless
Cyber-Physical Control Applications..

(g) Cellular Vehicle-to-Everything (C-V2X): C-V2X is a wide-area and short-range
connectivity platform to enable vehicle-to-vehicle (V2V), vehicle-to-pedestrian
(V2P), vehicle-to-infrastructure (V2I), and vehicle-to-cloud (V2C) communi-
cations. It offers transmission in two different modes. The first mode is direct
communication that helps to connect vehicles to others, and it communicates
with the surroundings through the cellular network. The second mode is the net-
work communication mode by which the vehicles receive information on road
conditions and traffic stats of a particular area.

To visualize the differences among the common wireless technologies, a compar-
ison table is shown in Table 1. It shows the comparison based on different metrics
such as standard, data rate, frequency, operating range, latency, and application area.

InCPS,wireless technologies are becomingpopular because of improvedusability
in managing a large network. In the following, we discuss two examples where the
use of wireless technologies is very important and research outcomes on solutions
to the challenges are quite significant.

Wireless Technologies for OTA Update: The potential wireless technologies
in the OTA update process are WiFi, DSRC, and cellular network. In most cases,
automotive companies provide support to update their software using 3G, 4G, orLong
Term Evolution (LTE) networks. Although the 5G network is already in a place for
OTA updates on a large scale, it needs to be more investigated to handle different
types of OTA update applications. For example, OTA updates can be categorized as
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Table 1 Comparison of wireless technologies in mobile computing [22]

Technology Standard Max
operating
range

Data rate Latency Frequency Potential
use cases

Zigbee IEEE
802.15

100 m 250 Kbps <140 ms 2.4 GHz Wireless
sensors
(monitor-
ing)

Bluetooth IEEE
802.15

200 m 1–3 Mbps 100 ms 2.4–2.5
GHz

Wireless
sensors
(monitor-
ing,
control)

WiFi IEEE
802.11

70–250 m Upto 600
Mbps

<1 ms 2.4–5 GHz Mobile
internet

4G IEEE
802.16e

10 miles Upto 1
Gbps

10 ms <6 GHz Streaming
video

5G 3GPP 1500 feet Upto 20
Gbps

<1ms 30–300GHz IoT, VR

DSRC IEEE
802.11p

<100 m 27 Mbps 150 ms <6 GHz Vehicular
networks

Real-time
WiFi

IEEE
802.11
b/g/n

70–250 m 150 Mbps <4.2 ms 2.4 GHz Wireless
control
systems

C-V2X C-V2X Rel.
16

107 m 4–50 Mbps <50 ms <6 GHz Vehicular
networks

critical and non-critical updates. A non-critical update (e.g., song playlist update) is
always compromised with the system’s safety, and it can be updated using cellular
networks at any place. On the other hand, a critical update is considered a mandatory
update by the vendor, and it needs to be completed instantly to avoid any catastrophic
failure of the systems. In vehicular networks, the critical firmware OTA updates aim
to fix bugs, improving the system’s functionality and security to ensure safety. In such
cases, the vehicles can update their firmware from any static position (e.g., parking
area) to maintain stable wireless communication. The current 4G and LTE networks
are evolved enough to handle static updates in vehicular networks. However, if the
vehicles desire to update the critical software on the driving mode in a dynamic
environment, the wireless network requires to satisfy a lot of constraints, including
safety. The 5G/6G, C-V2X, and DSRC wireless technologies are still working to
support critical updates in any mobile computing platform.

Wireless Technologies in Vehicle Platooning: Platooning refers to the forma-
tion of a group of vehicles that travel together closely in one direction, maintaining
a safe speed [23]. In each platoon, a lead vehicle controls the speed and direction,
and all the following vehicles respond to adjust their braking and acceleration. Mod-
ern wireless communication technologies such as Bluetooth, WiFi, GPS, cellular
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networks (e.g., 5G) have the potential to implement vehicle platooning. However,
it requires a comprehensive investigation to evaluate the feasibility of these tech-
nologies. For example, if the lead vehicle does not respond on time to an obstacle,
the following vehicles may get involved in the collision due to driving proximity.
Therefore, it requires reliable wireless technology to ensure the safety of the sys-
tems and drivers. Recently, DSRC and C-V2X are suggested implementing vehicle
platooning to improve safe driving and fuel consumption. For efficient vehicle pla-
tooning, context-aware computation is also required because all the vehicles rely
on their surroundings and dynamic environment. Volvo has presented platooning
using three motorcars driven autonomously behind a lead truck driven at speeds up
to 90kph [24]. In this scenario, if the platoons have more than three vehicles, the
communication channel should be implemented with a low latency cellular network
(e.g., 5G) or other wireless technologies.

5 Challenges in Cognitive Mobile Computing

(a) Computational complexity: Due to the high volume of training data, the comput-
ing platform requires parallel execution to provide faster results. Finding avail-
able resources and assigning different computational tasks to remote resources
make the automation process challenging.

(b) Risk of inaccurate results: As the computing resources aremobile, synchronizing
different computational tasks is challenging. Moreover, cognitive computing
includes different machine learning algorithms to make decisions. Thus, the
incorrect choice of algorithms and failure to satisfy system constraints may lead
to an unstable system state.

(c) Dynamic interaction: The dynamic characteristics of cyber-physical systems
make the overall cognitive computing process challenging as the computing
process needs to satisfy both the application requirements and the environmental
constraints.

(d) Wireless connectivity: In cognitive mobile computing, physical and software
components are connected through the wireless network. Therefore, the com-
munication medium plays an essential role in different aspects such as faster
communication, data security, accessibility, constant connectivity, and user expe-
riences. To ensure an efficient cognitivemobile computing, it introduces different
research challenges. For example,

• Communicationdelay:Due to dynamic characteristics of cognitive computing,
longer network communication delay may cause data to be corrupted and lost
in transit. Therefore, it shows the necessity to optimize the communication
delay.
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• Data security and privacy: The broadcasting character of wireless networks
causes the conveyed data to be vulnerable to eavesdropping. Therefore, recent
studies focus on different communication protocols that are used to secure the
wireless connection and user data.

• Resource and inference management: With the increased number of emerg-
ing applications, wireless network requires to support required resources and
interference management schemes.

• Network architecture and constant accessibility: An efficient network archi-
tecture is required to handle different application requirements. For example,
integrated functionalities of a network should have the ability to determine
where to compute a task to ensure safety and better quality of services. There-
fore, the network architecture design and performance analysis are the key
elements of any cognitive mobile computing.

6 Research Challenges in Cognitive Mobile Computing for
CPS

Cognitive mobile computing can assist in different decision-making activities by
leveraging the benefits of using machine learning. In the following, some research
challenges are presented from the different perspectives discussed in [25].

(a) Dynamic interaction: One of the major components of cognitive mobile com-
puting is the dynamic engagement or interactions with different system entities.
The modern cyber-physical systems produce large structured and non-structured
data. After analyzing these data, the system should interact to provide insight to
assist humans in making decisions and hypotheses. Online chatbots and object
detection for autonomous vehicles are good examples of cognitive mobile com-
puting. An autonomous vehicle interacts with different physical components and
environments to help in making decisions.

(b) Intelligent decision making at runtime: The next scope after the dynamic inter-
action is intelligent decision-making at system runtime. Due to dynamic inter-
action, cyber-physical systems require to make a decision within a short period
of time. These decision-making capabilities are learned through model training
and experience. For example, reinforcement learning can continuously teach a
system based on new information, outcomes, and actions. After that, the system
can help in making the right decision to select the best solutions from multi-
ple options. A popular use case of cognitive computing is IBM Watson Virtual
Assistant [25], which provides fast, consistent, and accurate answers for differ-
ent queries. Cognitive computing will also have the ability to analyze patterns,
history, and traces to make future decisions.

(c) Discovering knowledge from data: Finding knowledge is the potential scope of
cognitive mobile computing where the system will find insights and understand
vast sensor data. The computing systems will have developed human skills to
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analyze different situations (e.g., environment) to make decisions. The system
model will be built with unsupervised machine learning to develop itself con-
tinuously. Moreover, future cognitive computing is considered the collection of
distributed intelligent agents that extract raw streaming data and analyze them
to create interactive systems that provide real-time monitoring and analysis.

7 Conclusion

Cognitive mobile computing is a requirement for any intelligence cyber-physical
system today. The constraints of cyber-physical systems make cognitive mobile
computing more challenging for ensuring resource allocation, self-adaptation, and
efficient application execution. Therefore, it requires to use new technologies such as
fog computing, transfer learning, context-aware computing, and runtime monitoring
because components are connected with various sensors through different wireless
communication networks. In the future, we see a potential use of cognitive mobile
computing in the IoT environment. The extensive sensor data produced by sens-
ing devices can provide important knowledge, but it is often considered a big data
challenge. Thus, sensor data analytics with visualization in any mobile computing
platform is a growing field of endeavor.

References

1. S.Deb,What is cognitiveAI? Is it the future?Edureka. https://www.edureka.co/blog/cognitive-
ai/. Last Accessed 16 Nov 2021 (2019)

2. J.S. Hurwitz, M. Kaufman, A. Bowles, Cognitive Computing and Big Data Analytics (Wiley,
2015)

3. M. Al Maruf, A. Azim, Extending resources for avoiding overloads of mixed-criticality tasks
in cyber-physical systems. IET Cyber-Phys. Syst. Theory Appl. 5(1), 60–70 (2019)

4. E.Christopoulou,Context as a necessity inmobile applications, inMobile computing: concepts,
methodologies, tools, and applications (IGI Global, 2009), pp. 65–83

5. A. Larkin, Disadvantages of cloud computing. Cloud Adoption, Cloud Academy. https://
cloudacademy.com/blog/disadvantages-of-cloud-computing/. Last Accessed 16 Nov 2021
(2019)

6. M.A.Maruf, A. Azim, Requirements-preserving design automation for multiprocessor embed-
ded system applications. J. Ambient Intell. Humanized Comput. 12, 821–833 (2021)

7. K. Fizza, N. Auluck, A. Azim,M.A.Maruf, A. Singh, Faster ota updates in smart vehicles using
fog computing, in Proceedings of the 12th IEEE/ACM International Conference on Utility and
Cloud Computing Companion (2019), pp. 59–64

8. M. Al Maruf, A. Singh, A. Azim, N. Auluck, Resource efficient allocation of fog nodes for
faster vehicular ota updates, in 2020 International Symposium on Networks, Computers and
Communications (ISNCC) (IEEE, 2020), pp. 1–6

9. M. AlMaruf, A. Singh, A. Azim, N. Auluck, Faster fog computing based over-the-air vehicular
updates: a transfer learning approach. IEEE Trans. Serv. Comput. (2021)

10. S.J. Pan, Q. Yang, A survey on transfer learning. IEEE Trans. Know. Data Eng. 22(10), 1345–
1359 (2009)

https://www.edureka.co/blog/cognitive-ai/
https://www.edureka.co/blog/cognitive-ai/
https://cloudacademy.com/blog/disadvantages-of-cloud-computing/
https://cloudacademy.com/blog/disadvantages-of-cloud-computing/


Cognitive Mobile Computing for Cyber-Physical Systems (CPS) 221

11. A. Dosovitskiy, G. Ros, F. Codevilla, A. Lopez, V. Koltun, Carla: an open urban driving
simulator, in Conference on Robot Learning (PMLR, 2017), pp. 1–16

12. P. Chawdhry, G. Folloni, S. Luzardi, S. Lumachi, European Wifi Hotspot signal strength cov-
erage. European Commission, Joint Research Centre (JRC). https://data.europa.eu/89h/jrc-
netbravo-netbravo-od-eu-wifi. Last Accessed 29 Dec 2021 (2016)

13. D. Raca, D. Leahy, C.J. Sreenan, J.J. Quinlan, Beyond throughput, the next generation: a 5g
dataset with channel and context metrics, in Proceedings of the 11th ACMMultimedia Systems
Conference (2020), pp. 303–308

14. N. Islam, A. Azim, A situation-aware adaptation framework for intelligent transportation
systems, in 2020 IEEE 23rd International Symposium on Real-Time Distributed Computing
(ISORC) (IEEE, 2020), pp. 106–115

15. N. Islam,A.Azim,Assuring the runtime behavior of self-adaptive cyber-physical systems using
feature modeling, in Proceedings of the 28th Annual International Conference on Computer
Science and Software Engineering (2018), pp. 48–59

16. N. Islam, A. Azim, A multi-mode real-time system verification model using efficient event-
driven dataset. J. Ambient Intell. Humanized Comput. 1–14 (2018)

17. R. Quan, L. Zhu, Y.Wu, Y. Yang, Holistic lstm for pedestrian trajectory prediction. IEEETrans.
Image Process. 30, 3229–3239 (2021)

18. Y. Ma, X. Zhu, S. Zhang, R. Yang, W. Wang, D. Manocha, Trafficpredict: trajectory prediction
for heterogeneous traffic-agents, in Proceedings of the AAAI Conference on Artificial Intelli-
gence, vol. 33 (2019), pp. 6120–6127

19. J.M. Peixoto, A. Azim, Context-based learning for autonomous vehicles, in 2020 IEEE 23rd
International Symposium on Real-Time Distributed Computing (ISORC) (IEEE, 2020), pp.
150–151

20. M.J. Peixoto, A. Azim, Using time-correlated noise to encourage exploration and improve
autonomous agents performance in reinforcement learning. Procedia Comp. Sci. 191, 85–92
(2021)

21. M.N.Ahangar, Q.Z. Ahmed, F.A.Khan,M.Hafeez, A survey of autonomous vehicles: enabling
communication technologies and challenges. Sensors 21(3), 706 (2021)

22. Y.H. Wei, Q. Leng, S. Han, A.K. Mok, W. Zhang, M. Tomizuka, Rt-wifi: Real-time high-speed
communication protocol for wireless cyber-physical control applications, in 2013 IEEE 34th
Real-Time Systems Symposium (IEEE, 2013), pp. 140–149

23. H. Zhou, R. Saigal, F. Dion, L. Yang, Vehicle platoon control in high-latency wireless commu-
nications environment: model predictive control method. Transp. Res. Record 2324(1), 81–90
(2012)

24. S.E. Shladover, X. Yun, L. Yang, H. Ramezani, J. Spring, C.V. Nowakowski, D. Nelson, D.
Thompson, A. Kailas et al., Cooperative adaptive cruise control (cacc) for partially automated
truck platooning. Tech. rep., California. Dept. of Transportation. Division of Research and
Innovation (2018)

25. What is cognitive computing? Features, scope & limitations. Maruti Techlabs. https://
marutitech.com/cognitive-computing-features-scope-limitations/. Accessed 1 Jan 2021
(2021)

https://data.europa.eu/89h/jrc-netbravo-netbravo-od-eu-wifi
https://data.europa.eu/89h/jrc-netbravo-netbravo-od-eu-wifi
https://marutitech.com/cognitive-computing-features-scope-limitations/
https://marutitech.com/cognitive-computing-features-scope-limitations/


222 A. Azim and Md. Al Maruf

Akramul Azim is an Associate Professor in Software Engineer-
ing at the Ontario Tech University, Canada. His research inter-
ests include real-time embedded software, safety-critical soft-
ware, machine learning, cognitive computing, software qual-
ity, and intelligent transportation systems. Dr. Azim is a senior
member of IEEE and a licensed professional engineer (PEng) of
Ontario, Canada.

Md. Al Maruf is a Ph.D. student at the Electrical, Computer
and Software Engineering department of Ontario Tech Univer-
sity, Canada. His main research focuses on real-time embedded
systems, task scheduling, cloud/fog computing, and machine
learning.



Edge Intelligence for Autonomous
Driving Cars

Latif U. Khan, Anselme Ndikumana, Nguyen H. Tran, and Choong Seon Hong

Abstract Self-driving cars have shown an immense interest from both academia
and industry due to their wide range of features. These features are infotainment,
collision avoidance alerts, driving with minimum possible user intervention, lane
changing guidance forminimizing congestion, and accident reporting, among others.
To enable these features, there is a need to efficiently deploy secure, secure, fault-
tolerant, robust, scalable, and interoperable technologies. Additionally, there is a
need for on-demand computing resources at the network edge to assist autonomous
cars in performing complex computing tasks. To further improve the performance at
the network edge, one can use machine learning. In this chapter, we investigate the
key design aspects and technologies required for autonomous driving cars. A case
study of using deep learning for enabling infotainment in autonomous cars is also
presented. Finally, simulations results are presented for validation of the case study.

1 Introduction

1.1 Background and Motivations

Autonomous driving cars have witnessed a significant increase in interest from the
research community as well as industry. The automobile industries have focused
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on the next stage of autonomous driving, called self-driving, where cars will drive
themselves without human driver intervention [1–3]. Self-driving cars are equipped
with the smart sensors that generate significant amount of data. Such a data can
be used to train various machine learning models [4–6]. These machine learning
models will be then used for various applications (e.g., autonomous lane changing,
accident reporting, and collision avoidance). In this work, we choose self-driving
cars over human-driven cars because self-driving cars already have On-Board Units
(OBUs) with Graphics Processing Units (GPUs), Field Programmable Gate Array
(FPGA), and Application Specific Integrated Chip (ASIC) to handle in-car AI. This
gives the self-driving cars the capability to observe, think, learn, and navigate in real
driving environments [1]. Also, according to a study on the incremental time and
what activities people will perform if everyone uses self-driving cars, it is estimated
that there will be 22 billions of hours for extra media consummation in the US
[7]. Therefore, with AI and OBUs that can handle Computation, Communication,
Caching, and Control (4C) in self-driving cars, passengers will spend more time
on infotainment services such watching media, playing games, and utilizing social
networks. Overview of AI in enabling autonomous driving cars is shown in Fig. 1. To
support this, self-driving cars should be equipped with recent emerging technologies
for infotainment services such as AI-based games, Virtual, Augmented, and Mixed
Reality [8]. However, retrieving infotainment contents from Data Centers (DCs) can
worsen infotainment content delivery services due to the associated end-to-end delay
and consumed backhaul bandwidth resource. As an example, watching a video in
a car requires three components, namely a video source, screen, and sound system.
Therefore, if the source of the video is not in the car, the car needs to download it from
DC. Assuming the DC is distantly located, then the infotainment content delivery
services will incur a high delay. Therefore, caching in self-driving cars will play
an important role in enhancing infotainment services. Furthermore, for retrieving
infotainment contents that need to be cached in self-driving cars, we consider Multi-
access Edge Computing (MEC) [9, 10] as a suitable technology to support self-
driving cars through caching infotainment contents near self-driving cars. In this
work, MEC servers are deployed at RoadSide Units (RSUs).

1.2 Challenges for Infotainment Caching

• In human-driven cars, drivers choose the infotainment contents to display or play.
However, in the absence of the driver, the self-driving car should determine itself
the infotainment contents to cache and play that are likely to entertain its passen-
gers.

• Some infotainment contentsmaynot be appropriate for consumption bypassengers
depending on their age and area. Therefore, the self-driving car should determine
itself the infotainment contents to cache that do not violate prohibited and restricted
content access policies.
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Fig. 1 Role of AI in autonomous driving cars [5]

• As shown in Fig. 2 generated from YouTube demographics dataset for one month
available in [11], people have different content preferences, in which their choices
depend on their features such as age and gender. Therefore, in the self-driving
driving cars, caching decisions for the infotainment contents should depend on
passengers’ features.

• Self-driving carswill eventually delivermore heterogeneous infotainment contents
such asmovies, TV,music, and games aswell as recent emerging technologies such
as Virtual, Augmented, and Mixed Reality [8]. However, obtaining infotainment
contents from DC can induce high car-DC delay. Therefore, self-driving cars need
to be supported byMECservers by caching infotainment content in close proximity
to self-driving cars at RSUs.

• Self-driving cars are sensitive to delay due to their high mobility and connection
in-motion. Therefore, to achieve less variation in transmission delay for download-
ing contents need to be cached, at the beginning of the journey, the self-driving
car should select available MEC servers en-route that will be used to download
infotainment contents.

To address the aforementioned challenges, we propose a deep learning based
caching for self-driving cars,where caching decisions depend on passengers’ features
obtained using deep learning approaches and available communication, caching, and
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Fig. 2 Content preferences based on users’ features [11]

computation (3C) resources. As an extended version of our earlier work published
in [12], the main contributions of this chapter are summarized as follows:

• We present deep learning based caching for self-driving cars as a new application
of Convolutional Neural Network (CNN), where caching decisions depend on pas-
sengers’ features obtained using CNN model and facial images of the passengers.
Here, we assume the CNN model is trained and tested at DC using dataset. Then,
the CNN model is deployed at MEC servers attached to the RSUs in close prox-
imity to the self-driving cars, where the self-driving cars can retrieve model with
minimized delay.

• We present a Multi-Layer Perceptron (MLP) framework at DC to predict the prob-
ability of infotainment contents to be requested in specific edge areas of MEC
servers. Then, the MLP prediction output is deployed at MEC servers. During
off-peak hours, each MEC server uses MLP output to identify the infotainment
contents that have high predicted probability values of being requested in its area,
downloads and caches them. To identify the infotainment contents that are likely
to entertain its passengers and need to be cached in the self-driving car, each self-
driving car downloads and stores the CNN model and MLP output from the MEC
server. The self-driving car uses the CNN model for predicting passengers’ fea-
tures via facial images captured by its camera. Then, the self-driving car compares
the CNN output with the MLP output using classification [13, 14] for identifying
the contents that meet passengers’ features.
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• We use a communication model that helps the self-driving car select available
RSUs en-route. Then, the self-driving car uses these RSUs for retrieving identified
infotainment contents that meet passengers’ features and need to be cached.

• We use a computation model for cached infotainment contents, where the cached
contents can be served in different formats and qualities depending on demands.
Therefore, we consider that MEC servers and self-driving cars have computation
resources, which can be used to compute or process cached contents in different
formats and qualities.

• We formulate an optimization problem that links the formulated models (deep
learning-based caching, communication, and computation models) into one opti-
mization problemwhose goal is to minimize the content downloading delay. How-
ever, the formulated problem is shown to be non-convex. Therefore, to make
it convex, we proposed a convex surrogate problem, which is an upper-bound
of the formulated problem. Then, we apply the Block Successive Majorization-
Minimization (BS-MM) technique [15] for solving it.We choseBS-MMover other
optimization techniques because BS-MM is a new technique that can decompose
the original problem into small subproblems,where each subproblemcan be solved
separately.

2 System Model

The system model of deep learning based caching is depicted in Fig. 3.
Data Center (DC): We assume that DC has higher computation resources than the

self-driving car and RSU. Therefore, to minimize computation time, we use DC and
dataset to make, train, and test deep learning models (CNN and MLP models) that
will be used for predicting passengers features and infotainment contents need to
be cached at the RSUs and in self-driving cars. To reduce the communication delay
between the self-driving cars and the DC, the trained and tested CNN model and
MLP output are deployed at MEC servers attached to the RSUs.

RoadSide Unit (RSU): As defined in 3GPP TS 22.185 V15.0.0 [16], we consider
eNB-type RSU as an entity that supports both evolved NodeB (eNB) functionalities
and V2X applications. We assume that each RSU r ∈ R has access to the DC via a
wired backhaul of capacityωr,DC , whereR is the set of RSUs. Also, each RSU r ∈ R
has an MEC server. Therefore, unless stated otherwise, we use the terms “RSU” and
“MEC server” interchangeably. Furthermore, as defined in 3GPP specifications in
[16], we consider an MEC server as locally application server that serves a certain
particular geographic area n ∈ N , where N = {1, 2, . . . , N } is a set of geographic
areas. Furthermore, each MEC server r ∈ R has a cache storage of capacity cr and
computational resource of capacity pr . Furthermore, during off-peak hours, by using
backhaul communication resources, each RSU r ∈ R downloads CNN model and
MLP output. Then, based on theMLP output, eachMEC server downloads and cache
infotainment contents that have high predicted probabilities of being requested in its
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Fig. 3 Illustration of our system model

area.WeuseI to denote a set of infotainment contents,where each content i ∈ I has a
size of S(i)Mb.Also, we consider that people fromdifferent areasmay need different
infotainment contents [17]. Therefore, it is more reasonable to cache infotainment
contents at RSUs based on probabilities of being requested in particular areas.

Self-driving car: We consider V as a set of self-driving cars, where each self-
driving car v ∈ V has OBU that can handle 4C to support caching and computation
of infotainment contents for passengers. Furthermore, each self-driving v ∈ V can
get broadband Internet service from RSU r ∈ R through a wireless link of capacity
ωv,r . Each self-driving car v ∈ V has a cache storage capacity of cv and computation
capability of pv . Furthermore, to predict the passengers’ features, we use the CNN
model. This helps in deciding which infotainment contents to request and cache
in the self-driving car that meet passengers’ features. During off-peak hours, each
self-driving car v ∈ V downloads CNN model and MLP output from MEC server.
By using the k-means and binary classification, the self-driving car compares its
CNN prediction with the predicted output from MLP. This helps the self-driving car
identify the infotainment contents that are appropriate to the passengers’ features.
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Finally, the self-driving car downloads and caches the identified contents that meet
passengers’ features.

To avoid repetitive delivery of the same contents that require to use backhaul
bandwidth, depending on demands, we consider that the computation resources of
RSU and the self-driving car can be used to compute cached infotainment contents.
As an example, content i ′ with the H.264 format may not be available in the cache
storage. Instead, the cache storage may have content i with the MP4 format of the
same content. Therefore, to satisfy the demand, by using the computational resource,
cached infotainment content i can be converted to content i ′ (MP4 to H.264).

3 Deep Learning Based Caching in Self-driving Cars

In this section, to identify the infotainment contents need to be cached, we discuss
the deep learning and recommendation model in Sect. 3.1. For retrieving the rec-
ommended contents requires communication resources. Therefore, in Sect. 3.2, we
discuss the communication model. For caching downloaded contents, we present the
cachingmodel in Sect. 3.3. Furthermore, Based on the demands, cached contents can
be converted or transcoded to different formats by using computational resources,
where the computation model is described in Sect. 3.4 (Table 1).

3.1 Deep Learning and Recommendation Model

In this subsection, we discuss MLP for predicting infotainment contents need to be
cached at RSUs nearby the self-driving cars, CNN model for predicting passengers’
features, and recommendation model for identifying the contents that meet passen-
gers’ features and need to be cache in the self-driving cars.

3.1.1 Multi-layer Perceptron (MLP)

We proposeMLP for predicting probabilities of contents to be requested in particular
areas of RSUs. We choose MLP over other prediction methods such as AutoRegres-
sive (AR) and AutoRegressive Moving Average (ARMA) models because MLP can
cope with both linear and non-linear prediction problems [18]. We use a demograph-
ical dataset that will be described in Sect. 5. The input and output are described as
follows:

• Input: In the dataset, we have infotainment content names, rating, viewer’s age,
gender, and location as the input of MLP. Furthermore, for predicting the proba-
bilities of contents to be requested in specific areas, we use �x = (x1, x2, . . . xM)T
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Table 1 Summary of key notations

Notation Definition

R Set of RSUs, |R| = R

V Set of self-driving cars, |V| = V

I Set of contents, |I| = I

Ir (n) Set of contents that need to be cached in area n
of RSU r , |Ir (n)| = Ir (n)

U Set of consumers of contents, |U | = U

�x Input of MLP
�̃y Output of MLP

�y Ground truth for MLP

M The number of input features

N The number of geographic areas

cr Caching capacity of each RSU r ∈ R
pr Computation capability of RSU r ∈ R
cv Caching capacity of each car v ∈ V
pv Computation capability of car v ∈ V
τTotu (�q, �h, ��) Total delay experienced by each passenger

u ∈ Uv

ψv
u Data rate for each passenger u via WiFi of

self-driving car v

to denote the input vector, where the subscripts are used to denote the features
such as content names, rating, viewer’s age, gender, and location.

• Output: From the input, MLP tries to predict �̃y = (ỹ1, ỹ2, . . . ỹN )T as the output
vector and the subscripts are used to denote the geographic areas. Also, in the
output layer, each area n ∈ N corresponds to one neuron, where the output layer
predicts the probabilities of contents to be cached in each specific area n ∈ N .

For MLP, we use l to denote the number of hidden layers, �x for the input vector,
�b(1), . . . , �b(l) for the bias vectors, �W (1), . . . , �W (l) for the weight matrices at each
hidden layer, and �̃y for the output vector. �̃y can be expressed as follows:

�̃y = f ( �W (l) . . . f ( �W (2) f ( �W (1) �x + �b(1)) + �b(2)) · · · + �b(l)). (1)

where f (.) is the activation function.
In our MLP, we use the Rectified Linear Unit (ReLU) as the activation function

in all the layers except at the output layer. We chose ReLU over other activation
functions, because it mitigates the vanishing gradient problem experienced by MLP
during the training process [19]. Furthermore, in the output layer l, we use the
softmax function as an activation function. The purpose of the softmax function is to
squeeze the output vector �̃y into a set of probability values, where softmax function
is defined as:
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so f tmax(�̃y)(l) = eỹl
∑N

n=1 e
ỹn

, for l = 1, . . . , N . (2)

The output layer has N neurons that correspond to N areas of RSUs. Furthermore,
for the error function, we chose the cross-entropy error function over other error
functions since our MLP classifies the contents needs to be cached in N geographic
areas of RSUs. This problem can be considered as a classification problem, where we
interpret the output as probabilities of the contents to be requested in each specific
area n ∈ N . The cross-entropy error function A(�y, �̃y) can be expressed as follows:

A(�y, �̃y) = −
∑N

n=1
yn log ỹn. (3)

A(�y, �̃y) calculates the cross-entropy between the estimated class probabilities �̃y and
the ground truth �y.

Finally, to reduce the communication delay between the self-driving car and DC,
as the DC may be located far from the self-driving cars, the output of the MLP are
downloaded and stored to the RSUs based on their areas.

3.1.2 Convolutional Neural Network (CNN)

In our proposal, we do not focus on proposing new CNN model. Conversely, we
focus on a new application of existing CNN model for automatic age, emotion, and
gender prediction from facial images [20] in caching decision. We describe the CNN
workflow for automatic age, emotion, and gender extraction as follows:

• Input: We consider �k0 as the input image with three-dimensional space: height,
width, and the number of color channels (red, green, and blue).

• Convolution layer: The convolution layer applies filters to the input regions and
computes the output of each neuron. Each neuron is connected to local regions
of the input, and using dot products between the weight and local regions, the
convolution layer produces a feature map �k j . We use �k j to denote the feature map
produced after convolution layer j .

• RELU layer: In this layer, we apply the ReLU (max(0, �k j )) as an elementwise
activation function. The ReLU keeps the size of its associated convolution layer j
unchanged.

• Max pooling layer: After the convolution and RELU layers, we have a high-
dimensional matrix. Therefore, for dimension reduction, we apply a max-pooling
layer as a downsampling operation.

• Fully-connected layer: This layer is fully connected to all previous neurons and is
used to compute the class scores that a face could potentially belong to. Here, we
have two classes for gender (male and female), 101 classes for age (from 0 to 101),
and 8 classes for emotion (anger, anticipation, disgust, fear, joy, sad, surprise, and
trust). In other words, we use three fully-connected layers for age, gender, and
emotion classification.
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• Softmax layer and output: In this layer, for each facial image, we need to interpret
the output as the probability values of classes for gender, emotion, and age that a
facial image could potentially belong to. To achieve this, the softmax activation
function is applied to the output of the fully-connected layers.

To reduce the communication delay between the self-driving cars and DC, the
trained and tested CNN model is deployed to the RSUs. Then, each self-driving car
v ∈ V downloads CNN model and uses it for predicting age, gender, and emotion of
passengers from facial images. Once the facial image of a passenger is captured via
a camera. The self-driving car can extract features such as eyes, nose, mouth, and
chin and use them for classifying the passengers’ faces into different age, emotion,
and gender classes. As describe in below recommendation model, this helps the
self-driving car identify the infotainment contents that meet passengers’ features as
recommended contents to cache. Here, we assume that the passengers are aware of
the presence of the camera. In other words, the self-driving cars have warning signs
that inform passengers on the presence of the cameras. The same techniques were
used in the deployment of public video surveillance at streets or public places [21].

3.1.3 Recommendation Model

The workflow of the recommendation model for self-driving cars is illustrated in Fig.
4 and described as follows:

• Step 1: Each self-driving car v ∈ V downloads the MLP output and CNN model
from MEC server attached to RSU.

• Step 2: By using the k-means algorithm for age and emotion-based grouping and
binary classification for gender-based grouping on the MLP output, each self-
driving car v ∈ V creates age, gender, and emotion-based clusters of content con-
sumers and generates an initial recommendation for the contents that need to be
cached and have high predicted probability values for being requested.

• Step 3: For each new passenger u ∈ U , the self-driving car uses the CNN model
for predicting its age, gender, and emotion from facial image.

• Step 4: The self-driving car uses these passenger’s features to calculate the simi-
larity of passenger u ∈ U with the existing users (i.e., content consumers) in age,
gender, and emotion-based clusters. Then, based on the similarity calculation, each
passenger u ∈ U will be assigned to a cluster.

• Step 5: After clustering the passenger(s), self-driving car v ∈ V selects top contents
that have high predicted probability values for being requested as recommended
contents to cache.

• Step 6: Finally, self-driving car v ∈ V downloads the recommended contents via
RSU and caches them in its cache storage cv .

For the k-means algorithm, first, we use age as numerical data. We denote �̃yn
as the MLP output at each area n ∈ N and X = �̃yn as the input of the k-means
algorithm. The k-means partitions the consumer of the contents X = {x1, . . . , xU }
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Fig. 4 Recommendation model for self-driving car

into K age-based clusters X1, . . . ,XK such that X1 ∪ X2 ∪ · · · ∪ XK = X . In k-
means, consumers are grouped into clusters based on their age. In addition, the
clusters are disjoint Xi ∩ X j = ∅, i �= j . The goal of k-means is to assign users to
age-based clusters such that the objective function below is minimized:

min
{X j }Kj=1

K∑

j=1

∑

xu∈X j

‖xu − x̃ j‖2, (4)

where x̃ j is the centroid of cluster X j , which is defined as

x̃ j =
∑

xu∈X j
xu

|X j | . (5)
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In addition to age, consumers in the same age-based cluster can have different
choice for contents based on emotion. Therefore, in each age-based cluster j , we
use the k-means algorithm to class the consumers of contents in E emotion-based
clusters (fear, sad, neutral, angry, disgusted, surprised). Therefore, in each emotion-
based cluster e, we group users based on gender. For gender-based grouping, we
apply binary classification as described in [14], which results in the formation of two
groups, one group for females (denotedGfemale

je ) and another group formales (denoted
Gmale

je ) such that Gfemale
je ∩ Gmale

je = ∅. Then, inside Gfemale
je and Gmale

je clusters, which
are sub-clusters of age-based cluster j and emotion-based cluster e, the self-driving
car select top infotainment contents that have high predicted probability values of
being requested as the recommended contents to cache. Finally, the self-driving car
downloads and caches recommended infotainment contents.

In this work, we assume that the self-driving cars andMEC servers download and
store the CNN model and MLP output during off-peak hours. Therefore, hereafter,
we only focus on recommended infotainment contents downloading, caching, and
computing.

3.2 Communication Model for Retrieving Contents

Using a backhaul link of capacity ωr,DC , each MEC server downloads the info-
tainment contents that have high predicted probability values for being requested in
its area n ∈ N . The transmission delay for downloading contents from the DC to the
MEC server r is:

τDC
r = qDC→r

∑
i∈Ir (n) S(i)

ωr,DC
, (6)

whereIr (n) for n ∈ N denotes the set of predicted contents that have high probability
values for being requested in area n of RSU, and qDC→r is a decision variable that
indicates whether or not MEC server r is connected to the the DC, such that:

qDC→r =
{
1, if MEC server r is connected to the DC,

0, otherwise.
(7)

As illustrated in Fig. 5, to have less variation in the transmission delay and hand-
off before the self-driving car starts its journey, it can select RSUs that will be used
to download the top-recommended contents. To discover RSUs located in a route of
the self-driving car, Access Network Discovery and Selection Function (ANDSF)
implemented in the cellular network and described in 3GPP TS 24.312 V15.0.0 [22]
can be utilized. We assume each self-driving car v ∈ V moves in an area covered by
macro Base Stations (BSs) and RSUs. Therefore, to obtain RSU information such as
coordinate and coverage, the self-driving car sends a request to the ANDSF server
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Fig. 5 Communication planning for self-driving car

via a BS [23]. The request includes a geographic location of the self-driving car,
speed, and direction. On the other hand, in the ANDSF server’s feedback includes
the coordinates and coverage of all RSUs available in the direction of the self-driving
car.

Each self-driving car v computes the following distance d̃rv between each RSU r
and its route:

d̃rv = grvsinαr
v, (8)

where αr
v is the angle between the trajectory of movement of self-driving car v and

the straight line from RSU r ∈ R, and grv is the geographical distance between self-
driving car v and cache-enabled RSU r . In addition, each self-driving car v computes
the following distance dv

r remaining to reach each area covered by cache-enabled
RSU r ∈ R:

dv
r = grvcosα

r
v. (9)

We defined ρrv as the probability that RSU r ∈ R will be selected as a source of
infotainment contents to be cached in self-driving car v as follows:
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ρrv =

⎧
⎪⎨

⎪⎩

1, if d̃rv = 0,
d̃rv
γr

if 0 < d̃rv < γr ,

0, otherwise,

(10)

where γr is the radius of the area covered by RSU r ∈ R. Therefore, we define qrv
as a decision variable that indicates whether or not the self-driving car is connected
to RSU r ∈ R as follows:

qrv =
{
1, if ρrv > 0 and dv

r = 0,

0, otherwise.
(11)

Equations (10) and (11) ensure that once the self-driving car v reaches an area covered
by cache-enabled RSU r ∈ R, it immediately starts downloading the recommended
infotainment contents.

We assume each RSU r has a wireless channel of capacity ωv,r , where ωv,r can
be expressed as follows:

ωv,r = qrv Br log2
(
1 + ϕr |Gr

v|2
)
, ∀v ∈ V, r ∈ R, (12)

where Br is the bandwidth for the car to RSU communications, Gr
v is the channel

gain between RSU r and self-driving car v, and ϕr is the transmission power of RSU
r . Therefore, based on the channel capacity, the transmission delay for downloading
contents that meet passengers’ features from the MEC server to self-driving car v is
expressed as:

τ r
v =

∑
ĩ f ,ĩm∈Ir (n) q

r
v

(
S(ĩ f )) + S(ĩm)

)

ωv,r
, (13)

where ĩ f ∈ Gfemale
je is the recommended infotainment content for female passengers

and ĩm ∈ Gmale
je is the recommended infotainment content for male passengers in each

age and emotion-based cluster in area n, where ĩ f , ĩm ∈ Ir (n).
Based on self-driving car’s speed, we consider trv as the time required by self-

driving car v ∈ V to leave an area covered by RSU r . We can calculate trv as follows:

trv = 2qrvγr
μv

, (14)

where μv is the speed of self-driving car v. When τ r
v < trv , the self-driving can easily

download the recommended infotainment content in the area coverage by RSU r .
However, when τ r

v ≥ trv , the self-driving car can select the next RSU to use for
downloading recommended infotainment contents.

Each self-driving car v has a WiFi Router on board that can be used to provide
WiFi connectivity to its passengers. However, in the self-driving car, passengers
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are free to choose their appropriate connections. Here, we aim to minimize delay
experienced by the passengers that are inside of the self-driving car and use WiFi
connectivity of the self-driving car for getting infotainment contents. Therefore, the
instantaneous data rate for each passenger u via the WiFi of self-driving car v is
given by:

ψv
u = qv

uϕvψ̃
v
uξ

v
u (|Uv|)

|Uv| ,∀u ∈ Uv, v ∈ Vv, (15)

whereϕv is theWiFi throughput efficiency factor and |Uv| is the number of passengers
that are connected simultaneously to theWiFi of self-driving carv,whereUv ⊂ U .We
useϕv to denote the overhead related to theMAC protocol layering. Furthermore, ψ̃v

u
is the maximum theoretical data rate that theWiFi can handle. Furthermore, ξv

u (|Uv|)
is a channel utilization function, which is a function of the number of passengers
connected simultaneously to the WiFi [24]. ξv

u (|Uv|) is used to determine the impact
of contention over the WiFi throughput. Also, we use qv

u as a decision variable that
indicates whether or not passenger u is connected to the WiFi of self-driving v,
specifically:

qv
u =

⎧
⎪⎨

⎪⎩

1, if the passenger u is connected to the

WiFi of the self-driving car v,

0, otherwise.

(16)

For each passenger u ∈ Uv , based on its instantaneous data rate ψv
u , the transmission

delay τ v
u for downloading content i from self-driving car v is given by:

τ v
u =

∑
i∈Ir (n) q

v
u

(
S(ĩ f )) + S(ĩm)

)

ψv
u

. (17)

3.3 Caching Model for Retrieved Contents

We assume that the cache storage cv of each self-driving car v is limited. Therefore,
the sizes of the recommended infotainment contents that need to be downloaded from
the MEC server and cached in the self-driving car must satisfy the cache resource
constraint, which is expressed as follows:

qrv

K∑

j=1

⎛

⎜
⎝

∑

ĩ f ∈Gfemale
je

o
ĩ f
v S(ĩ f )) +

∑

ĩm∈Gmale
je

oĩmv S(ĩm)

⎞

⎟
⎠ ≤ cv, (18)

where o
ĩ f
v ∈ {0, 1} is the decision variable that indicates whether or not self-driving

car v has to cache infotainment content ĩ f ∈ Gfemale
je , where o

ĩ f
v is given by:
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o
ĩ f
v =

{
1, if self-driving car v caches the content ĩ f ,

0, otherwise.
(19)

On the other hand, we let oĩmv ∈ {0, 1} be the decision variable that indicates whether
or not self-driving car v has to cache infotainment content ĩm ∈ Gmale

je , where oĩmv is
given by:

oĩmv =
{
1, if self-driving car v caches the content ĩm,

0, otherwise.
(20)

Furthermore, for analyzing cache storage utilization, which is based on cache hit
and cache miss, we assume that ĩ f and ĩm are cached in the same cache storage cv .
Therefore, we omit the subscript and superscript on content, and use i to denote
either content ĩ f or ĩm .

We use hu→v
i ∈ {0, 1} to denote the cache hit indicator at self-driving car v for

content i ∈ Ir (n) requested by customer u ∈ U :

hu→v
i =

⎧
⎪⎨

⎪⎩

1, if content i requested by consumer u

is returned from self-driving car v,

0, otherwise.

(21)

In the case of a cache miss (hu→v
i = 0), the self-driving car needs to forward

the demand for content i to its associated MEC server. Based on the MLP output
at the RSU, we assume that the MEC server caches the contents that have high
probabilities of being requested in area n, where cache allocation has to satisfy the
following constraint:

qDC→r
∑

i∈Ir (n)

oir S(i) ≤ cr , (22)

where oir is a decision variable that indicates whether or not MEC server r has to
cache content i ∈ Ir (n), defined as follows:

oir =
{
1, if MEC server r caches content i ∈ Ir (n),

0, otherwise.
(23)

Furthermore, we use hr→v
i ∈ {0, 1} to denote the cache hit indicator at the MEC

server for content i ∈ Ir (n) requested by self-driving v ∈ V:

hr→v
i =

⎧
⎪⎨

⎪⎩

1, if the content i requested by self-dring

car v is cached at MEC server r,

0, otherwise.

(24)
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However, when the MEC server does not have content i in its cache storage, the
MEC server forwards the demand for content i to the DC via a wired backhaul link.

3.4 Computation Model for Cached Contents

In self-driving cars, a passenger may request a content format (e.g., H.264) that is not
available in the cache storage cv . Instead, the cache storage may have other content
formats (e.g., MP4) for the same content that can be transcoded to the desired format
(H.264).

Therefore, to adopt this process of serving cached content after computation, we
define the following decision variable:

hv→u
i ′ =

⎧
⎪⎨

⎪⎩

1, if content i ′ requested by consumer u

is returned by car v after computation,

0, otherwise.

(25)

To ensure that self-driving car v returns only one format of the requested content,
the following constraint should be satisfied:

hu→v
i + hv→u

i ′ ≤ 1. (26)

We assume that converting content i to content i ′ requires computation resource
pi→i ′

v of self-driving car v, where the computational resource allocation pi→i ′
v is

given by:

pi→i ′
v = pv

hu→v
i �i→i ′

v zi→i ′

∑
u∈U

∑
i∈I hu→v

i �i→i ′
v zi→i ′ , ∀v ∈ V, (27)

where zi→i ′ is the computation workload or intensity in terms of CPU cycles per bit
required for converting cached content i to i ′, while �i→i ′

v is the computation decision
variable, which is expressed as:

�i→i ′
v =

⎧
⎪⎨

⎪⎩

1, if the cached content i is converted to the

desired format i ′ in self-driving car v.

0, otherwise.

(28)

In (27), for computational resources allocation, we use weighted proportional
allocation [25] because it is simple to implement in practical communication systems
such Vehicular Ad-hoc Networks (VANETs) and 4G & 5G cellular networks [10].
Furthermore, computation resource allocation should satisfy the following constraint:
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U∑

u=1

Ir (n)∑

i=1

qv
u h

u→v
i �i→i ′

v pi→i ′
v ≤ pv. (29)

In addition, converting content i to content i ′ requires executing time. Therefore, in
self-driving car v, the execution time τ i→i ′

v is given by:

τ i→i ′
v = qv

u h
u→v
i �i→i ′

v zi→i ′ S(i)

pi→i ′
v

. (30)

When constraint (29) cannot be satisfied due to insufficient computational resource
for converting content i into the requested content i ′, the self-driving car forwards
the demand for content i ′ to the MEC server.

At the MEC server, to convert cached content i into content i ′, it requires an
execution time of τ i→i ′

r . Thus, the execution time at the MEC server is given by:

τ i→i ′
r = (1 − �i→i ′

v )

(
qrvh

r→v
i �i→i ′

r zi→i ′S(i)

pi→i ′
r

)

, (31)

where pi→i ′
r is the required computation resource of MEC server r for converting

content i to content i ′. pi→i ′
r can be calculated in the same manner used in (27). We

define a �i→i ′
r computation decision variable, where �i→i ′

r is expressed as follows:

�i→i ′
r =

⎧
⎪⎨

⎪⎩

1, if the cached content i is converted to

desired format i ′ at MEC server,

0, otherwise,

(32)

We assume that the computation resources at the MEC server are limited, where
computation allocation has to satisfy the following constraint:

V∑

v=1

Ir (n)∑

i=1

qrvh
r→v
i �i→i ′

r pi→i ′
r ≤ Pr . (33)

In addition, we define hr→v
i ′ as a decision variable that indicates whether or not the

MEC server returns the requested content i ′ to self-driving car v after computation,
where hr→v

i ′ is given by:

hr→v
i ′ =

⎧
⎪⎨

⎪⎩

1, if content i ′ requested by car v is returned

by MEC server r after computation,

0, otherwise.

(34)

To ensure that converting cached content i to the requested content i ′ is performed
exactly at one location, either at the self-driving car or atMEC server, and self-driving
car or MEC server sends exactly one format of content, we formulate the following
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constraints:

qv
u (h

u→v
i + hv→u

i ′ ) + qrvηv(h
r→v
i + hr→v

i ′ ) ≤ 1, (35)

�i→i ′
v + qrv (1 − �i→i ′

v ) ≤ 1. (36)

Here, we use ηv = 1 − (hu→v
i + hv→u

i ′ ). However, if the above constraints cannot be
satisfied due to limited computation and caching resources, MEC server submits the
request for content i ′ to the DC.

4 Problem Formulation and Solution

In this section, we present our optimization problem for minimizing delay in down-
loading the infotainment contents in Sect. 4.1. Then, in Sect. 4.2,we present a solution
of the formulated optimization problem.

4.1 Problem Formulation

In the self-driving car, to coordinate deep Learning and recommendation, commu-
nication, caching, and computation models, we formulate an optimization problem
that links the formulated models into one problem whose goal is to minimize total
delay τTot

u (q,h,�) for retrieving infotainment contents, where τTot
u (q,h,�) is given

by:

τTot
u (q,h,�) = τ v

u h
u→v
i + hv→u

i ′ �i→i ′
v τ i→i ′

v +
(
1 − (hu→v

i + �i→i ′
v hv→u

i ′ )
)

(τ r
v h

r→v
i + τ i→i ′

r �i→i ′
r hr→v

i ′ )+

(1 − (hr→v
i + �i→i ′

r hr→v
i ′ ))τDC

r . (37)

In the above Eq. (37), a requested infotainment content can be retrieved in the self-
driving car. However, if the requested content can not be retrieved in a self-driving
car, the self-driving car sends a request to RSU, where RSU can return the requested
content. In the worst case, if the requested content can not be retrieved from self-
driving car or RSU, DC can be used. Therefore, our optimization problem can be
expressed as follows:
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minimize
�q,�h,��

U∑

u=1

τTot
u (�q, �h, ��) (38)

subject to:

V∑

v=1

qrv ≤ 1, ∀r ∈ R, (38a)

qrv

k∑

j=1

(
∑

ĩ f ∈Gfemale
je

o
ĩ f
v S(ĩ f )) +

∑

ĩm∈Gmale
je

oĩmv S(ĩm)) ≤ cv, (38b)

U∑

u=1

Ir (n)∑

i=1

qv
u h

u→v
i �i→i ′

v pi→i ′
v ≤ pv, ∀v ∈ V, ∀n ∈ N , (38c)

qv
u (h

u→v
i + hv→u

i ′ ) + qrvηv(h
r→v
i + hr→v

i ′ ) ≤ 1, (38d)

qv
u�

i→i ′
v + qrv (1 − �i→i ′

v ) ≤ 1. (38e)

The constraint in (38a) ensures that the self-driving car has to be connected to
RSU r ∈ R to download the contents. The constraints in (38b) and (38c) guarantee
that the caching and computational resource allocations have to be less than or equal
to the available caching and computational resources of the self-driving car. Further-
more, constraint in (38b) is based on CNN output, where the self-driving car caches
the contents based on passengers’ features such as age, emotion, and gender. The
constraint in (38d) ensures that the self-driving car or MEC server returns only one
format of the requested content (either cached or computed from the cached content).
The constraint (38e) ensures that converting i to i ′ is only executed at one location,
either in self-driving car v or at MEC server r .

The formulated optimization problem in (38) is non-convex problemwhichmakes
it complicated to solve. Therefore, in the next Sect. 4.2,we propose a proximal convex
surrogate problem of the formulated problem in (38) and apply Block Successive
Majorization-Minimization (BS-MM) [15] for solving proximal convex surrogate
problem.

4.2 Proposed Solution: Distributed Algorithm for Deep
Learning Based Caching

For solving our optimization problem, we use BS-MM described in [15, 26]. We
chose BS-MM over other distributed algorithms such as DC (Difference of Convex)
programming, concave-convex, and successive convex approximation because BS-
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MM is a new approach that allows to partition the problem into blocks and applies
MM to one block of variables while keeping the values of the other blocks fixed
[15]. The BS-MM may have computation overhead due to the computation of the
best solution at each iteration, especially when the size of the problem is very large.
Also, when BS-MM is fast, it may skip the true local minimum. If BS-MM is too
slow, it may never converge because it tries to find a local minimum at each iter-
ation. Therefore, to overcome these BS-MM challenges and ensure that all blocks
are utilized, as suggested in [27], we use different selection rules such as Cyclic,
Gauss-Southwell, and Randomized described in [27]. To apply BS-MM in (38), we
consider Q � {�q : ∑U

u=1 q
v
u ≤ 1, qv

u ∈ [0, 1]}, H � {�h : ∑U
u=1(h

u→v
i + hv→u

i ′ ) +(
1 − (hu→v

i + hv→u
i ′ )

)
(hr→v

i + hr→v
i ′ ) ≤ 1, hu→v

i , hv→u
i ′ , hr→v

i , hr→v
i ′ ∈ [0, 1]}, and

P � {�� : ∑
i,i ′∈I �i→i ′

v + (1 − �i→i ′
v )�i→i ′

r ≤ 1, �i→i ′
v , �i→i ′

r ∈ [0, 1]} as non-empty

and closed sets of the relaxed variables �q , �h, and ��, respectively. Therefore, to sim-
plify our notation, we use F(�q, �h, ��) to denote (38), where F(�q, �h, ��) is expressed
as follows:

F(�q, �h, ��) =
U∑

u=1

τTot
u (�q, �h, ��). (39)

Both (38) and (39) have the same constraints. Therefore, to solve (39), we use the
following steps:

– In the first step, called majorization, we propose a proximal convex surrogate
problem F j (�q, �h, ��) (40) of the formulated problem in (39), which is an upper-
bound of (39).

– In the second step, called minimization, instead of minimizing (39) which is
intractable, we minimize its proximal convex surrogate function F j (�q, �h, ��)(40).

The success of BS-MM relies on the surrogate function. Therefore, a surrogate
function that is easy to solve and upper-bound of of the formulated problem in (39)
is preferable. To achieve this, in the majorization step, we use the proximal upper-
bound minimization technique described in [15]. Then, we propose the following
proximal convex surrogate problem F j (�q, �h, ��) (40) of the formulated problem in
(39) by adding the quadratic term ( � j

2 ‖(�q j − �q(0))‖2) to (39):

F j (�q j , �q(t), �h(t), ��(t))F(�q j , �q(0), �h(0), ��(0)) + α j

2
‖(�q j − �q(0))‖2, (40)

where �q(0), �h(0), and ��(0) are the initial feasible points. Furthermore, the surrogate
function in (40) can be applied to other vectors �h and ��. In addition, the quadratic
term (α j

2 ‖(�q j − �q(0))‖2) makes the problem (40) to be convex and upper-bound of
(39). In the minimization step, we minimize the surrogate function F j (�q, �h, ��) (40)
by taking steps proportional to the negative of the gradient in the direction toward
the formulated problem in (39), where J t is a set of indexes at each iteration t and
α j is a positive penalty parameter for j ∈ J t . At each iteration t + 1, the solution is
updated by solving the following problems:
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�q(t+1)
j ∈ min

�q j∈Q
F j (�q j , �q(t), �h(t), ��(t)), (41)

�h(t+1)
j ∈ min

�h j∈H
F j (�h j , �h(t), �q(t+1)

j , ��(t)), (42)

��(t+1)
j ∈ min

�� j∈P
F j (�� j , ��(t), �q(t+1)

j , �h(t+1)
j ). (43)

To solve our problems in (41), (42), and (43) we use vectors �q j , �h j and �� j of
relaxed variables. Therefore, we need to enforce �q j , �h j and �� j to be vectors of binary
variables. To achieve this, we apply the rounding techniques described in [28]. As
an illustration example, for a solution qr∗v ∈ �q(t+1)

j , we define the rounding threshold
ϕ ∈ (0, 1), such that the enforced binary value of qr∗v is given by:

qr∗v =
{
1, if qr∗v ≥ ϕ,

0, otherwise.
(44)

As highlighted in [10, 29], the rounding technique may violate 3C resource con-
straints. Therefore, to overcome this issue, we solve F j in the form F j + βvΔv by
updating the constrains in (38a), (38b), and (38c) as follows:

V∑

v=1

qrva
r
v ≤ 1 + Δva , ∀r ∈ R, (45)

U∑

u=1

Ir (n)∑

i=1

qv
u h

u→v
i �i→i ′

v pi→i ′
v ≤ pv + Δvp ,∀v ∈ V, (46)

qrv

k∑

j=1

(
∑

ĩ f ∈Gfemale
je

o
ĩ f
v S(ĩ f )) +

∑

ĩm∈Gmale
je

oĩmv S(ĩm)) ≤ cv + Δvc , (47)

where Δv = Δva + Δvp + Δvc is the maximum violation of the 3C resource con-
straints and βv as the weight parameter of Δv . Furthermore, the values of Δva , Δvp ,
and Δvc are given by:

Δva = max{0,
V∑

v=1

qrva
r
v − 1}, ∀r ∈ R, (48)

Δvp = max{0,
U∑

u=1

Ir (n)∑

i=1

qv
u h

u→v
i �i→i ′

v pi→i ′
v − pv}, ∀v ∈ V, (49)
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Algorithm 1 : Distributed algorithm for deep learning based caching.
1: Preconditions:MLP output and CNNmodels are deployed to the RSUs and in self-driving car;

2: Input: �U : A vector of passengers, �ωr
v : wireless link capacities, �X : Vector of recommended

contents for Gfemale
je and Gmale

je in self-driving car v, ψv
u , pv , and cv ;

3: Output: �q∗, �h∗, ��∗;
4: Initialize t = 0;
5: Find initial feasible points �q(0), �h(0), ��(0);
6: repeat
7: Choose index set J t ;
8: Let �q(t+1)

j ∈ min
�q j∈Q

F j (�q j , �q(t), �h(t), ��(t)) (41);

9: Set �qt+1
k = �qtk ,∀k /∈ J t and solve min

�q j∈Q
F j (�q j , �q(t), �h(t), ��(t));

10: For �h(t+1)
j and ��(t+1)

j , restart from step 4, salve (42) and (43);
11: t = t + 1;
12: until lim

t→∞ inf
�q,�h,��

‖F (t+1)
j − F (t)

j ‖2 = 0;

13: By rounding technique, enforce �q(t+1)
j , �h(t+1)

j , and ��(t+1)
j to be vectors of binary variables;

14: Solve F j + βvΔv and compute φ j until φ j ≤ 1;

15: Then, consider �q∗ = �q(t+1)
j , �h∗ = �h(t+1)

j , and ��∗ = ��(t+1)
j as a solution.

Δvc = max{0, qrv
k∑

j=1

((
∑

ĩ f ∈Gfemale
je

o
ĩ f
v S(ĩ f ))+

∑

ĩm∈Gmale
je

oĩmv S(ĩm)) − cv}. (50)

Therefore, to ensure that the best solution is achieved, we use the integrality gap
described in [28].

Definition 1 (Integrality gap) For the problems F j + βvΔv and F j , the integrality
gap is expressed as follows:

φ j = min
�q,�h,��

F j

F j + βvΔv

. (51)

The best solutions of F j and F j + βvΔv are obtained when φ j ≤ 1.
We propose a distributed algorithm (Algorithm 1), which is based on BS-MM

[15]. We assume that the MLP output and CNN model are already deployed at
RSUs and in self-driving car. We consider a vector of passengers, vector of RSUs,
vector of wireless link capacities, vector of recommended contents that need to
be cached in self-driving car v, ψv

u , pv , and cv as the input. First, Algorithm 1
finds the initial feasible points �q(0), �h(0), and ��(0). Then, Algorithm 1 starts an iter-
ative process by choosing an index set J t at each iteration t . At each iteration
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Table 2 The used route for the self-driving bus

Route Distance (km) Max. speed (km/h) RSUs

1 54.62 109.016 1–2

2 53.82 107.34 2–3

3 54.02 108.17 3–4

4 52.83 105.38 4–5

5 55.66 111.33 5–6

t + 1, the solution is updated by solving the problems (41), (42), and (43) until
lim
t→∞ inf

�q,�h,��
‖F (t+1)

j − F (t)
j ‖2 = 0, where lim

t→∞ inf
�q,�h,��

‖F (t+1)
j − F (t)

j ‖2 = 0 is the conver-

gence criteria. Therefore, when lim
t→∞ inf

�q,�h,��
‖F (t+1)

j − F (t)
j ‖2 = 0, Algorithm 1 consid-

ers �q(t+1)
j , �h(t+1)

j , and ��(t+1)
j as a solution. Then,Algorithm1 forces the solution �q(t+1)

j ,
�h(t+1)
j , and ��(t+1)

j to be vectors of binary variables via the rounding technique, where
Algorithm 1 solves F j + βvΔv and computes φ j . Finally, when φ j ≤ 1, Algorithm
1 considers �q∗ = �q(t+1)

j , �h∗ = �h(t+1)
j , and ��∗ = ��(t+1)

j as a solution which does not
violate 3C resource constraints. Furthermore, for the convergence of the proposed
algorithm, based on the convergence of MM defined and proved in [15], we make
the following remark:

Remark 1 (Convergence of the proposed algorithm) Based on the MM algo-
rithm [15], the proposed Algorithm 1, which is based on BS-MM, converges
to coordinate-wise minimum point which is stationary point, when the vectors
�q∗ = �q(t+1)

j , �h∗ = �h(t+1)
j , and ��∗ = ��(t+1)

j cannot find a better minimum direction,

i.e., lim
t→∞ inf

�q,�h,��
‖F (t+1)

j − F (t)
j ‖2 = 0.

For complexity analysis of the proposed Algorithm 1, based on complexity anal-
ysis described in [27], we make the following remark:

Remark 2 (Complexity of the proposed Algorithm 1) The Algorithm 1, which is
based on BS-MM, uses proximal upper-bound minimization technique. This makes
it fall under the BSUM framework [27]. Therefore, for the iteration index j ∈ J t ,
the Algorithm 1 has O(1/j) iteration complexity, which is sub-linear.

5 Simulation Results and Analysis

In this section, we present a performance evaluation of the proposed deep learning-
based caching in self-driving cars. We use Google Maps Services [30] for the self-
driving car mobility analysis, Keras with Tensorflow [31] for the deep learning sim-
ulation, and pandas [32] for data analysis.
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5.1 Simulation Setup

To predict the probabilities of contents to be requested in specific areas of MEC
servers, we use a well-known dataset called Movie-Lens Dataset [33]. In the dataset,
we have movies with related information such as movie titles, release date, and
genre of movies such as comedy, drama, and documentary. We associate the emotion
with the genre of movies, where sad users recommended to watch drama movies,
disgust users recommended to watch musical movies, anger users recommended to
watch comedy movies, anticipate users recommended to watch thriller movies, fear
users recommended to watch adventure movies, joy users recommended to watch
thriller movies, trust users recommended towatchwesternmovies, and surprise users
recommended to watch fantasy movies. However, the dataset does not have movie
sizes and formats. Since our deep learning-based caching scheme uses content size,
we randomly generate size S(i) for each movie i in the range from S(i) = 317 to
S(i) = 750 Mb and randomly assign each movie i a format. Furthermore, we have
user’s information such as age (as shown in Fig. 6), gender, rating, and ZIP codes.
To identify the areas of users, we convert the ZIP codes into longitude and latitude
coordinates and deploy 6 RSUs to the specific areas based on the movie watching
counts, rankings, and the locations of users. We useMLPwith 2 layers (for input and
output) and 2 hidden layers to predict the probabilities of contents to be requested in
specific areas of RSUs. In MLP, each layer has 32 neurons except the output layer
which has 6 neurons. In the output layer, 6 neurons correspond to the probabilities
of contents to be cached in specific areas of 6 RSUs. We use 60% of the dataset
for training and 40% for testing. Furthermore, the learning rate is set to be equal to
0.002, while the batch size equals to 32.

Fig. 6 Visualization of the
used dataset [33] for movie
watching based on age
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Fig. 7 Visualization of the used passengers’ features for the self-driving bus

With the departure time and locations of the RSUs, the Google Maps service
provides the distance and duration to reach each RSU r ∈ R, where the duration is
based on traffic conditions between the source and destination. Based on the distance
(in terms of km) and duration (in terms of hours), we can calculate the speed (in terms
of km/h) of the self-driving car and find the RSUs that the self-driving car can connect
to for retrieving contents. However, based onGoogleMaps service [30], the distances
between RSUs are very large. Therefore, to have realistic distances between RSUs,
we update the RSU locations and create a routing table summarized in Table 2, where
the self-driving car starts its journey at RSU 1 and ends at RSU 6. We set each RSU
r ∈ R to be connected to the DC with a wired backhaul of capacity ranging from
ωr,DC = 60 to ωr,DC = 70 Mbps. We assume that each RSU r ∈ R has a bandwidth
ofωv,r = 10MHz. On the other hand, eachMEC server r ∈ R has a CPU of capacity
pr = 3.6 GHz, while the cache capacity ranges from cr = 100 to cr = 110 terabytes
(TB).

For a self-driving car v ∈ V , as shown in Fig. 7, we generated randomly features of
37 passengers (F: Female, M: Male, A: Anger, A*: Anticipation, D: Disgust, E: Joy,
S*: Sad, S: Surprise, T: Trust). However, in a realistic implementation, for getting
passengers’ features, the CNN model described in Sect. 3.1.2 should be used. For
emotion-based clustering, we use 8 emotion-based clusters: anger, anticipation, dis-
gust, fear, joy, sad, surprise, and trust as the labels. Furthermore, for age-based clus-
tering, we use 8 age-based clusters: [0 → 9, 10 → 19, 20 → 29, 30 → 39, 40 →
49, 50 → 59, 60 → 69, 70 → 79] as the labels. We generated randomly demands
for contents and the popularity of the contents follows Zipf distribution described
in [34, 35]. Furthermore, the self-driving car has a WiFi bandwidth of 160 MHz
(802.11ac) with a maximum theoretical data rate of ψ̃v

u = 3466.8 Mbps. In addition,
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Fig. 8 Minimization of error function for predicting the probability of movies to be requested in
the specific areas of RSUs (acc: 97.82%)

the computation capacity of the self-driving car is set to pv = 3.6 GHz, while the
cache capacity is set to cv = 100 TB.

5.2 Evaluation Results

Based on video ratings and users’ location information, we select six areas to deploy
RSUs by using the k-means algorithm. In the selected six areas, we predict the
probabilities of contents to be requested in these areas by using MLP. As shown in
Fig. 8, in MLP, we minimize the cross-entropy loss function. An accuracy of 97.82%
is achieved for predicting the probabilities of contents to be requested in 6 areas of
RSUs. Each RSU v ∈ V caches movies by starting with the movies that have high
ratings and predicted probabilities to be requestedwithin theRSUarea (in descending
order) until the cache storage becomes full or there are no more movies to cache.
As an example, Fig. 9 shows the top 8 movies that need to be cached at RSU 1 with
their predicted probabilities using MLP.

Caching at the RSUs is based on location and movie ratings. However, in addition
to location and movie ratings, caching in self-driving cars is based on passengers’
features such as age, emotion, and gender. Therefore, when the self-driving car is
connected to an RSU, it downloads the MLP output from the RSU. Then, it groups
the MLP output based on age and emotion using the k-means algorithm and on
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Fig. 9 Some high recommended movies to cache in close proximity of the self-driving cars at
RSUs

gender using binary classification described in Sect. 3.1.3. Here, we use 8 age-based
clusters, 8 emotion-based clusters, and 2 gender-based clusters. Furthermore, for the
passengers, we use age, emotion, and gender features described in Fig. 7. However,
CNN can be used to predict these features (age, emotion, and gender) using facial
images of passengers captured by car’s camera. The self-driving car uses k-means
and binary classification to classify the passengers in different age, emotion, and
gender-based clusters formed using MLP output. Then, inside the formed clusters,
the self-driving car finds themovies that have high ratings and predicted probabilities
to be requested as recommended movies for the passengers.
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Fig. 10 Some high recommended movies to watch based on passengers’ features (age, gender, and
emotion)

Figure 10 shows recommended movies to watch depending on age, emotion, and
gender of the passengers. As shown in this figure, based on these features, passengers
may like similar movies (many passengers like Once Upon A Time and Secrets &
Lies). Therefore, caching these recommendedmovies inside the car canprevent repet-
itive demands of the samemovies that need to be sent to RSUs or DC. In other words,
we can save bandwidth. Furthermore, we chose CNN and MLP-based recommen-
dation for movies over collaborative filtering approaches because each passenger’s
features for infotainment contents are not a priori known by the self-driving car. The
collaborative filtering approaches, which are described in [36], consist of establish-
ing the relationship between prior known users’ preferences and movies’ features.
However, after identifying passengers’ features and movies’ features, we compare
our proposal denotedDeep3Cwith thewell-known collaborative filtering approaches
such as Singular Value Decomposition (SVD), Non-negative Matrix Factorization
(NMF), K-Nearest Neighbors (KNN), and Co-clustering (Coclust).The simulation
results in Fig. 11 show that our proposal (Deep3C) achieves better performance over
existing collaborative filtering approaches.
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Fig. 11 Comparison of various collaborative filtering algorithms and our proposal (Deep3C)

We generated randomly demands of passengers for contents, where the popu-
larity of the contents follows Zipf distribution [34]. We use Zipf parameter a with
values from a = 0.5 to a = 2.0. The choice of a = 0.5 to a = 2.0 comes from the
results presented in Fig. 12, where the difference in convergence is observed within a
range of a = 0.5 to a = 2.0. Furthermore, based on the demands of the passengers,
Fig. 13 shows the normalized cache hits for the cached movies. The movies that are
not cached in the self-driving car (cache misses) need to be retrieved at the RSU or
DC. In this figure, we present the cache hits for the contents cached at RSUs and
self-driving car. In other words, the total cache hits at RSUs and the self-driving car
equal to 61% of the whole demands, i.e., 39% of the demands need to be served by
DC. Therefore, with edge caching at RSUs and self-driving cars, we can significantly
save backhaul bandwidth. The results in this figure demonstrate that the cache hits
increase with Zipf parameter, i.e., when a = 2.0 the small number of movies are
very popular and requested by many passengers. In other words, the movies with
high demands are characterized by high probabilities of being requested and caching
these movies contribute to the high increase of cache hits.

Figure 14 shows the solution of the surrogate function (40), where (40) minimizes
the total delays (transmission delay and computation delay). The surrogate function
(40) converges to a coordinate-wise minimum point which is the stationary point
through the use of different selection rules such as Cyclic, Gauss-Southwell, and
Randomized. In other words, at a stationary point, the problem (40) cannot find
a better minimum direction. Furthermore, in this figure, the self-driving car needs
to download the recommended contents first, and then caches these recommended
contents; this contributes to high latency at the first iterations. As described in Fig. 10,
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Fig. 12 Ranking of movie demands based on Zipf distribution

Fig. 13 Cache hits for the requested movies

some passengers may need to watch similar movies, i.e., many requests for movies
can be satisfied from the cache storage.
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Fig. 14 The solution of total delay minimization problem (40)

Fig. 15 Computation throughput for the cache contents

In Fig. 15, we present the Cumulative Distribution Function (CDF) of compu-
tational throughput in terms of the number of Instruction Per Second (IPS). Here,
we define computation throughput as a measurement of how many units of tasks
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that can be computed by OBU for a given time. In this figure, the simulation results
demonstrate that the Cyclic selection rule uses higher computational resource than
Gauss-Southwell andRandomized selection rules. Cyclic selection rule has to choose
index j ∈ J t cyclically until all indexes in J t are used.

6 Summary

In this chapter, we proposed a novel framework that uses deep learning for content
caching in a self-driving car. In the proposed framework, at the DC, we proposed an
MLP to predict the probabilities of contents being requested in specific areas. Then,
the output is deployed in MEC servers (at the RSUs) close to the self-driving cars,
where each MEC server downloads and caches the contents that have high proba-
bilities of being requested in its coverage area. Furthermore, for a self-driving car,
to cache infotainment contents that are appropriate regarding the age, emotion, and
gender of the passengers, we proposed to use CNN approach for predicting the age,
emotion, and gender. Then, the self-driving car downloads the MLP output from
the MEC server and combines CNN output with the MLP output using k-means and
binary classifications to identify the infotainment contents that meet passengers’ fea-
tures to bedownloaded and cached.Therefore,we formulated thedeep learning-based
caching problemas anoptimization problem thatminimizes the content-downloading
delay. The simulation results demonstrate that our caching approach can reduce 61%
of the backhaul traffic, i.e., caching at RSUs and self-driving cars can serve 61% of
the whole demands for infotainment contents. Furthermore, our prediction for the
infotainment contents that need to be cached at the RSUs and the self-driving cars
reaches 97.82% accuracy.
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C-ITS Applications, Use Cases
and Requirements for V2X
Communication Systems—Threading
Through IEEE 802.11p to 5G

Zeeshan Hameed Mir and Fethi Filali

Abstract The existence of multiple wireless technologies and standards spurs the
development of a wide range of cooperative applications for vehicular networking
environments. Vehicle-to-Everything (V2X) communication systems enable several
vehicular applications, and each poses a different set of performance requirements.
Implementing these applications promises to bring substantial improvements to the
way we travel. Therefore, identifying and addressing these requirements is neces-
sary for developing future V2X communication systems. This chapter first describes
the main application classes and analyzes their needs in several system performance
metrics. Next, we provide a detailed review of the existing and next-generation com-
munication technologies for multiple relevant objectives, including IEEE 802.11p,
IEEE 802.11bd, LTE-V2x, C-V2X, 5GNR, and heterogeneousV2X. Finally, we pre-
sented a perspective on different V2X communication systems in their capabilities to
support envisioned vehicular applications and use cases. Based on the analysis, we
determine the suitability of communication technologies to satisfy the requirements.

1 Introduction

The rapid development of digital and wireless technologies over the last decades has
led to the widespread use of technological advancements in many fields, including
transportation. The Intelligent Transportation System (ITS) combines Information
and Communication Technology (ICT) and traffic/transportation engineering con-
cepts by placing roadside infrastructure and in-vehicle or onboard communication
systems. Cooperative-ITS (C-ITS) focuses on communication, where vehicles com-
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municate with each other and roadside infrastructure to provide safer, efficient, and
convenient traveling methods.

C-ITS enables data exchange among vehicles, field devices attached to the road-
side infrastructure, e.g., Roadside Units (RSUs), road users, and traffic management
entities operating their services in a data center/cloud. C-ITS supports four differ-
ent communication modes, i.e., Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure
(V2I), Vehicle-to-Pedestrian (V2P), and Vehicle-to-Network (V2N), as illustrated
in Fig. 1. The term Vehicle-to-Everything (V2X) constitutes all four communica-
tion modes. Examples of V2X communication are vehicles or pedestrians near a
signalized intersection exchange messages with RSUs containing local sensor mea-
surements, positioning, and path trajectory predictions data to provide road users
an unprecedented, extensive field of view on the surroundings. V2X allows road
users to react to hazardous events appropriately within a critical time window. Other
potential benefits include improving traffic flow, thus reducing road congestion and
enhancing road user comfort.

V2X communication supports various applications and growing use cases in
vehicular environments. Each application and its functional variants, i.e., use cases,
have their own functional and performance requirements. These requirements have
to be met simultaneously to achieve the benefits described above. For example, an
advanced use case such as autonomous driving demands high throughput, lower
latency, and ultra-high reliability. These challenges hinder the ability of a single

Fig. 1 Vehicular network scenario with four V2X communication modes, i.e., V2V, V2I, V2P, and
V2N
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wireless system to support the effective implementation of vehicular applications
while catering to a diverse set of performance requirements. Several analytical, sim-
ulation and test-bed-based studies have been conducted on the feasibility of wireless
technologies and standards for providing V2X communication. Among them, the
most prominent ones managed by the Institute of Electrical and Electronics Engi-
neers (IEEE) are IEEE 802.11p [1], IEEE 802.11bd [2]. Other alternatives include
4th Generation (4G)/Long Term Evolution (LTE) enabled LTE-V2x by 3rd Gen-
eration Partnership Project (3GPP) [3], and its continued evolutions Cellular-V2X
(C-V2X) [4], and 5th Generation (5G) New Radio (NR) C-V2X [5]. In addition,
many researchers argue the potential of using multi-tiered, heterogeneous networks
[6, 7] for V2X communication.

The wireless technologies must meet the performance requirements to enable
diverse applications through V2X communication and allow reliable functional-
ity. Identifying these requirements will be a significant step in designing a multi-
technology V2X communication system. For this purpose, we presented an intensive
study on different types of V2X communication applications and use cases, along
with a detailed analysis of their performance requirements. The primary emphasis
is on analyzing system capabilities requirements such as radio and network commu-
nication and data requirements such as vehicle positioning capabilities. The study
quantified each application’s performance and functional requirements inmetrics like
beaconing frequency, minimum End-to-End (E2E) latency, communication range,
reliability, data rate, and communication pattern. The main requirements are defined
in European Telecommunications Standards Institute (ETSI) [8], United States (US)
Department of Transportation (DOT) [9], and Car 2 Car-Communication Consor-
tium (C2C-CC) [10] documents. Moreover, data available in most recently published
review and survey literature such as [7, 11–15] is recapitulated and used as a central
source of information to derive the requirements.

Next, we provide a comprehensive review of the existing and emerging wireless
technologies and standards for supporting V2X communications. It includes review-
ing both leading contending standards, i.e., IEEE 802.11p and LTE-V2x. We also
have a detailed outlook of the enhancements incorporated in each emerging alterna-
tive, such as IEEE 802.11bd, C-V2X, 5G NR C-V2X, and the heterogeneous V2X
networks. Finally, a qualitative analysis of different communication technologies is
given based on their capabilities and the extent to which they meet the performance
requirements of the various V2X communication applications and use cases.

The rest of the chapter is organized as follows. Section 2 summarizes the V2X
applications use cases and analyzes their performance requirements. Section 3
describes the two existing communication technologies, IEEE 802.11p and LTE-
V2x, supportingV2Xcommunication. Section 4 presents the emergingV2Xcommu-
nication technologies and their capabilities to support vehicular application require-
ments. Section 5 includes a detailed analysis of to what extent the communication
technologies described in previous sections can meet the performance requirement
posed by different V2X application classes. Section 6 concludes the chapter.
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2 V2X Applications, Use Cases, and Requirements

This section groups C-ITS applications into four main classes. The main classes are
further divided into more specific sub-classes. Each sub-class represents a group
of related use cases which are analyzed in terms of their communication pattern,
V2X mode, and system performance requirements such as beaconing frequency
(Hz), latency (ms), communication range (m), and message reception reliability (%).
Figure2 depicts some of the selected C-ITS applications and use cases.

Road Safety-Cooperative Awareness: The cooperative awareness applications
aim at supporting road safety using inter-vehicle communications. For most road
safety applications, vehicles periodically broadcast or geocast messages [10] within
a limited timewindow, typically less than 100ms [8]. The expectedminimumrequire-
ment for the messaging frequency 10Hz [8] which should be provided at a range
of at least 300m, and up to 1000m, [10]. The required data rate has to be between
10kbps to a maximum of 100kbps, considering a typical message size between 60
and 1500 bytes [8] with needed reliability range from 90% to 95% [7].

Road Safety-Cooperative Maneuver: Cooperatively exchanging information
about the surrounding traffic and movement trajectory information can reduce the
risk of collisions while performing traffic mergers and lane-change maneuvers. The
vehicles either conduct periodic broadcasts or establish unicast sessions [9], sending
messages at the beaconing frequency 2Hz–10Hz [8] with very high reliability, i.e.,
over 99% [7]. The maximum tolerable latency has to be less than 100ms [8]. The
required range of communication has to be at least 150m [9], and up to 500m [12]

Fig. 2 Selected C-ITS applications and use cases in the domain of active road safety, traffic effi-
ciency, infotainment, and eV2X
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in high-speed scenarios. Since the use cases rely on information such as positioning
and path trajectory predictionwith lane-level accuracy (≤2m) [8], velocity, direction,
and acceleration, the estimated data rate varies between 10 and 5000kbps [7].

Road Safety-Road Hazard Warning: The road hazard warnings aim to indicate
hazardous road situations such as a stationary vehicle or roadwork caused by or
involving other road users. For most use cases, the periodic warning alerts are sent at
the frequency 1Hz–10Hz [8], with the expectation that 90%–95% [7] of messages
will be delivered successfully in 100ms [8], and up to 1000ms [9]. The indented
warnings are generated either for road safety or traffic management purposes, each
requiring a communication range over 200m [9] and 2000m [10], respectively. The
data rate requirements vary between 1 and 10kbps [11].

Road Safety-Vulnerable Road User Warning: The vulnerable road user warn-
ings notify vulnerable road users (e.g., pedestrian, cyclist, motorcyclist) equipped
with hand-held devices (e.g., smartphone) of an approaching vehicle and vice versa.
The timely prevention of collision requires messages to be generated at a frequency
1Hz [8] or 10Hz [9], with the data rate of 10kbps [7]. The expected latency has to
be smaller than 100ms [8] with 95% [7] messages successfully delivered. A radio
link range of 200m [9] is required to provide sufficient time for approaching road
users or vehicles to react according to the event.

Road Safety-Cooperative Sensing: If a collision is unavoidable and imminent,
the involved vehicles exchange relevant sensor and safety actuator, e.g., Anti-lock
Braking System (ABS) data, to reduce the crash severity, and warning messages
are broadcasted to all vehicles in the surrounding area. The vehicles may optionally
share the messages with RSUs, which further relay them to more distant vehicles [8].
The required communication range is 50m [9], but more significant distances i.e.,
up to 100m [10] is beneficial to increase reaction time. Mainly these messages are
considered to be highly time-critical with an expectedmaximum latency of 50ms [8],
or 20ms [9], and aminimumgeneration rate 10Hz [8], 50Hz [9]. Since these use cases
require a very high update frequency and reliability, the data rate has to be at least
50kbps, and success rate ofmore than 95%, respectively [7]. The cooperative sensing
and perception applications employ additional sources of information such as High-
Definition (HD) streaming in see-through andLightDetectionAndRanging (LiDAR)
sensor use cases, each requiring data rates of 10Mbps and 25Mbps, respectively [7].

Traffic Efficiency-Cooperative Speed Management/Navigation: Traffic effi-
ciency applications are intended to improve traffic flow, enhance traffic coordina-
tion/management and reduce the environmental impact of traffic congestion. The
traffic management authorities initiate a periodic message broadcast via roadside
infrastructure in Infrastructure-to-Vehicle (I2V) mode, and vehicles send and receive
updates usingV2Nmode. The subclass of cooperative speedmanagement enables the
adaptation of traffic speed and routing control by cooperatively exchanging informa-
tion about local speed or general traffic regulation constraints. Similarly, the coopera-
tive navigation applications enhance possibilities for traffic management by periodi-
cal information exchangedbetween interconnected roadusers and adaptively reacting
to on-road events. Traffic authorities will typically initiate itinerary recommendation
messages. Depending on the use case type, the message generation frequency is
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required to be 1Hz–10Hz [8] with a tolerable end-to-end latency between 100 and
500ms [8]. Typically, the data rate required is between 10 and 3000kbps with relia-
bility as high as 90% [7]. The required transmission range depends on the speed limit
and will be between 50m [9] and 500m [8] for road safety and direct cooperation.

Infotainment-Local and Internet-based Services: Infotainment applications
provide the user with information to enhance passenger convenience and enable
global internet services. The subclass of cooperative local services application facil-
itates the use of different services offered by external providers where vehicular com-
munication allows Location-based Services (LBS) such as Point of Interest (POI)
notifications and parking management. Similarly, the subclass of Global Internet-
based services includes use cases such as electronic toll collection, fleet manage-
ment, and media downloading. To enable such services, either temporary or full
internet access for Machine-to-Machine (M2M) communication must be provided.
Formost use cases, the beaconing frequency needed forRSUs to transmit information
messages 1Hz [8]. The minimum required communication range varies between 50
and 200m [9] for the cooperative-local services when the vehicle is parked/moving
slowly within close vicinity of a dedicated RSU. However, internet-based services
with a fully mobile service provisioning might require link ranges of up to 2000m.
For nearly all use cases in the infotainment category, the average allowable latency is
500ms [8]. The minimum expected data rate is 1kbps for the local services to a max-
imum of several hundreds of kbps or Mbps for multimedia downloading/streaming
(depends on content and quality) [12, 13]. The use cases like map or media down-
load have medium reliability requirements as compared with a use case like local
e-commerce, which requires a higher message reception rate [13].

Enhanced V2X (eV2X) applications and use cases: As part of the Release 15
[14] and16 [15], 3GPPdefines a set of enhancedV2X(eV2X)use caseswhich include
advanced scenarios such as cooperative platooning and remote and autonomous driv-
ing, each with much more stringent requirements. The envisioned eV2X applica-
tions such as Advanced Driver Assistance Systems (ADAS) and Connected and
Autonomous Driving (CAD) and evolving existing use cases such as cooperative
platooning push the envelope of requirements by demanding even further perfor-
mance improvements. For example, new situational awareness use cases involving
autonomous vehicles require processing and exchangingmore vehicle data from sen-
sors such as cameras, RadioDirectionAndRanging (RaDAR), andLiDARwith posi-
tioning and velocity data. The received information is then summarized to provide an
extensive field of viewon the driving environment. Compared to the other general cat-
egories of vehicular networking applications and use cases,ADASandCAD require a
high level of real-time data acquisition and processing to allow autonomous vehicles
to react to a potentially hazardous event appropriately within a critical time window.
With a maximum payload of 6500 bytes, a data rate of up to 1000Mbps is needed to
support use cases like fully automated driving. The eV2X use cases require message
transmission with a frequency between 2Hz to 50Hz, over a distance between 50
and 1000m. These use cases demand ultra-reliability up to 99.999% of successful
message reception rate with ultra-lower end-to-end latencies, which varies between
3 and 100ms.



C-ITS Applications, Use Cases and Requirements for V2X Communication Systems … 267

Fig. 3 The leading performance requirements, on the stringency scale for each of the C-ITS appli-
cation categories, in terms of beaconing frequency, latency, coverage, reliability, and data rate

Table1 summarizes the V2X applications and use cases with their performance
requirements. Figure3 illustrates the major performance requirements, along with
their stringency levels for each of the C-ITS application categories. The higher level
on the stringency scale representsmore stringent requirements, i.e., higher beaconing
frequency, lower latency, more extensive coverage range, etc. Here, it is noteworthy
that all these applications pose a diverse set of performance requirements from the
underlying V2X communication systems. Although except the eV2X advanced use
cases, none of the application categories is high on all the dimensions, V2X com-
munication systems capable of supporting long-range, reliable communication with
lower end-to-end latencies and high data rates are highly sought after.

3 Existing V2X Communications Systems

3.1 Low Cost, Low Latency, and Proven IEEE 802.11p

The Dedicated Short Range Communications (DSRC) is a V2X technology based
on IEEE 802.11p standard, which operates in the 5.9 GHz ITS spectrum. The phys-
ical (PHY) and medium access control (MAC) layers defined in IEEE 802.11p are
derived from the IEEE 802.11a standard. The motivation was to support safety-
critical, short-distance communications between the vehicles and between vehicles
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and the roadside infrastructure (e.g., RSU). Since most warning and awareness mes-
sages are transmitted locally, the design objectives were to support the transmission
frequency 1Hz–10Hz over a communication range between 100 and 800m while
maintaining a communication latency of less than 10ms. The physical layer of IEEE
802.11p usesOrthogonal FrequencyDivisionMultipleAccess (OFDMA). It includes
reduced bitrate and subcarrier spacing by half of IEEE 802.11a and increased OFDM
symbol and preamble durations by twofold to support V2V and V2I communication
in a rapidly changing vehicular environment. Operating in the ad-hoc mode, i.e., in
the absence of network infrastructure, the IEEE 802.11p uses Carrier Sense Multi-
ple Access with Collision Avoidance (CSMA/CA) protocol as the multiple access
mechanism. The IEEE 802.11p also implements the Enhanced Distributed Chan-
nel Access (EDCA) to prioritize channel access, allowing safety and time-critical
messages to be sent with relatively lower contention delays. In low vehicle density
and congestion scenarios, the IEEE 802.11p provides stable performance in terms
of reliability and latency. However, the performance degrades significantly in high
traffic, speed, and vehicle density environments.

3.2 Scalable, Reliable, and Ubiquitous LTE-V2x

3GPP initiated the V2x study item in 2015 with the initial mandate to explore the ser-
vice aspects of LTE-based V2X communication, i.e., LTE-V2x [16]. Building upon
the classic cellular 4G/LTE uplink (UL)/downlink (DL) connectivity platform, the
basic idea is to leverage the LTE standard for delivering services like traffic informa-
tion and efficiency and infotainment for automotive. The LTE-V2x establishes the
foundation for the C-V2X and continues evolution to the future 5G NR C-V2X that
will incorporate the radio interfaces to support V2X communication through direct
modes and network mode paradigms. Based on the LTE direct device-to-device
(D2D) design, it operates both in-coverage and out-of-coverage modes. The direct
method allows vehicles to communicate directly with or without infrastructure assis-
tance. The in-coverage (also cellular-assisted) relies on an infrastructure node such
as a base station to coordinate communications between the vehicles. The infras-
tructure node performs link scheduling and resource allocation to support extremely
low latency and high-reliability operations. Vehicles perform distributed scheduling
without involving the infrastructure node in the out-of-coverage (also cellular unas-
sisted) mode. The indirect model leverages existing UL/DL LTE communication
where vehicles send a unicast message to the base station (UL) that further relays to
an ITS server (edge or backend). The ITS server reaches other vehicles using LTE
broadcast (DL).
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4 Outlook to Emerging V2X Communication Systems

The emerging vehicular applications and use cases require the continued evolution
of V2X technology. This section provides an outlook on the evolutionary standards
such as IEEE 802.11bd for DSRC-based IEEE 802.11p, C-V2X, and 5G NR C-
V2X for LTE-V2x and multiple radio access technologies (RAT) (also multi-RAT)
heterogeneous communication systems.

4.1 Next-Generation IEEE 802.11bd V2X

The current IEEE V2X specification IEEE 802.11p is primarily based on IEEE
802.11a for the PHY and MAC layers. With lower reliability and higher delays in
high-density, high-speed, and high-transmission scenarios, it becomes increasingly
difficult to guarantee the current and future requirements of the vehicular application
and use cases. Formed in January 2019, the IEEE 802.11bd Task Group is mandated
to improve the IEEE 802.11 MAC and PHY layers for Next Generation V2X (NGV)
communications. The IEEE 802.11bd is dubbed as the evolution of IEEE 802.11p
for V2X communications leverages the MAC, and PHY layer enhancements from
IEEE 802.11n, IEEE 802.11ac, IEEE 802.11ax [17] to provide next-generation V2X
protocol. The goals are to double the throughput, relative speed support, and commu-
nication range of IEEE 802.11p while reducing the E2E latency. The other key fea-
tures include coexistence, backward compatibility, fairness between IEEE 802.11p
and IEEE 802.11bd devices, and cooperative positioning techniques [18].

• Support for higher throughput and reliability: The following technology enhance-
ments are being investigated at the PHY and MAC layers to support the higher
throughput and reliability requirements.

– Higher bandwidth: By enabling 20MHz bandwidth in the 5.9GHz ITS band, the
IEEE 802.11bd specification can significantly increase bandwidth, thus meeting
the 2 timesmore than IEEE 802.11p throughput goal. TheOFDMAnumerology
from IEEE 802.11ac and ax can be leveraged to use the 20MHz bandwidth
further efficiently [19]. Furthermore, mmWave frequencies (60GHz and above)
can enhance V2X by supporting 1 Gbps or more data rates while maintaining a
lower latency [20].

– Reliable operation: To improve reliability, IEEE 802.11bd can include an adap-
tive retransmission mechanism [21] and associated PHY signaling [22]. The
fully interoperable schemes exploit channel load information to control the num-
ber of retransmissions. The performance improvement in reliability is achieved
for both legacy IEEE 802.11p and NGV stations without creating congestion.
In addition, the spatial and frequency diversity gain through Low-Density Par-
ity Check (LDPC) coding can also help improve the throughput and reliability
performance. Moreover, already supported by IEEE 802.11p devices, IEEE
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802.11bd devices can ensure fair channel access by using EDCA categories at
the MAC layer.

• Support for longer range and higher relative speed: The IEEE 802.11p standard
suffered from performance degradation due to shorter communication range and
high-speed scenarios. The following technology guidelines are being investigated
towardsmeeting the requirements of amore extended range and double the relative
speed, i.e., up to 500km/h.

– Longer communication range: The IEEE 802.11bd complements an extra-range
mode using Dual-Carrier Modulation (DCM), where performance gain (fre-
quency diversity) of 3 dB or higher is achieved by replicating the same sym-
bols twice on different subcarriers [19]. Similarly, another proposal suggested
using Space-Time Block Coding (STBC) from IEEE 802.11n, which takes two
antennas to transmit the same information, combined to achieve gains (spatial
diversity) [23].

– Higher speed robustness: The midamble-based channel estimation is proposed
to address fast-varying channels’ high Doppler frequency issues during a high-
speed environment. With carefully selected mid-amble insertion periodicity
between the OFDM data symbols, it is reported that an accurate channel esti-
mation can reduce the Doppler Effect and improve the performance under high
mobility scenarios [24].

• Support for positioning:Many vehicular applications require positioning, and path
trajectory predictionwith accuracy between 1m to 10m [8]. Several candidate solu-
tions for faster ranging and positioning exist, such as Fine Timing Measurement
(FTM) protocol defined in IEEE 802.11mc [25] or its enhancement such as EDCA
FTM. Other proposals include Passive non-trigger-based (nTB) andmulti-channel
ranging [26, 27] as defined in IEEE 802.11az [28], also referred to as Next Gen-
eration Positioning (NGP).

• Support for interoperability, backward compatibility, and coexistence: IEEE
802.11p and IEEE 802.11bd systemsmust interoperate and coexist without chang-
ing the higher layers operations and segmenting the applications into legacy and
NGV. The interoperability and backward compatibility require IEEE 802.11p
devices to decode messages sent by IEEE 802.11bd devices and vice versa and
IEEE 802.11bd devices to operate in a fully interoperable mode with the IEEE
802.11p devices, respectively. On the other hand, the coexistence only necessi-
tates both IEEE 802.11bd and IEEE 802.11p devices to be aware of each other’s
presence and defer channel access [29]. Several interoperable and backward com-
patible PHY layer enhancements [30–34] have been investigated while ensuring
fairness and performance improvements in reliability, higher throughput, andmore
extended communication range.
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4.2 Evolvable and Expandable C-V2X

Motivated by the potential of developing a single adaptable technology and offering
versatile performance in the V2X context, 3GPP in Release 14 introduced C-V2X.
Initially defined asLTE-V2x, it leverages the existing4G/LTEnetworks anddescribes
two complementary transmission methods, i.e., LTE Direct and LTE Broadcast net-
work communications [35].

4.2.1 PC5 Interface Enabled V2X

Similar to the concepts ofLTED2Dcommunications, the objective is to provide direct
communication capabilities and support for latency-sensitive V2X use cases native
to cellular networks operating in the ITS 5.9GHz band. Direct communications work
either with or without infrastructure assistance, i.e., Evolved Node B (eNodeB) to
allocate resources among the communicating vehicles, also referred to as in-coverage
and out-of-coverage modes. Transmission Mode 3 is defined as the network-assisted
mode where the network, i.e., eNodeB, handles the allocation of resources. Mode 3
utilizes many scheduling mechanisms such as semi-persistent, cross-carrier, and UE
report-based. Transmission Mode 4 is characterized by distributed scheduling and
congestion control without network assistance. Unlike CSMA/CA-based resource
selection in IEEE 802.11p, the vehicles autonomously perform the resource selection
based on the channel sensing with the semi-persistent transmission.

In contrast to asynchronous IEEE 802.11p, the focus is on Global Navigation
Satellite System (GNSS) based synchronization. With scalable access control mech-
anism, extended network coverage, and Frequency Division Multiplexing (FDM)
usage inC-V2Xprovides an advantage compared to IEEE802.11p.The researchfind-
ing suggests that LTE-V2V is capable of attaining superior performance as compared
with IEEE 802.11p in terms of Packet Reception Ratio (PRR) and range improve-
ments [36, 37]. However, higher complexity and cost associated with the solutions
might lead to performance problems and must be addressed before it is considered
viable end-to-end solutions for providing V2V communications.

The direct communication transmission method (over PC5 interface) builds upon
several enhancements to overcome some of the technical limitations of the existing
LTE networks in a V2X communication context. However, the direct method has
to overcome several challenges such as high speed/high Doppler scenarios, near-
far problems, resource allocation, half-duplex, and synchronization issues. Towards
this end, many solutions have been proposed, such as enhancing the signal design
and transmission structure, geo-zoning, efficient resource allocation with the energy-
based selection, transmission repetition, and the usage of satellites for time synchro-
nization. These solutions have higher spectral efficiency, reliability with increased
communication ranges, and lower channel access overhead.
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4.2.2 LTE-Uu Interface Enabled V2X

The primary focus is to enhance the existing LTE cellular uplink/downlink commu-
nications (over Uu interface) to support latency tolerant V2V use cases and access
cloud services via V2N in traditional mobile operators’ licensed spectrum. The V2X
communication via network involves a V2X server, which receives unicast messages
from vehicles using LTE unicast (uplink transmissions). At the same time, the base
stations (eNodeB/eNodeB-type RSU [35]) broadcast messages from a V2X back-
end server to vehicles using LTE Broadcast (downlink transmissions). In addition
to enhancing network range/coverage through RSU deployment, the combination
of macro and small cells potentially improves the network capacity. It also allows
enhanced functionalities such as multicast/broadcast in the downlink transmission
to reduce the latency and improve radio efficiency via the Single-Cell Point To Mul-
tipoint (SC-PTM) mechanism, which uses Evolved Multimedia Broadcast Multicast
Services (eMBMS) architecture.

4.3 Futureproof 5G NR Based C-V2X

C-V2X offers an evolutionary path towards 5G NRC-V2X. For advanced and eV2X
use cases, 5G NR by 3GPP (5G NR C-V2X) has emerged as a natural successor
to LTE-based C-V2X for vehicular communications. The 5G NR design is built on
four pillars: NR design, massive Multiple-Input and Multiple-Output (MIMO) and
beamforming, multi-connectivity, and network visualization.

• 5G New Radio Design: 5G NR will use a wide array of spectrum bands and types.
In addition to low bands (below 1GHz) andmid bands (between 1 and 6GHz), it is
proposed to utilize high bands ranging between 24 and 100GHz (also mmWave),
resulting in three main advantages, (1) mmWave frequency band is less utilized,
(2) Higher frequency carries much more capacity and higher data rates than lower
frequency bands, and (3) Make possible to use Massive MIMO techniques. The
choice of radio waveform and multiple access techniques profoundly impact the
5GNR design. Unlike LTE, the 5GNR allows flexible sub-carrier frequency spac-
ing, enabling faster delivery of low-latency payloads. The scalable/flexible OFDM
numerology leads to an increased number of slots per subframe (or short sym-
bols), thus increasing the number of symbols transmitted in a given time. Another
critical 5G NR design component is multiple access schemes such as Resource
Spread Multiple Access (RSMA) and Sparse code multiple access (SCMA). The
non-orthogonal multiple access schemes are well suited for use cases requiring
asynchronous and grant-free access with full mobility support.

• MassiveMIMOand beamforming: The higher frequenciesworkwellwith smaller-
sized antennas, thusmaking it possible to install many antenna elements in the base
station anduser devices. The3GPP5GNRsupports robustness, extended coverage,
and sustained high traffic capacity at a higher frequency by combining Massive



274 Z. Hameed Mir and F. Filali

Multi-user (MU)MIMOwith hybrid beamforming and beam tracking techniques,
especially in Non-line-of-sight (NLOS) environments and user mobility.

• Multi-ConnectivityMulti-RAT5GNR:Multi-connectivity (MC) in5GNRextends
the dual connectivity (DC) concept in LTE to aggregate the radio resources of mul-
tiple base stations from different RATs like LTE, Wi-Fi, etc. The benefits include
throughput and data rate enhancements via splitting data from various sources.
Simultaneous connectivity to other network layers and RAT also provides seam-
less mobility with data duplication boosting reliability. To this aim, efficient MC
mode configuration [38] and multi-cell scheduling algorithms [39] are required to
obtain an optimal tradeoff between reliability and latency due to buffering delay,
especially in the presence of high cell traffic load.

• Network Softwarization and virtualization: Network slicing provides the elasticity
required to run multiple and diverse C-ITS applications over a unified 5G network
platform. The end-to-end approach to network slicing spans 5G Core (5GC) and
Next-Generation Radio Access Network (NG-RAN). It is implemented utilizing
softwarization of the control plan and user plan network functionalities (NFs)
using Network Function Virtualization (NFV) and Software-Defined Networking
(SDN) [40]. NFV allows deployment of related NFs as Virtual NFs (VNFs) con-
tainers or virtual machines running either in the remote cloud or edge through the
Multi-access Edge Computing (MEC) paradigm. SDN enables flexible intercon-
nection and reconfiguration of VNFs based on service requirements and network
infrastructure dynamics. MEC brings cloud computing and services closer to the
users or edge, thus reducing latency.

With much higher data rates and Ultra-Reliability and Low Latency Communi-
cations (URLLC), 5G NR promises to support stringent performance requirements
posed by remote and automated driving. 5G NR C-V2X Release 16 and onwards
introduces complementary capabilities to support advanced use cases.

• Support for high data rates and increased capacity: The 5G NR C-V2X includes
scalable OFDM and flexible Demodulation reference signal (DMRS) to achieve
higher spectral efficiency at high-speed scenarios. The wide-band carrier support
provides higher data rates and system capacity. Moreover, increased capacity is
achieved through link-level gain, Hybrid automatic repeat request (HARQ) feed-
back, and resource allocation enhancements [5]. In addition, the use of physical
layer numerology and different sub-carrier spacing support configuration flexibil-
ity.

• Support for URLLC operations: The 5G NR C-V2X utilizes advanced channel
(LDPC/polar) coding for increased reliability. The specification support ultra-
reliable and low latency communication due to self-contained slot structure (mini-
slots) and flexible resource allocation. Semi-persistent scheduling for periodic
traffic with similar packet sizes and per-packet scheduling with variable traffic and
packet sizes support low latency V2X communications. In addition, groupcasting
is where vehicles within a certain distance can form groups and reliably connect
based on similar interests in services. The efficient Single Frequency Network
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(SFN) feedback of Negative Acknowledgement (NAK) from the receivers also
provides reliable unicast and multicast support.

4.4 Unified Multi-RAT Heterogeneous V2X

The multi-RAT, heterogeneous vehicular advocates argue that a single technology
cannot satisfy all requirements. Therefore, the higher bandwidth requirements posed
by emerging cooperative sensing and perception use cases can only bemet by various
solutions which are not limited to DSRC and C-V2X coexistence and integration
but include a broad spectrum of communication technologies such as Visible light
communication (VLC) [41], mmWave [42], and TV white space [6].

In heterogeneous solutions for V2X communication systems, vehicles are
equipped with multiple RATs to leverage the DSRC for providing short-range direct
communications and the suitability of C-V2X for delivering long-range network
communications [43]. The US DOT equally supports this idea, and European Union
(EU) [44]. In a report [45] by National Highway Traffic Safety Administration
(NHTSA), while proposing a mandate to use IEEE 802.11p, it also allows provi-
sions for other alternative wireless communication technologies that are interoper-
able with IEEE 802.11p. Similarly, the EU, in their report [46] on C-ITS strategy,
fully endorsed the hybrid communication approach, which combines ETSI ITS-G5
compliant DSRC and existing 4G/LTE, as well as 5G, enabled C-V2X for providing
C-ITS applications and services. The envisioned approach has at least two realiza-
tions.

4.4.1 Coexistence of Multi-RAT V2X

The main idea is that the two prominent radio access technologies coexist on two
channels in the same 5.9GHz ITS spectrum with a guard band separating both chan-
nels [47]. Different coexistence strategies have been investigated, including DSRC
and Wi-Fi [48] and Wi-Fi and C-V2X technologies coexistence [49]. One alterna-
tive is frequency sharing between DSRC and C-V2X and their respective evolu-
tionary successors, i.e., IEEE 802.11bd and 5G NR C-V2X [50]. The proponents
of these ideas like to point out the advantages like interoperability and leveraging
the complete ITS band to support cohesive end-to-end solutions for V2X commu-
nications. The opponents argue that extreme caution must be exercised against the
negative impacts of sharing the ITS spectrum of safety networks. The implications
include higher interference, bandwidth reduction for safety applications, and non-
interoperable technologies.
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4.4.2 DSRC and C-V2X Integrated Hybrid V2X

The other alternative is multi-tiered [51], multi-technology-enabled hybrid vehicular
network architecture [52] which assumes that vehicles with dual interfaces are capa-
ble of alternating between them using RAT selection algorithms and by performing
Vertical Handover (VHO). In [53], Mohamed et al. have successfully implemented
and demonstrated IEEE 802.11p, and 4G/LTE enabled the hybrid vehicular net-
work to support multimedia content delivery. They reported significant performance
improvements in terms of reliability and packet delivery metrics. Similar concepts
have been extensively explored earlier in the context of combining differentWireless
Wide Area Network (WWAN) technologies such as Code Division Multiple Access
(CDMA) 2000, Universal Mobile Telecommunications System (UMTS), CDMA
2000 1x-EV, and 3rd Generation (3G) with collocated IEEE 802.11 based Wireless
Local Area Network (WLAN). The Vehicular Ad hoc Network (VANET) VANET-
LTE integration gained widespread attention where the cellular network is utilized
either as a backup or for offloading data [54]. The former cases follow the Always
Best Connectivity (ABC) paradigm [55] which allows vehicles to communicate over
the best available communication channel via VHO. The definition of the best varies
depending on the communication system capabilities, application requirements, poli-
cies, security, network coverage, and resource utilization. In the latter cases, primarily
the DSRC interface is used for message transmissions among the vehicles and a set
of specialized gateway entities. The mobile or static gateways are equipped with dual
interfaces and relay the messages towards vehicles directly or via roadside or cellular
infrastructure.

Figure4 shows a comparison among different communication technologies in
their ability to meet multiple functional requirements of V2X applications such as
(a) Operation in the absence of a network, (b) Support of V2V, (c) Support of safety-
critical use cases, (d) Support of V2I/I2V, (e) Support of multimedia services, (f)
Network coverage, and (g) Advanced PHY [56, 57].

5 Radio Technology Implications for C-ITS Applications
Requirements

This section provides a review of the capabilities of the existing communication
technologies to support the application requirements identified in Table1. Figure5
illustrates the capabilities of various communication technologies to support different
application performance requirements using a radar graph. The suitability of a par-
ticular technology to support a use case and its requirements can only be guaranteed
under specific circumstances and subjected to adjustment of operating conditions
and system parameters and their configuration.

Since most road safety applications and use cases can be characterized as time-
critical with higher messaging frequencies and reliable communication among vehi-
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Fig. 4 The ability of communication technologies to meet seven leading functional requirements
of V2X applications

cles (V2V), the IEEE 802.11p and IEEE 802.11bd seem to be a perfect fit. However,
in high densities and high load scenarios, it becomes challenging to continue to sup-
port these requirements [58]. In such situations, the use of priority/Quality-of-Service
(QoS) mechanisms available in IEEE 802.11p, such as Decentralized Congestion
Control (DCC) and EDCA, might be helpful to minimize the expected delays [59],
which has to be smaller than 100ms. With the PHY/MAC enhancements and the 2x
performance improvements promised, the IEEE 802.11bd supports all definedDSRC
use cases and the more demanding applications such as cooperative maneuver and
sensing.

On the other hand, without native support, functions, and processes explicitly
designed to meet stringent delay requirements of V2V communications, 4G/LTE
has limited applicability in use cases where the direct unicast operation is neces-
sary. Especially in the presence of higher background cellular traffic load, the delay
increases significantly [58]. For example, use cases such as cooperative sensing
characterized by excessive-high messaging frequency and stringent lower latencies
requirements, a direct DSRC link, or unified connectivity with C-V2X (PC5 inter-
face based) will be necessary for the vehicles. The 4G/LTE as primary radio access
technology will not be sufficient for such use cases. For reliable message dissemi-
nation over a longer distance, it may be advantageous to simultaneously use cellular
technologies (LTE-V2x/C-V2X, or 5G) or exploitmulti-RATconnectivity. The appli-
cation of cellular network as a primary radio access technology is recommended in
all use cases where:
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Fig. 5 The ability of the V2X communication technologies to support major categories of C-ITS
applications and use cases

• No or only a lossy IEEE 802.11p/bd links are available. These situations often
arise due to propagation conditions, channel congestion, or at intersections where
the Line-of-Sight (LOS) might be obstructed by buildings or other objects such as
foliage and vehicles.

• A more substantial area needs to be covered quickly (e.g., in highway scenarios)
to increase the probability of message delivery.

• Communication with infrastructure, i.e., a base station (eNodeB/eNodeB-type
RSU) or interactions with the background servers for accessing the cloud service
is required.

Since traffic information data cannot be considered time-critical unless applied to
the emergency scenarios, a maximum tolerable end-to-end latency of 500ms will be
sufficient to run most of the use cases. Therefore, whenever a reliable message trans-
mission via DSRC based communication link cannot be provided, the expandable
C-V2X systems can be considered for these use cases. C-V2X exhibits superior per-
formance thus has strongly emerged as an alternative to DSRC-based V2V commu-
nication. The performance gains in extended coverage, scalability, reliability, latency,
and mobility support make the C-V2X and its successor the most suitable candidate
for supporting diverse and continuously evolving use cases and their requirements.
Moreover, a broad communication range of several hundredmeterswill benefit traffic
information and itinerary recommendation use case. The extended coverage can be
achieved either by using multi-hop broadcasting, the interconnection of local RSU
or by using cellular technologies for whole area radio coverage.
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Mobile networks can provide more significant link capacity and distances (espe-
cially in suburban and rural macro-cells). When applied in traffic efficiency and
management context, some use cases require the propagation of notification mes-
sages across distances up to 2km and high data rates. For IEEE 802.11p and its
successor IEEE 802.11bd, the local radio link range might provide enough time for
approaching vehicles to react accordingly. The event forwarding/multi-hop message
dissemination will be extensively used to allow warning notifications over distances
of several kilometers. Therefore, applying cellular technologies can be beneficial
to reduce the DSRC channel congestion and the delay. The C-V2X communication
technologies can support use cases with long-range and high data rate requirements
(such as map download and upload) within a wide area without depending on fast
varying ad-hoc network topologies.

For supporting infotainment use cases, temporary or full internet access andM2M
type communication must be provided using DSRC based communication between
the vehicle and an RSU or over the cellular networks. If a DSRC link is used for
internet access, RSUs will be required to work as an access point and be attached to a
fixed network or wireless internet access. A direct cellular connection will preferably
be used as internet access technology to support fully mobile interaction. Depending
on the implementation, either RSU itself may be required to run the service, or a
background application server will be necessary. This application class is particularly
suited to be used over a cellular network.

The eV2X applications and use cases such as ADAS involve high throughput
sensor data sharing, low latency real-time local updates, and ultra-reliable coordi-
nated driving. The two emerging communication technologies that can meet these
requirements coexisting and backward compatible with their predecessors are IEEE
802.11bd and 5G NR C-V2X. More recent research results indicate that these two
technologies outperformed their respective precursor technologies [60]. The theoreti-
cal studies and link-level/system-level simulations show that 5GNR-V2X performed
superior to IEEE 802.11bd in data rates, transmission latency, and communication
range [61–63]. It has been reported that multi-tiered network architecture supported
by multi-RAT communication systems tends to increase gains in terms of reliability
and greater robustness against channel congestion and higher speeds. Themulti-RAT
communication systems bring further performance improvements [64].

For a particular application and use case, the stringency of performance require-
ments increases with automation level in driving [65]. For example, from limited
driving assistance to conditional automated and fully-automated driving, the data
rate, latency, spectral and energy efficiency, and reliability vary to sense and map the
surrounding environment accurately [66]. In addition to this, higher vehicle mobil-
ity and density, massive connectivity, and heavy traffic load conditions pose further
challenges far beyond the capabilities of the existing wireless technologies [67].
Many believe that the solution lies in the 6G wireless communication network for
V2X or 6G-V2X that will fulfill the requirements of next-generation and beyond
V2X applications. The critical technology enablers for 6G-V2X include THz com-
munication, edge intelligence (EI) supportedMEC, distributed Artificial Intelligence
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Fig. 6 Heterogeneousmultiple-technology enabled vehicular network architecturewith constituent
components, such as IEEE 802.11p/bd, LTE-V2x, C-V2X, 5G NR V2X and other emerging tech-
nologies

(AI)-enabled wireless intelligence, and intelligent Unmanned Aerial Vehicle (UAV)-
assisted extended communication infrastructure [68–70].

Figure6 visualize the multi-tiered, multi-RAT, heterogeneous network architec-
ture, where different RATs can not only coexist but aggregate resources to enable
existing and future use cases.

6 Conclusion

This chapter identified essential performance and functional requirements for dif-
ferent C-ITS applications and use cases such as road safety, traffic efficiency, info-
tainment, and eV2X. These use cases are categorized, and their requirements are
quantified in terms of V2X communication performance metrics like beaconing fre-
quency, latency, communication range, reliability, and data rates. A detailed review
of well-established and future emerging communication technologies is presented
in multiple objectives relevant to V2X communication systems. Finally, the require-
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ments are compared against the capabilities of different communication technologies
such as IEEE 802.11p, IEEE 802.11bd, LTE-V2x, C-V2X, 5G NR, and multi-RAT
V2X. The active road safety and advanced ADAS/CAD use cases pose the most
stringent latency, throughput, and reliability requirements. The road safety applica-
tions requirements can be satisfied by direct V2V/V2P communication modes using
DSRC-based technologies such as IEEE 802.11p/bd under low density and accept-
able network load conditions and appropriate QoS/priority mechanisms in place.
Most traffic efficiency and infotainment use cases are less time-critical but demand
high reliability and broader coverage. To this end, IEEE 802.11bd and 5GNRC-V2X
communication fulfill most requirements. Finally, combining the best from multiple
wireless technologies in the form of spectrum sharing, multi-RAT heterogeneous
network, and a unified 5G/6G C-V2X networking solutions hold the key to the suc-
cessful implementation of future use cases with evolving performance requirements.
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Outage Performance Comparison
of DF/AF Cooperative Relaying System
with SC/MRC Diversity Techniques

Shailendra Singh and Matadeen Bansal

Abstract In future wireless communication systems, cooperative relaying (CR) has
been considered as a promising technique for reliable communication between a
source-destination pair, when the direct link between them fails to provide the desired
throughput due to channel impairments. Employing a dedicated relay node between
the source and destination may improve the performance and enhances the network
coverage. In this chapter, a CR system is analyzed and compared when the dedicated
relay works under decode-and-forward (DF) or amplify-and-forward (AF) mode and
selection combining (SC) or maximal ratio combining (MRC) diversity technique is
adopted at the destination to recover the symbol. The exact closed-form expressions
for the outage probability of theCR systemover Rayleigh fading channels are derived
and analyzed. The accuracy of the analytical results is verified through the Monte
Carlo simulations.

1 Introduction

Cooperative relaying (CR) has been considered as one of the promising techniques
in fifth-generation (5G) and beyond 5G wireless communication systems [1]. CR is
an intelligent way to achieve reliable communication between a source-destination
pair when the direct link between them is either affected by shadowing, path loss,
fading, etc., or the distance between them is larger than the communication range of
the source [2, 3]. Adding a dedicated relay node between the source and destination
improves the performance as well as enhances the coverage of the network. The
basic architecture of a relay network comprises of a source, a destination, and one
or more relay nodes, which provide two-hop communication between the source
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and destination. First, the source transmits the signal towards the relay, which is
re-transmitted to the destination after performing some processing at the relay.

Currently, amplify-and-forward (AF) and decode-and-forward (DF) modes of CR
are in focus, and many pieces of research were carried out considering these modes
[4–8]. For the AF mode, the received signal is directly amplified at the relay and
then re-transmitted to the destination. Therefore, the additive noise is also amplified
and transmitted by the relay, which is destructive to recover the signal successfully
at the destination [9]. However, for the relay working in DF mode, the received
signal is recovered, re-encoded and then re-transmitted to the destination. In the
case of incorrect decoding at the relay, DF cooperative relay may suffer from error
propagation [10]. The analysis in [9] and [10] reveals that the AF relay is more
susceptible to noise, but it offers a good trade-off between overall performance and
implementation complexity. However, the DF relays are less vulnerable to noise, but
the encoding/decoding errors at the relay can be forwarded to the destination. Also,
the complexity and the processing delay of the DF relays are more than that of the
AF relays due to the additional decoding operations at the relays.

There are several works in the literature which analyzed the performance of CR
systems. Particularly, in [11], the performance of distributed diversity was investi-
gated in AF single relay cooperative communication system. In AF relaying mode,
the performance of cognitive radio network was studied in [12]. A distributed AF
scheme throughmessage partitioningwas proposed in [13], whichmakes cooperative
communication more practical. However, in [14], optimal cooperative diversity in
AF cooperative system under slow-fading channel was studied. In [15], an adaptive
AF relay model was proposed, where the receiving and forwarding time duration of
the signal depends on the channel conditions. However, in [16], authors analyzed
the performance of opportunistic relaying in a dual-hop AF relay system. More-
over, in [17], authors investigated the optimal transmit power and optimal AF relay
location between the source and destination in order to achieve better coverage and
performance of the network.

On the other hand, in the DF CR mode, the performance of the CR network was
investigated in a different manner, depending upon the decoding and encoding tech-
niques at the relay. Particularly, in [18], the outage probability of DF cooperative
relay multi-cast system over Rayleigh fading channels with best relay selection was
presented. The error probability of multi-relay opportunistic DFwas analyzed in [19]
over Nakagami-m fading channels. In [20], an opportunistic DF relaying system was
proposed with an adaptive modulation scheme to further improve the spectral effi-
ciency. The performance of a spatial multiplexing system with a linear receiver with
DF/AF CRmodes over Rayleigh fading channels was analyzed in [21]. Furthermore,
authors in [29] studied the optimal position of the DF dedicated relay between the
source and destination to get the better outage performance of the overall system.
These works [11–29] have demonstrated that the AF relaying protocol is simple to
implement as it does not attempt to decode and encode the received signal. The only
limitation of the AF relay is that the added noise along with the received signal
from the source gets amplified when forwarding to the destination. In comparison to
the AF relays, DF relays are less vulnerable to noise, because the noise is removed
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during the decoding of the symbol, which improves the outage performance of the
network. In addition, DF relays provide more flexibility of adopting the different
transmissions protocols at the source and destination [10]. Therefore, AF/DF CR
expected to attain more efficient network coverage and reliability.

Moreover, there are many works on the performance improvement of the CR
communication systems by employing selection-combining (SC) or maximal-ratio-
combining (MRC) technique to decode the symbols at the destination. Particularly, in
[23], authors proposed a relay-assisted cooperative non-orthogonal multiple access
(NOMA) system, where the destination receives the same symbol in two-time slots
and the destination employs the SC technique to decode the symbol. The work in
[23] proposed to improve the outage performance of the symbol. In [24], MRC was
employed to jointly decode the symbols received in two consecutive time-slots. A
cooperative NOMA relaying network was presented in [25], where the destination
jointly detects the superimposed symbols received in the first time-slot through the
direct channel and the symbol received in the second time-slot via relay using MRC.
A CR system based on NOMA with an AF relay has been investigated in [26], in
which both successive interference cancellation (SIC) andMRC schemes are applied
two times in order to detect both the symbols at the destination.

Most of the aforementioned works either considered the DF relay or AF relay in
CR systems, however, they were not analyzed jointly. The performance comparisons
for the DF and AF CR systems were presented only in [27] and [28]. In [27], the
imperfect channel state information (CSI) was assumed to be known at the source,
and the diversity gain was investigated for the DF and AF relaying system. However,
the work in [27] focused on power allocation and optimal time duration. In [28], the
DF andAFCRnetworkswere compared under a cognitive radio scenario, and closed-
form expressions for the network-wide throughput were evaluated. The work in [28]
have shows that each relaying technique performs better in a certain application and
parameter range, and for these two relaying strategies, there is no case of dominance.

Motivated by the advantages of CR systems and the aforementioned benefits
and limitations of employing AF/DF relays from the existing literature, this chapter
investigates and compares a CR system, consisting of a source, a destination, and
a dedicated DF/AF relay with SC/MRC technique to decode the symbols. In the
first time-slot, the source broadcasts a symbol to the destination and the relay. In
the second time-slot, the relay re-transmits the previously received symbol either by
forwarding the symbol after decoding and encoding it (as in the DF mode) or by
simply forwarding the symbol after amplifying it (as in the AF mode). The same
symbol received in two time slots from different channels is recovered either by
using SC or MRC technique at the destination. Therefore, the aim of this chapter is
to analyze and compare the outage performance of the CR system assuming DF/AF
mode at the relay and SC/MRC diversity at the destination over Rayleigh fading
channels. The exact closed-form expressions of the outage probability are derived
and investigated. Simulations are performed to validate the analytical results. To the
best of our knowledge, the outage performance comparison of the AF/DF CR system
considered in this chapter has not been studied yet.
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The rest of the chapter is organized as follows: The signal and system model of
the CR-based system with dedicated AF/DF relay is explained in detail in Sect. 2.
The outage probability is evaluated and analyzed in Sect. 3. Section 4 discusses the
numerical and simulation results. Lastly, Sect. 5 concludes the chapter.

2 Signal and System Model

Consider a CR network consisting of a source S, a dedicated relay R (working in
either AF or DFmode), and a destination D, as shown in Fig. 1. Here, it is considered
that all the links, i.e., the links S − D, S − R, and R − D are available and R works
in a half-duplex (HD) mode. Let |hz|, z ∈ {SD, SR, RD} be the magnitude of the
channel gain between the nodes, which is assumed to be independent and Rayleigh
distributed with average power βz . Since the distance between S − D is assumed to
be greater than that between S − R and between R − D, we assume that βSD < βSR

and βSD < βRD .
Throughout this chapter, we assume perfect CSI at R and D, no CSI at S,

frequency-flat fading, and perfect synchronization between the nodes. Perfect CSI
at the destination implies that the channel condition of S − R link is available at
R, while the individual channel conditions of S − D, R − D and S − R links are
available at D. Since, synchronization becomes increasingly challenging in larger
systems, the assumption of synchronization is most critical.

Since, |hz| is considered to be Rayleigh distributed, |hz|2 is exponentially dis-
tributed. The probability density function (PDF) and cumulative distribution function
(CDF) of |hz|2 are represented, respectively, as

Fig. 1 CR system with half-duplex relay
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f|hz |2(x) = 1

βz
exp

(
− x

βz

)
and (1)

F|hz |2(x) = 1 − exp

(
− x

βz

)
. (2)

In the first time-slot, S broadcasts the symbol s as signal
√
PSs, where E[|s|2] = 1

and PS denotes the transmit power at S. The signal transmission in the first time-slot
is the same for both the DF and AF modes of R. The received signals at R and D
are, respectively, given as

ySR = hSR(
√
PSs) + ηSR and (3)

ySD = hSD(
√
PSs) + ηSD, (4)

where ηSR and ηSD denote the additive white Gaussian noise (AWGN) with zero
mean and variance σ 2. The received signal-to-noise ratio (SNR) for the symbol s at
R using (3) is given by

γSR = PS|hSR|2
σ 2

= δ|hSR|2, (5)

where, δ�PS/σ 2 represents the transmit SNR. Similarly, the received SNR for the
symbol s at D using (4) is given by

γSD = δ|hSD|2. (6)

2.1 When DF Relay Is Employed

During the first time-slot, R recovers the received symbol. Upon successful decoding
at R, the symbol s is re-encoded and forwarded to the destination in the second time-
slot. Therefore, the received signal in the second time-slot at D is given by

ŷRD = hRD(
√
PRs) + ηRD, (7)

where PR is the transmit power at R, ηRD is AWGN with mean zero and variance
σ 2 at D. Here, for the sake of simplicity, we assume PR = PS .

2.1.1 When SC Technique Is Employed at D

In case of SC diversity technique, only the best received SNR signal from all
the channels is selected for further processing at the destination. Therefore, if SC
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technique is employed at D, the received SNR for the symbol s in the second time-slot
at D using (7) is given as

γ̂RD, sc = PS|hRD|2
σ 2

= δ|hRD|2. (8)

Now, the received SNR for the symbol s through R can be written as

γ̂viaR, sc = min{γSR, γ̂RD, sc}. (9)

2.1.2 When MRC Technique Is Employed at D

InMRC diversity technique, all the available channels are used to receive the symbol
at the destination. At the destination node,MRC is employed to combine the received
symbols. If MRC technique is used at D for decoding the symbol s, then the received
signals in two consecutive time slots, i.e., ySD and ŷRD , are weighted by the factors
of wSD and ŵRD , respectively. Thus, the combined received signal at D for detecting
symbol s is given by

ŷmrc = wSD ySD + ŵRD ŷRD. (10)

To optimize the received SNR for decoding the symbol s at D, the weighting

factors are chosen as wSD =
√
PShH

SD
σ 2 and ŵRD =

√
PShH

RD
σ 2 . The denominator of these

factors denotes the noise power at ySD and ŷRD . Also, (.)H denotes the conjugate
transpose operation.

After substituting the optimized values of the weighting factors in (10), the
received SNR at D is given by

γ̂mrc = δ|hSD|2 + δ|hRD|2. (11)

The end-to-end received SNR for the symbol s at D is given as

γ̂e2e, mrc = min
{
γSR, γ̂mrc

}
. (12)

2.2 When AF Relay Is Employed

When R works in AF mode, it simply amplify and transmits the received symbol as√
P̃R(hSR

√
PSs + ηSR) in the second time-slot. The received signal at D through R

in this case is given by

ỹviaR = hRD

√
P̃R

(
hSR

√
PSs + ηSR

)
+ ηRD, (13)
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where P̃R is the amplification factor at R. Here, for the sake of simplicity and without
the loss of generality, we assume P̃R = PS

PS |hSR |2+σ 2 .

2.2.1 When SC Technique Is Employed at D

With SC technique at D, the received SNR through R is given as

γ̃viaR, sc = P2
S |hSR|2|hRD|2

PS|hSR|2σ 2 + PS|hRD|2σ 2 + σ 4
= δ2|hSR|2|hRD|2

δ|hSR|2 + δ|hRD|2 + 1
. (14)

2.2.2 When MRC Technique Is Employed at D

In this case, the received signals in two consecutive time slots, i.e., ySD and ỹviaR , are
weighted by the factors wSD and w̃viaR , respectively. Thus, the combined received
signal at D for detecting the symbol s is given by

ỹmrc = wSD ySD + w̃viaR ỹviaR . (15)

To optimize the received SNR for detecting symbol s at D, the weighting factors

are chosen as wSD =
√
PShH

SD
σ 2 and w̃viaR =

√
PShH

SRh
H
RD

√
P̃R

|hRD |2 P̃Rσ 2+σ 2 . The denominator of these

factors represents the the total interference and noise power at ySD and ỹviaR . After
substituting the optimized values of weighting factors, the end-to-end received SNR
for the symbol s at D is given as

γ̃e2e, mrc =
{
δ|hSD|2 + δ2|hSR|2|hRD|2

δ|hSR|2 + δ|hRD|2 + 1

}
. (16)

3 Performance Analysis

In this section of the chapter, analytical expressions for the outage probabilities are
evaluated at D.

Definition: The outage probability is defined as the probability of the event that
the received SNR (γ ) is less than some preset detection threshold SNR (γth), i.e.,

Pout = Prob(γ ≤ γth).
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3.1 Outage Probability with DF Relay and SC Technique at D

Theorem 1 The outage probability for the symbol s at D for the direct link S − D
is represented as

P̂out
SD, sc = 1 − exp

(
− γth

δβSD

)
. (17)

Proof
P̂out
SD, sc = Prob(γSD ≤ γth)

= Prob

(
δ|hSD|2 ≤ γth

)

= Prob

(
|hSD|2 ≤ γth

δ

)

=
γth
δ∫

0

1

βSD
exp (− y

βSD
)dy.

After evaluating the integral, we get (17). �

Theorem 2 The outage probability for the symbol s at D for the end-to-end link
through R is represented as

P̂out
viaR, sc = 1 − exp

{
− γth

δ

(
1

βSR
+ 1

βRD

)}
. (18)

Proof Please see Appendix 1. �

At D, SC technique is employed to finally recover the symbol s. Therefore, the
closed-form expression of the outage probability for the symbol s at D is given as

P̂out
sc = P̂out

SD, sc × P̂out
viaR, sc. (19)

Substituting (17) and (18) into (19), we get the outage probability for s at D as

P̂out
sc =

[
1 − exp

(
− γth

δβSD

)]
×

[
1 − exp

{
− γth

δ

(
1

βSR
+ 1

βRD

)}]
. (20)

3.2 Outage Probability with DF Relay and MRC Technique
at D

Theorem 3 The outage probability for the symbol s for the end-to-end S − D link
is given by the following expression
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P̂out
mrc =1 −

{
exp

(
− γth

δβSR

)}
×

{
1

βSD − βRD

}
×

{
βSD exp

(
− γth

δβSD

)
− βRD exp

(
− γth

δβRD

)}
.

(21)

Proof Please see Appendix 2. �

3.3 Outage Probability with AF Relay and SC Technique at D

Similarly in this case, the outage probability for s at D is represented as

P̃out
sc = P̃out

SD, sc × P̃out
viaR, sc, (22)

where P̃out
SD, sc = P̂out

SD, sc is the outage probability of s for the direct S − D link.

Therefore, from (17), we have the following expression for P̃out
SD, sc

P̃out
SD, sc = 1 − exp

(
− γth

δβSD

)
. (23)

Whereas, P̃out
viaR, sc is the outage probability for s through R and is derived in the

following theorem.

Theorem 4 The outage probability for the symbol s for the end-to-end link through
R is given by

P̃out
viaR, sc =1 − A exp

{
− γth

δ

(
1

βSR
+ 1

βRD

)}
× K1(A), (24)

where A = 2γth
δ

√
1

βSRβRD
(1 + 1

γth
) and K1(A) denotes first ordermodified bessel func-

tion of the second kind.

Proof Please see Appendix 3. �

Substituting (23) and (24) into (22), we get the outage probability for s at D as

P̃out
sc =

[
1 − exp

(
− γth

δβSD

)]
×

[
1 − A exp

{
− γth

δ

(
1

βSR
+ 1

βRD

)}
× K1(A)

]
.

(25)
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3.4 Outage Probability with AF Relay and MRC Technique
at D

Theorem 5 Asymptotic outage probability for the symbol s in high SNR region for
the end-to-end S − D link is given by the expression

P̃out (∞)
mrc ≈

(
βSR + βRD

δ2βSDβSRβRD

)(
γ 2
th

2

)
. (26)

Proof Please see Appendix 4. �

Lemma 1 At higher values of δ, the outage probabilities for the symbol s at D are
approximated as

P̂out (∞)
sc ≈

(
βSR + βRD

δ2βSDβSRβRD

)(
γ 2
th

)
, (27)

P̂out (∞)
mrc ≈

(
γth

δβSR

)
, (28)

P̃out (∞)
sc ≈

(
βSR + βRD

δ2βSDβSRβRD

)(
γ 2
th

)
, and (29)

P̃out (∞)
mrc ≈

(
βSR + βRD

δ2βSDβSRβRD

)(
γ 2
th

2

)
. (30)

Proof According to [29, Eq. (9.7.2)], we can approximate K1(x) with 1
x , when

x → 0.Also, using the approximation exp(−x) = 1 − x ,when x → 0,we canderive
Lemma 1. �

Remark 1 Lemma 1 provides some useful insights on employing SC/MRC tech-
nique in the CR systemworking in DF/AFmode. From (27) and (29), we can observe
that when the SC technique is employed to decode the symbols, then the outage per-
formances of the DF/AF CR system are the same at the high transmit SNR regime.
This is because, at high SNR, the impact of noise amplification in the AF relay and
encoding/decoding errors in the DF relay on the outage probability is almost the
same. Further, from (28), it may be noted that the outage performance of the DF CR
system only depends on βSR , when the MRC technique is employed to decode the
symbol at the high transmit SNR regime. This is because, at high SNR, if the DF
relay is unable to recover the symbol successfully then the whole system will be in
outage. Moreover, by comparing the outage probabilities of the CR system with var-
ious conditions, we can conclude the DF CR system with the MRC technique shows
the worst outage performance, whereas, the AF CR system with the MRC technique
achieves the least outage probability, which is half the value when SC technique is
employed.



Outage Performance Comparison of DF/AF Cooperative Relaying System … 297

4 Numerical Results

In this section, the Monte Carlo simulations are performed to validate the analytical
findings in Section 3. To represent the distances between all the nodes, (i.e., S − R,
S − D, and R − D channels), the average power is taken into account. We consider
the distance parameter of the S − D link as βSD = 0.5. The distance parameters of
S − R and R − D links are taken four times ofβSD , i.e.,βSR = βRD = 2 and γth = 1.
The results are averaged over 108 realizations of the Rayleigh fading channels.

Figure 2 depicts the outage probability results of s at D for the CR system employ-
ing DF relay versus the transmit SNR. It may be noted that the analytical results of
the outage probability for the symbol in the presented system closely match with
simulation results. In Fig. 2, it is shown that the outage probability of the symbol s
at D through R is much better than the direct S − D link. This is due to the fact that
R has better channel condition with both S and D in comparison with the channel
condition of the direct S − D link. Further, it is evident that in a CR system with DF
relay is SC technique performs well in comparison with the MRC technique, which
verifies the analytical results in (27) and (28). This is because, R re-transmits the

Fig. 2 Outage probability versus transmit SNR of DF CR system
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Fig. 3 Outage probability versus transmit SNR of AF CR system

symbol after decoding it in the first time-slot. Therefore, if decoding of the symbol
s at R is not perfect then it will impact the outage probability of the symbol at D
when the MRC technique is employed.

The outage probability of the symbol s at D for the CR system employing AF
relay as a function of the transmit SNR is shown in Fig. 3. Again, the simulation
results show a perfect match with the analytical results. In Fig. 3, it is shown that
the outage probability of the symbol s through R is better than the direct S − D
link. The reason for this is the same as discussed in Fig. 2. However, from Fig. 2
and Fig. 3, the outage performance of s through the AF R is almost the same as the
DF R when SC technique is employed, which is in line with our analytical results
in (27) and (29). This is because, at high SNR, the impact of noise amplification in
the AF relay and encoding/decoding errors in the DF relay on the outage probability
become the same. Further, it is evident that the CR system with AF relay, the MRC
technique performs well in comparison with the SC technique and the achievable
outage probability with the MRC technique is half that of the SC technique. This
validates our analytical results in Lemma 1. This is due to the fact that AF R simply
forwards the received signal after amplifying it in the second time-slot. Therefore, D
receives the same signal from two different channels in two consecutive time slots,
which provides a diversity order of 2 when the MRC technique is used.
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5 Conclusion

In this chapter, we have analyzed and derived the closed-form expressions for the
outage probability of the CR system with DF/AF relay employing the SC/MRC
technique. The outage performance of the CR system is compared when R works
under DF/AF mode and SC or MRC diversity technique is adopted at D to recover
the symbol. For the DF R, the outage performance of the symbol s with the SC
technique is better than that with the MRC technique at D. However, for the AF R,
the outage performance of the symbol s with the MRC technique is better than that
with the SC technique at D. The analysis performed in this chapter demonstrates
that when R works under AF mode and the MRC diversity technique is employed
at D to recover the symbol gives optimum result in terms of outage performance.
Simulations have validated the accuracy of the derived analytical expressions.

Appendix 1

Proof From (9), the outage probability for the symbol s is given by

P̂out
viaR, sc = 1 − Prob{min(γSR, γ̂RD, sc) > γth}. (31)

Since γSR and γ̂RD, sc are independent, (31) can be re-written as

P̂out
viaR, sc =1 − Prob(γSR > γth) × Prob(γ̂RD, sc > γth), (32)

where from (5), we have

Prob(γSR > γth) = Prob
(
δ|hSR|2 > γth

)
= Prob

(
|hSR|2 >

γth

δ

)

=
∞∫

γth
δ

1

βSR
exp (− y

βSR
)dy

Prob(γSR > γth) = exp

(
− γth

δβSR

)
, and (33)
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Prob(γ̂RD, sc > γth) = Prob

(
δ|hRD|2 > γth

)

= Prob

(
|hRD|2 >

γth

δ

)

=
∞∫

γth
δ

1

βRD
exp (− y

βRD
)dy

Prob(γ̂RD, sc > γth) = exp

(
− γth

δβRD

)
.

(34)

After substituting (33) and (34) into (32), we finally get (18) and the proof is com-
pleted. �

Appendix 2

Proof From (12), the outage probability for the symbol s is given by

P̂out
mrc = 1 − Prob{min(γSR, γ̂mrc) > γth}. (35)

Since, γSR and γ̂mrc are independent, (35) can be re-written as

P̂out
mrc =1 − Prob(γSR > γth) × Prob(γ̂mrc > γth), (36)

From (33), we have

Prob(γSR > γth) = exp

(
− γth

δβSR

)
. (37)

Substituting γ̂mrc from (11), we can write

Prob(γ̂mrc > γth) = Prob
(
(δ|hSD|2 + δ|hRD|2) > γth

)

= Prob

(
(|hSD|2 + |hRD|2) >

γth

δ

)

= Prob

(
(X + Y ) >

γth

δ

)

= Prob

(
Z >

γth

δ

)

Prob(γ̂mrc > γth) =
∞∫

γth
δ

fZ (z)dz,

(38)
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where, X = |hSD|2, Y = |hRD|2, and Z = X + Y are random variables. The PDF of
X and Y are given, respectively, as

fX (x) = 1

βSD
exp

(
− x

βSD

)
, and (39)

fY (y) = 1

βRD
exp

(
− y

βRD

)
. (40)

The PDF of Z is given by

fZ (z) = fX (x) ∗ fY (y), (41)

where (*) denotes the convolution of two functions. After substituting (39) and (40)
into (41) we get

fZ (z) =
{

1

βSD
exp

(
− x

βSD

)}
∗

{
1

βRD
exp

(
− y

βRD

)}
. (42)

Evaluating the convolution and after some alzebric manipulation, the PDF of Z is
given by

fZ (z) =
(

1

βSD − βRD

){
exp

(
− z

βSD

)
− exp

(
− z

βRD

)}
. (43)

Substituting (43) into (38), we get

Prob(γ̂mrc > γth) =
∞∫

γth
δ

(
1

βSD − βRD

)
×

{
exp

(
− z

βSD

)
− exp

(
− z

βRD

)}
dz.

(44)
After solving the integral, we get

Prob(γ̂mrc > γth) =
(

1

βSD − βRD

){
βSD exp

(
− γth

δβSD

)
− βRD exp

(
− γth

δβRD

)}
.

(45)
After substituting (37) and (45) into (36), we finally get (21), and the proof is com-
pleted. �
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Appendix 3

Proof The outage probability for the symbol s for the end-to-end link through R is
represented as

P̃out
viaR, sc = Prob(γ̃viaR, sc ≤ γth). (46)

From (14), we have

P̃out
viaR, sc = Prob

(
δ2|hSR|2|hRD|2

δ|hSR|2 + δ|hRD|2 + 1
≤ γth

)

= Prob

(
δ2UV

δU + δV + 1
≤ γth

)

= Prob

(
U (δ2V − δγth) ≤ γth(δV + 1)

)
.

(47)

where U = |hSR|2 and V = |hRD|2 are random variables. The PDF of U and V are
given, respectively, as

fU (u) = 1

βSR
exp

(
− u

βSR

)
, and (48)

fV (v) = 1

βRD
exp

(
− v

βRD

)
. (49)

As we are dividing both sides of an inequality by a negative number in (47), the
inequality direction are changed. Therefore, if (δ2V − δγth) < 0, we have

P̃out
viaR, sc = Prob

(
U (δ2V − δγth) > γth(δV + 1)

)

= Prob

(
U > γth

(δV + 1)

(δ2V − δγth)

)

= 1.

(50)

If (δ2V − δγth) > 0, we can write

P̃out
viaR, sc = Prob

(
U (δ2V − δγth) ≤ γth(δV + 1)

)

= Prob

(
U ≤ γth

(δV + 1)

(δ2V − δγth)

)
.

(51)

Now, the law of total probability leads to
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P̃out
viaR, sc =

γth
δ∫

0

fV (v)dv +
∞∫

γth
δ

(
1 − exp

(
− γth(δy + 1)

δ(δy − γth)βSR

))
fV (v)dv

=1 − exp(− γth
δ

( 1
βSR

+ 1
βRD

))

δ2βRD
×

∞∫
0

exp

(
− γth(γth + 1)

tβSR

)
exp

(
− t

δ2βRD

)
dt.

(52)

Finally, using [30, Eq. (3.324–1)], we derive the outage probability of the symbol s
for the end-to-end link through the R as (24), and the proof is completed. �

Appendix 4

Proof The outage probability for the symbol S for the end-to-end S − D link is
expressed as

P̃out
mrc = Prob(γ̃e2e, mrc ≤ γth). (53)

From (16), expression (53) can be represented as

P̃out
mrc = Prob

(
δ|hSD|2 + δ2|hSR|2|hRD|2

δ|hSR|2 + δ|hRD|2 + 1
≤ γth

)
. (54)

Assuming M = δ|hSD|2 and N = δ2|hSR |2|hRD |2
δ|hSR |2+δ|hRD |2+1 , the CDF of M is given by

FM(m) = Prob
(
δ|hSD|2 ≤ m

) = 1 − exp

(
− m

δβSD

)
. (55)

In high SNR regime, using exp−x = 1 − x when x → 0 [29, Eq. (1.211.1)], (55) is
simplified to F∞

M (m) ≈ m
δβSD

and, the PDF of M is given by

f ∞
M (m) = (

F∞
M (m)

)′ ≈ 1

δβSD
, (56)

where (.)′ denotes the differentiation of the function. The CDF of N is determined
in Appendix 3. Therefore, from (24), the CDF of N is represented as

FN (n) =Prob (N ≤ n) = 1 − A exp

{
− n

δ

(
1

βSR
+ 1

βRD

)}
× K1(A). (57)
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where A = 2n
δ

√
1

βSRβRD
(1 + 1

n ) and K1(A) denotes the first order modified bessel

function of the second kind. To approximate (57), when δ → ∞. According to [29,
Eq. (9.7.2)], we can approximate K1(x) with 1

x when x → 0. Applying this approx-
imation and simplifying (57) yields to:

F∞
N (n) ≈ 1 − exp

{
− n

δ

(
1

βSR
+ 1

βRD

)}
. (58)

Moreover, using the approximation exp−x = 1 − x when x → 0 [30, Eq. (1.211.1)],
we get

F∞
N (n) ≈ n

δ

(
1

βSR
+ 1

βRD

)
. (59)

Now, from (54), we can write

P̃out (∞)
mrc =Prob (M + N ≤ γth) = Prob (N ≤ γth − M)

=
γth∫
0

F∞
N (n) f ∞

M (m)dm

≈
γth∫
0

(γth − m)

δ

(
1

βSR
+ 1

βRD

)(
1

δβSD

)
dm.

(60)

After solving the integral and performing some manipulation, we get (26), and the
proof is completed. �
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Programmable Computing in 6G

Zubair Md Fadlullah and Mostafa M. Fouda

Abstract There is a sharp rise in communication and computing needs. The iter-
ative generations (xG) of communication networks typically improve capacity and
quality of service (QoS) parameters by an order of magnitude. In the emerging
5G+ and 6G networks, there is a call for embedded intelligence which can bring a
revolutionary change in the network fronthaul as well as backhaul. Programmable
computing is aligned with the computational concepts from the original inspira-
tion of the Software-Defined Networks (SDNs). However, the essence of the SDN
concept has been lost throughout the years due to rapid industry-absorption of the
architecture-specific details whereas the programmable computing part has been
widely overlooked. In this chapter, we describe a programmable computing archi-
tecture in the 6G network system. Then we demonstrate the key enablers that can
support this programmable computing architecture. We provide a simple case study
to illustrate how programmable computing can be leveraged in the emerging 6G
use-cases.

1 Introduction

Communication networks are all around us. As the name suggests, communication
networks are typically used for communication,whether this is cellphones formaking
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a voice call, video streaming, controlling your IoT (Internet of Things) devices for
smart home applications, or drone-based surveillance and monitoring systems [1].
Even the smart, wireless TVs in your living room are part of the massive, wireless
communication ecosystem as they serve on-demand high-definition contents which
typically require high-speed Internet connection through the home access point or
router. These wide examples of communication networks are rolled out every few
years in terms of a new generation (xG). The evolution of wireless communication
networks from 2 to 5G has already been astounding and associated with a sharp
increase in the number of supported users along with much-improved capacity and
service performance guarantees. The better the service performance, the more satis-
fied the users are. As the 5G networks are being rolled out, both academia and
industry are drafting the next generation of wireless and mobile networks, which are
referred to as the 6G networks [2, 3]. Is 6G just hype? Or does it bring a new flavor of
communication? Is it just a business model to sell new networking equipment to your
favorite mobile broadband provider and cellular network operators so that they can
impose a heftier monthly subscription charge? Or does it really provide something
additional to what we already have in 4G (LTE, WiMAX) and 5G networks [4]?

To answer this question, we need to understand what 4G and 5G were designed
to deliver to mobile users. A key difference between 4 and 5G is the adoption of
millimeter-wave (mmWave) bands (for higher capacity and supporting more users)
and much lower delay requirements. There are many small and densified cells in
5G networks that use beamforming and other technologies to deliver 1–30 Gbps
(gigabits per second) of speed compared to the speed in the order of hundreds ofMBps
(megabits per second) in the predecessor 4G networks. On the other hand, the 6G
networks are different from 5G networks in terms of providing 100 Gbps to 1 Tbps (1
terabit per second) speed. This is an ambitious requirement drafted, inspired by some
of the laboratory experiments conducted recently with Terahertz (THz) frequency
and VLC (visual light communication) technology. However, in 6G networks, to
accommodate this very high-speed communication, the nodes need to be within even
smaller areas than those in 5Gnetworks, referred to as tiny cells. Imagine somany tiny
cells in your city, which are dynamically formed on a need basis, then dissolved, and
then formed again to cater to a different service need. This dynamism will be much
more dominant in 6G networks because of the integrated aerial-terrestrial-satellite
networks. In 4G and 5G networks, typically terrestrial network base stations are used
to serve the users. However, in 6G networks, drone cells, terrestrial base stations,
nanosatellites, etc. will all be connected [5, 6]; and it is very difficult to satisfy the
capacity and delay requirements to combat the ultra-high level of dynamism in such
a complex mesh of networks. As a consequence, flexible architecture is required to
compute the resource allocation, security provisioning, service quality assurance, and
so forth. In this chapter, we talk about the softwarized or programmable computing
for 6G networks, which can be considered as the key manager of tiny cells of 6G
networks.

The softwarized network programming is inspired by the fusion of AI (artificial
intelligence)-based computing [7] and the software-defined networks, commonly
referred to as SDNs [8, 9]. The reason for this conception is two-fold. 6G networks,
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in contrast to earlier generations of communication systems, are being designed for
embedded intelligence, particularly in the network edge [10]. Therefore, the coor-
dination of 6G should be done in such a way that considers AI natively. You must
have read about AI, or watched science fiction movies that talk a lot about intel-
ligent robots! Although we haven’t reached that level of intelligence yet, commu-
nication networks are a leading area where intelligence may have great success.
By intelligence, we refer to the basic pattern recognition algorithms and mainly
data-driven models. In popular lingo, we refer to this as machine learning or deep
learning models which are built on observing various trends and patterns in the
communication networks. These are also known as predictive techniques. If your
network operator can predict that there will be 100 cellphone users in your shopping
mall area in the suburbs during the next half an hour, it can switch on the tiny cell
base stations to serve those users and the other time it doesn’t have to keep those
base stations active, thereby saving energy. Energy-efficient technology, although
appearing to have a negligible impact on the carbon footprint at a tiny cell level, can
lead to much reduced emissions on a collective level across a town or city. This is
just but one example of the awesome features predictive technologies can provide
to communication network users. They can proactively assign network resources
(called channels) [11, 12], they can forecast what type of content (movie, music,
etc.) the users may want to watch [13], how the users will interact with one another,
etc. If such intelligence can be embedded into smartphones and other devices in the
edge of the network, they can transform those small user-devices into powerful edge
computing devices which can take part in distributed learning to figure out inter-
esting computing problems, for example, contact tracing, pandemic modeling in a
distributed environment in real-time, and so forth. We hope that you could get the
big picture of the usefulness of embedded AI in 6G systems.

On the other hand, the SDN architecture needs to be fused with the embedded
AI in 6G networks also. Typically SDN architecture was coined from a computer
science perspective, to make the best use of object inheritance and code reusability
[14]. What do we mean by this? If you are familiar with object-oriented program-
ming such as C++, C#, Java, etc., you will definitely be familiar with abstractions
such as classes, objects, encapsulation, inheritance, polymorphism. Clever computer
scientists thought about using this concept to extend to network entities. On the
top level, a network router may have some basic class of operations, and the next
level of the router may have further abstraction with some added features. All we
have to do is: define the objects, and extend the classes, and map them to the hard-
ware implementation of network routers and other network equipment. This is an
abstract but powerful concept, which unfortunately became lost in “translation” from
the computer science perspective to network engineering practice. Practitioners of
4G and 5G networks overlooked and forgot the inherent significance of the orig-
inal concept of SDN, and simply implemented the central coordinator/controller-
based management of network nodes and routers. By referring to such implemen-
tations as SDN, the programmability feature was entirely missed. If we can bring
the programmable computing from the original SDN concept and infuse AI with it,
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it can do wonders for the embedded AI as a key enabler for emerging 6G network
systems.

We hope that we understand the big picture of programmable computing in 6G
by now. Let us embark on the journey into the chapter where we will be able to tell
you about the machine/deep learning-based AI models that can help the 6G systems
to do on-demand model building and deployment. We will first provide some related
work regarding programmable computing, inspired by SDNs. Then we will provide
preliminary on machine learning and deep learning models. Next we will present
the 6G programmable computing architecture with AI as well optimization model
incorporation. A use-case will be then provided so that readers can have a high-
level understanding of how such programmable computing can provide high service
performance in 6G systems. Future challenges and directions for programmable
computing in 6G networks will then be briefly discussed.

2 6G Network Requirements

Readers should take note of the fact that at the time of writing this chapter, 6G
is still at the conceptualization phase. Even though 6G networks do not exist yet,
theoretical and experimental work are encouraging researchers and telecommunica-
tion engineers to learn from the limitations of the current generations of networks
(4G, 5G, etc.) to help make a completely different generation of networks with
several key requirements. The connectivity between devices (not just cell phones
and smart devices but also billions of IoT devices) will be complex yet fluid in an
integrated aerial-terrestrial-satellite network. Each component of such a complex
network system has its own physical specifications and requirements. For example,
aerial networks can be formed much faster in remote/rural areas with ease compared
to the conventional terrestrial base stations. However, their achilles heel is the battery
(energy constraint)! Readers are familiar with drones that can take aerial photog-
raphy but can be in flight for not more than half an hour (take for example an
off-the-shelf DJI Phantom drone). When you use such drones for communication
to form a mesh network, they can do wonders for remote sensing to detect fire
in the forest bed, or connect rural villages or Indigenous communities that cannot
be accessed with hard-to-deploy and much more expensive terrestrial links using
fiber optics. Drones can use 2.4 GHz (gigahertz) links which are similar to what
you typically have at a home wireless access point, and other high-frequency links
for collecting and forwarding packets to the Internet. But their mobility, energy
constraint, capacity, wireless channel quality, blocking, and path loss models are
quite different when compared to terrestrial base stations and users. Now imagine
if you use these two radio access technologies with various inherent requirements
together! Now imagine you throw the nanosatellites and low earth orbit satellites
into the mix. The 6G network will be so difficult to manage in such a complex co-
presence of the different radio access technologies. What is the 6G network manage-
ment for? There are several requirements of 6G systems considered by researchers
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Fig. 1 6G network
requirements compared with
those considered in 5G
settings

which include: up to 1 Tbps capacity, 1 ms or below delay, embedded intelligence
for native support for edge computing, and so forth. Now why these requirements?
These requirements of 6G systems are needed to support the killer applications of the
future that include: tactile internet, remote surgery, haptic connections, immersive
infotainment (e.g., using virtual/augmented reality), autonomous cars, etc. These
applications typically require a huge amount of bandwidth which justifies the high
capacity of 6G networks. Such applications also need a very low communication
delay in the order of a few milliseconds, and typically require local computer vision
and natural language processing tasks that in turn heavily rely on AImodels. Readers
can refer to a simple comparative illustration of 6G network requirements compared
to the predecessor 5G network settings in Fig. 1. Next we will derive inspiration from
the existing work to be able to sketch a programmable computing infrastructure for
6G network systems that can adequately support the aforementioned requirements
and applications.

3 Background and Motivation

Software-Defined Networks, commonly referred to as SDNs, have been widely
studied and considered in various network technologies from 4G/5G core networks
to IoT systems. From SDNs we derive the motivation because it is the focal point
of computer science theory for reusable coding for programming/reprogramming
network elements and current telecommunication engineering practice. So let us
take a closer look at SDNs first and try to understand what is actually missing that
makes it not readily scalable to 6Gnetworkswith the required embedded intelligence.

Refer to Fig. 2 which describes the operation of the SDN controller. It
typically separates (decouples) the control and data plane when packets are
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Fig. 2 SDN controller decoupling the control plane from the data plane

forwarded over networks. Traditional routers perform a dual role, they process
both control (computing) and data (packet forwarding) planes. But this puts a lot
of processing/computing burden on these network nodes, such as bridges, routers,
access points, etc.Why dowewant to separate these planes? Let us consider a simple
example. You are a distribution manager and a distributor at the same time at the
pickup corner of a large shopping outlet. As the distribution manager, you receive
various calls, emails, etc. for customer orders, and then also need to distribute them
to the customers for curbside pickup, home delivery, etc. This is a very complicated
job. If you could separate this between you and your colleague, life could be much
easier, right? In this simple example, the distribution manager is the example of a
control plane while the distribution tasks are analogous to the packet forwarding
operations on the data plane of the SDN.

While the control functionality is placed on the SDN controller (or several SDN
controllers) to coordinate the entire network which could be your university campus
network or the power grid cyber-physical system network, today’s SDNs miss the
object-oriented design concept. This could strengthen the SDNs to be systematically
built and scaled. However, the network engineering practitioners, probably out of the
excitement, absorbed the architectural essence of SDN and forgot the programma-
bility part. This is where the motivation for a programmable network starts for us.
What does the programmability imply? Think about a network node; which has
simple or basic functionality such as packet forwarding. The packet forwarding could
be a class and all the simple packet forwarding elements could then be instances of
that class. An extended class could be a router with firewall functionality that can
forward packets and also have the ability to act as firewalls. The key takeaway of this
idea is code reusability. First, we have a basic abstract network element class, and all
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the instances of this class will be simple network forwarding entities. By simple code
reusability and extension, we can have a firewall class to make many other instances
of routers with firewall capability. There could be many more extensions with such
programmability.

Such a programmable computing-powered SDN controller can simply make new
classes and instances and deliver those instances to the off-the-shelf, “empty” routers.
In other words, the network controller could decide, for switch k, to add more new
rules when the traffic load variation significantly changes in Fig. 1. An even more
dramatic example of the programmable computing-aided scenario could be a drone
which can act as a “transformer” by changing its role from a flying access point,
energy harvesting static access point, a home router in a rural area, or a relay node,
or even a surveillance node. How can the node change its modus operandi on the
go? To build such a versatile drone (or a versatile network functionality box) will
mean there should be lots of hardware resources and multiple software packages on
a self-contained system. This raises the cost and practicality of such systems in a
significant way.

This brings the next question: how can the controllers have the capability to make
the best models and decisions fast enough so that these models could be deployed
down onto the network switches, routers, relay nodes, drones, and so on. The answer
is: by either a rule-based or data-driven approach. Rule-based approaches include
optimization techniques, heuristics, etc.; while the data-driven approaches typically
consist of supervised learning, unsupervised learning, and reinforcement learning.
Next, we provide the preliminaries of these rule-based data-driven approaches that
are the building blocks of the softwarized, programmable computing in 6G networks
for performing a diverse set of network and service functions.

4 Preliminaries of Rule-Based and Data-Driven
Approaches

As mentioned earlier, there are rule-based techniques which are the traditional tech-
niques. On the other hand, there are data-driven approaches to train a model that can
be readily deployed to the network nodes.

4.1 Rule-Based Techniques

There are various approaches to optimize network performance based on the network
traffic load dynamics and other variables in the 6G radio access side or the fronthaul.
For formulating resource allocation and scheduling problems in various 6G tiny cells,
optimization models based on linear programming, convex optimization, Lyapunov
optimization, stochastic optimization, and matching algorithms are widely used.
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While such techniques are well suited for obtaining closed-form solutions to the opti-
mization problem, collecting all the information typically is a time-intensive process
particularly when the search space for finding the solution is large. On the other
hand, when optimization techniques do not provide an optimal solution, an accept-
able solution is still required. This is when heuristics, such as greedy approaches,
are designed. Let us consider a simple example. Suppose there is an array of intel-
ligent reflective surfaces in a 6G network. How to find the optimal angle of the
reflecting surface elements with respect to the different frequency bands used in the
network? Since there is no unified channel model for multi-band frequencies, it is
difficult to obtain a closed-form solution for this problem. So the next best solution
is to approximate a solution using trial-and-error-based approaches or heuristics, or
greedy algorithms that can provide at least some reasonable or acceptable throughput
and delay performances. Typically these algorithms need to be designed manually.
Human operators need to observe the various network variables, formulate an objec-
tive function subject to various constraints, and then figure out whether the conven-
tional optimization algorithms are computationally hard or not. If this is the case, the
problem is typically broken down into simplified problem(s) or subproblems that can
be easily solved; and heuristics are developed to opportunistically solve the simplified
problem or the subproblems.While for known network configurations, the optimiza-
tion techniques typically provide optimal or near-optimal solutions, their execution
time and the single-shot solution (once at a time) warrant a different method, namely
the data-driven approach.

4.2 Data-Driven Approach: Machine Learning and Deep
Learning

The data-driven approaches typically build an experiential learningmodel by discov-
ering various patterns in the network activities. While they do not provide closed-
form solutions, they are known to perform very well given large data sizes. The
experience culminated by big data originating from the IoT system or a cellular
network can allow the network coordinator to predict how much resources need to
be allocated in the several next minutes, which frequency bands and channels are
likely to be occupied, which contents will be in high-demand, and so on. There
are statistical approaches that typically provide descriptive analytics and are widely
used for constructing anomaly detection in network intrusion detection systems.
There are machine learning-based approaches such as support vector machines and
random forest (based ondecision trees) tomainly trainAImodels for deciding various
regression and classification tasks. These can provide fast, embedded intelligence for
the resource-constrained nodes (e.g., IoT devices and drones) in 6G networks. On
the other hand, for complex and large data processing which involves non-linearity
and cannot be handled with conventional rule-based approaches, the deep learning
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methods using various neural networks are gaining popularity. For instance, artifi-
cial neural networks (ANNs), convolutional neural networks (CNNs), and recurrent
neural networks (RNNs) are used for various types of classification tasks involving
non-linear pattern identification in complex networks data. When these models are
trained over a long period of time, for similar networks the pre-trained models can
be quickly deployed by the network coordinator to the network entities to reprogram
their functionality and optimally handle the prevailing network dynamics. This is the
power of these AI models, in conjunction with the network manager/coordinators,
to provide an on-demand reconfiguration of network nodes.

5 6G Programmable Computing with Optimization and AI
Models

With the above preliminary, we are now ready to describe the 6G programmable
computing architecture with optimization and AI models. We will use Fig. 3 to
describe this architecture.

As shown inFig. 3, there are three layers in the proposed programmable computing
architecture with optimization and AImodels: the application plane, hardware plane,
and data plane. For detailed description of the inspiring architecture, please refer to
the authors’ inspiring work in this area in [15]. Let us start from the bottom up,
with the data plane. The data plane consists of various base stations (BSs) ranging
from terrestrial to drone-managed networks. Satellite networks in the integrated
6G networks could also be shown, but for simplicity, we decided not to make the
illustration more complex than it already is. The base stations could be static or
mobile cellular base stations managing 6G tiny cells or macrocells. There could
be user devices acting as device-to-device (D2D) nodes or hotspots acting as relay
entities for packet forwarding where the traditional base stations cannot reach. There
could be drones or aerial base stations also to cover areas where the conventional
base stations access is not available or they are overwhelmed due to network traffic
congestion. These various networks generate a lot of traffic competing for 6G base
station resources, and under highly dynamic channel conditions, blocking models,
and ultra-highmobility; the serving base stations need to be reprogrammed to deliver
the best service and minimize the possibility of a service outage.

Based on the traffic demand, user movement pattern, channel conditions, and
other network dynamics, the 6G network manager, located at the 6G network home
office (HO) where hardware virtualization is performed to facilitate the control plane
and to provide service/application plane functionalities including QoS and security
provisioning in terms of network slicing, virtual network function (vNF), signal
processing, remote radio resource allocation, mobility control, sleep scheduling of
base stations, etc.

The base stations placed on the data planes consist of terrestrial and aerial (drone)
base stations,mobile user equipment (UEs), wireless local area network access points
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Fig. 3 Programmable computing architecture with optimization and AI models in 6G networks
[15]

(WLAN-APs), visible light communication (VLC) base stations, vehicle-to-other
(V2x) nodes, IoT devices, etc. The 6G network manager, which could be a central-
ized or a distributed/virtualized platform, is responsible for deriving and on-demand
distribution of optimal and intelligent models and/or policies to these various base
stations, access points, and wireless equipment to optimally forward the data packets
for satisfying the 6G communication requirement. On the data plane, the wireless
nodes, based on the derived optimal and/or intelligent model/policy, observe the
current traffic demand, channel conditions, and so forth and then decidewhichmodels
are ideal for the current situation. Therefore, bymatching the network dynamics, they
proactively download the optimal/intelligent network policy as shown in Fig. 2. For
example, the stochasticmulti-armed bandit (MAB)model [16], belonging to the rein-
forcement learning family, is deployed for stationaryD2Dnodeswhile the adversarial
MABmodel is downloaded by themobileUEs [17]. Thus, the proposed systemmodel
benefits from the reusability of the MAB schemes for new programmable network
nodes. Specifically, the application plane has to define a few primary instances of
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optimization and AI model types. Upon current network topology and dynamics,
network devices can simply be reprogrammed to accommodate an appropriate model
to combat the prevalent conditions bymerely creating an instance or a program based
on the base definition that it procures from the repository of optimization/AImodules
in the application plane.

As mentioned earlier, the classical optimization techniques are not scalable with
the highly varying network dynamics. As a result, it is often challenging to provide
closed-form expression on the existence and guarantee of an optimal solution for
a well-defined, complex problem. Many of the constraints and conditions are often
relaxed upon the utilized algorithm design to find suboptimal solutions. Further-
more, such optimization techniques are typically a one-shot process as they require
centralized, oracle-like knowledge to ingest the whole dataset to give the optimal
benchmark decision. On the other hand, a supervised learning model is typically
trained before decision-making since inference is known to be much faster than the
training time.However, such supervised learningmodels require extensive and versa-
tile training datasets. The lack of an adequate dataset, which is critical to train the
existing machine/deep learning models, will be a crucial barrier to maximizing their
predictive performance. Moreover, the performances of such supervised learning-
based models are typically sub-optimal, and a lack of interpretation as to why they
provide such performance still raises a lot of concerns among researchers for mass
deployment on networking devices in contrast with the traditional straight-forward,
feedback-based decision making. Therefore, ultra-fast online learning techniques
are essential to be deployed to the 6G users (e.g., BSs, home APs, mobile UEs, and
so forth) for localized, distributed decision making. The type of MAB can also be
changed on-demand to cater to the sudden change in the network dynamics experi-
enced by the 6G users. Furthermore, the recent advances in regret analysis for the
variants of MAB algorithms can be leveraged to demonstrate their tightly bounded
performance guarantee. Thus, MAB emerges as the most viable candidate compared
to the classical optimization and supervised learning counterparts.

6 Conclusion: Future Directions and Caveats

Intelligent decision-making is anticipated to be a key embedded feature in the
upcoming 6G networks that will realize innovative future applications. Since
these services have ultra-reliable requirements easily impacted by varying network
dynamics, on-demand ultra-fast learning techniques emerge as a formidable research
challenge. In this chapter, we addressed this challenge and proposed a soft-
warized network consisting of an on-demand policy selector that considers the
ongoing network dynamics and accordingly chooses the best intelligence module
for deploying to the nodes for that particular network.

Unlike the classical optimization and supervised learning methods,
online/sequential learning techniques such as MAB algorithms with different



320 Z. M. Fadlullah and M. M. Fouda

policies can be focused on viable online, sequential learning techniques for 6G node
deployment by the proposed on-demand selector.

As a caveat, it is worth noting that for deploying the models on-demand, there
could be some connectivity issues causing theAImodels not to be timely updated that
may cause the target routers/network nodes to be rendered dysfunctional. To combat
such a corner case, we may assume a default, basic functionality of programmable
routers to cope with such scenarios. How to optimally generalize such a default func-
tionality is left open as future work for 6G softwarized networks and programmable
routers.
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Joint Provisioning of QoS and Privacy
with Federated Learning

Zubair Md. Fadlullah and Mostafa M. Fouda

Abstract Combined optimization of Quality of Service (QoS) and security/privacy
has always been an overlooked topic among IT professionals. The main reason for
this is the difficulty to formulate optimization problems with the various conflicting
QoS, security, and privacy attributes. There is no closed-form solution to such an
optimization problem and this is why there was a lack of a seamless integration of
QoS and privacy in the literature for many decades. In an emerging smart society,
data privacy has become a top priority, particularly in the healthcare domain, which
deals with massive patient records, health data, and imaging data from a myriad
of modalities. Storing and sharing such data across hospital networks requires not
only privacy but also presents a considerable challenge in terms of QoS overheads
due to the massive bandwidth needed. The closed-source medical record storage and
sharing platforms contribute to this challenge even more. We use this as a moti-
vational use case in this chapter to demonstrate the need for seamless QoS and
privacy provisioning of medical data exchange among various stakeholders. In this
vein, we discuss the applicability of a distributed, decentralized learning framework
called federated learning that provides a new paradigm for medical record plat-
forms, biomedical equipment, and even resource-constrained IoT (Internet of Things)
devices to participate in collaborative AI (artificial intelligence) model building. The
federated learning framework provides two advantages, one from the QoS point of
view and the other from the privacy-preserving aspect. As for the QoS assurance,
federated learning techniques typically share the wisdom in terms of the locally
developed AI model parameters instead of the raw big data, which directly improves
the communication delay and bandwidth overheads. On the other hand, it preserves
the users’ data privacy by eliminating the need to send the original data (which
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could be sensitive) with remote cloud or third-party stakeholders. In this chapter, we
describe an asynchronously weight updating federated learning technique which can
further improve the performance of federated learning setups in terms of both QoS
and privacy preservation at the same time.

1 Introduction

The Quality of Service, commonly known as QoS, is a widely known and accepted
concept by the telecommunication industry to evaluate the performance of the
provided services to mobile users. QoS is typically measured by the bandwidth,
throughput, packet loss rate, energy efficiency, communication delay, jitter, fairness,
and other key performance indicators (KPIs) that may demonstrate the satisfac-
tion of the customer base. Other terms such as Quality of Experience (QoE) has
also appeared, which evaluate the service performance from the users’ perspective
through mean opinion score (MOS) and other ratings. Without their subtle differ-
ences, readers may consider QoS and QoE indicators to assess whether you, as a
subscriber or customer of a service, are happy with the service quality and express
your level of happiness. From the perspective of Internet service providers andmobile
operators, it is important to consider certain QoS classes to prioritize network traffic
based on the user-subscription type, service type, etc., to guarantee a minimum level
of QoS. For example, the home Internet that you subscribed to, typically says a
bandwidth rating such as Mbps or Gbps (megabits/gigabits per second). However,
if you are an everyday home user, you can go through the contract with the service
provider that typically states that the provider does not guarantee that you will get the
upper bound of bandwidth specified in the contract. At the same time, there could be
some clause stating that they will provide you at least some level of service, above
certain 0.5 Mbps, let’s say; which is better than not getting any service at all so that
you can at least have basic access to the Internet to check your emails and social
media messages. This is a very simple, but easy-to-understand QoS provisioning
example for a home user. Now, to create various QoS classes and guaranteeing that
each user belonging to a class will receive the minimum amount of resources for
the desired service with the minimum tolerable amount of delay and energy over-
heads requires complex computing, i.e., careful optimization. Due to the dynamics
of network traffic and user mobility, especially in wireless and mobile broadband
networks, QoS provisioning also rapidly changes over time. This makes it quite
difficult to consider security and privacy issues to be integrated with the existing
notion of QoS parameters.

What are the security and privacy issues in existing networks? Security typically
means that you do not want your communication to be intercepted by others. There
has been some work to integrate security parameters with QoS within the so-called
Quality of Protection (QoP) framework. Beyond security, user privacy needs to be
assured in communication since there could be various types of sensitive user data
that could be used for analytic purposes for gaining business insight in this era of
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big data. Optimizing various QoS parameters and security/privacy dimensions at
the same time was considered to be a huge challenge for a long time because they
typically impact each other. Suppose you want a very high level of security, in this
case, youhave to invest inmore resources and tolerate higher levels of communication
delay and other QoS overheads. This is like sacrificing one over the other. This can
be computed for a few users for a limited number of QoS, security, and privacy
attributes; but when these parameters are many along with a very high number of
users, the optimization is computationally hard. Existing solutions to find balanced
QoS, security, and privacy levels have also been found to be time-consuming and not
practical.

While the researchers left theQoSandprivacy (and security) integration as an open
research problem, the re-emergence of the machine and deep learning techniques
kicked off a completely different race for embedded intelligence in 5G and beyond
communication networks. Since many devices are resource-constrained even today,
it is difficult to train large AI models individually. Researchers were interested in
distributedmachine learning techniques, which led to the emergence of collaborating
learning frameworks such as federated learning.As a byproduct of federated learning,
the framework allows preserving the privacy of the user data while allowing many
devices, even resource-constrained ones, to participate in collaborative learning. This
is possible by training localAImodels individually on distributed devices and sharing
the weights of those models with a central aggregator without sharing the actual data.
The weights of those models are aggregated by the central aggregator and a robust
AI model is generated. This privacy-preservation in federated learning now needs
to be somehow tied to service performance assurances. In this chapter, we aim to
explain how federated learning can be tweaked in certain ways to assure high QoS
performancewhile preserving the privacy of user data. First, background information
on QoS and privacy preservation techniques will be described. Then preliminary
on federated learning techniques will be given. The asynchronous weight update
technique of federated learning will then be discussed showing implied assurance
of QoS and privacy at the same time. Future directions and caveats will be also
discussed for readers to understand the unresolved challenges.

2 Background and Motivation

Let us consider an inspiring scenario of hospital networks. Throughout this chapter
we will be considering this motivational inspiration with hospitals that store a huge
amount of patient data in the electronic medical record (EMR), also called the elec-
tronic health record (EHR). There are multi-million dollar platforms including Epic,
Meditech Expanse, Cerner, AllScripts that are widely used in the healthcare industry
in the USA and Canada. Millions of patient data, their health records, hospital stay
records, surgery schedules, rehabilitation, diagnosis/test results, imaging results from
magnetic resonance imaging (MRI), computed tomography (CT) scan, X-ray scan,
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positron emission tomography (PET) scan, etc., are stored in these platforms. Care-
givers are given access to themedical imaging data on a need-basis through customiz-
able dashboards. While these platforms have enormous potential, the access levels
of doctors, nurses, clinicians, researchers, hospital administrators, insurance compa-
nies, etc. typically create a gap in sharing the data due to privacy concerns. Blockchain
technology, including smart contracts and hyperledgers, has been highly discussed
in recent times to allow secure and privacy-preserving data among these various
stakeholders. However, blockchain has a huge impact on the available computing
resources and communication bandwidth, and may not scale well. Furthermore, the
abovementioned EMR platforms are, all close-sourced. Open-sourced patient data
maintenance has been discussed by the cross-disciplinary forums particularly by
telecommunication operators and computer scientists who work with the clinicians
in the healthcare industry; however, it is yet to be embraced by the hospital commu-
nity. This is because of the risk-averse nature of the hospital. While we expect that
this trend will change in the foreseeable future, there needs to be an agile solution so
that the various hospital networks can “talk” to each other, share their findings and
expertise, without sharing their raw patient records and imaging data.

So the motivation is: how can these different EMR platforms, the biomedical
equipment, and even the resource-constrained IoT and wearable devices in different
units of a caregiving facility can exchange patient information without revealing the
underlying information. This is a distributed learning and computing challengewhich
has much more scalability compared to the blockchain and other security/privacy-
preservation techniques such as functional encryption.Our study shows that federated
learning could be considered as a promising learning framework, distributed across
these various EMR platforms and biomedical/IoT devices that has a great poten-
tial to transform the smart health industry. From existing proof-of-concept federated
learning frameworks, we could see that their promise is huge for circumventing
the need for centralizing and sharing sensitive patient data that are often subject
to ethical, legal, regulatory, and technical challenges. Recently, some researchers
showed the relevance and timeliness of applying federated learning for the ongoing
novel coronavirus disease (COVID-19) pandemic data collection while respecting
the privacy of the patients. For example, a federated learning approach was adopted
to train COVID-19 models in a distributed manner [1], and its performance was
compared with the state-of-the-art deep learning models including COVID-Net,
MobileNet, and ResNet18. Similar efforts were also made in another recent research
work [2], which attempted to detect COVID 19 from radiology images such as X-ray
and CT slices. The computing chip-making giant, NVIDIA, also engaged in feder-
ated learning-assisted AI model training between hospitals to obtain a generalizable
disease prediction model to overcome geographical barriers to detecting diseases
[3]. An interesting work, referred to as the EXAM (EMR chest X-ray AI Model)
in [4], constructed a federated learning system by utilizing vital signs, lab data, and
chest X-ray images to forecast the future oxygen demand of COVID-19 patients.
When enough COVID-19 samples were not available, researchers used generative
adversarial networks (GANs) to produce synthetic traces and used them to train AI
models in a federated learning setup to obtain better prediction accuracies [5, 6].
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Academic initiatives, such as the one from Stanford University researchers to gener-
alize AI models via federated learning-assisted training [7], are also worth noting
that aimed to establish a trust-based reputation for patients as well as caregivers have
also been made recently via federated learning frameworks. Such research work
demonstrates how clinics or hospitals having data and computational resources can
take part in enriching a centralized repository by only exchanging locally trained AI
model parameters. Such work also addresses the problem of data heterogeneity by
allowing caregiving facilities in different locations to collaborate with their diverse
patient cohorts, various modalities and resolutions of medical imaging, the number
of cases, type of dominant strains, etc. However, these existing federated learning
methods, even though they consider preserving the data privacy, do not consider the
QoS issue, such as reducing bandwidth overhead and other QoS parameters that can
significantly restrict the performance of federated learning.

So the motivation of this chapter is to figure out how the existing applications
of federated learning, with the use case of pandemic monitoring, can be further
improved to assure both QoS and privacy in tandem.

3 Considered Scenario

Figure 1 summarizes our considered scenario showing a caregiving network that has
urban, suburban, and rural health care centers and hospitals. The X-ray devices, PET

Fig. 1 Considered scenario with various caregiving facilities collaborating in a distributed level to
exchange the essence of their EMRs. Note that for hospital k, the EMR building process is showing.
The flow between the participating units inside
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scanners, MRI scanners, and other imaging devices, as well as bedside monitoring
units, are assumed to be part of an IoTdata collection system formedical image acqui-
sition and health data monitoring, respectively. In each hospital, various equipment
collect the data and transfer them to the data repository of its own unit/centralized
framework. It is important to point out that to collect data from remote/rural health-
care facilities such as nursing stations, rural clinics, and so forth, wireless links
including 4G/5G connectivity and drone-cell-based dynamic mesh networks for
extended coverage are also considered. The end-users are patients, they have mobile
devices such as smartphones, tablets, smartwatches, oximeters, and other wearable
devices, for monitoring health conditions. For generalization, let us use the term
user-device or user equipment (UE) to denote a patient as a user.

Thus, from a communication link point of view, this scenario consists of an
integrated aerial and terrestrial communication system over which AI models and
data can flow between various caregiving nodes or even the various units within a
specific caregiving node. The patient devices for IoT data collection and biomed-
ical devices with IoT capability act as UEs and they are assumed to be able to
exchange AI model parameters using the uplink with the wireless (terrestrial/drone-
assisted) base stations. This whole system is possible by using a software-defined
network to manage the decoupled data, control, and service planes as described
in our earlier work [8]. The reason behind considering such a software-defined
network controller is to efficiently coordinate the deployment, wireless link quality,
and topology control to ensure the required connectivity and capacity for communi-
cation between suburban and rural caregiving centers. This is a particularly important
assumption because these wireless links are not as high capacity as the fiber optics
ones among healthcare centers in urban areas. So, they may not be reliable for
transferring big healthcare data on a continuous basis. In other words, the wireless
links are used to alleviate the connectivity issue between urban and rural caregiving
centers; but they still present a significant bottleneck in communication or exchange
of the big medical data and even compressed AI model information. This considered
scenario also presents a way for the drones to store AI models received from many
UEs and if needed, perform their own learning, to collaborate with other drones
in learning pandemic features including localized, high-resolution contact tracing
without exposing the patient identities. So this considered system model design
provides an agile pandemic recommendation and response network as an additional
option.

Now we describe the technical part of our considered communication link model.
This is based on our earlier work [8, 9]. Thewireless transmissionmodel betweenUE
and a drone (or 4G/5G terrestrial base station) is shown here. The fiber optic commu-
nication models between caregiving nodes and inside specific caregiving nodes are
omitted since their existing deployment practices should not suffer from capacity
and reliability issues. The wireless communication is split into several time rounds,
during each of which the local AI model parameters from UEs are collected by a
drone. The drone is supposed to forward this collected information through a mesh
network (i.e., a combination of other drones, terrestrial base stations, etc.) to another
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caregiving node as shown in Fig. 1. Since this wireless mesh network link is dynami-
cally formed over naturally untrusty physical terrain, raw data transmission fromUEs
is highly discouraged, and only the learned AI models from the UEs are collected for
transmission to the destination caregiving node. The various caregiving nodes can
also use fiber optics or similar types of wireless links (direct 4G/5G connections or
drone-based mesh networks) to forward the models to a centralized aggregator in the
public health authority node. The unreliability of the wireless transmission in both
uplink and downlink directions is modeled using AWGN (additive white Gaussian
noise) [10, 11]. The number of communication rounds is estimated depending on
the time required to converge the AI model at the central aggregator. For structured
AI models, the number of time rounds may be relatively smaller compared with the
unstructured AI models dealing with patients’ imaging data. To model the commu-
nication link mentioned above, we consider the UE and drones to be local nodes
(LNs) and consider UEi’s transmission time to be di. This is measured using di =
Bln(1 + Ptigi/τ ), where B represents the available bandwidth for communication
at the serving LN. Pti denotes the transmission power of UEi while gi indicates
its channel gain. The background noise power due to AWGN is modeled with the
parameter τ . The structured/unstructured data size, θ, is considered for the UE. The
transmission time required for a local model update TiT x , given θ, is estimated as:
TiT x = θ/di . So, the time needed for UEi to complete a global iteration becomes
TiG = (log 1/εi )TiL + TiT x . Here, TiL refers to the local iteration required by the UE
with accuracy εi . By this way, the UE can train a localized model using its local data
with structured data of patient activity with location as well nonstructured imaging
data. If the size of the local dataset in the UEi is si and if ci CPU cycles are needed
each with the frequency f i, then TiL = (ci/ fi )si .

Let us further elaborate on how theUE data are collectedwith a pandemic learning
use case as follows. What is the important information regarding the user to be
collected in a remote nursing station? It would consist of the symptoms (lab result,
test-kit result for antigen test and molecular test), vitals (temperature, heartbeat,
blood oxygen saturation, fatigue level), history of travel using geolocation data,
radiographic imaging with portable PET scanners, etc. As mentioned earlier, the
UEs do not share this raw data to the wireless base stations or cloud. So privacy
concern is eliminated directly at the source of the data. In this case, consider drones
connecting the rural nursing station with a suburban healthcare center or hospital.
Only the drones with enough residual battery power for maintaining their flight
are considered to form an agile mesh network so that the privacy preservation and
learning accuracy for building a distributed pandemic model can be realized. In
this vein, the base stations collect the local training model from the UEs, and share
this information with other base stations and then the caregiving entities to further
boost the decentralized training among drones. The public health repository, upon
receiving the locally trained models at the UE layer as well as the healthcare giving
nodes layer, can then train a global model to arrive at a reasonable decision with
significantly high accuracy. In other words, this is a two-layer federated learning

problem. The objective is to minimize a loss function minimize
N∑

i=1

si
s fi(w, xk, yk),
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where the first term is the loss function to be optimized (minimized) atUEi given the
weight vector w to minimize the gap between the input and output labels xk and yk
for k features. As mentioned earlier, si indicates the training samples used by UEi.
n is the number of participating users (patient UEs, biomedical devices, healthcare
nodes, etc.). On the other hand, s is the training samples at the public health repository
for building the global AI model. Here, the constraint w1 = w2 = … = wk is needed
to guarantee the convergence of global learning such that all the participating users
and the public health repository can eventually derive the same AI model without
explicitly exchanging the raw health data of patients across the entire system.

With the technical communication and computing model parts presented so far,
we are now ready to describe the formal problem setting. The problem, in a high-
level language, can be described as: how can the local health data models collected
by terrestrial and drone base stations along with other communication networks in
Fig. 1 be used to allow convergence of the global AImodel being trained at the public
health repository, which does not have actual, raw data from the collaborating users
and caregiving nodes? Thus, the problem becomes as follows: (1) each UE is capable
of training a shared global model with its local model update based on its data, and
(2) each UE shares its updated local model with the public health repository through
the terrestrial/aerial base stations to revise/update the global model. Similarly, the
caregiving nodes confront their own local model training problem to predict UEs’
health patterns and participate in second-level federated learning with the global
model. Until the loss function is minimized and/or the global model accuracy is
deemed reasonable, this distributed training process needs to continue. Therefore,
how to design such a decentralized technique with reduced network overhead and
privacy-preservation property can be seen as the core research problem in this chapter.

4 Proposed Asynchronous Updating Federated Learning
Framework

There exist a plethora of federated learning setups including the basic weighted
aggregation, duel-weighted gradient update, gradient compression [12], semi-
asynchronous node participation, clustering of nodes according to their response
delay, model splitting, and so forth [13]. In this section, we consider the concept of
model splitting by enabling the participating patient and caregiver nodes represented
byUEs and hospitals/clinics, respectively. The reason for doing as such is to consider
the limited computing and energy resources of the mobile user terminals so that they
can contribute toward the overallAImodel training partially andwithout revealing the
raw data to the other contributors and even the facilitator (i.e., any caregiving node).
In this vein, the user nodes (UEs) constitute the initial layer of a hierarchical federated
learning setup. By considering the pandemic feature learning through health moni-
toring of users through their smartphones and other monitoring/screening devices at
home or local nursing stations (obviously with constrained resources compared with
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bigger healthcare facilities), each UE continues to build a local AI model according
to the data its terminals collect. The UE splits the model parameters into shallow and
deep segments and shares themwith the caregiving clinic or hospital. Such clinics and
hospitals are considered to be at the second layer of the considered hierarchical feder-
ated learning setup. Each caregiving facility at this second layer receives AI models
from contributingUEs from the first layer. In addition, it also receives input data from
its various units such as radiology department, emergency room, pediatrics, and so
forth that helps it to construct its own AI model for pandemic feature learning. The
contributed AI models from the UEs from the first layer and the caregiving facility’s
own AI model are augmented. Each caregiving facility or node in the second layer
then divides this augmented AI model into shallow and deep parameters, and sched-
ules them to be exchanged with other hospitals and/or the public health repository
cloud, i.e., the third tier of our considered federated learning framework. Here, we
can consider using a customized convolutional neural network (CNN) to develop
the AI models at UEs and the caregiving nodes as well as the public health cloud
repository to identify hidden features from complex pandemic/health data [14–17].
The overall process is shown in Fig. 2.

In the first hierarchy or tier 1, personalized AI model construction of the UEs at
residence, vehicular network, campus and shopping district areas are shown so that
the users can easily relate to how these user terminals (UEs) capture various infor-
mation regarding health, for example cold, fever, blood pressure, etc., using smart
watch, wearables and other healthmonitoring IoT devices for capturing oxygen level,

Fig. 2 Proposed asynchronous weight updating federated learning in multiple layers of partic-
ipating UEs and healthcare entities to train a global model at the public health repository via
distributed, privacy-preserving manner while solving QoS issues in terms of communication
capacity overhead
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temperature, etc. The cameras in shopping districts and school campuses can deter-
mine the use of masks in public areas, and could be used to geo-tag users to construct
digital contact tracing if required. However, such data should not be revealed to other
users/third parties, and this is why the federated learning at individual UE nodes can
mask the actual or raw data and provide only the essence by building personal-
ized, local models. By splitting these local models, each UE then needs to schedule
when to send the deep and local parameters and the ratio at which these parameters
need to be sent so that the network overhead can be minimized. This is depicted in
Fig. 2 in terms of the blue and red arrows which indicate the exchanges of shallow
and deep parameters, respectively. By doing so, our adopted approach differs from
the traditionally utilized federated learning algorithms where the models are peri-
odically obtained and averaged by the model aggregator [18] by considering the
parameter update in a single step. Based on [19, 20], we want to avoid the large
communication overhead incurred by this traditional approach since the deep model
parameters, which are typically large in size, do not change fast compared to the
shallowmodel parameters. The shallow parameters can be considered to embody the
generic attributes of the monitored data (e.g., pandemic features in this example).
On the other hand, the deep model parameters signify symptom and context-specific
information of the users (i.e., patients). This idea inspires the model splitting in such
a manner that the shallow model weights are updated and communicated with the
aggregator more frequently while the relatively large-sized, deep model parameters
are infrequently updated and exchanged with other nodes for model aggregation. The
readers should easily understand this from the interaction between the UE nodes in
the first tier and the healthcare nodes in the second tier from Fig. 2. This concept can
then be immediately extended to the interaction between the second and third tiers
also.

Now we develop an algorithm for the local model updates and aggregation as
follows:

(1) The first step of the algorithm takes place at the central aggregator in tier
3, i.e., in a bottom up manner. The smart health cloud or the public health
repository, acting as the central aggregator, provides an initial AI model and
distributes to the local hospitals and clinics. The central aggregator also
provides model splitting instructions and other federated learning-specific
information (e.g., which models to be used, the optimal hyperparameters
includingwhich gradient descent technique to be used, the exchange interval).
Readers can consider this as the bootstrapping or initialization phase.

(2) When each caregiving node receives the model training specific information
from the central aggregator, it can optionally send an acknowledgment to the
central aggregator to indicate its availability for participation or contribution
toward the global model averaging. In addition, the caregiving node is consid-
ered to be a tier 2 aggregator so that it can aggregate the AI models received
from its UE nodes, biomedical equipment, and so forth.

(3) Each caregiving node then transmits model training specific information to
each subscribing UEs at tier 1. While the AI model should be the same, the
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model exchange parameters in terms of the splitting ratio between shallow
and deep model parameters, and model updating/exchanging interval can be
different compared to the ones mentioned earlier in step 1.

(4) EachUEnode in tier 1 (e.g., residential patient users, biomedical equipment at
various units of a hospital or a clinic, etc.) receives the model training related
information from its caregiving node. Accordingly, each UE uses its locally
monitored/collected health related data to train a personalizedAImodel based
on the partial model received from the tier 2 node.

(5) Each UE maintains a control flag to choose whether all the layers or the
shallow layerswill be updated. If theUEwas instructed by the tier 2 caregiving
node to use a particular technique for gradient update, such as the Stochastic
Gradient Descent (SGD), then the UE uses it to update its model w = w − η

∗ ∂f (w;b). The learning rate is indicated by η while the minibatch is denoted
by b. ∂ denotes the vector of partial derivatives of the function f of the weight
and minibatch.

(6) Each caregiving node then initializes a clock to synchronize with its
subscribing UEs. Then the caregiving node commences polling the UEs one
by one.

(7) Next, each caregiving node initiates a temporary buffer and sets a number
of rounds equal to the number of subscribing UEs. During each round, the
caregiving node at tier 2 receives the relevant parameters from each UE its
polls and records into the buffer the timestamp, the control flag for model
splitting, and the parameters received from the UE.

(8) When all UEs are polled, each caregiving node now has information of
shallow-only or complete weight vector parameters of the UEs. The shallow-
only/deep model parameters are exchanged during a flag switch interval.
This is regarded to be much smaller than the updated global model receiving
interval of each UE.

(9) The caregiving node then aggregates the information receives from all UEs
and sends the aggregated model to the cloud. The caregiving node can also
locally execute its AI models for predicting pandemic trends in collaboration
with the neighboring caregiving nodes. Then, the caregiving node continues
to poll the UEs again in the same manner until the model accuracy becomes
acceptable.

(10) The central aggregator, i.e., the public health repository-end in our consid-
ered example, the temporally weighted aggregation takes place during several
communication rounds [17]. The specific and general parameters are fetched
from each caregiving node by polling them over these communication rounds.
Then, the aggregation is performed by the central aggregator to update the
shallow and deep parameters (wg and ws, respectively) and construct the
overall AI model.

Now we attempt to briefly evaluate the algorithmic performance of this adopted
federated learning approach. Does this algorithm converge to a reasonable accu-
racy within a reasonable number of time rounds or not while solving the original
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optimization problem of weight optimization of the entire AI model at the aggre-
gator by taking into consideration distributed, piece-wise, locally constructedmodels
through iteration of shallow and deep parameters update. The centralized aggregator
transmits the model parameters to the caregiving nodes and in turn to the UEs to
initialize and train their respective localized AI models. The UEs and caregiving
nodes selectively exchange shallow-only and deep parameters in a manner that the
update of each UE’s local model parameter depends on the global model. On the
other hand, the update of the global model depends on all UEs’ local federated
learning models. The update of the local model depends on the learning algorithm
such asGradient Descent, Stochastic Gradient Descent (SGD), or Randomized Coor-
dinate Descent (RCD). The update of local model wi at UEs at time t is expressed

as wi,t+1 = gt − η/si
si∑

k
= l ∂ f (gt , xik, yik), where η denotes the learning rate

and ∂ f (gt , xik, yik) represents the gradient of f (gt , xik , yik) with respect to gt . Then
based on the work [21], the federated learning algorithm can converge to an optimal
global model g* after the learning steps. Interested readers may view the proof of the
expected convergence rate in [18].

While currently we do not have a large-scale dataset to demonstrate the adopted
model’s performance, we may demonstrate a proof-of-concept performance from
our recent work in [9]. This work considered radiology images based on X-ray
of normal patients and patients with pneumonia and COVID-19. While contempo-
rary researchers considered scattered and relatively small-sized datasets, a robust
dataset preparation was carried out in [9] by combining the PA (posteroanterior) X-
ray images from four different datasets. For the asynchronously weight updating AI
model construction, both ANN and CNNwere considered to compare with a central-
ized ANN/CNN-based baseline model. For performance comparison, we considered
the number of time-rounds, each of which is broken down into several iterations. For
example, if the number of iterations is 15 and the number of time rounds is 3, then
during the 3th, 9th, 12th, and 15th iteration, the deep model update is carried out
in our adopted approach. Thus, only four iterations are dedicated for updating the
deep layer parameters. On the other hand, the shallow-layer parameters are updated
over the remaining iterations. For detailed simulation parameters including the ANN
and CNN structure specifications, epoch size, batch size, activation function, and
hyperparameter optimization, readers can refer to our work in [9].

Our adopted asynchronously weight updating federated learning method was
shown in [9] to achieve reasonably high accuracy of 0.938 using the CNN structure
and 0.91 using the ANN structure when compared to a centralized training (baseline)
accuracy of 0.946. What is interesting is how our proposed CNN-based federated
learning method reduces the network overhead over just twenty time-rounds while
preserving the privacy of the patient’s radiology imaging data. This is demonstrated in
Table 1. With the larger deep parameter rates, a more overhead reduction is possible
by performing more generic parameter exchanges from the local model from the
UEs to the cloud and only transferring the specific parameters after a relatively high
number of time rounds.
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Table 1 Bandwidth overhead reduction ratio for deep parameter rates in the considered federated
learning for maintaining user’s data privacy [9]

Number of time rounds Deep parameter rate

0.1 0.3 0.5 0.7 0.9

Overhead reduction

5 0.0774 0.2394 0.4014 0.5598 0.7218

10 0.0868 0.2699 0.4495 0.6326 0.8121

15 0.0927 0.2793 0.4659 0.6561 0.8427

20 0.0915 0.2816 0.4753 0.6654 0.8556

5 Conclusion, Future Directions, and Caveats

Service quality and privacy properties are natural expectations from the user-side in
emerging communication networks to be jointly satisfied at the same time. However,
combinatorial optimization of QoS and privacy-preservation along with other secu-
rity parameters leads to a computationally hard problem. In this chapter, we demon-
strated how federated learning can address the privacy-preservation problem in an
implicit yet elegant manner. We provided a health analytics scenario to explain the
problem and our federated learning-based solution for ease of understanding. To
improve the QoS overhead, we made an adjustment to the commonly known feder-
ated learning framework by asynchronously updating the shallow and deep model
parameters. Experimental results demonstrate how this leads to communication over-
head reduction while approximating the centralized deep learning-based AI model
training performance. This result is encouraging; however, in the future, more varia-
tions of the federated learning methods and their theoretical convergence guarantee
need to be considered. Additional security parameters as an added dimension to
the QoS and privacy-preservation problem also need to be considered in tandem.
The hyperparameter tuning (i.e., how to determine the deep parameter transmission
interval, the global AImodel update interval) also is critical. In the future, a federated
learning framework as an API (e.g., in the existing Python framework) can certainly
encourage interdisciplinary researchers to apply and study the full potential of feder-
ated learning and its variants to jointly optimize QoS and privacy as well as security
parameters under various application scenarios.
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