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Preface

In 2021 we had a great opportunity to organize the 24th edition of the International
Conference on Business Information Systems (BIS 2021). The conference has grown
to be a well-renowned event for scientific and business communities, and this year the
main topic was “Enterprise Knowledge and Data Spaces”. The conference was jointly
organized by the BIS Steering Committee, the TIB Leibniz Information Center Sci-
ence and Technology, and the University of Hannover, Germany. Due to the COVID-19
pandemic, the conference was organized fully online.

During each edition of the BIS conference series we make the effort to provide an
opportunity for discussion about up-to-date topics from the area of information sys-
tems research. However, there are many topics that deserve particular attention. Thus, a
number of workshops and accompanying events are co-located with the BIS conference
series. The workshops give researchers the possibility to share preliminary ideas and
initial experimental results, and to discuss research hypotheses from a specific area of
interest.

Eighth workshops took place during BIS 2021. We were pleased to host well-known
workshops such as AKTB (12th edition), BITA (11th edition), iCRM (6th edition),
BSCT (4th edition), and QOD (4th edition), as well as relatively new initiatives such
as DigEx, BisEd, and DigBD. Each workshop focused on a different topic: knowledge-
based business information systems (AKTB), the challenges and current state of business
and IT alignment (BITA), integrated social CRM (iCRM), blockchain (BSCT), digital
customer experience (DigEx), data quality (QOD), digitization in the area of big data
(DigBD), and new trends and challenges in education (BisEd).

The workshop authors had the chance to present their results and ideas in front of
a well-focused audience; thus, the discussion gave the authors new perspectives and
directions for further research. Based on the feedback received, authors had the oppor-
tunity to update the workshop articles for the current publication. This volume contains
31 articles that are extended versions of papers accepted for BIS workshops. In total,
there were 67 submissions for all mentioned events. Based on the reviews, the respective
workshop chairs accepted 31 in total, yielding an acceptance rate of 46%.

We would like to express our thanks to everyone who made the BIS 2021 workshops
successful: ourworkshops chairs,members of theworkshopProgramCommittees (PCs),
authors of submitted papers, and all workshops participants. We cordially invite you to
visit the BIS website at http://bisconf.info and to join us at future BIS conferences.

June 2021 Witold Abramowicz
Sören Auer

BIS 2021 PC Co-chairs

Milena Stróżyna
BIS 2021 Workshops OC Chair

http://bisconf.info
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AKTB 2021 Workshop Chairs’ Message

The 12th Workshop on Applications of Knowledge-Based Technologies in Business
(AKTB 2021) was organized online in conjunction with the 24th BIS 2021 conference.
The workshop invited researchers, practitioners, and policy makers to gather for the
discussion on the digitalization topics affecting business and society and share the
newest research knowledge of the efficient computational intelligence methods for
implementing business information systems in finance, healthcare, e-business, and
other application domains. The workshop called for papers which suggest solutions for
providing advanced services for the information systems users or propose innovative
approaches for smart business and process modeling, especially targeting digital
transformation issues.

A total of 11 articles were submitted to the AKTB 2021 workshop. Each paper was
evaluated by two or three independent reviewers of the Program Committee. The five
highest ranked papers, prepared by authors from six different countries representing
nine research institutions, were accepted for presentation during the conference and the
second stage of reviewing, pending inclusion in the post-conference proceedings.

In total, 12 outstanding researchers representing prestigious scientific institutions
from five countries formed the Program Committee and served as paper reviewers.
They evaluated the research level of the articles by taking into account the criteria of
relevance to the workshop topics, originality, novelty, and quality of presentation.

The unique characteristic of the AKTB workshop is highlighting the application
aspect of investigations in a wide variety of domain areas, exploring artificial intelli-
gence and knowledge-based technologies for modeling and experimental validation of
the research. Researchers submitted their works based on theoretical and experimental
research in the application domains of energy, insurance, healthcare, and knowledge-
based processes in car rental businesses.

We appreciate the expertise of the Program Committee members, whose reviews
provided deep analysis of the submitted research works and highlighted valuable
insights for the authors. Their expertise ensured the high quality of the workshop event,
excellent presentations, intensive scientific discussions, and added value to the post-
conference workshop proceedings.

We would like to express our gratitude for the joint input to the success of AKTB
2021 to all authors of the submitted papers, members of the Program Committee,
research departments of Vilnius University, and the Department of Information Sys-
tems of the Poznan University of Economics and Business, and we acknowledge the
outstanding efforts of Organizing Committee of the 24th International conference BIS
2021.

Virgilijus Sakalauskas
Dalia Kriksciuniene
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Analysis of the Structure of Germany’s Energy
Sector with Self-organizing Kohonen Maps

Irina Potapenko1 , Vladislav Kukartsev1,2 ,
Vadim Tynchenko1,2,3(&) , Anton Mikhalev2 ,

and Evgeniia Ershova2

1 Reshetnev Siberian State University of Science and Technology,
Krasnoyarsk, Russia

vadimond@mail.ru
2 Siberian Federal University, Krasnoyarsk, Russia

EErshova@sfu-kras.ru
3 Marine Hydrophysical Institute, Russian Academy of Sciences,

Sevastopol, Russia

Abstract. The purpose of the research in this article is to analyze the structure
of energy in Germany and compare the obtained data with events occurring in
the country and the world. The article reviews the world energy sector and
considers the rating of regions by gross energy production. The analysis helps to
identify the leading regions in terms of energy production: Asia and Oceania,
North America and Europe. The German economy and energy sector were
considered, as well as the development of nuclear power in particular and the
gradual abandonment from nuclear power plants because of the occurred radi-
ation accidents in the world. It also describes the relevance of data analysis in
the energy sector, especially in working with renewable energy sources due to
their instability and unpredictability. Using self-organizing Kohonen maps, the
data on German energy indicators was analyzed. Basing on the analysis it was
concluded that these maps correspond to the changes in the energy policy of
Germany.

Keywords: Energy � Germany � Kohonen maps � Neural networks �
Intellectual analysis � Clustering

1 Introduction

The amount of resources consumed by a person increases every year. It is primarily
caused by the constant development of technologies, as well as the growth of the world’s
population [1]. One of the main resources is electricity. Annual electricity consumption
is steadily increasing, and most of the energy is generated from exhaustible sources. This
fact directly has influenced the world economy and the environment.

The most important problem in this situation is the problem of efficiency [2]. This
problem is faced by absolutely all countries that generate electricity for domestic use or
for export [3, 4]. Besides there is an urgent problem how to distribute electricity
generation considering the available resources of the country, its ecology and
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geographical location. At the same time, it is necessary to cover all electricity needs [5].
Data analysis is used to solve these types of problems.

2 Review of World Energy

According to the information analytical site EES EAEC for 2017, the rating of regions
for electricity generation is presented in Table 1 [6].

Based on the table data, it is possible to identify the leaders in energy production;
they are Asia and Oceania, North America and Europe. This is due to the size of the
GDP of the countries included in the selected regions. At the moment the leader in
terms of GDP is Asia and Oceania, due to the fact that this region includes the largest
volume of production worldwide.

3 Germany and Its Energy Sector

At the end of 2018 the population of Germany is slightly more than 83 million people.
The area of the country is 357 408.74 km2. Germany is one of the leading countries in
a number of technological and industrial sectors. The economy is based on services
(70%–78%) and manufacturing (23%–28%). There are reserves of coal and brown
coal, amounting to 40.5 billion tons in the cities of Westphalia, Brandenburg and
Saxony.

Germany’s main energy sources of 2018 are:

• 40.4%–renewable energy sources (20.4% – wind power, 3.1% – hydro power,
8.3%–bioenergy, 8.4% – solar power).

• 24.1%–brown coal.
• 13.5%–coal.
• 13.3%–nuclear energy.
• 7.7%–gas.

Table 1. Rating of regions by energy production-gross for 2017.

№ Name of countries The volume of energy produced-
gross in 2017, billion kWh

1 Asia and Oceania (Australia, Hong Kong, India,
China, Malaysia, Singapore, Taiwan, Thailand,
Trinidad and Tobago, South Korea, Japan)

11510

2 North America 5267
3 Europe 3867
4 Eurasia

(the totality of post-Soviet countries)
1577

5 Central and South America 1273
6 Middle East 1201
7 Africa (Egypt, Nigeria, South Africa, etc.) 812

6 I. Potapenko et al.



According to the analytical and informational site of energy economic statistics
EES EAEC for 2017, 66.7% of the world’s energy is produced at thermal power plants,
including TPPs per organic fuel type. About 16.0% of the world’s energy comes from
hydroelectric power plants, and 10.3% is produced by nuclear power plants. The rest of
the energy is shared between wind, solar, hydro-accumulating, geothermal and other
power plants [6].

Comparing the data for Germany with the world’s data, one can see that the global
trend of electricity generation is not reflected in the country’s energy sector. It’s
connected with German policy, which is aimed at environmental protection. Also,
because of the world’s disasters, Germany decided to abandon the use of nuclear power
plants gradually. That’s why it is necessary to examine the trends in German politics
and the environmental situation in more details.

The ongoing open-pit mining caused the water pollution in some German rivers
because of the water leaks around the mines. Also, after the work completion, due to
rising water levels, the Spree river was filled with brown sludge, which led to the
destruction of the ecosystem and wildlife of the nearby nature reserve. It is worth to
mention the problem of air pollution, which is relevant for many industrialized
countries. This problem became particularly acute for the public after the Fukushima
nuclear disaster in 2011, when the German government decided to phase out the
nuclear power plant. For this reason, it was allowed to burn more coal, which led to
extremely high levels of air pollution.

Germany’s environmental policy is primarily related to the fight against global
warming and carbon emissions [7]. Also, Germany has aimed to use raw materials
more efficiently maintaining the existing level of welfare at the same time. An equally
important decision of the government was to focus on the production and sale of
renewable energy. This is already noticeable at the moment, because 40.4% of all
German energy is produced from renewable sources.

4 Development of Nuclear Power in Germany

After Germany joined NATO in 1955, a number of restrictions connected with the
development of certain industries were lifted for the country. Thanks to this, the first
nuclear power plant was launched in Germany in the early 60s. Nuclear power was a
priority in the country’s energy policy in the 60s and 70s. The chosen development
vector allowed to minimize losses during the sharp rise in world oil prices, as well as
during the global energy crisis.

Starting in the late 1990s, the Green party came to power in Germany and actively
promoted the abandonment of nuclear energy. In 2000, the “nuclear consensus” was
achieved, where the German government planned to abandon the use of nuclear power
plants by 2021. Faced with problems of commissioning of replacement capacity, the
government was forced to push back the deadline for complete abandonment of nuclear
power by 2035, which caused strong public unrest. The political situation in Germany
was aggravated by the accident at Fukushima, after which the German authorities
stopped the operation of all nuclear power plants built before 1980 for three months and
conducted urgent inspections of all nuclear power plants. In spite of no critical violations

Analysis of the Structure of Germany’s Energy Sector 7



were detected, but the German authorities ignored the opinions of experts and preferred
to listen to the opinion of the Ethics Commission, which promoted the political ideology
of Green party. As a result, it was decided to terminate the operation of eight power units
out of the seventeen available, and the other nine had to be closed by 2022.

Such a sharp abandons nuclear energy entailed a number of certain consequences
which affected the country. Already in 2012, the growth rate of greenhouse gas
emissions increased significantly by the low growth in the volume of the German
economy. It’s related to an abrupt increase in the amount of burned coal for producing
replacement electricity. This severe environmental degradation in the country led to an
additional 1,100 deaths per year from cardiovascular and respiratory diseases. Also,
residents of Germany suffered from a sharp rise in electricity prices because of the
abandonment of nuclear power plants. The use of wind farms was not an enough
efficient solution for generating electricity to replace nuclear power. Moreover, wind
farms in Germany kill up to 220 thousand birds per year.

5 Data Analysis

Data analysis is a set of methods for processing data to obtain useful information and
make decisions based on it. The most popular methods are multidimensional types of
data analysis, since they allow studying the dependencies of several input parameters
simultaneously. One of these methods is cluster analysis.

Cluster analysis allows analyzing multidimensional data without imposing
restrictions on its representation. The general scheme of the clustering algorithm is
shown in Fig. 1 [1].

The essence of the method is to combine data into groups with a common closely
correlated feature of grouped data. The purpose of cluster analysis is to identify a small
number of data groups that are the most similar to each other and also differ from other
groups.

Cluster analysis has found its application in all areas of activity to solve a variety of
problems [8–12]. The world energy sector is no exception [13].

6 Application of Data Analysis in the Energy Sector

Data analysis in the energy sector plays an important role, starting with the opti-
mization of energy production, ending with the efficient distribution of received energy.
Data analysis is typically used in work with non-traditional types of energy, such as
solar, wind, geothermal, and marine wave and tidal energy. A special feature of work

Fig. 1. General scheme of the clustering algorithm.

8 I. Potapenko et al.



with these types of energy is unpredictability, due to the dependence on a variety of
natural factors. Research data in this area allows avoiding many risks.

Every year the international energy Agency IEA issues a report about the energy
efficiency market that shows progress in energy efficiency worldwide. The IEA is the
world’s leading Agency for data analysis and energy efficiency consulting [14].

7 Transition to Available Data and Analysis of Kohonen
Maps

In Germany there is a system of official statistics that provides information collected in
a functionally independent and methodological manner for making decisions. Kohonen
maps were constructed basing on data from the German Federal statistical office [15].
Data was taken:

• About electric power generation, transmission and distribution.
• About production and distribution of gaseous fuels.
• About the supply of steam and air condensate.
• About collecting, processing and supplying water.

Each data type was taken in the sections described in Table 2.

Table 2. Description of German energy data sections.

Name Description

Local units Local departments of energy and water companies with 20 or more
employees and local departments from other industries with 20 or more
employees. The values of the local departments are average
They are considered as institutions:
– in power supply: thermal power plants, nuclear power plants, hydroelectric
power plants, wind, solar, geothermal and fuel cell power plants. Smaller
power plants in a regionally restricted area (such as power plant chains)
can be combined into a single company;

– in gas supply: gas production, extraction, conversion and storage plants;
– in heating and cooling: heating installations, thermal power plants;
–in water supply: installations for extraction, treatment and storage of water

Engaged people The number of engaged people is taken as average annual. They are:
– active owners and active co-owners / employees (only from partnerships);
– unpaid family members, if they work in the company not less than 1/3 of
the normal working time;

– people who have an employment relationship with the company (for
example, Directors, employees in a business trip, volunteers, interns, and
students)

The following key points should be fully taken into consideration:
– sick people, vacationers, people on maternity and paternity leave (less than
1 year) and all others who are temporarily absent;

– strikers and those who are affected by the lockout until the employment
relationship is terminated;

(continued)
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Table 2. (continued)

Name Description

– seasonal workers and temporary workers, part-time workers, employees
and short-term employees, persons with age regulation of working hours;

– staff from construction and installation sites, vehicles, etc.;
– people working abroad temporarily (less than 1 year)
The following points aren’t taken into consideration:
– people working abroad permanently (at least 1 year);
– workforce of companies performing installation or repair work;
– people who get advance payments;
– labor force from employment agencies, etc

Hours which are
worked out

Hours which are worked out are working hours which are paid (not paid)
for all employed people. For multi-level businesses, it is customary to
specify the sum of all hours in all levels. Overtime, nighttime, Sunday, and
holiday hours are also taken into consideration
All defective working hours, even if they are paid for, as well as working
hours for installation and repair work by representatives of other companies
are not counted as hours which are worked out

Remuneration Remuneration is amount of all gross payments (cash and benefits in any
kind) without any deductions. These amounts include the share of payments
for employees without deductions to the health insurance fund, for
pensions, unemployment and long-term care insurance
Remunerations also include amounts paid to actual employees in their social
institutions (for example, factory doctors)
Remunerations include the following points:
– any bonuses (for example, for piecework, installation work, shift and
Sunday work, productivity, dirty work and unpleasant bonuses);

– payment for state holidays, vacation, lost working days etc.;
– continued hospital payments, including sickness benefit supplements;
– special bonuses, additional monthly remunerations, vacation pay and other
one-time rewards;

– vacation pay is not provided;
– housing allowances, child allowances, some other family allowances and
educational allowances;

– payments for nutrition, travel time compensation, employee’s travel
allowances to and from work, if the relevant payroll tax has been paid;

– daily allowance in case of paid payroll taxes;
– employer-provided benefits, which are defined in Sect. 3 of the fifth law
about the assistance to capital formation by employees;

– commissions and royalties paid to employees;
– severance pay for employees, after deduction of subsidy paid by the
Federal employment Agency (for example, short-term work benefit)

Points that should not be included: the imputed entrepreneurial income and
expenses to employees hired for work; remuneration for temporary
employment in enterprises and similar agencies according to Employment
law

10 I. Potapenko et al.



Kohonen maps of electric power industry indicators in Germany are presented in
Fig. 2.

Description of the maps presented in Fig. 2:

• 1–year.
• 2–electric power generation, transmission and distribution (local units).
• 3–electric power generation, transmission and distribution (engaged people).
• 4–electric power generation, transmission and distribution (hours which are worked

out (thousand)).
• 5–production and distribution of gaseous fuels (local units).
• 6–production and distribution of gaseous fuels (engaged people).
• 7–production and distribution of gaseous fuels (hours which are worked out

(thousand)).
• 8–production and distribution of gaseous fuels (remuneration (thousand euros)).
• 9–supply of steam and air condensate (local units).
• 10–supply of steam and air condensate (engaged people).
• 11–supply of steam and air condensate (hours which are workd out (thousand)).
• 12–supply of steam and air condensate (remuneration (thousand euros)).
• 13–collecting, processing and supplying water (local units).
• 14–collecting, processing and supplying water (engaged people).
• 15–collecting, processing and supplying water (hours which are worked out

(thousand)).
• 16–collecting, processing and supplying water (remuneration (thousand euros)).

Fig. 2. Kohonen maps of electric power industry indicators in Germany.
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• 17–electricity generation, transmission and distribution (remuneration (thousand
euros)).

Based on the constructed maps, the zero cluster corresponds to the period from
2000 to 2018, the first cluster corresponds to the period from 1990 to 1998, and the
second cluster corresponds to the period from 1978 to 1988.

Moreover, it is worth noting the low indicators from the beginning of 1978 to the
end of 1988 in maps showing the dynamics of steam and air condensate supply and
collecting, processing and supplying water. This shows the low development of these
energy sectors in Germany. It is also noticeable that the indicators before 1988 are
much lower than the same after 1988. Thus, one can make conclusions about certain,
rather sharp changes in the use of steam and water, but since 2000 these indicators have
been significantly reduced.

On the maps it is possible to see changes in the indicators of gas production and
distribution of gaseous fuels. In this case, it is noticeable that the top productivity of
this energy industry is in the period from 1990 to 1998, but these indicators are no
longer observed in 2000. This is due to the situation in Germany, when the aban-
donment of nuclear power plants led to a sharply increased volume of gas use in the
energy sector for replacing nuclear power.

It is also worth noting that electricity production in the country was increased by
the significantly changed structure of German energy. This fact is reflected on map
number 17, where the output data graph is shown.

8 Conclusion

Based on the constructed maps, it can be concluded that these maps correspond to the
changes in the energy policy of Germany. The features of changes in the structure of
the country’s electricity production were identified in the period from 1988 to 2018.

The obtained data revealed low rates of steam and air condensate supplies, as well
as collecting, processing and supplying water from 1978 to 1988. In the period from
2000 to 2018, the parameters were slightly higher, namely from 1988 to 2000 the
indicators reached the highest values. The dynamics of production and distribution of
gaseous fuels, which fully describes the features of the period of Germany’s rejection
of nuclear power and the search for replacement energy resources, is also revealed in
this article.

During the period under review, the German energy sector has undergone major
structural changes. The country abruptly abandoned nuclear power, replacing it with
gas and coal fuel, and switched to renewable energy sources due to the deteriorating
environmental situation. As the result of its Germany has become one of the leading
countries in the use and investment in renewable energy sources.

12 I. Potapenko et al.
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Abstract. The problems of “time-to-event’ data analysis explore data of pro-
cesses with the defined end point of time when an explored event occurs. The
methods of survival modelling, hazard analysis, risk evaluation are combined
for understanding and exploring these data. In this article the time-to-event
modelling addresses in-hospital mortality of stroke patients. The clinical data of
stroke cases is explored based on the historical records of neurology department
of Clinical Centre in Montenegro. The main aim of the research is to explore
survival techniques for getting insights from the stroke clinical data with the
goal of identifying impact of the variables for the predictive research. The time-
to-event data does not follow the normal distribution, thus limiting application
of major methods of analysis. In the article the survival analysis techniques such
as Life table, Kaplan–Meier survival plot and the Cox proportional hazards
regression model are applied for exploring stroke data.

Keywords: Survival analysis � Stroke clinical trial � Life table � Kaplan-Meier
method � Cox’s Proportional Hazard Model

1 Introduction

In this article, we apply method of survival modelling for exploring risks and their
factors for the patients impacted by stroke. In general, survival analysis is defined as a
set of analysis methods for time-to-event trial data. For instance, an event can be death,
heart attack, relapse, divorce or violation of parole in technical systems. These
examples illustrate a wide application of survival analysis in many different fields.
Specifically, survival analysis is utilized in biology, medicine, engineering, marketing,
social sciences or behavioural sciences [3–7].

The application of survival analysis requires some specific research methods due to
the data origin: survival data does not correspond to normal distribution, as the time-to-
event implies that at the explored moment of time part of the individuals have not yet
had the event of interest making their true time to event unknown, therefore this part of
individuals is censored [8].
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This article aims not only to introduce the basic concepts of survival analysis, but
also seeks to apply them for exploring stroke clinical data collected at Clinical Centre
in Montenegro from the time-to-event perspective. Stroke is considered to be one of the
leading causes of disability and mortality all over the world. According to the report of
World Stroke Organization 13, 7 million people suffer stroke worldwide each year. Of
these, 5 million die and another 5 million are permanently disabled, resulting to a total
of 80 million stroke survivals, who live with the impact and burden of stroke. Almost
60% of all stroke cases affect people under their 70 years of age [1, 2]. These are just
few facts demonstrating the impact of stroke to our society.

The presented research aims to apply computational methods to explore of in-
hospital mortality factors by analysis stroke patient data and provide insights for
enhancing value of data.

The techniques of survival analysis include generation of life table, Kaplan–Meier
(KM) plots, log-rank tests, and Cox (proportional hazards) regression. Life table
enables to calculate survival function, probability density and hazard rate. Log-rank test
quantifies and tests survival differences between two or more groups of patients.
Kaplan and Meier have introduced a method for evaluation of survival probabilities [9],
Cox Proportional Hazard Model, designed as a regression model for predicting hazard
rate from covariates was proposed by Cox [10].

All these methods are applied for Stroke clinical data using STATISTICA software
and its Survival Analysis module functions [https://www.statistica.com/]. For the sta-
tistical visualisation of initial stroke data, we utilize the MS EXCEL charts.

The paper is organized as follows. In Sect. 2 we provide characteristics of stroke
clinical data. Section 3 presents statistical analysis and visualisation of Stroke data to
highlight the links among the variables. Section 4 researches survival functions by
applying life table, Kaplan and Meier evaluation method and log-rank test. In Sect. 5
the hazard function is explored by the Cox proportional hazard and regression analysis.
The results are summarized in conclusion section.

2 Stroke Clinical Data for Time-to-Event Analysis

The database applied for the experimental research consist of stroke patient clinical
data records registered by the neurology department of Clinical Centre of Montenegro,
operating in Podgorica, Montenegro. The original database consists of the structured
944 records of stroke patients, 58 variables, where 50 of them are coded by scale values
of {1, 2, 3} corresponding to “Yes, No, Unspecified”, and 8 variables consisting of the
demographic data, admission date and discharge date from hospital. The data was
collected between 02/25/2017 and 12/18/2019. The demographic data of stroke patients
varies by age (from 13 to 96 years), and gender (485-male, 427-female). For survival
modelling we have cleansed the initial stroke database, recoded some variables and
finally got the 10 variables database for research. The example of database structure
and data records is presented in Table 1.
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The variables of the stroke database are coded for applying the survival modelling
methodologies, their values of the are explained in Table 2.

A stroke is a medical condition where there is an interruption in blood flow to the
brain. In general, the stroke is classified into two primary types of strokes: a hemor-
rhagic (Hemorag) stroke and an ischemic stroke (Ishemic) [13]. However, the definition
of symptoms enables to define more stroke types and subtypes. The origin of stroke
implies causes linking to different morbidities of patients, such as diabetes and heart
diseases, therefore numerous potentially significant variables are registered in the
stroke data sets.

Table 1. Sample of data records and variables of the stroke cases database.

Table 2. The definition of stroke clinical database variables

Variable name Meaning and coding of data

Days at Hospital – the number of days spent in hospital after stroke
Vital Status – 1:Event (death), 0: Alive/censored
Stroke Type – 1: Ischemic, 2: Hemorag, 3: SAH, 4: Unspecified
Treatment
Methods

– 0:No treatment,1:Anticoagulation, 2:Dual Antiplatelet Therapy, 3:
Thrombolysis, 4:Others, Two digit codes: mean combined treatment
methods, e.g. 24:means 2 and 4 are applied

Health Status – Health score before stroke from 0:best to 9:worst: 0: Without
symptoms; 1: Without significant disability despite symptoms; 2: Minor
disability; 3: Moderate disability, but able to walk independency; 4:
Moderate disability, not able to walk independency; 5: Major disability;
9: Unknown

Age – Patient age, years
Gender – 1:Male, 2:Female, 9:Unspecified
Past Stroke – Stroke in past. 1:Yes, registered in patient health record, 0:No
Stroke
Symptoms

0:No symptoms, 1:Impaired consciousness, 2:Weakness/paresis, 3:
Speech disorder (aphasia), Several digit codes: 123-means all 3 symptoms

Health
Complications

0:unspecified, 1: other CV (cardiovascular) complications 4:other
complications, Several digit codes: 23:means 2 and 3
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Ischemic strokes happen when the blood vessels carrying blood to the brain become
clogged. This type of stroke makes about 87% of all stroke cases [13]. There are two
different types of ischemic strokes: thrombotic strokes and embolic strokes, which are
considered to have different underlying reasons. A thrombotic stroke is caused by a clot
forming in a blood vessel of the brain, which is often related to atherosclerosis. An
ischemic stroke can be embolic, where blood clot travels from another part of body to
the brain. An estimated 15% of embolic strokes are due to a condition called atrial
fibrillation. A hemorrhagic stroke is caused by bleeding which can happen within the
brain or in the area between the brain and skull. This is the cause of about 20% of all
strokes [1]. Hemorrhagic strokes make two categories based on the place where the
bleeding occurs and its cause: Intracerebral hemorrhage (Hemorag) and Subarachnoid
hemorrhages (SAH). Intracerebral hemorrhages are caused by a broken blood vessel
located in the brain. A very high blood pressure can cause weakening of the small
blood vessels in the brain. It may be related to anticoagulant therapy. The other cat-
egory -Subarachnoid hemorrhages (SAH) occur when a blood vessel gets damaged,
leading to bleeding in the area between the brain and the thin tissues that cover it. SAH
can be caused by a ruptured aneurysm, AVM, or head injury. SAH is a less common
type of hemorrhagic stroke, approximately 5–6% of all strokes. Due to different causes
it is allocated to the separate category of stroke SAH. The other types of stroke include
various cases such as Cryptogenic Stroke, Brain Stem Stroke, and others.

The survival and process of recovery after stroke are affected with numerous
conditions. The health status by applying Modified ranking score is evaluated during
the admission and post-treatment. The length of stay in the hospital and mortality rate is
affected not only by severity of the stroke case, treatment interventions, but also
complications, such as pneumonia, neural, cardiovascular and other cases [1, 13].

The stroke tends to occur repeatedly, which makes nearly 25% of all stroke cases.
The effect of age and the modifiable life-style factors, such as smoking, hypertension,
obesity is among the common predictors of stroke and its outcomes [1, 13].

The variables for the research data set were prepared according to the provided
characteristic of stroke types.

3 Statistical Analysis and Visualisation of Stroke Data

The dataset was explored in order to characterize data distribution and suitability for
survival modelling as a Time-to-Event stroke research, where the Time-To-Event is an
in-hospital mortality of the stroke patients. Firstly, we try to see the mortality per-
centage for different Types of stroke. The results we got is presented as a frequency
table (Table 3). It corresponds to the general statistics of distribution of stroke cases,
slightly less for the Ischemic and Hemorag cases, and higher rate of SAH (Sect. 2).
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The highest number of patients is affected by Ischemic stroke type. The biggest
percent of in-hospital death cases is also in this group of patients.

The Fig. 1 visualizes the number of deaths related to the patients age.

The result is fully in line with the general statistics: the most dangerous age for
stroke is in between 66 and 76 [1].

The influence of the Health status before stroke is differently distributed among the
Stroke types (Fig. 2). In Fig. 2 the patients with the worst health symptoms (the values
approaching to 9) are most likely to experience the SAH stroke. The Ischemic stroke
type is most dangerous for people who do not have any serious health problem before
stroke.

Table 3. Percent of death from different stroke type

No. of Patients Percent of cases Percent of Death

Ischemic 643 68 74.5
Hemorag 115 12 59.1
SAH 153 16 51.6
Unspecified 33 3 48.5
Grand Total 944 100 68.0
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Fig. 1. Histogram of death by patients age
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The stroke symptoms are revealed in different ways for specific stroke types
(Fig. 3). The symptoms 2, 3 and jointly 2 and 3 are more peculiar to the ischemic
stroke, whereas SAH implies 1, 12 and 13 symptoms. All symptoms are similarly
distributed for the Hemorag stroke type. The selected data follows general distribution
of the stroke patient variable values, which makes it possible for comparative evalu-
ation of the survival modelling research results to the existing studies and explore
possibilities of new insights.

4 Survival Modelling from Stroke Clinical Trial

Survival analysis involves the modelling of the expected duration of time until
occurrence of the events, such as death, disease or other incidence of interest.

Fig. 3. Relationship among Stroke symptoms and Stroke type

Fig. 2. Relationship among Health status and Stroke type
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Sometimes, the event may not be observed for some individuals within the study
time period, producing the so-called censored observations. It means that the observed
individual has survived to the analysis date, but the event data is not yet known, or it
will never occur, or a patient is lost to follow-up observation during the study period.

For estimating the survival distribution, we need to have a sample of observations
either with the survival or censoring time and the status of the event (variable values:
0 = no event (censored), 1 = event). Usually, the survival analysis starts with the life
table, survival distribution and Kaplan-Meier survival function estimation. Also we can
compare the survival or failure times in two or more samples. Finally, the Survival
Analysis regression models for estimating the relationship among a group of contin-
uous variables to the survival times. The proposed methods enable to overcome the
conditions that the survival time does not follow normal distribution and some
observations will be incomplete (censored).

Survival Distribution Modelling by the Life Table
The method of the Life table enables to summarize the events and the proportion of
individuals surviving at each event time point. The origins of this method can be traced
back to the 1950s [11, 12]. For such calculations we use STATISTICA for Windows
(https://www.statistica.com/) Survivor Analysis module.

We select for analysis only the data records with Days at Hospital <=40, and
exclude 17 other cases as outliers. In order to construct a life table, we firstly distribute
the Days at Hospital variable into equally spaced intervals. As it is shown in the
Table 4 the 5-day intervals are chosen, and the Life table characteristics are calculated
for the start of each interval: the number of alive patients, the number of patient who
have died, and the number of censored patients.

In Table 4, only for the first 5-day interval the number of deaths exceeds the
number of patients discharged (withdrawn) from hospital. As the events of interest
(deaths) are assumed to occur at the end of the interval and censored events are
assumed to distribute uniformly throughout the interval, usually for survival calcula-
tions we use the variable N�

t -Number Exposed. It is defined as the adjustment of
Number Entering variable Nt and is calculated by formula N�

t ¼ Nt � Ct
2 to reflect the

Table 4. Life table for stroke patients
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average number of participants at risk during the interval. Here Ct, denotes number of
censored events (Number Withdrawn).

Assume that Dt means the number of participants who have died during interval
t. Then the ratio of dying during interval t, is calculated by formula: Qt ¼ Dt

N�
t
, and the

ratio of surviving by Pt ¼ 1� Qt.
The survival function St – sometimes is called a cumulative survival probability,

which means probability that a subject survives longer than time t. The S0 ¼ 1 and the
mean value of surviving past time 0 (all participants are alive at time zero or study
start). The Surviving function value for each subsequent interval is computed according
to formula: Stþ 1 ¼ St � Ptþ 1. From the Table 3 we can notice that the probability to
survive from stroke after 40 days (interval 8) is equal 0.239.

The estimated probability of failure in the respective interval is computed per unit
of time. It is called Probability density and can be calculated by formula:
Ft ¼ ðPt � Ptþ 1Þ=Wt. Here Wt is the width of the respective interval, in our case it is
5 days. From Table 4 it is seen that probability of the failure (Probability densityFt) takes
a highest value in the interval 1 (the first 5 days) and interval 7 (from 30 to 35 days).

The hazard function in survivor analysis is understood as the probability per time
unit that a patient that has survived to the beginning of the respective interval will fail
during that interval. Specifically, it is computed as the number of failures per time units
in the respective interval, divided by the average number of surviving cases at the mid-
point of the interval. Or we can evaluate it by the relationship Ht ¼ Ft=St. The Table 4
shows the highest hazard rate for the last interval.

The life table evaluates the sample distribution of failures over time. However, for
practical purposes, we need to know the underlying shape of survival distribution in the
population. To model the survival time usually are utilized the exponential, Weibull or
Gompertz distributions. The fitting survival function parameters are estimated using a
least squares method. The Fig. 4 presents the observed and fitted exponential distri-
bution with parameter lambda equal 0.0403.

Fig. 4. Observed and fitted Survival function
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The main assumptions of selected distribution and the length of selected interval
may have influence to the results, which can be investigated by combining to other
survival modeling approaches.

Kaplan-Meier Method
The Kaplan-Meier (K-M) method is a non-parametric technique to estimate the survival
function from observed survival times (Kaplan and Meier, 1958). The calculated
probability St is a step function that changes value each time the observed event
changes. We can imagine creating a life table with time intervals containing exactly one
individual case. The survival probability at time t, St can be found by using the same
formula as in case of life table Stþ 1 ¼ St � Ptþ 1, assuming that the interval length is
equal to 1. The advantage of the K-M over the life table method is that the resulting
survival function does not depend on the grouping of the data. The survival function for
stroke data estimated using K-M method is visualized in Fig. 5.

Aswe can notice, the shape of the survival function behaviour usingK-M plot is more
smooth than in case of life table. On the right part of the Survival time axis a significant
part of the samples are censored, which may affect the reliability of the results.

Log-rank Test
Using K-M estimation method, we can compare the survival functions for two or more
different groups from our data set. There is a wide range of nonparametric tests that can
be used in order to compare survival times, in this research we will limit to the log-rank
test. The null hypothesis for a log-rank test asserts that the explored groups have the
same survival probability. The log-rank test is based on a chi-squared statistic which
checks if the observed number of events in each group is significantly different from the
expected. The bigger value of log-rank statistics indicates significance of difference in
the survival times among the groups.

Fig. 5. K-M plot for survival probability of a stroke patients
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In order to compare the survival probabilities of men and women who have
experienced stroke, we calculated the log-rank statistics and p value for our data set.
According to Fig. 6, there is no significant influence of gender to survival probability,
assuming an alpha level of 0.05. The p value is close to the threshold equal to 0.05681,
and visually we can indicate a little higher survival chance from stroke for men’s,
especially in the interval of [5, 20] days.

STATISTICA tool enables us to compare K-M estimations for multiple groups.
The plot in Fig. 7 illustrates the survival probability values for Ischemic, Hemorag,
SAH and Unspecified stroke groups.

Fig. 6. K-M plot for survival probability of men and women groups of stroke patients

Fig. 7. K-M plot for stroke survival probability for Stroke Type groups
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The results of Fig. 7 plot and values of the corresponding p values reveal that there
is a significant difference in surviving probabilities among different groups of Stroke
Types. The most dangerous are the unspecified and SAH types of stroke, and the best
survival probability is in the Ishemic stroke group.

Survival Regression Models
The Kaplan–Meier curves and log-rank tests are usually used when the predictor
variable is categorical. If the predictor variable is quantitative we apply the survival
regression, which estimated regression for covariates of independent variables (e.g.
age, illness type, treatment methods, etc.) against the survival or failure times. We
cannot use traditional methods like linear regression because of some observations are
incomplete (censored) and survival function distribution is not Gaussian (normal).

For this type of analysis, we explored several survival regression models: Pro-
portional Hazard (Cox) model, exponential, normal and lognormal regression. All
models aim to represent the hazard rate h(t|x) as a function of t and several covariates x.

The proportional hazard model is not based on any assumptions concerning the
nature or shape of the underlying survival distribution. The Cox model may be con-
sidered as a nonparametric method and requires the underlying hazard rate to be a
function of the independent variables (covariates). The idea of Cox’s regression is that
the log-hazard of an individual is a linear function of the selected covariates and a
population-level baseline hazard that changes over time. The model may be formalized
as:

hðtjxÞ ¼ b0 tð Þ � expð
Xn

i¼1

bi � xi � xið ÞÞ

The term b0 tð Þ is called the baseline hazard. It is the hazard for the respective
individual when all independent variable values are equal to zero. Next part of this
equation is called partial hazard. The partial hazard is a time-invariant scalar factor that
only increases or decreases the baseline hazard. Thus changes in covariates will only
inflate or deflate the baseline hazard.

To use the Cox’s regression procedure in STATISTICA we need to set the
dependent variable Days at Hospital, censoring variable Vital Status and to choose the
independent covariates: Stroke Type, Treatment methods, Health Status, Age, Past
Stroke, Stroke Symptoms, Health complications. The Proportional Hazard (Cox) re-
gression model parameter estimates are in Table 5.

Therefore, we can conclude from the spreadsheet above that Stroke Type, Health
Status, Age and Stroke Symptoms are the most important (significant) predictors of
hazard. The Treatment methods, Past Stroke and Health Complications don’t have a
significant influence on survival time. This conclusion is supported by the significance
of Wald statistics and the calculated p-probability. The Beta values indicate the highest
dependence of survival from Stroke type, Past Stroke and Health Status before stroke
variables.
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Taking a look at Beta coefficient for Stroke Type = 0.3176 we can conclude that a
one unit increase in Stroke Type means the baseline hazard will increase by a factor of
exp(0.3176) = 1.3738-about a 14% increase. Recall, in the Cox proportional hazard
model, a higher hazard means more at risk of the event occurring.

Combining several methods for the research enable to explore a set of variables for
their influence to in –hospital survival. The research results may be compared to the
outcomes of other research. The main variables age, Health status, complications
(pneumonia) are most important for Iran study of 1990 stroke patient cases [14]. For
the Saudi Arabian 1249 stroke cases [15] most influential factors were gender (men),
morbidities, stroke types and severity of symptoms. Severity of stroke, stroke type
(Hemorag), pneumonia and other complications were most significant for Tanzania 224
stroke cases [16]. The research of 1732 patient cases (specified for SAH stroke type)
explored in Norway [17] defined age and complications (aneurism) as the major fac-
tors. The interchanging significance of the variables imply necessity to search for data
and methods leading to higher quality of research outcomes.

5 Conclusion

The study was conducted according to time-to-event stroke clinical trial records of the
neurology department of Clinical Centre in Montenegro. The original database consists
of the structured 944 records to ensure adequate significance of the obtained results.

A simple analysis of baseline data showed a meaningful relationship between the
type of stroke symptoms experienced and the type of stroke. We found the SAH impact
on the symptoms of Impaired consciousness and a significant influence of Ischemic
stroke to patient’s weakness/paresis. A significant difference in the number of deaths
among different stroke types is also identified. Most dangerous are Ischemic and
Hemorag strokes.

The compiled life table evaluated survival probability after stroke affection and
allowed the survival function to be approximated by an exponential distribution.

Using the Log-rank test, we examined survival probabilities for different stroke
types. We found that the most risky are SAH and unidentified stroke types.

Table 5. Cox regression model parameter estimates.

Time-to-Event Modelling for Survival and Hazard Analysis of Stroke Clinical Case 25



The Proportional Hazard (Cox) regression model highlighted the most important
factors influencing the magnitude of the hazard rate. Stroke Type, Health Status, Age
and Stroke Symptoms was seen as the most important (significant) predictors of hazard.
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Abstract. Vanbreda Risk & Benefits, a large Belgian insurance broker and risk
consultant, allocates a substantial amount of time and resources to answer
contract related questions from customers. This requires employees to manually
search the relevant parameters in the contracts. In this paper, a solution is
proposed and evaluated that automatically extracts insurance parameters from
contracts using regular expressions and Natural Language Processing. While
Natural Language Processing has been used in insurance for optimising
premiums, detecting fraudulent claims, or underwriting, limited work has been
done regarding parameter extraction. The proposed solution has been developed
on 127 different contracts and two different contract types in terms of accuracy
and time performance. Moreover, the automatic parameter extraction has been
compared to manual parameter extraction. We conclude that automatic param-
eter extraction using regular expressions achieves better accuracy than manual
extraction on top of being significantly faster, allowing Vanbreda Risk &
Benefits to invest more time into providing better customer service.

Keywords: Service automation � Insurance industry � NLP � Regular
expressions

1 Introduction

The development and improvement of text mining algorithms have given rise to a
number of new applications. More specifically in the insurance industry, natural lan-
guage processing (NLP) is used nowadays for example to fine-tune premiums [1],
detect fraudulent claims [2], or perform sentiment analysis on tweets [3]. These
applications deal with optimising profit for insurance companies. Insurance companies
also need to provide information to customers related to their products. Customers need
to know under which conditions they are insured or the rate at which they are covered
in case something happens. These questions occur without necessarily having an
insurance claim filed by the customers.

This paper will deal with the automatic extraction of insurance parameters from
contracts using regular expressions and has been implemented at Vanbreda Risk &
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Benefits1 a large Belgian insurance broker and risk consultant. A solution based on
regular expressions is proposed and formally evaluated on a test set of 42 real contracts
in terms of accuracy and time-performance compared to manual work.

We proceed as followed: Sect. 2 provides background information concerning
social security in Belgium and the company where the solution has been implemented.
Section 3 states the problem statement. In Sect. 4, related work is discussed and in
Sect. 5 the methodology is explained. The results are presented in Sect. 6 and the
evaluation and future work are presented in Sect. 7. We conclude the paper in Sect. 8.

2 Context

2.1 Social Security in Belgium

In Belgium, the social security provisions consist of three parts or pillars. Each one of
these pillars is written down in forms, regulations, or contracts describing under which
conditions a person is eligible for provisions. Due to their complex nature, these forms
or contracts are long and not straightforward to extract all relevant information by a
non-expert. The three pillars of Belgian social security are: statutory provisions such as
child benefits, illness benefits, retirement, unemployment; supplementary provisions
provided by the employer or also known as employee benefits [4] and mainly exists
because the first pillar alone is not able to guarantee living standards; individual pro-
visions allowing individuals to build up their provisions on their own.

2.2 Current Situation at a European Insurance Broker Vanbreda Risk
and Benefits

In the subsequent paragraphs, the current parameter extraction process at Vanbreda
Risk & Benefits will be explained. Vanbreda Risk & Benefits is an independent
insurance broker and risk consultant mainly operating within Belgium. Vanbreda Risk
& Benefits has a department called Employee Benefits providing assistance in ana-
lysing and managing employee insurances of other companies. Due to the complex
nature of these contracts, expertise knowledge is required to interpret these contracts.
Whenever a client employee or customer company requires information (simple or
complex), they can contact Employee Benefits to ask their questions. These questions
require the employees to analyse the contracts of the customer. Vanbreda Risk &
Benefits currently has approximately 2000 contracts of 25 pages long on average
without counting the attachments.

Recently, a technical summary of a contract has been introduced in the company.
This technical summary summarises the most relevant parameters of a contract such as
a formula, a definition, or a date. A technical summary consists of a parameter column
and a value column.

The employees of Employee Benefits can use the data of these technical summaries
to answer most of the queries. Thanks to this technical summary, the question-answering

1 https://www.vanbreda.be/en/.
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process is sped up. Whenever a new contract is received, a technical summary is created.
The creation of a technical summary requires between 15 and 20 min for a single
contract. Since these technical summaries have been introduced recently, not all con-
tracts have a technical summary yet. The extraction of parameters from contracts has
always been manual work at Vanbreda Risk & Benefits whether the parameters were
extracted directly from the contracts or more recently with the introduction of technical
summaries.

3 Problem Statement: From Contract to Automatic
Technical Summary

As stated previously, the creation of technical summaries is currently time-consuming.
The employee queries the contract in the correct database and manually extracts the
required parameters. In case the parameter has an assigned list of default values, one of
them is chosen. If not, the parameter values do not have a standard form. This lack of
standardisation means that a technical summary also depends of the employee creating
it and therefore some variation exists between technical summaries. Moreover, con-
tracts are subject to changes due to changing interest rates, changing market conditions,
preferences and such.

It would be highly beneficial for insurance companies to have a digital solution to
(partially) automate contracts into technical summaries. Hence, this research is inter-
ested in a scalable and applicable solution for different types of contracts (in this case:
guaranteed income and waiver of premiums) a company is dealing with. Moreover, the
proposed solution needs to be independent of the insurance provider. In short, the
solution has to reduce the creation time of a technical summary and capable of handling
different contract types and different insurance providers.

4 Related Work

4.1 Applications of NLP and AI in the Insurance Industry

The impact and applications of AI in data-intensive domains such as finance, insurance,
and public services is a widely studied domain, e.g. [5–8] For the insurance industry,
the authors of [7] say that robots and people can fully create benefits when people focus
on building customer relationships and robots perform the repetitive tasks. This prin-
ciple can indeed be seen as one of the main drivers for research in this direction by
insurance companies.

There are numerous potential NLP applications in the insurance industry [9]. One
application is the cost predictions of insurance claims using text mining on the injury
and incident descriptions in conjunction with more structured data such as demo-
graphics [10]. NLP can also be used to fine-tune premiums [1] or to detect fraudulent
claims [2]. Furthermore, these techniques can be used to gain customer insights for
example by analysing customer calls [11].
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With the rise of social media platforms, insurance companies have much more data
at hand. In [3], tweets are analysed revealing the most common topics and their feelings
towards an insurance company. This provides the insurance company the ability to
provide better customer service and to reach potential new customers. The use of
chatbots in the insurance industry has also been investigated in [12]. The so-called
Intellibot is able to answer specific questions dealing with insurance provided it is
given the correct insurance knowledge.

In short, current NLP applications mainly deal with fine-tuning premiums,
detecting fraudulent claims, sentiment analysis or customer interaction, and so forth.
However, limited academical attention has been paid to automatically extracting
insurance parameters from contracts using NLP.

4.2 Document Segmentation

Within the widely studied field of NLP, information extraction is a possible application
[13]. The goal of information extraction is to extract structured information from
(semi)-unstructured documents.

In most organisations, legal documents in a digital format are often available.
Unfortunately, this is often in a semi-structured form. Even though humans can
interpret such documents easily, it remains a challenge for machines. This limitation
inhibits the performance of information extraction [14].

Some research has already been done to segment documents. The authors of [14]
propose to segment documents into smaller parts to process legal documents easier
hence allowing the program to have knowledge of the contract structure. These smaller
parts could be sentences, paragraphs, or pages. The authors of [15] provide an overview
of segmentation techniques. These are shortly summarised in Table 1. Since contracts
are legal documents, knowing the structure of a contract can help in extracting contract
elements [16].

Table 1. Overview of segmentation techniques.

Contract Segmentation Techniques
Rules-based
approach

Paragraph
boundary
detection

Conditional random fields Generic named entity
recognition

Search start
of new
paragraph
by set of
rules

Search
paragraph
boundaries by
sentence
detection

Classifying words by
looking at the features the
previous and next word
(sequential classifier)

Identifying and
recognizing specific
entities in a text (names of
persons, percentages,
indications of time, etc.)
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5 Methodology

To start the automatic summarisation process, the contract must be read in. Every
contract is received in a format called smart PDF. To read these contracts, the Python
package PyMuPDF [17] or PDFMiner [18] allows for the text extraction from the PDF
contract, next the text is stored as a string variable allowing us to perform the three
necessary processing operations. Firstly, the contract is segmented, next the relevant
parameters are searched and extracted, to finally be filled into the technical summary.
The segmentation and extraction methods can both be used for other contract types.
The parameter extraction needs to be fine-tuned to fit the correct purpose.

5.1 Segmentation

In general, a contract is segmented into two parts. The general terms and the special
terms. The special terms deal with the insurance conditions and premiums and such.
Every parameter that needs to be extracted is located in the special terms of the
contract. Prior to the extraction, these special terms are divided into different parts
allowing for the extraction to be more efficient. Dividing a contract into smaller parts
allows for a more targeted search of a parameter instead of going through the full
contract. In short, this means that the contract will be segmented into paragraphs. An
overview of the segmentation steps is given in Fig. 1.

Fig. 1. Overview of the segmentation process.
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Retrieve the Table of Contents: A contract structure remains more or less the same
for all contract types and insurance providers for Vanbreda Risk & Benefits. In our
case, the table of contents itself will be located between the words ‘table of contents’
and the very first title that reoccurs after the table of contents.

These exact words are looked up in the contract string by using regular expressions.
The authors of [19] define a regular expression or regex as “a sequence of characters
(letters, numbers and special characters) that form a pattern that can be used to search
text to see if that text contains sequences of characters that match the pattern (p.257)”.
For each matching pattern, the start indices are saved resulting in a substring that only
consists of the table of contents.

Clean up the Table of Contents: Only the titles are needed in our solution but a table
of contents also contains the page number, title number and so forth. Therefore, the
table of contents needs to be cleaned. Each line of the table of contents is placed in a
list and considered as a different element. For each list element, the title number, page
number, and other punctuation marks are removed, leaving only the title in the list. At
the end of this step, only a list of contract titles remains. These steps are also visualised
in Fig. 1.

Retrieve the Special Terms: The same procedure as for the table of contents is used
to retrieve the special terms. The special terms are located between “special terms” and
“general terms” and these words are used as patterns to further search the contract.
A separate substring is created that contains these special terms.

Find Titles in Special Terms: The extracted titles are put into regular expressions.
These exact titles or patterns are then searched for in the complete special terms
substring. Whenever a match is found between the pattern (the title) and a part of the
substring (the special terms), the start index of the title is saved in a variable. This
process is repeated until all start indices of titles in the contract are stored in a list.

Create Paragraphs: Finally, a paragraph dictionary is created. For each match found
in the previous step a dictionary entry is created. The title extracted from the table of
contents is a dictionary key and the belonging value is the according paragraph. Each
paragraph is delimited by the start index of the paragraph title and by the start index of
the next paragraph title.

5.2 Parameter Extraction

The parameter extraction process is visualised in Fig. 2. This part needs to be finetuned
for each parameter.
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Select Parameter to Extract: Determine which parameters need to be extracted for
the creation of a technical summary.

Determine Relevant Paragraphs: In this step, the program needs to know in advance
which paragraphs might contain the parameter. The most common relevant paragraph
titles are given to the parameter extraction function. To increase the robustness, the title
of the previous paragraph (according to the table of contents) is given in case there has
been a spelling mistake. This is not a problem as for each insurance type and insurance
provider the contract follows the same scheme. Once the pattern is determined it is
scalable to all other contracts of the same type and insurance provider.

Extract Relevant Paragraphs: The required paragraphs have already been extracted
following the steps explained in Sect. 5.1 and have been stored in a string variable.

Transform Text: In this step, the natural language toolkit (NLTK) is required [20].
The NLTK library allows us to preprocess a string to perform further analysis. The
extracted paragraphs are parsed through a so-called sentence tokenizer. This will
transform a given text into a list of sentences. In this case study, the Punkt sentence
tokenizer has been chosen and as the contracts are in Dutch, the Dutch sentence
tokenizer is used to transform the text.

Rule-Based Matching: To retrieve the parameters, rule-based matching is used. The
idea of rule-based matching is to use regular expressions and to return a value matching
the pattern in a given text. Suppose the desired parameter value is the start date of a
contract. A date can either be written as DD/MM/YYYY or as DD-MM-YYYY. The
following regular expression is able to detect both of these formats: \d{1,2}[\/\-]\d{1,2}
[\/\-]\d{4}. This process of rule-based matching is repeated until all desired parameters
have been extracted. To finalise, a pandas dataframe [21, 22] is constructed. This

Fig. 2. Parameter extraction process.
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dataframe consists of two columns. One column is the parameter name and the second
column contains the parameter value.

Sentence Retrieval: In some situations, the complete sentence is required and not just
one parameter. In that case, the same procedure as explained above can be used except
that when the patterns find a match, the whole sentence is returned instead of only the
matching pattern.

5.3 Attachment Extraction

As is often the case with contracts, changes can be made to what was previously agreed
upon. These changes are put in attachments and range from new premium rates to new
clauses. In this part, the goal is to provide a summary of each attachment by giving the
title, start date, and relevant sentences. This is illustrated in Fig. 3.

Retrieve All Attachments: For the contracts of Vanbreda Risk & Benefits, the
attachments can always be found just before the contract. But it is safe to assume for
other problems that the attachments will either be before or after the contract. Once the
attachments have been found, a subset is created consisting of only the attachments.

Identify Each Attachment and Put It in the Dictionary: Once again regular
expressions are used to find the title of each attachment. This regular expression will
consist of the words “attachment”, “nr” and a digit. Once a match is found, the
corresponding index is stored in a list. These indices allow for the identification of each
attachment and the creation of a corresponding dictionary. Once again the keys equal
the title of attachment and the corresponding value the content of the attachment.

Retrieve Relevant Parameters: Each title of an attachment is considered a parameter
and the second parameter is the start date on which the attachment is valid. Regular
expressions are used to find the start dates. In case more information is required later,
the body of the attachment is also retrieved and stored as a third parameter. This subset
starts at the end of the introduction and ends at the start of the conclusion. To not
always retrieve the full content of the attachments, it is possible to identify and store
key phrases containing words such as ‘the following has been changed’.

Creation of the Technical Summary: During the extraction process all parameters
are stored in a dataframe. At the end of the process, the contents of this dataframe are
automatically put into a spreadsheet file such as an Excel file. This Excel file consists of
two columns containing parameter name and parameter value. For each contract, one
technical summary is created containing the extracted parameters.

Fig. 3. Overview extraction attachments.
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6 Experiments

6.1 Dataset

The proposed approach has been trained on 127 real-life contracts and has been
evaluated on the two contract types: guaranteed income and waiver of premiums. The
amount of time necessary for the creation of a technical summary by an employee was
provided by Vanbreda Risk & Benefits. To determine whether a parameter has been
extracted correctly, an expert has checked each one of them individually by going
through each contract of the test set. The technical summaries created by humans have
also been subject to control by the same expert.

It is only possible to perform parameter extraction that was correctly segmented by
the program. The test set of type guaranteed income consisted of 21 real contracts out
of which 15 were correctly segmented. The test set of type waiver of premiums also
consisted of 21 real contracts and 17 contracts were correctly segmented.

6.2 Results

In Table 2, we report the number of parameters for each type of contract, the number
and percentage of correctly extracted parameters, and finally the average processing
time per contract. These results are reported for both manual and automatic parameter
extraction.

Note that the number of parameters differs between automatic and manual
extraction because automatic extraction also extracts attachments and some other
parameters offering more information for the employees.

7 Discussion, Limitations, and Future Work

7.1 Discussion

Results Analysis. From Table 2 we can conclude that automatic parameter extraction
has achieved promising results. The time required to create technical summaries got
reduced by approximately 99%. In addition, a high level of accuracy is maintained as
automatic parameter extraction achieves an accuracy of above 80%. This method can

Table 2. Performance comparison: manual vs automatic.

Guaranteed income Waiver of premiums
Manual Automatic Manual Automatic

Number of parameters per contract 14 17 7 10
Average number of parameters
extracted correctly

10.8 13.9 4.5 8.1

% parameters correct 77.14 81.57 63.87 81.18
Average processing time per
contract

15–20 min 4.91 s 15–20 min 5.23 s
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be used by insurance companies to create technical summaries automatically with a
high level of accuracy, thereby reducing the workload on the employees with a sig-
nificant amount.

Overall, we conclude that even though some manual fine-tuning is necessary to get
the automatic extraction started, this is offset by the improved time necessary to create
the technical summaries. The proposed solution has proven itself to be scalable, pro-
vided that most of the contracts follow the same template.

Automatic Extraction Errors. The errors produced by the automatic parameter
extraction process are mainly due to the smart scanner Vanbreda Risk & Benefits is
using and due to the packages used to read in the PDF file. We identified the cause of
each misread parameter individually and found that approximately 10% of the errors
were due to wrong scanning or manual handwriting on the original contract. If the PDF
files were read in more accurately and if the contracts were not marked with hand-
writing, it is safe to assume those 10% could be extracted correctly. Other mistakes can
be attributed to the fact that specific parameters were not present in the special terms
part of the contract but located somewhere else in the contract.

Manual Extraction Errors. The manual extraction errors can mainly be attributed to
three reasons. These reasons are inherently human mistakes.

1. Certain parameters were not filled in by the employees in the technical summaries.
2. The extracted parameter did not contain all necessary information to be classified as

correctly extracted.
3. The extracted parameter was wrong.

7.2 Limitations

One limitation of our results is that only Dutch documents that already had pdf versions
were used. To analyse different languages, the pipeline must be adapted by using
different tokenizers for the respective language. Fortunately, this feature is already
supported in the used NLTK package for prevalent languages such as English, Spanish,
French, and German. It is possible that the results would improve on, for example,
English documents as this language is more researched. Hence, this methodology is
possible in different languages on the condition that the respective tokenizer exists and
that the regular expressions are expressed in the corresponding language.

Both python packages, PyMyPDF and PDFMiner, can be used for reading PDF
files and both have advantages and disadvantages. The PyMyPDF package is better at
reading regular sentences whilst the PDFMiner packages is better at reading tables for
example. Hence, careful consideration must be made when choosing which python
package to utilise.

Extracting parameters automatically from attachments is inherently difficult as here
the problem shifts from being structured to unstructured. It is challenging to know in
advance in which attachments the parameters will be located. Moreover, attachments
are not as standardised as contracts. Due to the unstructured nature of attachments,
employees are better at capturing the relevant parameters. Therefore, it has been
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decided to provide a list of attachments with certain common parameters in the tech-
nical summary such as start date or title of the attachment.

7.3 Future Work

As future work, the next steps include fine-tuning the approach to more contract types
and insurance providers. We are also planning on improving the digitisation of con-
tracts so that more contracts can be summarised automatically. This will lead to
improving customer service at Vanbreda Risk & Benefits.

Moreover, the pattern-based approach works best for structured documents. When
dealing with more variable documents, our approach becomes unstable. More research
is needed into the usage of complex NLP algorithms to deal with parameter extraction
in unstructured documents.

8 Conclusion

In this paper, insurance contract summarisation is performed using NLP. The proposed
solution has been implemented at Vanbreda Risk & Benefits a large Belgian insurance
broker on 127 contracts. From the results, we conclude that regular expressions are
faster and perform as well as the employees at Vanbreda Risk & Benefits. The authors
would like to express their gratitude to Vanbreda Risk & Benefits for the collaboration.

References

1. Zappa, D., Borrelli, M., Clemente, G.P., Savelli, N.: Text Mining in Insurance: From
Unstructured Data to Meaning. Variance, Press. https://www.variancejournal.org/
articlespress/. Accessed 23 March 2021 (2019)

2. Wang, Y., Xu, W.: Leveraging deep learning with LDA-based text analytics to detect
automobile insurance fraud. Decis. Support Syst. 105, 87–95 (2018)

3. Mosley Jr., R.C.: Social media analytics: data mining applied to insurance Twitter posts. In:
Casualty Actuarial Society E-Forum. p. 1 (2012)

4. Benavides, T.: Practical Human Resources for Public Managers: A Case Study Approach.
CRC Press (2011)

5. Donepudi, P.K.: AI and machine learning in banking: a systematic literature review.
Asian J. Appl. Sci. Eng. 6, 157–162 (2017)

6. Kankanhalli, A., Charalabidis, Y., Mellouli, S.: IoT and AI for smart government: a research
agenda. Gov. Inf. Q. 36, 304–309 (2019). https://doi.org/10.1016/j.giq.2019.02.003

7. Lamberton, C., Brigo, D., Hoy, D.: Impact of robotics, RPA and AI on the insurance
industry: challenges and opportunities. J. Financ. Perspect. 4 (2017)

8. Balasubramanian, R., Libarikian, A., McElhaney, D.: Insurance 2030—The Impact of AI on
the Future of Insurance. McKinsey Co. (2018)

9. Ly, A., Uthayasooriyar, B., Wang, T.: A survey on natural language processing (nlp) and
applications in insurance. arXiv Prepr. arXiv2010.00462 (2020)

10. Kolyshkina, I., Rooyen, M.: Text mining for insurance claim cost prediction. In: Williams,
G.J., Simoff, S.J. (eds.) Data Mining. LNCS (LNAI), vol. 3755, pp. 192–202. Springer,
Heidelberg (2006). https://doi.org/10.1007/11677437_15

Automatically Extracting Insurance Contract Knowledge Using NLP 37

https://www.variancejournal.org/articlespress/
https://www.variancejournal.org/articlespress/
https://doi.org/10.1016/j.giq.2019.02.003
https://doi.org/10.1007/11677437_15


11. Liao, X., Chen, G., Ku, B., Narula, R., Duncan, J.: Text mining methods applied to
insurance company customer calls: a case study. North Am. Actuar. J. 24, 153–163 (2020)

12. Nuruzzaman, M., Hussain, O.K.: IntelliBot: a dialogue-based chatbot for the insurance
industry. Knowl.-Based Syst. 196, 105810 (2020)

13. Yogish, D., Manjunath, T.N., Hegadi, R.S.: Review on natural language processing trends
and techniques using NLTK. In: Santosh, K.C., Hegadi, R.S. (eds.) Recent Trends in Image
Processing and Pattern Recognition. pp. 589–606. Springer Singapore, Singapore (2019)

14. Loza Mencía, E.: Segmentation of legal documents. In: Proceedings of the 12th International
Conference on Artificial Intelligence and Law. pp. 88–97. Association for Computing
Machinery, New York, NY, USA (2009). https://doi.org/10.1145/1568234.1568245

15. Shah, P., Joshi, S., Pandey, A.K.: Legal clause extraction from contract using machine
learning with heuristics improvement. In: 2018 4th International Conference on Computing
Communication and Automation (ICCCA), pp. 1–3 (2018)

16. Chalkidis, I., Androutsopoulos, I., Michos, A.: Extracting contract elements. In: Proceedings
of the 16th Edition of the International Conference on Articial Intelligence and Law, pp. 19–
28 (2017)

17. McKie, J.X., Liu, R.: PyMuPDF. https://pypi.org/project/PyMuPDF/
18. Shinyama, Y., Guglielmetti, P., Marsman, P.: PDFMiner. https://pdfminersix.readthedocs.io/

en/latest/
19. Hunt, J.: Regular expressions in python. In: Advanced Guide to Python 3 Programming.

UTCS, pp. 257–271. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-25943-3_22
20. Bird, S., Klein, E., Loper, E.: Natural language processing with Python: analyzing text with

the natural language toolkit. O’Reilly Media, Inc. (2009)
21. McKinney, W.: Data structures for statistical computing in python. In: van der Walt, S. and

Millman, J. (eds.) Proceedings of the 9th Python in Science Conference, pp. 56–61 (2010).
https://doi.org/10.25080/Majora-92bf1922-00a

22. pandas development team, T.: pandas-dev/pandas: Pandas (2020). https://doi.org/10.5281/
zenodo.3509134

38 A. Goossens et al.

https://doi.org/10.1145/1568234.1568245
https://pypi.org/project/PyMuPDF/
https://pdfminersix.readthedocs.io/en/latest/
https://pdfminersix.readthedocs.io/en/latest/
https://doi.org/10.1007/978-3-030-25943-3_22
https://doi.org/10.25080/Majora-92bf1922-00a
https://doi.org/10.5281/zenodo.3509134
https://doi.org/10.5281/zenodo.3509134


Analyzing Medical Data with Process
Mining: A COVID-19 Case Study

Marco Pegoraro1(B) , Madhavi Bangalore Shankara Narayana1 ,
Elisabetta Benevento1,3 , Wil M.P. van der Aalst1 , Lukas Martin2 ,

and Gernot Marx2

1 Chair of Process and Data Science (PADS), Department of Computer Science,
RWTH Aachen University, Aachen, Germany

{pegoraro,madhavi.shankar,benevento,vwdaalst}@pads.rwth-aachen.de
2 Department of Intensive Care and Intermediate Care, RWTH Aachen University

Hospital, Aachen, Germany
{lmartin,gmarx}@ukaachen.de

3 Department of Energy, Systems, Territory and Construction Engineering,
University of Pisa, Pisa, Italy

Abstract. The recent increase in the availability of medical data, pos-
sible through automation and digitization of medical equipment, has
enabled more accurate and complete analysis on patients’ medical data
through many branches of data science. In particular, medical records
that include timestamps showing the history of a patient have enabled
the representation of medical information as sequences of events, effec-
tively allowing to perform process mining analyses. In this paper, we will
present some preliminary findings obtained with established process min-
ing techniques in regard of the medical data of patients of the Uniklinik
Aachen hospital affected by the recent epidemic of COVID-19. We show
that process mining techniques are able to reconstruct a model of the
ICU treatments for COVID patients.

Keywords: Process mining · Healthcare · COVID-19

1 Introduction

The widespread adoption of Hospital Information Systems (HISs) and Electronic
Health Records (EHRs), together with the recent Information Technology (IT)
advancements, including e.g. cloud platforms, smart technologies, and wearable
sensors, are allowing hospitals to measure and record an ever-growing volume
and variety of patient- and process-related data [7]. This trend is making the
most innovative and advanced data-driven techniques more applicable to process
analysis and improvement of healthcare organizations [5]. Particularly, process
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mining has emerged as a suitable approach to analyze, discover, improve and
manage real-life and complex processes, by extracting knowledge from event
logs [2]. Indeed, healthcare processes are recognized to be complex, flexible,
multidisciplinary and ad-hoc, and, thus, they are difficult to manage and analyze
with traditional model-driven techniques [9]. Process mining is widely used to
devise insightful models describing the flow from different perspectives—e.g.,
control-flow, data, performance, and organizational.

On the grounds of being both highly contagious and deadly, COVID-19 has
been the subject of intense research efforts of a large part of the international
research community. Data scientists have partaken in this scientific work, and
a great number of articles have now been published on the analysis of medical
and logistic information related to COVID-19. In terms of raw data, numerous
openly accessible datasets exist. Efforts are ongoing to catalog and unify such
datasets [6]. A wealth of approaches based on data analytics are now available for
descriptive, predictive, and prescriptive analytics, in regard to objectives such
as measuring effectiveness of early response [8], inferring the speed and extent
of infections [3,10], and predicting diagnosis and prognosis [11]. However, the
process perspective of datasets related to the COVID-19 pandemic has, thus far,
received little attention from the scientific community.

The aim of this work-in-progress paper is to exploit process mining techniques
to model and analyze the care process for COVID-19 patients, treated at the
Intensive Care Unit (ICU) ward of the Uniklinik Aachen hospital in Germany. In
doing so, we use a real-life dataset, extracted from the ICU information system.
More in detail, we discover the patient-flows for COVID-19 patients, we extract
useful insights into resource consumption, we compare the process models based
on data from the two COVID waves, and we analyze their performance. The
analysis was carried out with the collaboration of the ICU medical staff.

The remainder of the paper is structured as follows. Section 2 describes the
COVID-19 event log subject of our analysis. Section 3 reports insights from
preliminary process mining analysis results. Lastly, Sect. 4 concludes the paper
and describes our roadmap for future work.

2 Dataset Description

The dataset subject of our study records information about COVID-19 patients
monitored in the context of the COVID-19 Aachen Study (COVAS). The
log contains event information regarding COVID-19 patients admitted to the
Uniklinik Aachen hospital between February 2020 and December 2020. The
dataset includes 216 cases, of which 196 are complete cases (for which the patient
has been discharged either dead or alive) and 20 ongoing cases (partial process
traces) under treatment in the COVID unit at the time of exporting the data.
The dataset records 1645 events in total, resulting in an average of 7.6 events
recorded per each admission. The cases recorded in the log belong to 65 differ-
ent variants, with distinct event flows. The events are labeled with the executed
activity; the log includes 14 distinct activities. Figure 1 shows a dotted chart of
the event log.



Analyzing Medical Data with Process Mining: A COVID-19 Case Study 41

Fig. 1. Dotted chart of the COVAS event log. Every dot corresponds to an event
recorded in the log; the cases with Acute Respiratory Distress Syndrome (ARDS) are
colored in pink, while cases with no ARDS are colored in green. The two “waves” of
the virus are clearly distinguishable. (Color figure online)

3 Analysis

In this section, we illustrate the preliminary results obtained through a detailed
process mining-based analysis of the COVAS dataset. More specifically, we elab-
orate on results based on control-flow and performance perspectives.

Firstly, we present a process model extracted from the event data of the
COVAS event log. Among several process discovery algorithms in literature [2],
we applied the Interactive Process Discovery (IPD) technique [4] to extract the
patient-flows for COVAS patients, obtaining a model in the form of a Petri
net (Fig. 2). IPD allows to incorporate domain knowledge into the discovery of
process models, leading to improved and more trustworthy process models. This
approach is particularly useful in healthcare contexts, where physicians have a
tacit domain knowledge, which is difficult to elicit but highly valuable for the
comprehensibility of the process models.

The discovered process map allows to obtain operational knowledge about
the structure of the process and the main patient-flows. Specifically, the anal-
ysis reveals that COVID-19 patients are characterized by a quite homogeneous
high-level behavior, but several variants exist due to the possibility of a ICU
admission or to the different outcomes of the process. More in detail, after the
hospitalization and the onset of first symptoms, if present, each patient may be
subject to both oxygen therapy and eventually ICU pathway, with subsequent
ventilation and ECMO activities, until the end of the symptoms. Once conditions
improve, patients may be discharged or transferred to another ward.

We evaluated the quality of the obtained process model through conformance
checking [2]. Specifically, we measured the token-based replay fitness between the
Petri net and the event log, obtaining a value of 98%. This is a strong indication
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Fig. 2. A normative Petri net that models the process related to the COVAS data.

of both a high level of compliance in the process (the flow of events does not
deviate from the intended behavior) and a high reliability of the methodologies
employed in data recording and extraction (very few deviations in the event log
also imply very few missing events and a low amount of noise in the dataset).

From the information stored in the event log, it is also possible to gain insights
regarding the time performance of each activity and the resource consumption.
For example, Fig. 3 shows the rate of utilization of ventilation machines.

Fig. 3. Plot showing the usage of assisted ventilation machines for COVID-19 patients
in the ICU ward of the Uniklinik Aachen. Maximum occupancy was reached on the
13th of April 2020, with 39 patients simultaneously ventilated.
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Fig. 4. Filtered directly-follows graph
related to the first wave of the COVID
pandemic.

Fig. 5. Filtered directly-follows graph
related to the second wave of the
COVID pandemic.

This information may help hospital managers to manage and allocate
resources, especially the critical or shared ones, more efficiently.

Finally, with the aid of the process mining tool Everflow [1], we investigated
different patient-flows, with respect to the first wave (until the end of June
2020) and second wave (from July 2020 onward) of the COVID-19 pandemic,
and evaluated their performance perspective, which is shown in Figs. 4 and 5
respectively. The first wave involves 133 cases with an average case duration of
33 days and 6 hour(s); the second wave includes 63 patients, with an average
case duration of 23 days and 1 hour(s). The difference in average case duration
is significant, and could have been due to the medics being more skilled and
prepared in treating COVID cases, as well as a lower amount of simultaneous
admission on average in the second wave.
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4 Conclusion and Future Work

In this preliminary paper, we show some techniques to inspect hospitalization
event data related to the COVID-19 pandemic. The application of process mining
to COVID event data appears to lead to insights related to the development of
the disease, to the efficiency in managing the effects of the pandemic, and in
the optimal usage of medical equipment in the treatment of COVID patients in
critical conditions. We show a normative model obtained with the aid of IPD for
the operations at the COVID unit of the Uniklinik Aachen hospital, showing a
high reliability of the data recording methods in the ICU facilities.

Among the ongoing research on COVID event data, a prominent future devel-
opment certainly consists in performing comparative analyses between datasets
and event logs geographically and temporally diverse. By inspecting differences
only detectable with process science techniques (e.g., deviations on the control-
flow perspective), novel insights can be obtained on aspects of the pandemic
such as spread, effectiveness of different crisis responses, and long-term impact
on the population.
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Abstract. The main purpose of this paper is to represent how knowledge-based
Enterprise Model (EM) as problem domain data storage may be used in
Information Systems (IS) engineering process. Enterprise Meta-Model
(EMM) presented more than two decades ago justifies EM structure. EM
stores problem domain data gathered by analyst and this EM structure can be
used for project models creation in IS design phase. Unified Modeling Language
(UML) models are one of the possible models, which can be generated from
EM. These models can be generated through transformation algorithms. To
present possibility of UML models generation from EM particular problem
domain example is defined in this paper. Presented example demonstrates that
data stored in EM is enough for different UML models generation and this paper
presents that different UML behavioral models can be generated from EM and
can illustrate same problem domain from different perspectives.

Keywords: IS engineering � Transformation algorithm � Enterprise modeling �
Knowledge-based � UML

1 Introduction

Nowadays IS engineering process is still challenging for all IT professionals: analysts,
designers, developers. They have same goal but all are responsible for different phase of
IS engineering process [1, 5, 7]. Beginning of this process is most important, because
problem domain analysis is performed and final result will depend from quality of
gathered data. Duration of IS engineering process and number of errors during it may also
impact the final result. So it is very important how gathered data of problem domain will
be used, where it will be stored and what project models standards will be chosen [1, 4].

There are a wide number of models to store problem domain data, also there are a
lot of modeling standards and notations. UML models are widely applied in IS engi-
neering process and are used as by IT professionals in IS design phase as by not this
field professionals for better understanding of final IS result [4, 5, 7]. UML latest
version 2.5 [6, 8]. UML models may be designed one by one according to collected
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data by analyst, they can be created by using certain data storages assigned for mod-
eling and design phase and also they can be generated from particular EM [5, 7]. EM
used in this analysis is created more than two decades ago and the main goal of this
article is to present its efficiency for UML models generation process. For this purpose,
there are created transformation algorithms defined in previous researches. By using
these algorithms UML models generation from EM is possible [2, 3, 10, 12]. Car
Rental Company example and generated UML models of this example, which defines
problem domain information from different perspectives presented in this research
depict how knowledge stored in EM can be used for UML models generation.

2 Knowledge-Based EM Definition

EMM is formally defined EM structure, which consists of a formalized EM in line with
the general principles of control theory. EM is the main source of the necessary
knowledge of the particular business domain for IS engineering and IS re-engineering
processes [2, 3, 10, 12].

EM consists of twenty-three classes (Fig. 1). Essential classes are Process, Function
and Actor. Class Process, Function, Actor and Objective can have an internal hierar-
chical structure. These relationships is presented as aggregation relationship. Class
Process is linked with the class MaterialFlow as aggregation relationship. Class
MaterialFlow is linked with the classes MaterialInputFlow and MaterialOutputFlow as
generalization relationship. Class Process is linked with Classes Function, Actor and

Fig. 1. Class diagram of Enterprise Meta-Model [2, 3, 9]
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Event as association relationship. Class Function is linked with classes Informa-
tionFlow, InformationActivity, Interpretation, InformationProcessing and Realization
as aggregation relationship. These relationships define the internal composition of the
Class Function. Class InformationFlow is linked with ProcessOutputAtributes, Pro-
cessInputAtributes, IPInputAttributes and IPOutputAttributs as generalization rela-
tionship. Class InformationActivity is linked with Interpretation, InformationPro-
cessing and Realization as generalization relationship. Class Function linked with
classes Actor, Objective and BusinessRule as association relationship. Class Busi-
nessRule is linked with Interpretation Rule, Realization Rule, InformationProcessing
Rule as generalization relationship. Class Actor is linked with Function Actor and
Process Actor as generalization relationship [2, 3, 10, 12].

During IS engineering analysis phase analyst gather all necessary information and
stores it in EM for further IS engineering design phase, when system project models are
created. There are a lot of standards and different notations of project model and UML
models are most commonly used by IT professionals. With the EM usage, IS design
phase project models can be generated.

3 UML Models Transformation Algorithm

Each of structural or behavioral UML models can be generated through transformation
algorithm and each of models has separate transformation algorithm [9–11]. These
transformation algorithms are presented in previous researches. Main focus of resear-
ches is dedicated for generation behavioral or dynamic UML models, because they are
more complex and variable [12–14]. To have better understanding of transformation
algorithm itself, top level transformation algorithm of UML models generation from
EM process is described step by step [9–14]:

• Step 1: Particular UML model for generation from EM process is identified and
selected.

• Step 2: If the particular UML model for generation from EM process is selected
then algorithm process is continued, else the particular UML model for generation
from EM process must be selected.

• Step 3: First element from EM is selected for UML model, identified previously,
generation process.

• Step 4: If the selected EM element is initial UML model element, then initial
element is generated, else the other EM element must be selected (the selected
element must be initial element).

• Step 5: The element related to the initial element is selected from EM.
• Step 6: The element related to the initial element is generated as UML model

element.
• Step 7: The element related to the previous element is selected from EM.
• Step 8: The element related to the previous element is generated as UML model

element.
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• Step 9: If there are more related elements, then they are selected from EM and
generated as UML model elements one by one, else the link element is selected
from EM.

• Step 10: The link element is generated as UML model element.
• Step 11: If there are more links, then they are selected from EM and generated as

UML model elements one by one, else the Business Rule element is selected from
EM.

• Step 12: The Business Rule element is generated as UML model element.
• Step 13: If there are more Business Rules, then they are selected from EM and

generated as UML model elements one by one, else the generated UML model is
updated with all elements, links and constraints.

• Step 14: Generation process is finished.

Usually main problem domain knowledge necessary for IS engineering process is
stored in particular EM elements (commonly mandatory for most used UML models)
[12–14]:

• Actor: in actor element can be stored information related with process or function
executor. Actor element is responsible of information related with the process or
function participant, it can be person, group of persons, subject such as an IS,
subsystem, module and etc.

• Process or Function: in process or function elements can be stored all information
related with any user, entity, object, subject and its behavior. Process or function
element is responsible of information related with any operation, activity, status
change, movement which is implemented by any actor, entity, participant and etc.

• InformationFlow: in Information Flow element can be stored diverse information
flow types, such as Information input and output attributes or/and process input and
output attributes. Information Flow element is responsible of information related
with each element input and output attributes, details which make impact on other
elements, their state or status.

• MaterialFlow: in Material Flow element can be stored two types of material
information Material input and Material output. Material Flow element is respon-
sible of information related with any material flows of the described process or
function.

• BusinessRule: in Business Rule element can be stored different rules such as
interpretation, realization or/and information processing. Business rule element is
responsible of information about how different elements in IS design phase are
related; what restrictions and restraints are applied to these elements.

4 Generated UML Models of Car Rental Company

To present sufficiency of knowledge-based EM example of particular problem domain
– Car Rental Company – is analyzed. Car Rental process may be defined as car rental
process management system that manages rental process with participant of two users:
client and manager. Client may enquire for a rental car, if after client verification,
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documents check and car availability check all requirements are satisfied, client may
rent a car; after the usage client returns car and pays for services, and manager controls
this process: calculates fees, receives payment and maintains returned car.

4.1 UML Use Case Model

UML Use Case Model can be generated from EM, because all necessary elements for
UML Use Case Model are stored in it. Generation process follows the steps of
transformation algorithm. Connections between EM and UML Use Case Model ele-
ments are described in Table 1.

Table 1 defines EM and UML Use Case Model elements and defines their meaning
in Car Rental Company example. Generated UML Use Case Model is presented in
Fig. 2.

Table 1. EM and UML use case model elements of car rental company [6, 8, 9, 11, 12]

EM element -> UML
element

Car Rental Company example

Actor -> Actor There are two participants: Client, who wants to rent a car,
enquires for it and pays for the service and Manager, who
controls car renting process, verifies the client, calculates
payment and etc

Process, Function -> Use
Case

There are eleven Use Cases, part of them are performed by
Client, part – by Manager. There are also common for both
participant Use Cases, only functionality is different

BusinessRule -> Association,
Include, Extend

Use Cases are related with particular actors. Also there is
defined which Use Cases are necessary to perform and which
aren’t

Fig. 2. Generated UML use case model of car rental company
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Figure 2 presents UML Use Case Model generated from EM through transfor-
mation algorithm. It defines how two participants – Actors perform their activities –

Use Cases linked by Association relationship, which of the must be performed –

Include relationship and which not – Extend relationship.

4.2 UML Activity Models

UML Activity Models (only for two processes (rent and return car) in this research.
Note: number of UML Activity Models of this example can be higher) can be gen-
erated from EM, because all necessary elements for UML Activity Models are stored in
it. Generation process follows the steps of transformation algorithm. Connections
between EM and UML Activity Models elements are described in Table 2.

Table 2 defines EM and UML Activity Models elements of two diagrams and
defines their meaning in Car Rental Company example. Generated UML Activity
Models are presented in Fig. 3 and Fig. 4.

Table 2. EM and UML Activity model elements of Car Rental Company [6, 8, 9, 12]

EM element -> UML element Car Rental Company example

Actor -> Actor, Swimlane In Fig. 3 UML Activity Model of renting car, there are
two participants: Manager and Client. In Fig. 4 UML
Activity Model there is only one participant: Manager

Process, Function -> Activity Figure 3 presents activities performed by two
participants: Client and Manager and Fig. 4 only from
the perspective of the Manager

MaterialFlow, InformationFlow
-> Object Flows

In both UML Activity Models all activities are related
through Object Flows

BusinessRule -> Control Nodes:
Initial, Join, Decision, Final

Both UML Activity Models start from initial nodes
and end with final nodes. Both models have Decision
nodes and Join nodes

Fig. 4. Generated UML activity model of
return car process

Fig. 3. Generated UML activity model of
rent car process
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Figure 3 presents UML Activity Model of Rent Car Process generated from EM
through transformation algorithm. It defines how two participants – Swimlanes:
Manager and Client perform the activities related with Car renting process; there is
presented beginning of the process, flow of the activities, decisions made during the
process and possible endings of the process.

Figure 4 presents UML Activity Model of Return Car Process generated from EM
through transformation algorithm. It defines how one participant – Manager performs
the activities related with Car returning process; there is presented beginning of the
process, flow of the activities, decisions made during the process and possible endings
of the process.

4.3 UML State Models

UML State Models (only for two objects (car and manager) in this research. Note:
number of UML State Models of this example can be higher) can be generated from
EM, because all necessary elements for UML State Models are stored in it. Generation
process follows the steps of transformation algorithm. Connections between EM and
UML State Models elements are described in Table 3.

Table 3 defines EM and UML State Models elements of two diagrams and defines
their meaning in Car Rental Company example. Generated UML State Models are
presented in Fig. 5 and Fig. 6.

Table 3. EM and UML state model elements of car rental company [6, 8, 9, 12]

EM element -> UML element Car rental company example

Process, Function
-> Behavioral state machine

In Fig. 5 UML State Model there are defined states of the
Car and in Fig. 6 UML State Model there are defined states
of the Manager

InformationFlow
-> Composite state

In both UML State Model information about each
object/machine is provided as their state

Fig. 6. Generated UML state model of managerFig. 5. Generated UML state model of car
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Figure 5 presents UML State Model of Rent Car Process generated from EM
through transformation algorithm. It defines different states of the Car.

Figure 6 presents UML State Model of Return Car Process generated from EM
through trans-formation algorithm. It defines different states of the Manager.

4.4 UML Communication Models

UML Communication Models (only for two processes (rent and return car) in this
research. Note: number of UML Communication models of this example can be higher)
can be generated from EM, because all necessary elements for UML Communication
Models are stored in it. Generation process follows the steps of transformation algo-
rithm. Connections between EM and UML Communication Models elements are
described in Table 4.

Table 4 defines EM and UML Communication Models elements of two diagrams
and defines their meaning in Car Rental Company example. Generated UML Com-
munication Models are presented in Fig. 7 and Fig. 8.

Table 4. EM and UML communication model elements of car rental company [6, 8, 9, 12]

EM element -> UML
element

Car rental company example

Actor -> Lifeline In Fig. 7 UML Communication Model there are four Lifelines:
ClientRecord, Manager, Transaction and Car and they are
directly related with Car renting process. In Fig. 8 UML
Communication Model there are five Lifelines, Invoice is new
one and they are directly related with Car returning process

Process, Function
-> Frame

Figure 7 presents Car renting process and Fig. 8 present Car
returning process

InformationFlow
-> Message

In both UML Communication Models messages between all
Lifelines are presented

BusinessRule
-> Sequence Expression

In both UML Communication Models Sequence Expressions
define sequence of the messages

Fig. 7. Generated UML communication
model of renting car

Fig. 8. Generated UML communica-
tion model of returning car
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Figure 7 presents UML Communication Model of Rent Car Process generated from
EM through transformation algorithm. It defines how four Lifelines: Manager, Clien-
tRecord, Transaction and Car interacts during Car renting process.

Figure 8 presents UML Communication Model of Return Car Process generated
from EM through transformation algorithm. It defines how five Lifelines: Manager,
ClientRecord, Transaction, Car and Invoice interacts during Car returning process.

4.5 UML Sequence Models

UML Sequence Models (only for two processes (rent and return car) in this research.
Note: number of UML Sequence Models of this example can be higher) can be gen-
erated from EM, because all necessary elements for UML Sequence Models are stored
in it. Generation process follows the steps of transformation algorithm. Connections
between EM and UML Sequence Models elements are described in Table 5.

Table 5 defines EM and UML Communication Models elements of two diagrams
and defines their meaning in Car Rental Company example. Generated UML Com-
munication Models are presented in Fig. 9 and Fig. 10.

Table 5. EM and UML sequence model elements of car rental company [6, 8, 9, 12]

EM element -> UML element Car rental company example

Actor -> Lifeline In Fig. 9 UML Sequence Model there are four
Lifelines: ClientRecord, Manager, Transaction and
Car and they are directly related with Car renting
process. In Fig. 10 UML Sequence Model there are
five Lifelines, Invoice is new one and they are
directly related with Car returning process

Process, Function -> Message In both UML Sequence Models messages between
all Lifelines are presented

BusinessRule -> Execution
Specification, Occurrence
Specification

In both UML Sequence Models Execution
Specifications define durations of the executions and
occurrences of the messages

Fig. 9. Generated UML sequence model of renting car
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Figure 9 presents UML Sequence Model of Rent Car Process generated from EM
through transformation algorithm. It defines how four Lifelines: Manager, Clien-
tRecord, Transaction and Car interacts during Car renting process, presents the
sequence of Messages and duration of Executions between the Messages.

Figure 10 presents UML Sequence Model of Return Car Process generated from
EM through transformation algorithm. It defines how five Lifelines: Manager, Clien-
tRecord, Transaction, Car and Invoice interacts during Car returning process, presents
the sequence of Messages and duration of Executions between the Messages.

5 Conclusions

The first section of the article defines the Enterprise Model structure by presenting class
diagram of EMM and listing all its elements also explaining their necessity in IS
engineering process. Gathered problem domain data may be stored in EM and used to
further IS development process.

The next section presents top level UML models transformation algorithm from
EM depicted step by step. As UML is frequently used in IS design process, UML
models may have great impact of the success of this process. In this section there are
also defined commonly mandatory EM elements for most used UML models.

In final section description of particular problem domain is presented. In this
research example of Car Rental Company is analyzed for the purpose to define that
same problem domain may be presented from different perspectives with the help of
UML models. All problem domain knowledge is stored in EM by analyst, and all this
verified and validated information is used for different UML models generation by
using transformation algorithms. UML Use Case, Activity, State, Communication and
Sequence models are generated from EM. This list of generated models is not final, it is
possible to generate all other UML models, depending on necessity to depict IS from
different perspectives. These generated models confirm the sufficiency of EM in UML
models generation process. Most important condition is that data stored in EM must be

Fig. 10. Generated UML sequence model of returning car
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acknowledged by analyst, because this procedure ensures lower number of possible
errors and allows to avoid increased IS engineering process duration.
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BIS Education Workshop



BisEd 2021 Workshop Chairs’ Message

The BisEd (BIS Education: Trends and Challenges) Workshop held at the 24th
International Conference on Business Information Systems (BIS 2021) was the inau-
gural meeting of researchers and practitioners interested in the education of BIS. The
workshop was organized with the intention to offer an opportunity to discuss ideas and
share experiences related to the special challenges facing business information systems
education under the recent surge in need for online learning and teaching.

Indeed, the recent global challenges reinforced by the COVID-19 pandemic have
brought online education to the forefront of academic attention – both as a techno-
logical opportunity to maintain the continuity of teaching (at all levels of education)
and as a challenge to innovate and apply new methodological approaches. To meet this
challenge many institutions have put a lot of effort into both technology and teaching
methodology improvements. Researchers and educators were thus invited to submit
papers that could be of interest to the whole BIS community. There were seven pro-
posals, of which four were accepted. These four covered case studies, theoretical
discussion of a blended-learning compatible BIS curriculum based on shared values,
and a review of BIS education programs worldwide.

The workshop was held on the afternoon of June 14, 2021, and had close to thirty
participants from ten countries over the course of the program. In the focus was a
recently launched Erasmus+ project titled ‘BIPER’ which had re-framed BIS education
according to the TOGAF (The Open Enterprise Architecture Framework) approach
using problem-based learning principles. This chapter contains the reviewed and
updated paper versions of the four presentations that were delivered as part of the
workshop. Based on the success of this first instalment of the workshop, there is a
definite interest to continue next year at Bis 2022.
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Reconsidering the Challenges of BIS Education
in Light of the COVID Pandemic

Csaba Csáki(&) , Ildikó Borbásné Szabó , Zoltán Szabó ,
Olga Csillik , and András Gábor

Corvinus University of Budapest, Budapest, Hungary
csaki.csaba@uni-corvinus.hu

Abstract. So far, the biggest challenge for a comprehensive Business Infor-
mation Systems (BIS) education curriculum was the fast-changing nature of its
target market and the resulting demand for a combination of up-to-date technical
knowledge, organization-centred mindset, and adaptive skills. However,
advances in pedagogical methods, changes in the skills of high-school gradu-
ates, and widening online options in the wake of the COVID-19 pandemic
brought on a new set of expectations. This situation may be considered an
opportunity to address the threat of potentially increasing mismatch and
misalignment between competences required by the IS industry labour market
and current training contents offered and methods used by higher education
institutions. This paper provides a systematic and comprehensive overview of
the challenges BIS programs have to face and address. It considers everyday
experiences of BIS educators and current best practices as starting point. Then
provides an overview of employer and alumni opinion, as well as reviews up-to-
date teaching methods related to teaching soft computer skills. It also considers
the requirements and opportunities related to an increasingly online-centred
situation. Based on these challenges the paper lays down the foundation for a
potential curriculum design approach intended to address all of the above issues
in an integrated framework.

Keywords: Business Information Systems � Higher education teaching
methods � Online education � TOGAF � Curriculum design

1 Introduction

The academic field of Business Information Systems (BIS) is a complex area bridging
business and organisational topics with questions of applied information technology.
Teaching such a multidisciplinary domain which assumes not only knowledge of
theoretical concepts and technical skills to use tools but also a problem centred mindset
and related problem-solving abilities is a challenge in itself. However, with the
heightened need for high-quality online education (offering both distance or blended
learning options in the wake of the COVID-19 pandemic) educators of this area face
increased difficulties to find appropriate methods and create new content and teaching
material. Sharing ideas and experiences regarding what worked and what was less
successful could enhance our knowledge of BIS distance education.
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Creating third level programs to educate professionals who are able to meet current
and emerging expectations drew different answers from different stakeholders [1–3]. In
fact, even the name of programs offered show some divergence: depending on native
language, history, and culture, BIS-like education is offered under different names
including: BIS, Management Information Systems, Business Informatics, Business and
IT, Business IT, Business Computing, and so on. Beyond the names there are, of
course, curricula offered with different goals and focus ranging from those closer to
technology and computer science, through business analytics (or even data science), to
more business focused options [3].

Over the last decade two trends may be observed in the demand for BIS graduates.
On the one hand some employers, especially SMEs expect graduates who can take on
responsibilities almost right away (i.e. having a wide range of specific skills including
programming or use of certain tools), while other organizations (mostly large and
multinational ones) expect newhires to be flexible, with convertible skills (as they will
provide them with customized corporate training) [4, 5]. These demands add to the
challenges of an already complex educational setting.

Therefore, to understand the full picture of BIS education of our days, this theo-
retical discussion offers a systematic overview of various challenges BIS programs
need to address and concludes in a proposed integrated approach based on the TOGAF
framework [6]. Therefore, this paper first looks at everyday experiences of BIS edu-
cators including current best practices. The third section then provides a discussion of
challenges along the following dimensions: employer and alumni opinion about
required BIS job skills, changes in abilities of incoming high-school students, latest
trends in teaching methods, modern assessments techniques, tools and trends of online
education, and the special situation highlighted by the recent COVID-19 pandemic.
Based on these challenges the fourth section lays down the foundation for a potential
curriculum design approach intended to address those issues. The paper closes with
summary and further directions.

2 BIS and Its Education

2.1 Typical Characteristics of the BIS Field

The labour market where Information Systems professionals are employed may be
characterized by the fast-changing nature of the jobs and the resulting demand for a
combination of up-to-date technical knowledge and adaptive skills rooted in the
project-oriented and teamwork-based reality of developing, implementing, and
managing IT/IS solutions in an organizational context [7]. Beyond the obvious basics
of the trade, interpersonal skills, team building and the ability to combine individual
efforts with group work are an essential part of BIS professionals [8]. Employers
value problem-solving skills and independence with the ability to learn quickly. On top
of basic knowledge of IT and business concepts, a broad professional outlook, the right
mindset and a systems approach is expected. A good level of English is a must these
days.
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BIS graduates are typically hired to bridge the gap between IT and business. This
gap is especially relevant for large and medium sized companies, or for IT service
providers. Typical business IT jobs include: business analysis, system development,
digitization, presale activities, logical and physical design of IT services, database
management, data analysis and data mining, IT demand management, IT project
management, IT services financial controlling, application and service support, IT risk
analysis, automation of business processes, and software testing. Regarding specialized
IT-IS areas, the list ranges from artificial intelligence and its application, automation,
autonomous systems, and process optimisation, to GDPR, cybersecurity, IT security,
but industrial modernisation (industry 4.0), databases, BI and data visualisation are also
strongly emphasised.

In IT related areas knowledge of the basics changes quickly. Knowledge gained
during institutional training can quickly become obsolete, and technologies learnt can
get outdated. It is an important goal for students to be able to learn independently, and
be capable of self-driven, self-regulated learning.

2.2 A Brief Overview of Some BIS Programs Around the World

A comparative analysis of practices in BIS programs was conducted for 26° programs
around the world (see [9] in this volume). They are offered by institutions highly
ranked on the Times Higher Education World University Rankings list. These insti-
tutions are concentrated in Europe and mainly in the UK, but three are from Asia, two
from Australia and one from the United States. 4 programs focus on Information
Management, 8 programs are about Information Systems, 5 programs focus on IT, 5 are
from the analytics or data science side and 4 covers business administration domain.
35% of these programs aims at focusing on how technology drives business.

Typical career paths at these institutes are business analyst, consultant, project
manager and developer in banking, finance, IT sector etc. Companies are involved in
not just hiring students as interns, but also in carrying out these courses. Interesting
result was that project work was a quite popular methodology applied by these insti-
tutions Practice-oriented knowledge transfer is realized in this way. Some programs
provide minor program besides major but other ones make their students specialized by
elective modules. Their subjects go around e-business, data science, information sys-
tems auditing, artificial intelligence, digital transformation domain and so on. The
typical length of studies is 6 or 8 semesters, but the total number of credits vary on a
broad scale from 120 to 480. Practically, Anglo-Saxon institutes prefer providing
programs with high total credits. Their courses usually have 15–20 credits and they put
relatively small attention on foundation subjects (approx. 10% of total credits). It is
quite common for all peer institutions that Information Technology and Manager
Information Systems subject appear in the same degree in the programs.

Reconsidering the Challenges of BIS Education 63



3 Specific Challenges to Teach BIS

3.1 Challenges of Teaching BIS Arising from the Nature of the Field

BIS is a truly interdisciplinary subject and its education covers several fields – albeit in
differing depths – and successfully applying them requires the understanding of their
interworking. There are mathematical foundations (analysis, algebra, statistics) but it is
also rooted in the basics of economics (e.g. macro and micro economic theories). It
requires computer science (hardware, software, and network architecture and pro-
gramming) foundations too, as well as knowledge of operating systems and various
protocols. It also builds on organizational studies (including organizational functions,
management, and production processes) [10]. Most importantly it has specific areas
involving the application of all of the above, such as functional and enterprise systems,
as well as systems development, deployment, and impact analysis. The main challenge
for a comprehensive Business Information Systems education curriculum is the pace
of-change in its target market and the resulting change in knowledge and skills
requirements.

Beyond its multidisciplinary nature, pedagogically it is characterized by a typically
high ratio of seminars, the need for project focus, and the requirement of working in
groups [8]. BIS education in a classroom context - considering the Bachelor level - may
be described by what the literature calls ‘active learning’ focusing on student inter-
action. For online options video and audio solutions are usually augmented with less
synchronous means such as text messages or sharing files, this still does not make up
for lost personal proximity. Using document sharing options and working on the same
file together raises new challenges just as much as offering new opportunities. To be
successful in this setting of increased complexity and expectations lecturers could use
any help they could get - let it be experiences, best practices, successful methodologies,
or even ready-made materials [11].

3.2 Global Generational Challenges to 3rd Level Education

Incoming students who arrive to a BIS BSc program show a strong character of digital
readiness, even more than their peers in general. The accelerated evolution of our
digital world fundamentally determines the life of our youth (even in less developed
countries). They may be described being “phygital” [12], as in their world everything
physical now has a digital equivalent. From physical reality they have moved to digital
communication [13]. For them the real and the virtual is strongly coupled and forms a
unity [14]. The continuous technological revolution leading to newer and newer
solutions appearing with increasing frequency requires flexibility, creativity, and a fast
adaptation to desirable behavioural patterns.

The available information is almost infinite, sources of information are countless
and change fast. At the same time, the content of knowledge and the forms of teaching-
and-learning (T&L) have also been changing. It seems that traditional forms of
knowledge transfer have become less efficient [15]. Students acquire a growing portion
of their knowledge from sources outside educational institutions. In the fast expanding
informational space stimulus threshold (of attention) is raised, the youth longs for
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newer and newer impulses and information. The vast opportunity for quick information
also makes them less patient. However, when it comes to making decisions they appear
more uncertain and tentative despite their apparent confidence in getting information.
They need outside assistance, guidance, and help with avoiding the temptation of
constant interruptions to focused studying, because there is a steady influx of activity
requests such as visiting webpages not related to the learning material, checking emails,
visiting social media profiles, joining a chat, or simply playing games [16]. Due to the
too high pressure coming from education institutions and teachers coupled with
inadequate time-management skills this generation of teenagers has a higher tendency
of mental problems than their predecessors had (for example, in the United States
youngsters who have experienced some form of depression reached almost 60% in
2017) [16].

Today’s high-school students expect relevant, quickly applicable knowledge from
education institutions mostly covering technical literacy (such as math, coding, basic
technical sciences), as well as data management and interpersonal skills (to be able to
connect to others). They value system level thinking, creativity, and knowledge about
human behaviour – preferably acquired through experience-based learning [14]. They
expect different teaching methods and educational arrangements during their (manda-
tory) formal training. Their preference is increasingly shifting towards forms of active
learning, that are based on gaining experience through practical exercises and require
intensive communication [17]. At the same time, they constantly seek feedback, long
for reassurance and expect rewards [18].

3.3 Availability of New Advanced 3rd Level Teaching Methods

Over the last two decades or so major changes may be observed in the pedagogical
methods available to the university and college teaching community. Some of these are
rooted in general new pedagogical approaches while others consider improvements to
online options. And, of course, there is a clear drive to integrate them as well.

Problem based learning (PBL) has emerged from constructivist didactics and
builds upon students’ preliminary knowledge, expectations and interest. For this the
starting point of learning is a problem or an issue to solve and students first get familiar
with it before learning the information necessary to create a solution. The method is
characterized by student-centeredness, work in small group, the presence of the teacher
as a facilitator, and the work being organized around the problem [19]. The method
incorporates the gaining of knowledge with the development of general skills and
attitudes. It also promotes the development of numerous important soft-skills, e.g.
communication skills, teamwork, problem-solving, independence, sharing information,
and the respect of others [20]. Since one of the starting points of the method is taking
the students’ individual differences (interest, preliminary knowledge, etc.) into con-
sideration, it is typical that students are motivated to work, spend much time on their
studies and intensively take part in course work - especially if they also have an
opportunity to have a say in defining the problem [21].

Inquiry-based learning (IBL) is a group of student-centred methods driven by
inquiry or research [22]. According to Spronken-Smith et al. [23], IBL is used typically
for teaching natural science subjects, where participants experience the process of
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knowledge creation, and discover the meaning and relevance of information through a
sequence of steps. This way learners reach conclusions and reflections related to the
newly gained knowledge. The method builds on the curiosity of students about the
world surrounding them. Its aim is to develop critical thinking, increase the ability for
independent research and raise awareness among students that they are responsible for
their own learning, growth, and full maturity [24]. Ernst, Hodge and Yoshinobu [25]
who examined the efficiency of the method in relation to the teaching of mathematics,
emphasize the deep engagement in rich mathematics (and in general the topic) and the
opportunities to collaborate (in some form) during problem solving. The claim is that
during the application of this method students’ learning performance increases, so does
teachers’ joy of teaching along with the number of teacher-student and student-student
interactions.

The flipped classroom educational process model is a form of blended learning.
During the application of this instructional strategy preliminary, individual processing
of the material of traditional lectures takes place first (typically online), which is then
followed by an active classroom work also incorporating problem-based, cooperative
methods [26]. In the interpretation of Bishop and Verleger [27], during the preliminary
preparation students process multimedia contents. According to Lo, Hew, and Chen
[28] this method is based on the use of online technology such that video teaching
materials (prepared in advance in short portions of 8–15 min) should be watched by
students. Then actual classroom work is composed of short lectures as well as problem
solving exercises (individually or in small groups). According to the creators of the
model [29], watching the videos just before class is not enough for success. He finds
that real information processing and learning should take place at home and students
are to arrive to class with notes and questions, which are checked and answered by the
teacher. Tucker [30] emphasizes the rethinking of all aspects of teaching and names
‘best utilization of the time spent on learning’ as the main goal of education.

In case of the so called ‘mirrored classroom’ educational process students found
their knowledge with their preliminary preparation, which is deepened by conversa-
tions during (in-school) classes, complex and cooperative tasks, and teachers’ feed-
back. All these promote the autonomy and cooperation of students while matching
students’ individual needs much better [31].

Agile Teaching/Learning Methodology (ATLM) is designed for higher education
by building upon the best practices and ideas from the field of software engineering. It
utilizes concepts from agile software methodologies [32] which is based upon the
observation that the processes of software development and learning are in many ways
very similar: participants with different (sometimes clashing) goals work together until
a certain deadline, based on a very tight schedule, possessing limited resources, and
facing many expected/unexpected events. Therefore, both processes require detailed
planning/scheduling, follow up and governance, with continuous assessment and
feedback from key stakeholders. Building upon these similarities, application of the
agile method in education (i.e. during the planning of teaching-learning processes)
focuses on three key characteristics: agility, extremes and independence.

Constructivist learning theory assumes that there are no two identical students:
everyone has different abilities, preliminary knowledge, ranges of interest and learning
needs. Not all students are able to learn at the same pace, along identical
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methodologies. Consequently, the most important task of teachers is to help students in
learning and construing their knowledge. All these have to be taken into consideration
when planning the teaching-learning process through emphasizing the interaction and
communication required among students/teachers and the requirement of adapting to
changing needs. These assume agility: the teacher should be able to adapt quickly to
students’ skills and needs and modify courses. Adaptation and ‘finetuning’ of courses
can happen properly and in a planned way if students get continuous feedback on their
work (in the form of formative evaluation) and they also help teachers with informal
(and often anonymous) feedback. This is the ‘extreme’ characteristics of the ATLM.
During the application of this method the central role of teachers continuously fades
away, they gradually pull out of the teaching-learning process, while students get more
and more self-confident to learn independently and gain the skills, which are important
from the aspect of lifelong learning. This is the dimension of independence. For all
these to get implemented in classroom practice, the following methodological solutions
are proposed: knowledge sharing among students, continuous feedback and teaching
learning.

3.4 Challenges to Assessments

While summative methods are very important and they have a clear pedagogical
foundation with new methods of teaching come new methods of assessment as well
[33]. These methods move beyond the traditional approaches and propagate in-process
evaluation of students’ comprehension and progress. Formative assessments are formal
and informal procedures conducted by teachers during the learning process and are
aimed for supporting learning. They are supportive and development focused assess-
ment techniques [34] and include for example diagnostic testing, heterogenic assess-
ment, as well as self- and peer assessment. In addition, to treat students in a holistic
manner, it is not irrelevant how students feel about themselves and their education.
Consequently, student well-being is considered as a fundamental condition of suc-
cessful teaching [35]. A clear challenge for BIS is how this philosophy and corre-
sponding techniques may be integrated with the nature of the field as discussed in
previous subsections.

3.5 Challenges of Teaching BIS Online

The pace of technological development constantly offers new opportunities and the
context of learning is increasingly shaped by digital media including the personal
ownership of various (e.g. mobile) devices. But teaching BIS online – or mostly online
– is not straightforward and has its – already existing – challenges of its own. This is
due to the fact, that in a digitalized world, education, like many other sectors, could not
avoid adopting new technologies. A lot has changed over the past two decades or so
since the birth of the idea of ‘online learning’. Even the terminology has integrated a
mushrooming set of new expressions: e-Learning, blended learning, distance educa-
tion, technology enabled teaching, hybrid education, MOOC, virtual classroom, just to
name a few. This is even further magnified by the difficulty of teaching computer soft
skills (personal communication, groupwork, project management, etc.) online [36].
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3.6 Special Challenges of the COVID Pandemic

While eLearning has been around for over two decades now, the recent global chal-
lenge invoked by the COVID-19 pandemic has put online education into the forefront
of academic attention – both as a technological opportunity to maintain the continuity
of teaching (at all levels of education) and as a challenge to innovate and apply new
methodological approaches. The current pandemic put extra strain and challenge on
most universities to retain the quality of their education. It has become clear that
innovative approaches are needed – and needed fast: approaches that can help to
deliver high-quality education from a distance. COVID thus has pushed online,
blended, hybrid solutions, but those have their own problems in themselves which this
rush to respond just further. As a most recent development our social context – shaped
by fear and protective distancing – influences expectations and modes of knowledge
exchange as well. “During the pandemic the learning space has become fully digital
including the same learning resources. While learning space is transforming, we also
need to rethink about the other qualities of the learning design in IT education and
proceed with potential adjustments” [37] (p. 1).

However, while (aforementioned) modern teaching methods assume a well-
organized learning space to be successful, this appeared not to be the case under the
changes introduced as a reaction to COVID. While there was a (sudden) move to online
or blended education, results may be described being only partial solutions in the sense
that while teaching is now technically online, it really only utilizes technology to allow
access. Indeed, it does not seem to involve full methodological adjustment to take
advantage of technology. In other words, reorganizing teaching did not fully happen
along clear methodological guidelines (such as flipped classroom practices, for
example), instead, it simply moved more materials online. This is true even for videos,
which were prepared out of necessity and their creation was not a result of applying
consistent methodological principles (i.e. it has happened more reactively as opposed to
being carefully planned). Thus, learning spaces were more ad-hoc than designed.

4 Towards an Advanced BIS Curriculum Framework

The world of information systems and info-communication technologies (ICT) in
general are changing fast, sometimes rapidly. Therefore, everything we say about
systems design or IS education is rather relative and need to be put into historical
context to understand why changes happen and what is the expected lifetime of a
paradigm-shift in the field. However, the goal of redesigning BIS education is not only
the need to keep up with this pace, indeed, as it was demonstrated so far, there are
additional factors that influence the way BIS may be taught.

It was already realized by Zachman ([38], see also [39] for an update) that due to
the development in data processing, implementation of IT supported business functions
often result in rather isolated solutions, and instead of being an accelerator of adaptivity
and supporter of competitiveness, costly IT solutions often freeze the enterprise at the
technological and application level applied at a given time. Indeed, because IT system
are usually large investment and even when old can still work relatively well, their
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replacement by the latest technology, platforms, or solutions is a difficult decision, not
to mention the costs and risks. Instead, a more flexible view is needed, one that is built
on architectural concepts. This approach eventually led to the development of The
Open Group Architecture Framework or TOGAF [40]. Indeed, this approach provides a
guideline around which an evolutionary BIS curriculum design approach may be
organized.

TOGAF differentiates among several architecture domains (called the Enterprise
Architecture Model – EAM): business architecture, information systems (data and
application) architecture and technology architecture. For enterprises this view may be
used to create a process of systematic redesign. In each domain there is a baseline and a
target architecture, and a gap analysis can create a roadmap of change. This way the
organisation and IT management can follow a well-controlled and coherent develop-
ment scenario. The suggested architecture development method (ADM) is split into
four phases: creating the architecture context; architecture delivery; transition planning;
and architecture governance. This creates an opportunity for a customizable frame-
work, repeatable architecture development, which means stepping further towards the
advanced, integrated solution; considering re-usability, standardization, interoperabil-
ity, and portability.

From a different point of view the dimensions and the process of TOGAF may be
utilized as a backbone for BIS curriculum design since the EAM is built on the strong
correlation between IT technology and business management (which is key to BIS). If a
curriculum is considered as set of requirements that need to be met during T&L, it is
easy to see that these requirements may change by time, place, type of audience, level
of education, and the way of implementation. Requirements might reflect professional
viewpoints (such as the AIS guideline) or the short-term interest of the labour market or
long-term, future demand of the world of labour (that may be hard to predict).
Therefore, similarly to the TOGAF philosophy, separation of requirements (or in the
EU, competences) from implementation is a must.

This could be augmented with the latest pedagogical approaches to make it fresh,
approachable, and ready for blended learning. In every stage of the architecture
development method developers have to contrast the information technology solution
with business objectives, processes, and maturity. This and the relatively low level of
complexity of EAM fits well to the idea of problem-based T&L. Students may be posed
an (organizational IS) problem and seeking solution(s) would force them to explore
relevant concepts, information, and techniques while incurring required skills and
competencies. One may skip traditional course design, since problem-solving is now
placed into the centre of learning. Indeed, one may even start with a very complex,
almost unsolvable problem, which then would need to be split into smaller issues first.

Once the original problem was broken down into smaller ones, instead of being
‘taught’, students will study the business, its environmental and societal context, and its
characteristics which, hopefully, will lead to even smaller sub-problems that are more
feasible to solve. The expected final outcome is an outline of a working model. During
this process – instead of studying material from isolated courses and dedicated lectures
– students would need to learn business economics (including firm theory, sociology,
regulations, and so on) and at every stage they will need to learn the corresponding IT
technology part as well. The problem-solving process under this case-based framework
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will indicate where and when to introduce system design principles, and procedures,
database design, business intelligence methods, or governance issues. It may depend on
the timeframe of training, but at least two iterations are necessary. Student audience
must confront the barriers of the (suggested) solution. This way they will also
understand what the roles of maturity models, transitioning, and audit are – thus getting
a full picture of an organization and its information systems. The approach would
especially be effective in a dual education (internship, work placement) context.

5 Summary and Future Direction

This proposition paper provided a systematic and comprehensive overview of the
challenges BIS programs to face and need to address in our post-pandemic educational
context. The review of employer and alumni opinion as well as current BIS education
best practices was combined with a landscape of up-to-date teaching methods with
focus on teaching computer and organizational soft skills. In light of an increasingly
student-centred world augmented with extended online options the paper put forward a
BIS education design framework based on TOGAF. The argument for the need and
potential success of this approach is that it is capable of addressing the existing set of
interrelated issues and challenges in an integrated manner. Admittedly, one limitation
of this paper is that the six dimensions investigated in Sect. 3 were concluded from
literature. The obvious next step is then to put the suggested approach into practice and
create a BIS curriculum organized around TOGAF.
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Abstract. Universities have encountered numerous difficulties and challenges
during the COVID-19 pandemic. They used various approaches to deal with
these challenges. Unfortunately, these experiences are not widely discussed.
Therefore, this study provides preliminary insights on how the business infor-
mation systems department at the Faculty of Organizational Sciences, University
of Maribor managed to overcome different challenges and executed the study
process completely online in the COVID-19 pandemic. Experiences of con-
ducting several courses at the bachelor and master level are reported in the
paper. We also provide some suggestions on how to overcome specific chal-
lenges faced by students and lecturers. In the future, we wish to conduct a
multiple case study including the viewpoints of lecturers, support staff, and
students.

Keywords: Business information systems � Study process � Digitalization �
COVID-19 pandemic

1 Introduction

The higher education system has undergone numerous changes over the years [1].
Online courses, more diverse and international communities, and more study options
are just a few examples of the changes taking place at universities worldwide. Among
the most prominent drivers behind these changes has been information and commu-
nication technology [2], which also proved useful in the COVID-19 pandemic [3].

The COVID-19 disease broke out in China in December 2019. In Slovenia, the first
infected person was detected on March 4, 2020, and the disease began to spread across
the country. On March 12, 2020, the pandemic was officially declared and the gov-
ernment began to implement new measures to contain the pandemic, which, as else-
where in the world, drastically limited public life in the country. The government
withdrew the declaration of a pandemic on 31 May 2020. The first wave of the
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pandemic in Slovenia lasted 12 weeks. The second wave of the pandemic followed in
the fall, when the numbers of infected and dead began to rise sharply.

During the COVID-19 pandemic universities had to conduct lectures and tutorials
online, as all educational institutions were closed. Numerous difficulties and challenges
have been encountered in this process. There are also various approaches used by
faculties to deal with these challenges. Unfortunately, these experiences are not widely
discussed. Therefore, to better deal with the difficulties and challenges presented by the
COVID-19 pandemic, it is important to share best practices and learn from other
experiences.

In this study, the focus is on business information systems education in Slovenia
and how the Faculty of Organizational Sciences, University of Maribor managed to
overcome different challenges and executed the study process completely online in the
COVID-19 pandemic.

2 Materials and Methods

This descriptive study reports the experiences from the Faculty of Organizational
Sciences, University of Maribor during the COVID-19 pandemic. This faculty was
chosen because the authors are part of the Information Systems department and were
involved in the study process during the mentioned period. This department consists of
13 members that cover different fields of information systems and are lecturing dif-
ferent courses in the undergraduate and master programme of Organization and
management of information systems (OMIS) study programme. The authors are
involved in several courses, for example, Business Model Design and Business
Information Systems, Digital Business, Decision Theory, and Data mining to name a
few.

Each author provided experiences on the digitalization of teaching and learning
during the COVID-19 pandemic. These insights were then combined by one author and
then reviewed by all of them. The revised version of combined insights is provided in
the following section.

3 Findings

Traditionally, the faculty’s study programmes are all accredited as a blended learning,
combining in class and online lectures and tutorials. For this purpose, we used Moodle
as a common learning platform for all courses for many years. After the pandemic was
declared, teaching was switched to MS Teams. As this happened virtually overnight,
without any training for faculty and students’ different problems occurred, especially
concerning the student’s access to different program solutions, students’ collaboration,
and lack of material appropriate for online classrooms. The problems and how it was
dealt with are presented in the following subsections. First, the experiences at the
undergraduate level are presented, followed by the presentation of the experiences at
the master level.
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3.1 Undergraduate Level Experiences

At the undergraduate level students become acquainted with different work environ-
ments and problem-solving practices related to the development, operation, and
maintenance of information systems.

In this section we report observations from three courses in the OMIS study pro-
gram. The two of them - Business Model Design and Business Information Systems -
are taught in the second year and Digital Business in the third year. All three courses
are mandatory for the students of the OMIS program. In all three courses, we use
teamwork, problem-based learning, and various business modelling tools. There were
12 students enrolled in each of the first two courses, and 25 students in the third course.

In the first course we use a simple business case where students are divided into
groups and evaluate different problems and learn different tools while applying them in
different phases of Soft System Methodology. Later, they approach a complex case
developed based on a real environment - a small manufacturing enterprise. Normally,
we often use a blackboard, large posters, markers in different colors, and “post-it”
papers during class. Student groups used separate parts of classrooms for discussing
and collaborating. This was much more difficult with the MS teams. Sometimes a
simple drawing to show how to use a particular tool took a lot of effort to draw using
MS Visio or another tool, even if the templates were used. For students to collaborate,
we prepared channels in MS Teams, one for each group. However, they used these
channels only during lectures. For collaboration on their assignments outside lectures,
they used Discord. During the lectures, it was more difficult to engage students in
conversation, because it was the first time we met in a virtual environment. They were
shy and only participated in the conversation when invited and called by name.

After this course, we met again with the same group of students in the Business
Information Systems course. There was less teamwork in the lectures and we did not
use any tools, because they were already familiar with the tools from the previous
course and they needed these skills only for completing their seminar work later in the
exercises. We focused more on the technological perspectives of information systems
and discussing the different cases. Student engagement was the same as in the previous
course. Only a few students participated in the discussion. The others participated only
when called upon by the lecturer.

The Digital Business course is taught in the third, final year of the undergraduate
program. We met with this group of students in person before the pandemic. However,
half of the students were from the program Business Engineering. And it was with
these students that we met for the first time. Surprisingly, these students were also more
engaged, even though they were not familiar with the content of Information Systems
or Digital Business. This course was more dynamic, with more discussions. This course
looks for the innovation potential of digital business models. Students have to apply all
the knowledge, skills, and tools they know from previous courses. The result of their
assignment and exam must be an innovative digital business model. For this purpose,
we use design thinking to stimulate the students in the innovation process. They also
presented their ideas to other peers during the course and we had several facilitated
discussions as well as brainstorming sessions. In the end, students provided new ideas
that were elaborated according to the syllabus.
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More technological problems occurred during the tutorials, where students are
working with different program solutions (e.g. SAP, Datalab Pantheon X). Before the
COVID-19 pandemic access to all the program solutions was provided through com-
puters located in the computer classrooms. As such, students did not need to install
program solutions by themselves on their computers. When they needed to install
program solutions themselves, many of them had problems because of the different
hardware equipment, operating systems, and other settings they are using. When we
managed to overcome these first barriers we were able to proceed with tutorials. The
next problem that occurred, was related to very slow progress through the assignments.
For example, the majority of students did not have an additional screen that would
enable them to more easily follow the tutor instructions. Furthermore, some students
had issues with the microphone and they reported problems by writing them into chat,
which further hindered the progress. To proceed more quickly, tutors had additional
sessions with those students who had problems. As the tutors’ overload was detected
this was just a temporary solution.

3.2 Master Level Experiences

At the master level students develop research, technical, analytical, communication and
management (managerial) competencies that enable them to lead effective groups and
manage business activities through information and communication technology.

In this section we report educational experiences from two courses on the OMIS
program: Decision theory and Data mining. The lecturer was using a PC with two
monitors, audio-video equipment for communication, and a graphic tablet (Wacom
Cintiq 16). During both courses several programs were used, mostly open source, fully
available for students (i.e. Orange data mining, Silver decisions, DEXi, etc.).

The decision theory is the first-year obligatory course for the OMIS students and an
elective course for the students of the Enterprise engineering programme. Data mining
course is an elective course for both the IS and enterprise engineering programmes in
the second year (fourth semester) of master level studies. Usually, in the first year of
master studies most students (80%) previously finished the bachelors studies of one of
the Faculty of Organizational Sciences programmes. The remaining students are from
other faculties and fields of studies (i.e. economics, social sciences, computer science,
mathematics, etc.). There are usually some international students enrolled as well.
There were 29 students enrolled in this course. This is an educational challenge in
itself. Students have different previous knowledge, different levels of understanding of
complex management problems, they often have no real-life experiences, and during
the Decision theory course the lecturer must bring some of those real-life ideas of
complexity to them. In previous years we have developed business simulators to
support teaching about complex management problems [4]. The experiments that we
have conducted from 2003 to 2006 showed that group supported simulation based
learning contributes to a better understanding of the management problems and support
learning about decision-making [5]. However, we could not use the business simulator
in the online environment, because of the lack of IT support. Also, in the usual
classroom environment the lecturer can use the blackboard to present the methods and
techniques of decision modelling. The graphic tablet can somewhat replace the
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blackboard, but this means that the lecturer is working on at least two screens. At the
beginning of the course the students were a bit shy, but by the end they started to
communicate more freely. They were purposively assigned into working groups,
matching those who previously finished the Faculty of Organizational Sciences with
those that came from other faculties.

The data mining course is different in the way that the group is smaller (up to 15
students), and by the fourth semester they have already known each other and have
worked together before. Based on our experiences from the first wave of the pandemic,
we have adjusted the lectures so that the lecturer used the Orange data mining software,
while explaining the theory behind the methods and algorithms. This way, the students
were more focused on the topic, there was more feedback seeking behaviour present
and they were readier for the tutorials and independent work that followed the lectures.
However, not all the students have two screens that would enable following lectures
and simultaneously working in Orange. The students sought feedback more often
compared to the first year’s students. There was almost 100% attendance at the lectures,
and all the students passed the exam on the first attempt, which was not the case at the
Decision Theory course.

When tutorials took place, we encountered a lower level of productivity among
students. Although more students were able to attend tutorials, some of them seem to
only partly follow them, as they attended them during their work or other obligations.
Thus, they were not able to fully focus on assignments and actively participate in the
discussion. Consequently, we noticed a decrease in the quality of the submitted
assignments.

4 Discussion and Conclusion

During the two waves of the COVID-19 pandemic, we have encountered different
challenges. Some of them were quickly solved, while some remain even after the
second wave of the COVID-19 pandemic. We did not notice essential differences
between the experiences at undergraduate and master levels, but we can make some
general conclusions based on our observations.

We noticed that many problems related to technological issues were resolved to the
extent that the majority of our students can work in the learning environments that are
required for each course. Unfortunately, the internet connection and technical equip-
ment issues that students are facing [6] cannot be resolved by the faculty. Therefore, it
is important to inform students before the course, what kind of technological equipment
they will need to complete it.

Switching from traditional to computer-based learning/teaching is another problem
that we noticed. In the first wave, we encountered difficulties to adapt from both sides,
teachers, and students, but in the second wave mostly by students in the first year of
undergraduate and master studies. We relate this adaptability struggle to unique cir-
cumstances, as our students were not able to meet in person at the beginning of the
student year. Furthermore, lack of computer literacy prevented these students to
manage their assignments and courseware provided [7]. To overcome this problem, the
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faculty should offer their students (at least to the first-year students) basic courses in
computer literacy.

Teachers have also struggled to motivate students at times. As some of the
approaches did not prove successful we tried new ways, including offering them extra
credit, adjusting the expectations, and laying out estimated completion times for each
assignment. We also tried to motivate them by setting a collaborative environment [8].
This approach proved to be more effective in smaller groups where students already
knew each other. In contrast, the larger groups that had never met in person were more
difficult to involve in conversation with the teachers and among students.

Overall, even though substantial efforts were made by faculty to implement the
distance study process, the disruption caused by the COVID-19 pandemic will have a
long-lasting effect. Based on these experiences, we can expect in the future, a variety of
new, more hybrid, and flexible teaching approaches that will motivate students to learn
and help the teacher to better deal with situations, such as the COVID-19 pandemic [9].
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Abstract. COVID-19 pandemic has taught us how to continue with the day-to-
day activities interacting and working from remote locations. In this paper, we
have highlighted the positive approach necessary to complete a project with
success under this constraint by interacting regularly with the relevant stake-
holders keeping focus on the final project deliverables. The salient points with
supporting references are chalked out which might be helpful for others to
follow if faced with stressful situations that COVID-19 pandemic taught us.

Keywords: Project management � Small and medium size enterprises (SMEs) �
Self-reflection � Information technology � Business intelligence

1 Introduction

Involving oneself in a project is one thing and completing the project is another. The
project manager (PM) plays a key role in progressing the project, in collaboration with
the other members of the project’s team, towards the vision for the end-result that has
been set out at the very beginning of the project. However, establishing the vision of a
project and what the possible project outcome should be it is not easy to set out in the
initial days of the project. Following constructive methodologies makes it easier for the
PM to develop such vision and identify desirable project outcomes. To establish the
outcomes and their requirements it is necessary to embed the interaction with stake-
holders related to the project in the project management process from the project
ideation stages. The more accurately a PM knows the requirements for the project, the
more they can focus on key milestones that can determine the project success and
ensure that stakeholders are satisfied with it. In doing so the PM may target too broad
goals within the timeframe of the project. During the envisioning stages of the project
there is the risk that the PM may cast a wide net that determines goals too broad for the
project. To avoid this risk, it would be wise for the PM to narrow down the project’s
vision to one that is practical and useful for the end-users of the project deliverables.
Although the project vision should be the keystone that mandate how the project
evolves, problems and requirements set by end users might require that such vision
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changes and evolves during the project. This evolving vision might have dire reper-
cussions on the project, both economical and practical. To mitigate this risk, it is
important that the PM knows what the real-world situation is, and although there will
always be a certain degree of unpredictability, appropriate requirements and constraints
are set within the vision.

In this paper, the lessons learnt from a successfully completed recent project within
a small and medium size enterprise (SME) will be discussed. The project was funded
by a knowledge transfer partnership (KTP), a UK funding scheme aimed at embedding
academic knowledge into businesses by promoting collaboration between higher
education institutions (HEI) and industry.

The COVID-19 situation imposed considerable stress on the project. In this paper,
it will be discussed how such stresses were managed to ensure that the project could
continue and be successful. The aim is to share the experience we gained through a
case study with the hope that it will be of benefit to academic and businesses that
embark on a similar project.

2 Related Work

Project management is an established area of professional expertise and academic
research that offers a methodical approach to all stages of a project, ensuring each stage
is carefully planned, measured, and monitored [13]. Modern approaches of project
management can be tailored to fit the demands for the smaller organizations such as
SMEs [8]. By the UK definitions, small firms are those which employ 1 to 49 people,
whilst medium-sized firms are those which employ 50 to 200 people [12]. SMEs play a
vital role in the economy of any country as they represent the major share of business
activities [7]. KTP projects help the SMEs to acquire skills and technology that
strategically enhance their competitiveness through collaborations with higher educa-
tion institutions (HEI). The knowledge from the HEI is embedded into the company
through a project undertaken by a qualified graduate known as KTP Associate
employed by higher education institutions (HEI) [9].

SMEs need these kinds of projects because they are normally suppliers for larger
companies, such as ASDA, TESCO etc. in our case study, or cover a specialized niche
in the market. SMEs often create the final products or services for the end-users, but
due to their size and limited resources it is difficult for SMEs to compete with larger
companies without due consideration to the customer desires [7]. SMEs require to be
equipped with people that have mastery of modern technological skills such as digital
marketing, or knowledge of business intelligence tools, so that they can sustain their
business. However, acquiring such competencies is quite expensive. KTP projects help
to create a collaborative environment between various stakeholders so that the SMEs
can embed the discussed skills withing their business and endeavor to fulfil their
strategies.

The success for this type of projects depends on the systematic approach of the
KTP Associate in moving forward with the project, and on his project management
skills. Research suggests that a project becomes successful if the project planning laid
out by the PM is well developed [8]. Having the clear objectives, with support from top
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management is important for the success factors of SMEs’ projects [8]. A typical KTP
project will be presented as a case study in the reminder of this paper to highlight the
importance of project management skills, emphasizing on the vital role the KTP
associate plays to make the project a success story.

3 The KTP Project

Our case study is a recently completed two-year long KTP project, which started on 8th
April 2019. This collaborative project involved three organizations: Innovate UK,
University of the West Scotland, and Golden Casket. The company Golden Casket is
located at the north-western side of Scotland whose primary function is to produce
chocolates and sweets and distribute them to various customers. This company is
growing consistently ever since its foundation about 50 years ago. The project was
primarily related to the development of a mobile platform supporting the sales repre-
sentatives and enhancement of existing business intelligence platforms which are
pivotal to the company’s day to day decision making in the long run. The main
stakeholders from this project are HEI supervisory team, which supports and guide the
project from the technical point of view, the KTP adviser, which works as a link
between the HEI and the business ensuring that all the supporting elements and
decisions are actioned, the company supervisor, which ensures that the company can
embed the knowledge and supports the development of the project, and finally the end-
users, that drive the projects by establishing the requirements and the constraints, in this
case study the end-users were sales managers and salespersons within the company. To
monitor the continuous progress of the project, local management committee
(LMC) meetings took place quarterly.

3.1 Approach from KTP Associate

The KTP associate works within the KTP as a project manager. At the initial stages of
the project, the focus of the associate was on understanding the exact requirements, this
was achieved through a contextual study [6] with the sales-reps, in which the KTP
Associate shadowed and interviewed the reps, understanding their workflow and the
limitations imposed by their context during work. The contextual study helped
developing a set of user personae that were then used to develop the project require-
ments and mock-up the user interfaces of the mobile platform. In addition to the
contextual study the KTP associate worked with other company staff, understanding
how the company operation works, in particular during the life of the project the KTP
associate worked closely with the Director of Operations (company supervisor) which
helped the associate envision how the mobile platform will fit within the company
operations and what BI tools will be required to enhance the company outputs. Within
a couple of months from the start of the project, the project’s main requirements were
documented describing a systematic approach to reach the project deliverables. This
document was then circulated to both the HEI advisory team and the company
supervisor for final approval. The documentation enabled HEI supervisory team,
associate, and company supervisor to develop the vision of the project and remain
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focused on developing the deliverables and make the project a success. Once the
requirement document was developed, the next stage was to establish the technical
feasibility of the requirements and determine the optimum tools necessary to develop
the project deliverables. To achieve these goals existing company resources such as the
IT infrastructure, the technical documentations already in possession of the company,
and what the existing know-how of existing systems are, were studied. This helped
scope existing infrastructures and determine whether sufficient resources were in place
to support the project. For example, the company already had access to Microsoft
Dynamics-AX connected with a Microsoft SQL database server. This system was in
operation since 2017 and the company supervisor was the only knowledgeable person
to run it smoothly since that time. Once the scoping of the requirement for further
development to IT infrastructure was completed, the KTP associate could concentrate
on other elements of the project’s requirements. At this stage, it was helpful to know
how the company benefit from existing systems, aiming at identifying which areas
within the company the KTP project could augment and provide a clearer vision to for
the project deliverables. To achieve this insight, the KTP associate informally inter-
viewed staff within different departments of the company, such as the office personnel,
the warehouse staff, other company directors, and the end-users. The communication
skills and the note-taking habits helped a lot at this phase of the project. This pre-
liminary work and understanding of the company operations resulted to be very helpful
when the project faced the remote work conditions due to the COVID-19 pandemic
starting from March 2020, which coincided with the second year of the project. The
data gathered through contextual studies, informal interviews and notes were very
helpful to develop and compile business intelligence documents when the need for
face-to-face meetings were felt necessary but could not be materialized.

3.2 Importance of LMC Meetings

As part of monitoring the project progress, quarterly LMC meetings were regularly
conducted throughout the project time-period. All the stakeholders, comprising of the
HEI supervisors, the company supervisor, and the funder representative, took part in
these meetings. The KTP associate, in his role of PM, had to deliver a presentation
mentioning the project progress, future courses of actions and highlighting the
requirements for any technical or training support from different corners. The LMC
meetings main advantage was for the KTP associate, which helped keep his motivation
and instill a sense of urgency from the team towards the smooth progress of the project.
The LMC meetings also helped the company supervisor remain confident that the
project would be successful despite the difficulties imposed by the pandemic.

3.3 Crucial Implementation Stages

At the planning stage, it is easy to underestimate the effort needed to complete a project
objective and produce the required deliverables. However, a project can only be suc-
cessful if it fully satisfies the end users, it is therefore important to ensure that the
planning and time management allocate sufficient time for the implementation and
buffer period that allow for unforeseen delays. Implementation is a crucial stage during
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the development of software, and it is often the case that during iterative testing end-
users ask for more functions or requirements to be added with the deliverables. This is
very challenging for the developer (which in this case study is the KTP associate).
Because those requirements were not catered for in the initial planning or requirement
documents other technical support from the HEI could also not be available as the
project moved closer to its end. This challenging situation could be avoided if the KTP
associate spend a longer period of time completing the contextual study and gather
more data about the end-users during preliminary stages of the project. Although an
agile methodology Beck [1] was taken for the implementation of the mobile platform
the preliminary contextual study could have captured more requirements if more time
were allocated for it, which would have helped during the COVID-19 pandemic.

During the COVID-19 pandemic, the access to the end-users was challenging and
often not possible. Efforts were taken to develop prototypes on a PC and test them
remotely with the end users. This was not an easy task to do because the end-users were
available to do so, had other concerns (the pandemic), or they were sufficiently literate
in IT to perform these tests interactively. Best efforts were made by the KTP associate
to achieve a timely completion of the project. The success was possible thanks to the
strong sense of belongingness with the project developed during the initial stages of the
project, the motivation instilled by supervisors and LMC meetings, the personal
willpower of the associate, and the vision of success developed by the KTP associate.

4 Lessons Learned and Approach with Self-reflection

While working as a KTP associate a great number of skills could be acquired, namely
software development skills, such as how to follow the software development lifecycle
(SDLC), and negotiation skills, as the KTP associate had to face a good number of
intelligent people who were very helpful and demanding so that the project could be a
success in the long run. The confidence by all supervisors and funder representative in
a successful project completion motivated the KTP associate to seriously think about
how to expand this skill to develop a business model where the same kind of software
could be developed for other small companies of similar nature. Practical work
experience with the company also provided the associate a great insight on the use of
the six techniques and thinking tools for business model generation highlighted in [10],
such as: customer insights (customer’s perspective), ideation (creative process of
generating business ideas), visual thinking (capturing big pictures through visualization
of nine building blocks), prototyping (sketches allowing discussion/inquiry on business
model), storytelling (facilitates effective communication) and scenarios (reflections on
future business model). The 6th thinking tool named as ‘scenarios’, allows creativity
via future contexts on business model designing for varied environments. Highlighting
on some models of reflective activities are also important to note as these activities
were always encouraged from the Knowledge Transfer Adviser from Innovate UK,
who worked as an anchor role in the project.

Different reflective models such as Kolb’s Learning Cycle [5], Gibb’s model [4],
Schön [11] are important to note. Kolb’s reflective model suggested this practice as a
tool to obtain the conclusions and ideas from the experiences, and the process consists
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of four phases named as concrete experience, reflective observation, abstract concep-
tualization, and active experimentation. On the other hand, Gibb’s model helps a
person to reflect after the experience and is useful for people who is new to reflection.
This is formed of six stages such as, description, feelings, evaluation, analysis, con-
clusion, and action plan. This is easy to understand and aids with sensible judgement
[3]. Another approach to reflection was work done by Schön [11] which differentiates
between reflection-in-action and reflection-on-action. Reflection-in-action is an efficient
method as it allows one to react and change an event while in action. On the other hand,
Reflection-on-action requires deeper thought as it encourages one to consider causes
and options, which should be informed by a wider network of understanding from
research [2]. The KTP associate followed reflection approach close to the concept of
Gibb’s model. The thinking process was mostly goal directed throughout the KTP
project’s progress till its implementation and completion stages. The associate always
thought first before any action and formulated the chunks of short-term goals in actions
to obtain the long-term achievement. This provided the associate a kind of happy
feelings when the long-term goal was achieved. The associate always reflected on the
approach and activities of the accomplished task so that the next assignments or goals
could be done better through important LMC meetings and the face-to-face meetings
with different stakeholders of the project.

5 Recommendations to Make a KTP Project Successful

To make a project success, it is wise to visualize the end-result and formulate the
activities to reach that goal. The overall activities could be divided into small chunks of
small reachable goals. Efforts should be given as much as possible to complete those
small chunks of activities as complete as possible so that the requirements for revisions
or recapitulation could be avoided. This is important because people forget the things
easily and sometimes systematic note taking might be helpful.

Excellent communication skills and collaborative team efforts are very important
for the project’s smooth progress. The time management is also important.

Gaining the confidence from the stakeholders as quick as possible is also para-
mount for the projects successful end. If the stakeholders do not have enough faith on
the PM, then it would be very difficult for him to progress effectively.

PM should also know the limitations as one might not be equipped with all the
necessary know-how. The team effort becomes very important at this stage of the
project because people are always there to help but whom to approach and how to
approach are the key. In this internet era, there are forums and also plenty of resources
where the solutions would be available, only perseverance to search for those solutions
are important.

Some type of belongingness to the project is very important as PM is given
importance throughout the project period. To value that importance and honor, the PM
should own the project so that it moves to a success story.
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6 Conclusions

In this paper, a typical project management role on behalf of a project manager is
discussed. How PM face the different events of the project stages and continue to give
the best effort taking maximum help from all the supporting members of the project
team is also described so that the other PMs doing similar type of projects for the SMEs
can learn some lessons.
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Abstract. Student centeredness in curriculum development has pedagogical
benefits. Learning outcomes describe what competences will be possessed by
students after graduating. Degree programs as well as labour market needs may
be compared based on such competences. Developing or redesigning Business
Information Systems (BIS) degree programs may utilize offers of competitor
institutions as best practices. This was the case at a Hungarian university where
the process of reforming the BIS program to meet changing market requirements
included a review of peers. This paper presents both competitor and labour
market analysis to create a baseline how programs offered by peer institutions
ranked on Times Higher Education World University Rankings perform.

Keywords: Business Information Systems � Labour market analysis �
Competitor analysis � Student-centred education

1 Introduction

A curriculum development process is either teacher-based that focuses on what teachers
know or student-based that supports them during the lifetime of their learning process.
As part of a program design, competences including practical skills, knowledge, atti-
tude, autonomy and responsibility are determined to describe what students will be
capable of doing and knowing after graduation. Competency based frameworks have
been used to describe learning outcomes for some time. However, these frameworks –
such as National Qualification Systems [7], European Qualification Framework [4], or
Tuning project [1] – are not evolving dynamically so they can only be used as a static
input in curriculum development. On the other hand, employers’ needs and competi-
tors’ behaviour are driving forces that require more constant tracking.

A review of the Business Information Systems (BIS) degree program is under way
at our university. During this exercise above frameworks were defined as non-
compulsory reference points in the curriculum development and evaluation process.
This paper presents how external parties were investigated during the preparation of the
new BIS program. A research framework derived from the work of Boehler et al. [2]
and supported by text mining and OLAP analysis to highlight labour market needs as
well as best practices applied by other institutions. The framework and data collection
are presented in Sect. 2. Degree programs offering by 30 universities ranked by Times
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Higher Education World University Rankings were examined along 18 dimensions and
key findings are summarized in Sect. 3. Conclusions are drawn in Sect. 5.

2 Research Method and Sample Selection

Boehler et al. [2] conducted comparative analysis of practices in Information System
curricula development by 89 institutions accredited by AACSB1. The analysis was
executed twice: 2013 and 2018. Literature review and AACSB accreditation process
defined their research questions which were used as an analytical framework. Market
demand for IS program graduates and compliance of MIS programs to the 2010 AIS
Guidelines were investigated by two questions, while the third one dealt with how peer
institutions can adapt to the challenges and opportunities derived from the turbulent
environment and were composed of six parts:

a. Are certain IT/IS subjects emphasized?
b. Is there an emphasis on technical skills or strategic management?
c. Does the curriculum emphasis differ by geographic region?
d. Is there an emphasis on practical experience?
e. Do existing IS curricula emphasize security?
f. Is there an emphasis on data analytics?” [2, p. 234].

Our research followed this path to a certain extent. Hungarian labour market needs
were discovered by surveys. Alumni and potential employers were questioned about
required knowledge and skills, future competencies, relevant job roles or positions [3].
Compliance with 2010 AIS Guidelines was irrelevant in our case. The same research
questions (3a, 3c and 3d) were also examined by us.

Data were collected from 40 degree programs provided by 36 institutions from 4
continents (Europe, Asia, Australia and America). This was a manual collection by our
team. Erasmus mobility partners and institutions from the Times Higher Education
World University Rankings list were selected. 6 institutions were not ranked on this
list, so they were excluded from this analysis. Degree programs not having enough data
or double degrees were also excluded from data collection leaving 26 degree programs.
Data along 18 characteristics2 were gathered by a team of 12 people. Credits and
semesters were measured on numeric scale. The other variables were textual. At the
end, all universities were clearly assigned to its program.

Enrolment data were collected from all universities and added to this dataset.
Unfortunately, these data were published in different years – on a scale from 2009 to
2021 - per university. Assuming if these numbers can slightly measure the size of the

1 Association of Advanced Collegiate Schools of Business.
2 Institution ID, Institution name, Degree program, Number of semesters, Total credits, Language of
Education, Description of degree program, Aim of the program, Possible occupations of graduates,
Specializations, Corporate relations, Pedagogical methodologies applied, Credits for Foundation
(methodology - math, statistics, etc.) Subjects, Credits for Theoretical Economics Subjects, Credits
for Business and Management Subjects, Credits for Generic IT Subjects, Credits for Specific BIS /
MIS Subjects and Internship.
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universities, Fig. 1 presents how these universities are distributed in size, regionally
and on the ranking. They are concentrated on Europe and mainly on UK, but three are
from Asia, two from Australia and one from United States. 80% of them have at least
10,000 enrolled students. 80% of these institutes are ranked in the first 200 universities.

3 Analysing Competitors’ Degree Programs

This section focuses on analyzing peer institutions and their degree programs to collect
best practices to build them into our curriculum. It focuses on investigating questions
about IT/IS subjects (3a) and examining geographical distribution of curricula (3c).

The names of these programs revealed that 4 programs focus on Information
Management, 8 programs are about Information Systems (actually 1 is from both
fields), 5 programs have focus on Information Technology, 5 from analytics or data
science side and 2 from business administration domain. There is no correlation
between the number of semesters and the total credits. Practically, Anglo-Saxon
institutes prefer providing programs with high total credits (see in Fig. 2). Their
courses usually have 15–20 credits. Interesting result was that project work was a quite
popular methodology applied by these institutions. Companies are involved in not just
hiring students as interns, but also in carrying out these courses. Practice-oriented
knowledge transfer is realized in this way (Question 3c).

Fig. 1. Regional distribution of universities (Source: Authors)
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A dashboard (Fig. 3.) was created to investigate whether curricula emphasis differ
by geographic region (Question 3c) and to what degree IT/IS subjects are emphasized.
Missing data were excluded from the analysis. The proportions of credits of each
subject (Foundation, Business Management and Information Systems) were calculated
using feature engineering in the Tableau software.

Institutions from UK are highlighted in Fig. 3. Statistical and other mathematical
subjects are minor part of programs (in max 10%) at Anglo-Saxon programs except
Business Computing at Brunel University. Actually, foundation subjects are part of the
programs in only the 10% of 16 cases. Proportion of business management credits
varies considerably among degree programs. BSc in Business Administration of
Copenhagen Business School stands out, meanwhile BSc Business Technology has a
less focus on this subject area. Maximum 20% of their program is related to business
subjects in UK institutions. The Data Science (DS) program of the Tilburg University
deals with MIS subjects in more detail than IS subjects. The Business Information
Technology (BIT) program of the University of Kent goes the opposite way. It is worth
investigating that the reason behind this phenomenon. Is Data science approached from
practical point of view? Why are MIS trends not emphasized in BIT curricula?

Fig. 2. Overview of degree programs (Source: Authors)
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In other cases, Anglo-Saxon degree programs provide IT and MIS curricula in the
same proportion except two (BSc Business Technology from the University of the
West Scotland and Information Technology from the University of Manchester).

We have seen that degree programs offered from Anglo-Saxon area have special
features such as not emphasizing foundation. The Anglo-Saxon programmes show a
quasi-uniform behaviour compared to the other programmes, so we have focused on
this region for the analysis of practice orientation (Question 3d). We looked at what
needs are emerging here and whether and how each training programme is trying to
meet them. A labour market analysis in 2019 in pre Covid-19 period was executed to
see what skills required by the UK labour market that should be provided by univer-
sities. This dataset was selected due to fact its data are not influenced by the pandemic.

4 UK Labor Market Analysis

Pitukhin et al. found that professional requirements for a candidates appear in job
listings [6]. Wowczko also highlights that along with the emergence of online
recruiting a huge amount of potentially useful information is available for researchers
about competencies [8]. Researchers of CareerBuilder.com have found upon examining
a sample taken from half billion job listings is English that ninety percent of them

Fig. 3. Analysis of UK universities (Source: Authors)
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contain expressions that can be accepted as competencies [9]. Nasir et al. [5] mention
that job listings processed by them emphasized vacancy information mainly than
required skills.

Investigating competency needs in the UK labour market for the IT sector was
carried out on dataset from March 2019. This period was not affected by the pandemic,
so it was useful to compare positions from the labour market with positions for which
students are prepared. Job ads were selected to find these positions. Indeed.uk as the
No.1 job portal was chosen to provide them. Positions, their locations and descriptions
were collected by a Python crawler. After data cleansing, text mining process was
executed to highlight the most needed positions and skills.

The positions were varied among different categories. Development positions
(software engineer, dev ops engineer, web applications developer, senior integration
developer), consultants (risk assurance manager, senior business consultant, O365
consultant, business development consultant) and data analyst jobs (customer data
analyst, bi support analyst) were needed especially among others. BIS programs train to
fill these positions. The skills required primarily were written and oral communication,
analytical and problem-solving skills, time management, the ability to work indepen-
dently and in teamwork. Expert advice, project management and knowledge in tech-
nology were searched especially as knowledge.

Comparing these needs with career options claimed by universities it was found
that 11 degree programs (4 in UK) train analysts, 7 (2 in UK) prepare for consultant
positions, 5 (3 in UK) train web developer and 2 prepares for software engineering
jobs. This section was about investigating practical side of these programs (Question
3d.). It was noted that internship and project works are usually to get practical expe-
riences required by each position aimed by the programs.

5 Conclusion

This paper looked out at what best practices are at external parties (competitor higher
education institutes or employers). Three research questions from the analytical
framework of Boehler et al. [2] were used in our analysis. It was revealed that the
proportion of providing IT and MIS courses or subjects are quite the same in UK
(Question 3a). Geographical analysis pinpointed that foundation subjects are under-
represented in degree programs and courses with high number of credits are general in
Anglo-Saxon areas (Question 3c). Practice-oriented teaching is realized by project
work and internship. Companies are involved in teaching process. Examined institutes
fit to labor market needs because required positions (consultant, software engineer, web
developer) from pre Covid-19 period are mentioned as job career at them. These are
practical positions. (Question 3b).
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DigBD 2021 Workshop Chairs’ Message

Evoked by recent trends, such as big data, data science or cloud computing, the
digitization of organizations necessitates new approaches for the planning and engi-
neering of IS in today’s data-driven world. In many cases, sophisticated approaches are
required to overcome the data-intensive nature of such endeavors. At this point,
established technologies, as they have been used for many years, are reaching their
limits. In the flux of digitization novel and innovative technologies and concepts, such
as automation, cloudification, continuous integration, micro services, model-driven
engineering, or decision support systems appear to be promising “enablers” to meet the
current demands. To overcome their realization shortcomings and to create competitive
advantages in data-intensive scenarios, a plethora of facets must be handled.

Hence, the first installment of the Workshop on Digitization in the Flux of Big Data
Scenarios was created to allow researchers from diverse backgrounds to present and
discuss their work, facilitating the understanding of the domain’s underlying issues and
challenges, as well as to present potential approaches on how to bridge the identified
gaps.

In this workshop, we invited a variety of research approaches including, but not
limited to, theoretical articles, reviews, and use case studies that are related to the
generation of competitive advantages through big data as well as the use of innovative
technologies for planning, engineering, deploying, testing, benchmarking, and oper-
ating data-intensive systems, with the aim of facilitating their dissemination and
increasing their effectiveness.

The submitted papers were each assessed by three or four reviewers, with four
papers being accepted. Those were authored by researchers from four countries and
three continents. This regional diversity was also present in the Program Committee,
with its members representing institutions from seven countries and three continents.
We want to thank all of them for their support in helping us realize this work-
shop. Furthermore, we would like to thank all the authors that submitted their work as
well as everyone who engaged in the discussions in the course of the session.

We would also like to express our gratitude to everyone who made the BIS 2021
conference, as well as the DigBD 2021 workshop, possible. While we, as probably
everyone else, would have preferred to have the event in-person instead of online, the
organizers still did an exceptional job in assuring an enjoyable experience. We also
want to use the opportunity to especially thank Elżbieta Lewańska who was always
helpful and committed whenever we had an issue concerning the organizational aspects
of the workshop.
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Abstract. Accurate weather prediction is a challenging task. It involves large
amount of data and computation, which vary dynamically. This paper discusses a
novel idea of using Multi Agent System (MAS) for weather forecasting, par-
ticularly in the Indian context. The proposed approach incorporates a deep neural
network model within MAS with a hybrid ANN algorithm to recognize the static
and dynamic weather conditions. The approach uses ensemble prediction to
account for indeterminism in weather conditions. Predictions and alerts given by
MAS can help the government and local authorities to plan precautions in a
timely manner. The paper discusses the implementation challenges and advan-
tages of a MAS Model compared to Numerical Weather Prediction method.

Keywords: Artificial Neural Network � Multi Agent Systems � Numerical
Weather Prediction � Weather forecasting

1 Introduction

Weather forecasting is considered as one of the challenging operational tasks carried
out by meteorological stations throughout the globe [1]. The major attributes that affect
weather conditions of a particular region includes: humidity, wind speed, atmospheric
pressure, rain and temperature. Accurate weather prediction in India is challenging
because of climate change and global warming. Traditionally, meteorologists use
Numerical Weather Prediction (NWP) Models for weather prediction. This classical
approach attempts to model the fluid and thermal dynamic systems for grid-point time
series prediction based on boundary meteorological data. NWP solves a large system of
nonlinear mathematical equations with the help of super computer algorithms to pro-
vide better forecasts.

Use of Multi Agent Systems (MAS) in weather prediction is a novel idea as it
would reduce the human intervention and human errors. The multi agent systems have
interconnected agents that receive input from the environment and make their own
decisions. Indeterminism from the environment can be handled by the multi agent
system. Even if one agent fails, the other agents are capable of tolerating it. It is also
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easier to add new agents to the system. Using MAS in weather prediction makes the
network scalable, robust and cost effective.

Indian weather prediction still relies on numerical methods which is intrinsically
associated with errors due to large deterministic chaos. A new architecture involving
MAS for weather forecasts using grid model will be more precise and faster. This fast
prediction of weather with minimized error will help to deliver precise early alerts and
warnings to people in the wake of major disasters. This research in progress paper uses
MAS for data collection, prediction and monitoring the environment. Each agent in this
MAS system has specific roles to play. Since weather data is collected using a large
number of sensors scattered on a vast area through sensor networks, data acquisition,
ensuring integrity, data storage and management are complex tasks. Current big data
tools and technologies are required to handle these tasks efficiently.

The remainder of this paper is structured as follows. The next section discusses the
related works, followed by the Indian weather prediction method. Subsequent section
explains the proposed model for better prediction and forecast. Then discussion of the
expected outcomes of the model implementation and final conclusion are provided.

2 Related Works

The use of numerical weather prediction techniques was started in early 1990s by
Bjerknes and Richardson. Early approaches suffered from the initial value problem of
statistics based on linear regression. Later, it was improved to include Multiple
regression, Map Reduce Framework and Support Vector Machine (SVM). Initial
analysis was over the statistics. However, ANN technique has been drawing consid-
erable attention of researchers, as it can handle the complex non-linearity problems
better than the conventional statistical techniques. Deep learning-based weather pre-
diction models use long short-term memory (LSTM), temporal convolutional networks
(TCN) [2], back-propagation networks (BPN) [3], and Naïve Bayesian networks
(NBN) [4] for prediction. However, these approaches have some limitations. For
example, LSTM is unable to handle the dynamic sudden change of initial parameters of
weather prediction where as TCN can capture only two levels of information. The BPN
and NBN methods could achieve only 65–70% accuracy in weather prediction. In [5],
an intelligent agent-based weather prediction system, iJADE Weather MAN is used for
multi station weather prediction. The model used MAS along with humans for data
collection and was trained to predict only the rainfall.

Using MAS for weather prediction can deal with the non-linearity and indeter-
minism in the data. This paper proposes a MAS for data collection, prediction and
monitoring. The hybrid ANN algorithm in MAS considers the static and dynamic
properties of the environment, and will be capable of predicting the weather.

3 Numerical Weather Prediction in India

Many of today’s weather forecasting systems depend on meteorologists’ observations
and interpretation based on traditional concepts and models. India, uses Weather
Research and Forecasting (WRF) model as an operational model for making its weather
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forecasts. The first step is the Initial guess and data assimilation. NWP being an initial
value problem, the more accurate the estimation of the Initial conditions, the better is
the quality of forecasts. The initial guess in India, is made using the observation data
gathered from the earth system, which is the main observation platform. It includes
Automated Weather Station, GPS Enabled Balloons measuring wind, temperature,
pressure, humidity, rainfall and solar radiation, and Satellite Observations. This
observed data along with predicted data is used to calculate errors. Based on these
calculated values the prediction is made. The process is termed as data assimilation.
These observations are used to solve a set of equations governing conservation of
momentum (Newton’s 2nd law), conservation of mass, conservation of energy, and
relationship among pressure (p), volume (V), and temperature (T). These equations are
expressed in NWP as a system of nonlinear partial differential equations.

Worldwide, there exists two types of NWP models: Grid Point and Spectral
Models. Grid point models consider data at discrete fixed grid points. Spectral models
rep-resent data by using continuous wave functions. Since the data involved is non-
linear, probabilistic forecasting, the uncertainty of a forecast, is used in many forecast
stations for better prediction. In physical NWP this is achieved by running an ensemble
of forecasts using different initial conditions and different stochastic model [6].

4 Multi-agent System for Indian Weather Forecasting

As discussed in previous sections, NWP method involves human effort, formulation,
complex calculations with increased chance of human error. Here, we propose a new
system model using MAS and ANN for Indian Weather Forecasting which is scalable,
robust and flexible to accommodate sudden climate changes. This will also reduce the
human error in the predictions. The study of Indian weather showed two main char-
acteristics. Firstly, the climate may remain static for a period of time without much
change in initial conditions and weather. We call it as static weather. Secondly, the
climate changes drastically with time, which is termed as dynamic weather condition.
The probability of NWP to be true in dynamic weather situation is less.

We propose a novel model for weather prediction taking into account the static and
dynamic weather conditions. This proposed model shown in Fig. 1(a) is applied over
the grid model of NWP. It deploys MAS in two layers: First and the Second layer.
MAS plays different roles in each of these layers. In the First Layer, each grid of
13 km � 13 km consists of one or more of lower-level MAS to collect and process the
local weather data. The Architecture of this multi-agent system is shown in Fig. 1(b).
First layer agents include: Acquisition, Prediction, Notification and Archive Agents.
Acquisition agents collect environmental data from the sensor networks deployed in the
region of interest. The collected data are fed to the proposed prediction layer of MAS.
Detailed architecture of the prediction layer is shown in Fig. 2. The Prediction Layer
consists of several modules, which are briefly described below.

Module 1 is the preparatory module which calculates the initial conditions based on
collected parameters. This module uses a set of equations governing conservation of
momentum (Newton’s 2nd law) [7], conservation of mass, conservation of energy, and
relationship among p, V, and T to calculate the initial weather conditions.
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Fig. 1a. System model for weather forecasting

Fig. 1b. Architecture of multi-agent system.

Fig. 2. Proposed MAS prediction layer for weather forecasting
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Module 2 uses hybrid ANN models to predict the weather based on this initial
condition. It analyzes the non-linear time variant data based on static and dynamism in
it. If the condition is found to be static, ANN model uses static algorithm to predict the
weather. Any drastic variation in the parameters makes ANN use the dynamic model
for prediction. The weather output is fed to the ensemble prediction system
(EPS) (Module 3) which deals with the indeterminism in the weather. It adjusts the
predicted values based on the achieved uncertainty. The predicted weather is then
compared with actual weather and fed back to preparatory module and Hybrid ANN to
adjust the model and error for upcoming predictions. The predicted weather informa-
tion is collected by the notification agent to give timely alerts and warnings. The
Archive Agent saves all the data related to predictions in a repository for later use.

MAS in the second layer of Fig. 1(a) acts as higher-level agents which collect data
from first level agents over many regions, process them to predict the weather across a
larger area. These agents interact directly with remote weather stations to predict
cyclones and monsoons.

4.1 Implementation

The intelligent agents capable of processing, predicting and monitoring the weather is
designed using the JADE platform. For better quality and efficiency, it is assumed that
these agents have efficient communication network available. The system is designed
for a region of 39 km � 39 km with the dimension of grid model as 13 km � 13 km
(Fig. 1a and 1b). The First layer agents are capable of communicating to nearby agents
and also to the Second layer agents within its communication range. The agents in the
Second layer are implemented to interact with the first layer agents and also the remote
weather stations. The prediction agent is developed with the modules shown in Fig. 2
to prepare, model, and predict the weather. The initial parameters, namely, temperature,
humidity, pressure, solar radiation, and wind constitute the dataset. The available set of
data is divided into two categories (Training Set and Testing Set) and fed to the
JADE MAS model. The training dataset is fed to the preparatory module and then to
the proposed Hybrid ANN Model to train the model for future predictions. Hidden
layers are adjusted to meet the requirements. It is then fed to the ensemble system for
the actual weather prediction. Testing set is used to check the MAS model prediction
accuracy. Testing model calculates the error between the actual and predicted values
and is fed back to ANN and preparatory module for better future predictions. The
model learning is performed through the adjustment of errors that are regularly
backpropagated all the way through to the initial time for forecasting prediction.

5 Discussion

The proposed MAS for weather forecasting is under implementation. The preparatory
module shown in Fig. 1a and 1b has been completed and the other modules comprising
the multi-agent system are currently being implemented. We are also refining the static
and dynamic ANN algorithm to improve the forecast accuracy. We expect to produce a
working proof-of-concept prototype in the near future and would be able to present it
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during the workshop. The model will be validated with weather datasets from India for
prediction accuracy, convergence time and processing efficiency. It will also be com-
pared to other approaches to demonstrate its efficacy, scalability and robustness.

Weather specific challenges, which prevail in different regions make this model
complex to handle. Firstly, the atmosphere being 3-dimensional, the dynamics and
spacings of grid tend to change in a vertical direction. Secondly, the training data
available is limited. 350,000 samples constitute 40 years of hourly data. These samples
correlate in time. Assuming new weather prevailing every day, the sample count will
get reduced to 15,000. With lack of empirical support, it is difficult to estimate. The
Technical challenges include the nonlinearity of the data we deal with. Data for a single
variable with 10 levels may take up to 30 GB of data. For a network with several
variables or even at higher resolution, the data might not fit into the CPU RAM.

6 Conclusion

We have presented a MAS model for gathering real-time weather information for
processing, forecasting, alerting and monitoring. The novelty and the proposed
approach have been highlighted in the paper. The overall system for implementation
and the MAS architecture has been discussed. The implementation of the prototype is
currently underway using JADE where the model is trained and validated for accuracy
of the prediction. The challenges of implementation include technical and weather
specific constraints. We have implemented first level MAS with module 1 and are in
the process of refining the hybrid ANN algorithm which accounts for the static and
dynamic nature of weather conditions. Weather forecasting and monitoring using MAS
model can facilitate effective resource management and disaster preparedness.
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Abstract. Big Data and its uses are widely used in many applications and
fields; artificial information, medical care, business, and much more. Big Data
sources are widely distributed and diverse. Therefore, it is essential to guarantee
that the data collected and processed is of the highest quality, to deal with this
large volume of data from different sources with caution and attention. Con-
sequently, the quality of Big Data must be fulfilled starting from the beginning;
data collection. This paper provides a viewpoint on the key Big Data collection
Quality Factors that need to be considered every time the data are captured,
generated, or created. This study proposes a quality model that can help create
and measure data collection methods and techniques. However, the quality
model is still introductory and needs to be further investigated.

Keywords: Big Data � Data collection � Data quality � Data collection quality �
Data collection quality model

1 Introduction

Collecting a huge amount of data about the business, health, or anything else. Then
analyze this huge amount of data will give a better understanding of the field and will
help in taking the right decisions and predictions. Therefore, Big Data plays a sig-
nificant role in life.

Big Data (BD) is a technological word for the large quantities of heterogeneous
data that are quickly generated and distributed, and for which traditional methods for
processing, analyzing, retrieving, storing, and visualizing such huge sets of data are
now unsuitable and insufficient. This can be seen in a variety of fields, including
sensor-generated data, social networking, and digital media uploading and down-
loading. Big Data can be structured, semi-structured, or unstructured.

The data in any system or application is a vital part. It can be collected from
different sources or created in many ways. So, the data must be correct, accurate, and
complete to get the maximum benefits out of it [1].

Data collection is the procedure of collecting, measuring, and analyzing accurate
insights for research using standard validated techniques. So, Data collection quality
becomes an essential part of any data processor data management. In the Big Data
period, data quality considerations and problems have already been addressed which
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need to be evaluated. The Big Data quality variables also include the factors focused on
the data itself and the management of Big Data and customer needs [2, 3].

However, the data source or data collection quality has not been questioned, dis-
cussed, and measured deeply in literature. In this research, we have proposed a quality
model to measure the data collection process.

In Sect. 2, some related work about data collection quality factors and models are
explored. In Sect. 3, a data collection quality models was proposed and finally in
Sect. 4 the conclusions and future direction of the research are highlighted.

2 Related Works

The data is a set of qualitative or quantitative variables, it can be in many different
forms and formats. Big Data is distinguished from any other data type by the 3V’s
dimensions; Volume, Velocity, and Variety [4]. The 3V’s of Big Data was also the start
of Big Data quality factors. Volk et al. [5] have summarized the quality issues that can
be raised by the 3 V’s of Big Data as: “Handling huge volumes of data in different
formats at high speeds while maintaining resiliency and data security, can be very
challenging”.

Big Data and apps are a problem of the consistency of Big Data. Any program that
uses it must ensure that data have high-quality requirements to deliver a good quality
system. Especially the factors of quality that take into account Big Data are the same as
for conventional sets of data. Furthermore, certain additional quality factors deal with
many of the facts, such as data management and repair [6].

The consistency factors of data have been debated by most researchers in past
studies. However, the data and Big Data have several common indicators of consis-
tency and vary in quality and calculation applications [7].

Data collection is one of the processes that are essentials in any data sets or Big
Data application. Big Data Accuracy, Completeness, Redundancy, Readability,
Accessibility Consistency, Trusts are the primary data and Big Data Quality Factors.
To fulfill the quality factor, every factor is connected to one or more quality parameters
or criteria. However, these factors have discussed the data quality from all perspectives;
the Data perspective, Management perspective, Processing, and Service perspective
[8].

The Big Data quality measurement is not only focused on data quality. Data
Quality Management (DQM) is also a quality challenge that must be considered [9],
which intersects with data collection in its aspects. DQM has five main aspects [10,
11]: People, Data Profiling, Defining Data Quality, Data Reporting, Data Repair.

Data creation may introduce a group of mistakes. This may be caused by human
influence such as typos, misunderstanding, or misrepresentation [12]. As well as data
collection tools and techniques [13].

To decrease their influence, several strategies have been applied. Those include
procedures to reduce possible causes of mistakes, such as better instructions or the
simplification of forms [12]. Heinrich et al. [14] have an application of rule sets and
statistical analyses. There metric makes it possible to regard laws with a unique
probability that are likely to be followed. The resulting metric values are likely to free
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the evaluated dataset from internal inconsistencies about the ambiguous rules and thus
provide a consistent understanding.

Savosin et al. [15] raised issues that edit Big Data professional sources without
authorization might cause them to shut down, although the information itself can be
used freely. Ordinary users will, on the other hand, offer a great deal of information
with a little pause in different fields of expertise. However, depending on the subject
and external factors such as the precise usage of sensor instruments, the distribution of
users in that region, etc., their efficiency and precision can vary.

Liu et al. [16] proposed a non-linear optimization programming model with
resource management constraints by creating a data-quality Petri net to catch the
mechanism by which the information system produces, spreads, and builds problems in
the data quality.

As seen from the literature there is a lack of a general model that deals with data
collection quality issues. The researchers only try to avoid or tolerate the data collection
or creation quality issues. In the next section, a proposed quality model for data
collection will be introduced. This model should help in preventing the data from being
collected in the wrong way and can help to produce clean, reusable Big Data sets.

3 The Proposed Data Collection Quality Model

The process of data collection is one of the basic stages in improving and developing
the quality of the data and the resulting information. The process of data collection is
not limited to specific areas, but it is used in many sectors such as Technology, Health
care, Engineering, and many others. Therefore, it is become an important step to make
sure that the collected data is not only correct but also of good quality. So, this stage
requires a lot of accuracy, time, effort, and sometimes cost but to obtain the highest
benefit and quality of data, there is a set of proposed conditions for application in the
data collection stage.

The proposed quality model for collecting data to be used in Big Data systems is
accumulative different quality models for data collection for different purposes.
Therefore, we hope this quality model can help any data collection applications that
collect data for any reason. The proposed quality model has 7 quality factors, as shown
in Table 1.

Reliability of the data source: the data must be correct, complete, and consistent,
and coherent with the 4c’s of data. A dependable source presents a well-researched and
well-supported hypothesis, claim, or discussion based on strong evidence [17]. Reli-
ability is a cornerstone in any quality model, since it is related to the correctness and
dependability.

Trustworthy: The data providers will not give the right data if they do not trust the
data recipient and they are not convinced about the purpose of data collection.
Therefore, it is important to work to build trust between the data providers (the first
part) and the data recipient (the second part). As a result of building trust; the effort,
time, and cost will be reduced [18]. It also considers the data legitimate and the data
provider must be aware of why the data is collected and how it will be used [19].
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Data Suitability: The data collected should be related to the purpose of the data use.
Collecting data from unrelated sources will produce a huge amount of unfitting data,
which increases the time, effort, and cost of data cleansing and analysis [20, 21]. If the
data is irrelevant then for sure the decisions that are made depending on it will be faulty
and misleading.

Data Preservation: The data should be ensured to be available, valid, and accessible
in the long run. Preserving efforts should ensure that the content is accurate, secure, and
accessible while maintaining its dignity, such as authentication, signing metadata for
the protection, assigning representation records, and ensuring appropriate data struc-
tures and file formats [22]. However, the data provider and the data recipient should
have an agreement about how long and where the data will be preserved. However, the
data can become outdated if it was kept for too long time. Therefore, the data
preservation should be correctly applied.

Data Integrity: The data must be secured and encrypted during data collection and
transmission. In some cases, the data is collected by a third party. Thus, the data must
be not accessible or readable by the third party and only the data recipient can decrypt
the data and read it. This means the data must keep its integrity from the source till the
last destination [23]. Data leak can cause many problems. Therefore, the data integrity
is one of the important quality factors that must be in any data quality model.

Rapid Data Collection: Real-time data (RTD) is the data that is delivered immedi-
ately after its collection. For navigation and tracking, real-time data is often used. Real-
time computation is usually used to process such data, but it can also be saved for
review later or offline [24]. Collecting huge amount of data needs to be fast to get the
most of the data needed in a short time. Otherwise, the system will take ages to collect
the data needs and that may effects its accuracy.

Data Reusability: The collected data should be understandable, renewable, and
composable. The process of cleaning and converting raw data before processing and
analysis are known as data preparation. It’s a crucial step before processing that usually
entails reformatting data, making data corrections, and merging data sets to enrich data.
For data professionals or business users, data preparation may be time-consuming, but

Table 1. Data collection quality factors

Quality factor Quality dimensions References

Reliability of the data
source

Correctness, completeness, consistent, coherent,
dependability

[17]

Trustworthy Accuracy, legitimate, intrinsic [18, 19]
Data suitability relevance, fitting, usefulness [20, 21]
Data preservation Availability, validity, accessibility [22]
Data integrity Security, privacy [23]
Rapid data collection Timelines [24]
Data reusability Understandable, renewable and composable [25–27]
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it is essential to place data in perspective to transform it into information and remove
prejudice caused by poor data quality. Standardizing data formats, enriching source
data, and/or eliminating outliers are all common steps in the data preparation phase.
Also, Data reuse refers to the practice of repurposing data for a different task or purpose
than it was created for. The use of suitable metadata schemas will help to describe
datasets and enable them to be reused over time [25].

4 Conclusions and Future Directions

Big Data is one of the quickest tools used in many applications nowadays. Data
inspires agriculture, healthy production, and a variety of market choices. Data quality
must be taken into account and assessed because bad decisions are based on low data
quality. In this research, a quality model for the data collection process was introduced.
The model has 7 quality factors that measure the data collection process. The factors
start with the reliability of the data source then the regulations of data collecting and
then the nature of the targeted data.

In the future, the model may be expanded and evaluated against other quality
models. It also may be applied in some experiments as well. Also, the quality model
can be used to produce Big Data area-specific data collection quality models.
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Abstract. In a world that is more and more driven by data, decision makers are
provided with a huge amount of information. However, while this appears to be
a good development, they also face the challenge of getting through those
masses to get to the actually important insights. To ease this task for managers
that oversee highly complex situations, management information systems
(MIS) provide valuable support. While those systems were usually drawing
from internal data sources that were rather structured, for several years the
paradigm of big data has been on the rise. This however brings not only new
possibilities for gaining insights, but also additional challenges. To help in
dealing with those, the publication at hand presents a review of the literature that
considers the incorporation of big data in MIS and reflects on current trends as
well as challenges for future researchers.

Keywords: Management information system � Big data � Literature review �
Decision support system � Knowledge management system

1 Introduction

One of the most important factors determining the success of an organization’s decision
making is constituted by its ability to incorporate relevant and high-quality information
into the corresponding process [1]. One widely used measure [2] to meet these needs is
the use of management information systems (MIS). With an ever increasing amount of
more and more complex data being produced [3, 4], the traditional ways and tools for
dealing with data are no longer sufficient. This led to new approaches, techniques and
paradigms being developed. Those are amalgamated under the terms big data,
respectively big data analytics [5] and received a lot of attention since their emergence
more than a decade ago [6]. To further increase the value provided by MIS it appears to
be an obvious decision to expand them into the big data realm.

However, as of now, the incorporation of big data in MIS is still in a rather
immature state with numerous independent endeavors and strategies, but no unified
agenda. To obtain an overview of the current situation and provide researchers as well
as practitioners with insights that help them to improve the integration of big data in
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MIS, the following research question (RQ) that is partitioned in four sub research
questions (SRQs) shall be answered:

RQ: What is the current situation regarding the application of big data in man-
agement information systems?

SRQ1: In which way do current management information systems incorporate big
data?

SRQ2: How can management information systems benefit from big data analytics?
SRQ3: Are there any trends regarding the development of the publications dealing

with the application of big data in management information systems?
SRQ4: What are the most promising avenues for future research?

To answer each of those SRQs and consequently also the superordinate RQ, the
publication at hand is structured as follows: After this introduction, the general concept
of MIS is introduced, succeeded by an analogous section regarding the topic of big
data. Ensuing, a review of the relevant scientific literature is presented that is subse-
quently analyzed and discussed. Finally, a conclusion is drawn and possible directions
for future research outlined.

2 Management Information Systems

The concept of MIS originates from the 1960s as well as early 1970s, when computers
were supposed to support management [7]. A MIS corresponds to the information and
communication view of management systems, where a management system maps all the
requirements in an organization that are necessary to achieve its goals. Starting from the
origin, there is a long MIS history in which a variety of different terms have been created
and also discarded. The early approach to MIS is considered to be the Total System
Approach, whichwas intended to include amonitoring and control function in addition to
information tasks [7]. However, these early holistic approaches toMIS failed [7], which is
why the associated terminology has also changed again and again over the years. More
specific terms such as Decision Support System (DSS) or Knowledge Management
System (KMS) have been introduced. In a DSS, the focus is on supporting the decision-
making process and decision-making itself. For both strategic and operational decisions,
such a system ensures that all relevant information is identified, processed, analyzed and
its insights are presented in a structured manner [8]. Meanwhile, a KMS attempts to
structure and contextualize existing knowledge so that it is available as broadly as pos-
sible throughout an organization and not just to specific individuals [9]. In more simple
terms, such a system attempts to extract the tacit knowledge of employees from their
heads and capture it in digital form into explicit knowledge. In addition to the creation of
more specific terms, there has been a contradictory development of terms that, like the
earlier ones, has aimed for holism and generality. In this context, the concept of Business
Intelligence (BI), has become established. BI is understood to mean the systematic
application of information and communication technology and the corresponding tech-
niques not only to collect data, but also to analyze it and to present the resulting insights
visually [10]. Based on this abstract definition, not only the two concepts of DSS and
KMS described above, but many more can be subsumed under the generic term of BI.
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As it is the case for the majority of information and communication technology, the
concept of big data, which has been getting traction since around 2011 [11], has
significantly impacted the domain of MIS. When big data is integrated into MIS, a
whole new wealth of potential insights can be tapped into, which however comes at the
cost of massively growing complexity and a need to sift through the deluge of available
information to identify those that are actually beneficial.

3 Big Data

While there is no unified definition of the term big data [12], it generally refers to data
that are especially demanding in terms of their volume, velocity, variety and variability,
when trying to analyze them, resulting in a need for highly sophisticated solutions that
surpass the abilities of traditional techniques [5]. Those characteristics are also referred
to as the four Vs of big data. Volume refers to the huge amount of data, in size as well as
the number of files that have to be handled and is probably the most prominent one.
While the definition of “big” is somewhat fuzzy, today’s workloads can be in the
petabyte-region [11]. Velocity corresponds to two aspects. On the one hand the speed
with which data are incoming and on the other hand how fast they have to be processed
[13]. Variety corresponds to the heterogeneity of data types, ways of formatting, lan-
guages and similar properties that can oftentimes be found in an analysis’ underlying
set of data [14], but also the diversity in the data’s origins [5]. Variability stands for the
change of the previously mentioned characteristics [13], which can occur temporarily
[15] or long-term, in the latter case potentially necessitating a corresponding adaption
of the big data analytics solution [16].

However, even though those characteristics are presumably the four most common
ones, there are also many others that can be found in the literature [17]. Examples
comprise the likes of veracity [18], validity [19] or value [20]. While the implemen-
tation of big data into an organization’s workflow is a challenging task with many
aspects that have to be considered [13, 21–25], it also promises substantial gains [24,
26, 27], which are in many cases realized through an improved decision-making by the
respective management. Subsequently, to assure their usage and maximize the benefits,
it is necessary to make sure that decision makers are provided the available information
in an easily accessible and comprehensible way.

4 Literature Review

To determine the current status, but possibly also trends concerning the incorporation
of big data analytics in MIS, a structured literature review is conducted. To ensure its
comprehensiveness and comprehensibility [28], the methodologies of Levy and Ellis
[29] as well as Webster and Watson [30] were followed, resulting in a multi-stepped
procedure that is further described in the following.
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4.1 Protocol

For the purpose of identifying the relevant literature, instead of using a publisher-bound
database like IEEE Xplore, the source-neutral alternative Scopus was used. Due to the
fact that it incorporates the contents of numerous scientific databases like ACM Digital
Library, IEEE Xplore, ScienceDirect and additionally publications from many other
publishers such as Springer, Wiley, Taylor & Francis or Sage. This allows for a more
comprehensive search, which likely improves the results of the review.

The used search term was constructed as follows. To assure a strong connection of
the research’s content, the phrase “Big Data” had to appear in title, abstract or the
paper’s keywords. Furthermore, to also have the connection to MIS, at least one of the
terms “Management Information System” or “Management Support System” or
“Enterprise Information System” or “Executive Support System” or “Decision Support
System” or “Data Support System” or “Management Reporting System” or “Knowl-
edge Management System” was required in title, abstract or keywords. While those are
not necessarily synonyms for MIS, they are potentially related and were therefore
included for the first phase of the review process, assuring a more comprehensive
coverage. Additionally, only conference papers or journal articles were considered,
since those are usually peer reviewed, which promises a certain degree of quality.
Moreover, the contributions had to be written in English and literature reviews were
excluded to only get primary insights, avoiding to inadvertently reiterating the same
findings repeatedly. The further inclusion and exclusion criteria generally aimed at
contributions that provide business-centered insights instead of mere unproven con-
cepts or pure technical implementations. Whenever one inclusion criterion was not
valid or at least one exclusion criterion was applicable, the paper was rejected. A list of
all applied criteria is depicted in Table 1.

Using the previously described search parameters, 1315 publications were found
and subsequently examined regarding their relevance. An overview of this process is
depicted in Fig. 1. In a first step, the titles were read to assess their general relevancy
for answering the RQs. After this procedure, 478 papers were remaining. For those, the
abstracts and keywords were examined to further reduce the list, leaving 174 contri-
butions for further examination. Reading their introduction and conclusion, which

Table 1. Inclusion and exclusion criteria

Inclusion Criteria Exclusion Criteria

Published in conference or
journal

Paper is a literature review

Strong attention to MIS Not written in English
Strong attention to big data Only focused on technical implementation
Strong focus on business
aspects

Focused on the automatic triggering of actions based on
information

Focus on the provision of
information to managers

Paper only discusses theoretical concepts, methods,
models or algorithms without in-practice evaluation
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usually gives a good grasp of a paper’s essence, decreased the number to 45. As the
fourth step, to further determine their pertinence, they were skimmed in total, resulting
in a set of 14 relevant publications that were subsequently thoroughly read in total and
are further discussed in the findings section. The whole procedure was conducted by
four researchers. In earlier stages, each person investigated one fourth of the respective
body of literature. This split was conducted to help in overcoming the high number of
publications. After each stage, the remaining papers were permutated between the
authors. In doing so, it was assured that the publications that reached later stages were
each evaluated by multiple researchers.

In the end, for the skimming in the last step of this process, the approach was
slightly modified. Whereas in the previous phases, in cases of doubt, the respective
contribution was carried over to the next step, here, in case of uncertainty concerning
the classification, the paper was also examined by the other researchers. Those con-
tributions were then assessed by each one. If at least three of the four voted for rather
including the paper or rather dropping it, the respective action was taken. For the
remaining cases, the considerations were more detailed, using the quality criteria
depicted in Table 2.

For each criterium, each of the four reviewers individually noted if he considered
the criterium fully, partially, or not sufficiently fulfilled. Those answers were converted
into the numbers 1, 0.5, respectively 0 and subsequently added for each paper and
category. The ones that had a combined score of at least 4 and for both categories
(Thematical Fit and Quality) not lower than 1.5 respectively were then added to the
literature set, while the others were omitted. An overview of the whole search and filter
process, showing the conducted steps (first level) as well as the respectively remaining
numbers of publications (second level) is depicted in Fig. 1.

Table 2. Relevancy criteria

Category ID Criterium Answer

Thematical Fit F1 Explicitly Covering MIS Yes/No/Partially
F2 Strong Focus on Big Data Yes/No/Partially
F3 Focus on MIS/BD in General Yes/No/Partially
F4 Explicitly Answers at Least One RQ Yes/No/Partially

Quality Q1 Clear Description of the Paper’s Objectives Yes/No/Partially
Q2 Research Method is Adequately Explained Yes/No/Partially
Q3 Paper is Supported by Primary Data Yes/No/Partially
Q4 High Quality of References Yes/No/Partially
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4.2 Findings

By following the review protocol, a set of 14 relevant publications was identified,
which is listed in Table 3. The following examination of these publications provides the
answers for SRQ 1 and SRQ 2.

Generally speaking, the papers emerging from the literature review can basically be
divided into two thematic areas, the ones that cover the use of big data for decision
support and those that deal with the use of big data for knowledge generation.

Fig. 1. The review process

Table 3. The final set of literature

Ref Title Type

[31] Big data analytics for knowledge generation in tourism destinations – A case from
Sweden

Journal

[32] A Solution for Information Management in Logistics Operations of Modern
Manufacturing Chains

Journal

[33] The Roles of Big Data in the Decision-Support Process: An Empirical Investigation Conference
[34] Business process improvement by means of Big Data based Decision Support Systems:

a case study on Call Centers
Journal

[35] Study on analysis and decision support system of power grid operation considering
meteorological environment based on big data and GIS

Conference

[36] Decision Support in Big Data Contexts: A Business Intelligence Solution Conference
[37] Analysing a large amount of data as a decision support systems tool in Nigeria

organisation
Journal

[38] Schema on read modeling approach as a basis of big data analytics integration in EIS Journal

[39] Big data creating new knowledge as support in decision-making: practical examples of
big data use and consequences of using big data as decision support

Journal

[40] Integrated Understanding of Big Data, Big Data Analysis, and Business Intelligence: A
Case Study of Logistics

Journal

[41] Big data analytics for operations management in engineer-to-order manufacturing Journal
[42] A decision support system based on ontology and data mining to improve design using

warranty data
Journal

[43] Methodology for the Implementation of Knowledge Management Systems 2.0 Journal

[44] An analytic infrastructure for harvesting big data to enhance supply chain performance Journal
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In [40], the authors attempt to bridge the gap between the research areas of big data
and BI by doing a literature analysis. As a result, they come to the hypothesis that the
two methods can no longer coexist independently, but rather represent an integrated
decision support system. The raw data previously used by the BI system is now big
data. A subsequent single case study in the largest logistics company in Korea proves
that such an integrated DSS can significantly increase both productivity and cost-
effectiveness in the area of loading and unloading of docks. Staying in the realm of
logistics, Ilie-Zudor et al. [32] developed a predictive-analysis-based decision support
platform, which is based on machine learning and can be used in several logistics
scenarios. Due to this application area, the authors highlight the relevance of the
following data sources: historical data, semi-static hub data, dynamic depot data,
adjacency data, travel time data, economic data and other external data. Pereira and
Costa [36] also recognized great potential in the use of a DSS, trained with big amounts
of data, for retail. They developed a BI solution in a Portuguese company (i.e. in a
sporting goods) store, that analyzes the movement data of people inside closed spaces
using cell phone data. By using the recorded data, decision makers get well-founded
support in deciding how the store should be set up. For supporting business process
improvement, Vera-Baquero et al. [34] developed and evaluated a five-step-approach
for building a big data based DSS: First, the process structure should be defined
(definition phase) and the DSS should be configured (configuration phase). In the
execution phase the implementation of the system and monitoring of defined events
takes place. The resulting outcomes are analyzed by business users in the subsequent
control phase. Finally, in the diagnosis phase, an as-is comparison of the expected
improvements and the generation of new optimization potentials is performed.

The use of big data techniques for optimizing decision-making has also made its
way into the public sector [39]. Based on a case study with the Finnish city government
of Turku, a number of use cases were identified in which entirely new insights could be
gathered through the use of big data techniques. Basically, the increase in resource
efficiency and the resulting decrease in costs can be seen in all areas of application.
Many employees not only understand the potential benefits of using big data but are
even demanding increased use in the future. This shows the positive attitude that is
widespread in large parts of the workforce. Zhan and Tan [44] described the fact that
supply chain managers should be able to make better decisions through competence set
analyses on big data. Therefore, they developed an integrated analytic infrastructure
which is divided in five stages: 1) data capture and management, 2) data cleaning and
integration, 3) data analytics, 4) competence set analysis and deduction graph, 5)
information interpretation and decision making. In Li et al. [35] the influence of the
meteorological environment on the power grid should be analyzed in the context of a
case study of the so-called East China grid. Because of the fact that big data analytics
enables users to make data driven decisions, an approach of an analysis and decision
support system for the power grid operation taking into account the meteorological
environment is provided. The analysis of traffic data represents another interesting use
case for the integration of big data in Enterprise Information Systems (EIS). Based on
the three levels of an EIS - corporate data model level, data warehouse level and report
level - there are three different approaches for integrating big data analytics. According
to [38] integration must take place at least at the corporate data model level and one
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other level. This can be extended to integration at all three levels. For solving recurring
problems, Alkahtani et al. [42] used warranty data for product design in the automobile
manufacturing. The authors present a framework for a DSS which uses ontology-based
text mining to facilitate the knowledge search. The DSS also uses Self Organizing
Maps (SOM) to detect the specific defective component” [42].

The research from Fadiya [37] was based on an analysis of the integration of big
data and decision support applications (BDDSA) in Nigerian MIS user organizations.
By conducting a study with 400 clients the author gives answers regarding the use of
BDDSA in different points (e.g. the perceived benefits, the complexity and the com-
patibility). The expectations of using a BDDSA show that on the one hand there are
many advantages (e.g. cost reduction and the understanding of the data by the senior
management). On the other hand, there are some challenges of using BDDSA, like the
complexity and the confusion of the system. The paper of Kozjek et al. [41] deals with
the use of big data for an engineer-to-order manufacturing. They present a case study
which uses real data from a manufacturing execution system (MES). Before, there were
problems with the production planning and scheduling. To eliminate those, the goal of
the study was to develop a simulation tool which is able to forecast the production
process. Poleto et al. [33] proposed a model for the integration of big data, BI and
decision making. Their model is divided into six elements: 1) The first element is the
content which comes from external and internal data sources and is divided in public
content and private content. 2) With the intelligence element the data is separated in
different contexts. 3) Opportunities and alternatives have to be created which is done by
another element. 4) A decision support system is intended to support the user in
decision-making and thus facilitate work. 5) The implementation of a decision
describes the fact that the decision was made. 6) Complementary to this, organizational
learning should be included, which refers to the knowledge that has been built up
through decisions. Furthermore, in [31] the authors developed a BI-based destination
management information system (DMIS) in the context of a case study at a large
Swedish tourism destination. With the help of this system, tourism companies should
not only generate new knowledge, but also apply and learn from it. In this context the
authors divide between the generation and application of knowledge and thus also offer
a clear separation of the systems used: While the data warehouse and big data
instruments are primarily required for the generation of knowledge, the DMIS serves
the application. For the knowledge generation phase, the authors identified the fol-
lowing indicators relevant for the tourism sector: economic performance indicators,
customer behavior indicators and customer perception and experience indicators. In
order to be able to apply the newly created knowledge, a dashboard was developed,
with the help of which the most important insights are presented visually. Finally,
Orenga-Roglá and Chalmeta [43] developed the so-called Web 2.0 Knowledge Man-
agement (W2KM) methodology, which guides the entire process of developing and
implementing a KMS 2.0 (i.e. a KMS that also uses Web 2.0 and big data technolo-
gies). Due to the high complexity of such a project, the authors recommend going
through the following seven phases in a structured manner: draft, planning, analysis,
design, development, implementation and control. In a case study the methodology was
applied on a big oil and gas company. Besides the realization of an improvement of the
methodology it was noted that the methodology offered great potentials to improve the
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overall business processes within the company and that especially the combination of
Web 2.0 and big data tools had a good impact.

4.3 Discussion

When examining the relevant literature, it becomes apparent that only relatively few
publications sufficed the search’s requirements but those are highly diverse. They span
across different countries and continents, are situated in different industries and follow
vastly different general approaches to provide managers with the information they need
to strengthen their decision making. At the same time, they all emphasize the benefits
provided by the integration of big data and MIS. The general sentiment of the studies
can therefore be described as favorable. In [39] this positive attitude is furthermore
explicitly extended to the point of view of the organization’s employees who even
demanded increased future use, highlighting the huge potential of such solutions. The
observation stands in contrast to, for example, [45] where still a rather strong skepticism
of users towards heavily data focused decision making approaches was ascertained,
which apparently faded over time. This could be an indication that the use of big data
and acting on the basis of data are becoming more accepted, especially since Fredriksson
is talking about the public sector, where technical acceptance is usually even more
difficult to achieve than in the private sector. However, no conclusive statement can be
made here due to it being only an individual case analysis and not a large-scale study.

With regard to SRQ 3, it can be observed that from 2014 onwards, each year one or
more publications dealing with the topic have been created, showing a continuous
interest. The types however changed. Whereas in the beginning conference publica-
tions and journal articles were present in equal proportions, for the time since 2017
only the latter made it into the list. This could be an indicator for growing importance
of the field, leading to journals having a bigger interest in it. Yet, even though the
general maturity of the research seems to be increasing, in the papers presenting
specific technical solutions, the aspect of quality assurance is not further elaborated,
despite being a highly important issue when striving to obtain competitive advantages
through the use of data driven decision making [21]. Furthermore, it is also noticeable
that the regarded publications, despite them fitting the criterium on referring to MIS, in
several cases emphasize other terminology as for example decision support system.
This shows how intertwined the corresponding terms oftentimes are. While it is of no
greater significance in practice, it constitutes a challenge for researchers who have a
hard time compiling all the relevant contributions.

As a result, review papers, as the publication at hand, are of great importance. They
provide an overview of the corresponding literature and are therefore a valuable foun-
dation for succeeding research endeavors [28]. Those, however, are necessary to further
advance the domain, as it has also become apparent in the literature. Additionally, it was
found that several of the publications dealt with issues on how to define workflows and
process stages for harnessing big data in MIS or propose certain models, which shows
that there are no standard procedures that are univocally applied. Yet, those might be a
big step in the direction of making data driven decision making even more accessible,
allowing more organizations to profit from the huge possible advantages [26]. Those
two directions can be therefore seen as promising avenues, constituting the answer to
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SRQ 4. However, the time horizon for both likely differs, with the latter probably being a
harder to come by challenge.

5 Conclusion

With data production continuously rising, decision makers are faced with a data deluge
that they have to overcome to obtain that information that is beneficial for steering their
respective organizations in the right direction. For this task, MIS constitute a valuable
aide that helps in turning pure data into actual insights that can be acted upon. How-
ever, with the rise of big data, those MIS are faced with the challenge of its integration.
Within this publication it was explored, by conducting a structured literature review,
what is the current situation regarding the application of big data in MIS. In doing so,
the contribution is twofold. On the one hand, future researchers and practitioners are
provided with an overview of the domain and a list of relevant publications for further
enquiry, which they can use as a foundation for their own endeavors and projects. This
is especially valuable since the heterogeneity and diversity of the used terminology
complicates the search for literature, making it even more cumbersome than in other
research streams. The thus saved time can consequently be used to benefit the actual
advancement of the cause instead of spending it sifting through a myriad of contri-
butions to find the small fraction that might be helpful. On the other hand, this pub-
lication also highlighted avenues for future research, which appear to be especially
promising. In doing so, it provides prospective authors with potential directions for
their own work, helping to advance the domain as a whole. However, in the future, an
extension of the search concerning databases and search terms might yield even more
comprehensive findings. Furthermore, as for any review paper and despite the authors’
best efforts, a certain degree of subjectivity will always remain in the decisions con-
cerning the inclusion or exclusion of the evaluated papers. This might in turn influence
the obtained results. Though, with the findings showing rather strong tendencies and
unanimity, this effect can be considered insignificant.
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Abstract. Test driven development (TDD) is a practice that aims to improve
product quality and maintainability by interweaving the design and implemen-
tation with its testing. It is most prominent in the software development domain.
However, its usefulness is not undisputed, making it a somewhat controversial
topic. Besides giving a short introduction regarding the principles of TDD, the
publication at hand motivates and outlines a structured literature review to
obtain new insights regarding the perception of TDD in computer science,
hopefully contributing to the corresponding discourse. Furthermore, by already
conducting the first steps of the review, it provides a first impression regarding
the vastness of the potentially relevant literature base and gives a rough indi-
cation regarding the extend that is to be expected for the completed work.

Keywords: Test driven development � TDD � Structured literature review �
Computer science � Software development � Digitization

1 Introduction

In the course of the ongoing digitization, the importance and ubiquity of information
technology for our daily lives has been growing for many years [1] without any
indication that this trend will stop in the foreseeable future [2]. Subsequently, also the
significance of software products and their development has risen [3] and concepts like
IoT and big data emerged [4]. However, with the increasing technical possibilities and
corresponding opportunities, also the complexity of the software itself has reached new
levels [5]. Thus, depending on their purpose, the development of new applications as a
driving force of the ongoing digitization can be very expensive, time-consuming, and is
also prone to error [6, 7]. As a result, approaches which promise to solve or alleviate
those challenges are highly relevant for practitioners and thence also for researchers [8].
One of these strategies is test driven development (TDD), the application of which in
the big data domain has moreover recently been brought into discussion [9]. However,
the opinion concerning its actual value regarding software quality and required
expenditure is not uniform [10–13]. Therefore, the publication at hand seeks to answer
the following research question (RQ).
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RQ: How is the perception of test driven development in the computer science
literature?

Furthermore, to facilitate a clearer structure, the RQ is partitioned into three sub
research questions (SRQ), with each covering a particular aspect of the issue, leading to
a holistic assessment, when regarded in conjunction.

SRQ1: Which are perceived advantages and benefits of TDD?
SRQ2: Which are perceived disadvantages and challenges of TDD?
SRQ3: What is the general sentiment regarding TDD?
The remainder of the text is structured as follows. After the introduction, an

overview regarding the topic of TDD is given. Then, the envisaged methodology for
the proposed study is outlined. Lastly, it is presented, which steps are still to be
conducted in the future, which results are aspired and how they will contribute to the
body of knowledge.

2 Test Driven Development

TDD is an approach that is mostly used in software development and aims at increasing
the quality of the implemented product by not only regulating its testing, but also the
way it is designed [14, 15]. However, due to the focus of the publication at hand, the
following considerations are explicitly only geared towards the development of soft-
ware, even though most of it might also be applicable to other domains like process
modeling [16] or the development of ontologies [17, 18]. When developing software,
the traditional way of doing so is to first think of a change in functionality that ought to
be integrated, implement it, and then test it. However, when leveraging the process of
TDD, the last two steps are interchanged. That is, a change in functionality is envi-
sioned first, subsequently one or multiple tests for the change are written and executed,
but supposed to fail without a corresponding software counterpart to run against [19].
Only then, the implementation of the change is conducted. To be valid, it must pass the
previously written tests [15]. Subsequently, a refactoring of the written code is con-
ducted, so not only the tests are passed, but an adherence to the environment’s stan-
dards and best practices is warranted [19]. This approach also severely affects the
software design, since an underlying principle of TDD is that a change is planned as a
smallest possible unit, instead of a big working package [20]. This allows for small,
incremental modifications [21], facilitating the interlocking of testing and development
to enable the developer to leverage short testing cycles [22] and therefore achieve a
high test frequency. Commonly, most of the tests are specifically written for those
units. However, a variety of other tests can be leveraged in TDD, such as integration,
system, and acceptance tests [23]. Another method often used in the context of TDD is
continuous integration (CI) in combination with test automation [24, 25]. A CI server
automatically starts all available tests when new code is committed to a versioning
system, thus assuring that newly implemented changes have no negative effect on
already existing parts of the software. This in turn facilitates faster adjustments to
changing requirements as they can be observed for some applications as for example in
some big data use cases [26].
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3 Methodology

The publication at hand aims to explore the perception of TDD in the literature.
Consequently, the literature review is the method of choice. While an unstructured
approach might be suitable to obtain a first impression of a topic, it lacks the thor-
oughness and reliability that is provided by following a rigorous search protocol. Since
a comprehensive and trustworthy analysis is needed to meaningfully assess the concept
of TDD concerning its perceived value, instead a structured literature review appears to
be necessary. If carried out diligently, it also allows for future researches to retrace the
results and potentially build upon them, therefore providing additional benefit [27]. For
meeting those requirements, the chosen approach is closely related to the procedures
described by Webster and Watson [28] and Levy and Ellis [29].

To assure a broad coverage of the relevant literature, the search is conducted using
Scopus, which comprises the contents of most relevant search engines, and Spring-
erLink. For both, the search period was set to the time from 2010 to 2020, assuring that
the obtained results are at least somewhat recent. To increase relevancy, only contri-
butions from the computer science domain were considered. Furthermore, publications
hat to be written in English or German and needed to be published in a journal or as
part of conference proceedings. While those inclusion criteria are the same for both
search engines, due to their different available input parameters, the search terms are
not identical. In SpringerLink, the phrases “Test Driven Development”, “Test-Driven
Development” or “Test-Driven-Development” had to appear anywhere in the text for a
contribution to be further considered. Since Scopus does not allow for a full-text
search, instead one of the abovementioned phrases or “TDD” had to be part of title,
abstract or keywords.

Following this protocol, in Scopus, 1327 conference papers and 460 articles were
found, resulting in a total of 1787 publications. SpringerLink added another 436 con-
ference papers and 146 articles, totaling to 582 contributions. Therefore, in total, the
initial set of literature consists of 2369 items, comprising 1763 conference papers and 606
journal articles. Removing duplicates led to the deletion of 17 journal articles, leaving
589. For the conference publications, the number was reduced by 64, resulting in 1699
remainders. Combined, 81 duplicates were deleted, leaving 2288 unique items. To find
the contributions that are actually relevant for answering the RQ and SRQs, for the future,
a multi-stepped refinement process is intended. In a first phase, the titles, abstracts and
keywords of all remaining publications will be examined to exclude those, which are
clearly not relevant. The second phase comprises the reading of the introduction and the
conclusion to further narrow the collection down. Subsequently, in phase three, the
publications deemed fitting by nowwill be skimmed in total. The remaining contributions
will be read in total. Furthermore, for those findings, a backward search will be con-
ducted. Additionally, also a forward search regarding references to the particular work as
well as its authors is to be carried out. This process is intended to proceed until it appears
to yield no new results. However, due to the relatively clear delimitation of the topic,
making it unlikely to find relevant literature without the initially defined search terms, it is
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not expected to find many more additional publications by this method. Yet, to increase
validity and significance of the results, it is still necessary. An outline of the described
review protocol is depicted in Fig. 1. Once the relevant set of literature is determined, the
actual analysis can take place.

Fig. 1. The review protocol.
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4 Future Work and Expected Results

While the concept for the proposed research is already in an advanced state, it is still a
work in progress. As mentioned above and indicated in Fig. 1, the steps following the
removal of the duplicates are still to be conducted. Once the relevant literature is
identified, its thorough analysis will provide answers to the RQ and the SRQs, allowing
to obtain a comprehensive summary of the perception of TDD in the scientific liter-
ature. This will hopefully allow to derive new insights regarding its usefulness,
strengths, weaknesses, and preferred application contexts, providing valuable input for
researchers, as well as practitioners, and enriching the corresponding discourse.
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DIGEX 2021 Workshop Chairs’ Message

It is our pleasure to present the post-proceeding papers of the 3rd International
Workshop on Transforming the Digital Customer Experience (DigEx-2021) that was
held in conjunction with the 24th International Conference on Business Information
Systems (BIS 2021). The workshop was initiated in response to an increasing need
from the scientific and business communities to find a space to exchange ideas and
knowledge in this area. As with the previous workshop, DigEx 2021 took place online
due to the COVID-19 pandemic; however, it did not stop the scientific community
from participating in the workshop and exchanging ideas.

In this edition, after the reviewing process, two papers were accepted from all the
submissions for presentation. Each article was reviewed by at least three reviewers. The
authors were allowed to revise the papers, taking into account the reviewers’ comments
and the discussions of the presentation, before including them in the proceedings.

This year the Program Committee (PC) included researchers from 10 universities
(Universidad de los Andes, Universidad Nacional de Colombia, INSA Strasbourg,
University of Jyväskylä, University of the Republic, Eindhoven University of Tech-
nology, TU Dortmund, University of Auckland, Poznan University of Economics and
Business, and Thammasat Business School). The effort of the PC in the revision of the
articles enabled us to ensure the workshop quality in terms of the value of the scientific
contributions.

We would like to thank the authors of the submitted papers and the members of the
Program Committee who participated and helped in any way to promote the work-
shop. We are also grateful to the organizers of the BIS 2021 conference from the
Poznan University of Economics and the Leibniz Information Centre for Science and
Technology (TIB) for their help in the organization of the conference and associated
workshops online. Without their efforts, it would have been impossible to organize this
academic event.
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Virginie Goepp

Beatriz Helena Diaz
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Abstract. This study examines the influence of augmented reality on consumer
behaviour in online retailing based on the stimulus-organism-response model. In
this context, the affective and cognitive response, and the effect on purchasing
behaviour are investigated in more detail. For this purpose, a quantitative study
was carried out and analysed using structural equation modelling. The results
show a positive influence of the perceived augmentation both on emotions
during the use of AR and on the perceived amount of information. The attitude
towards the use of AR has the greatest impact on purchasing behaviour, fol-
lowed by the perceived amount of information. In addition, emotions indirectly
effect the purchasing behaviour through its attitude as a mediator.

Keywords: Augmented reality � Consumer behaviour � Online retailing �
Stimulus-organism-response model � Empirical study

1 Introduction

Consumers are increasingly shopping online. In Germany, online retail sales almost
tripled between 2010 and 2019 from EUR 20.2 billion to EUR 59.2 billion [1].
A current accelerator of this trend is the Corona crisis, in which online sales rose at a
record-breaking pace. In the crisis month of August 2020, online sales in Germany
were 22.9% higher than in August 2019 [2]. Hereby, Augmented Reality (AR) tech-
nology could be a possible driver for even greater future growth in online retail. AR can
be defined as a technology that “allows the user to see the real world, with virtual
objects superimposed upon or composited with the real world” [3]. In online retailing,
AR represents a new opportunity for product presentation [4, 39]. Until a few years
ago, trying out products before buying them was the exclusive preserve of stationary
retailers. With AR, virtual try-ons of glasses, make-up and clothes or setting up a new
piece of furniture in the living room are also possible online. Some companies such as
Maybelline [5], Mister Spex [6] and IKEA [7] already use AR in their online shops.
With the spread of AR technology in online retailing, companies and market
researchers are faced with the questions of how consumers react to AR and whether the
use of AR in online shops has a positive influence on purchasing behaviour. Insights
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into the behaviour of consumers in shopping situations with AR help companies to
derive measures for action to optimize their online shops. How consumers react to AR
in online shops has not yet been sufficiently investigated in consumer behaviour
research [8]. This topic has increasingly become the focus of research in the last few
years. However, previous studies have mostly focused on the investigation of the
acceptance of AR applications by consumers using the technology acceptance model
(TAM) [34–36]. In this technology-oriented view, the actual core characteristic of AR,
the augmentation of products, is not yet investigated in research. In contrast, the
stimulus-organism-response (SOR) model considers augmentation as a stimulus for
internal psychological processes in the organism and subsequent behaviour. Thereby,
the SOR model has been largely neglected in the investigation of the impact of AR on
consumer behaviour in online retailing. The aim of this paper is to reduce this research
gap using the SOR model to gain insights into the extent to which AR applications in
online shops influence consumers’ purchasing behaviour. Moreover, the study focuses
on the role of cognitive and affective responses. Thus, emotions during the use of AR
and the attitude towards the use of AR are considered as affective components. The
perceived amount of information represents the cognitive component.

The paper is structured as follows. Section 2 introduces the research design and
method, followed by the documentation of the results in Sect. 3 with a subsequent
discussion in Sect. 4. The paper ends with a conclusion in Sect. 5.

2 Research Design and Method

2.1 Hypothesis Development

H1

H2

H3

H4

H6

H7

H5

Perceived
augmentation

Perceived amount
of information

Emotions during
the use of AR

Attitude towards
the use of AR 

Stimulus Organism Response

H8, H9

Purchasing
behaviour

Fig. 1. Research model
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The research model of the empirical study is based on the SOR framework [10]. In
contrast to the TAM, the SOR model is better suited to depict the causal link between
psychological processes and human behaviour in the context of a purchase decision
situation. The TAM, on the other hand, focuses more on technological aspects of the
application and mainly uses cognitive factors to explain behaviour. According to the
SOR theory, stimuli lead to affective and cognitive response, which then influence an
individual’s behaviour [11]. In this study, the construct of perceived augmentation acts
as a stimulus. The cognitive component of the organism forms the construct perceived
amount of information. From the field of affective processes within the organism,
positive emotions such as enthusiasm, joy and happiness during the use of AR and the
attitude towards the use of AR were measures. Purchasing behaviour is the response
variable in this study. Based on the interrelationships of the stimulus, organism and
response variables, the authors derived nine hypotheses. Previous studies show that
virtual product experiences lead to a higher perceived amount of product related
information and to a better consumer information than is the case with static product
presentations like text or images [12, 13, 38]. Virtual product experiences were stim-
ulated in these studies with 360-degree rotations of products. Due to the characteristics
of AR technology, AR product presentations can also be classified as a virtual product
experience. Therefore, the authors assume that AR can contribute to a higher diversity
of information, which leads to the first hypothesis:

H1: The perceived augmentation of AR applications in online shops has a positive
effect on the amount of information perceived by consumers.

In online retailing, AR is used as a stimulus to evoke positive emotions during
online shopping and thus to create a customer experience [14]. A study by Javornik has
already shown that augmentation as a characteristic of AR can lead to positive affective
response [15]. Hence, the authors formulate the following hypothesis:

H2: The perceived augmentation of AR applications has a positive effect on the
emotions of consumers in online shops.

Consumers who feel informed by a product presentation tend to have a more
positive attitude towards the online shop [16]. The perceived amount of information in
a 3D product presentation also influences the attitude of consumers [13]. Based on the
above understanding, the following hypothesis is set forth:

H3: The perceived amount of information has a positive effect on consumers’
attitude towards using AR.

According to several studies, attitudes towards virtual product presentations are
positively influenced by their entertainment value and the emotions they evoke [17,
18]. In this context, the following hypothesis is developed:

H4: Emotions during the use of AR applications have a positive influence on the
attitude of consumers towards AR.

According to research findings, the perceived amount of product-related informa-
tion influences the purchase intention of consumers [19, 20]. In the case of 360-degree
product presentations, which create a three-dimensional experience like AR, a study
has already found a positive influence of the perceived amount of information on the
purchase intention [13]. The authors therefore derive the following hypothesis:

H5: The perceived amount of information provided by AR applications has a
positive effect on the purchasing behaviour of consumers in online shops.
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There are numerous studies regarding attitudes as an influencing factor on pur-
chasing behaviour. The work by Hausmann and Skiepe shows that the consumers’
intention to buy something on a website is positively related to their attitude towards
this website [21]. Another study was able to identify a positive relationship between
attitudes towards virtual product presentations and the purchase intention of consumers
[13]. These findings lead to the following hypothesis:

H6: A positive attitude towards the use of AR has a positive effect on the pur-
chasing behaviour of consumers in online shops.

In the context of online shopping, Wu et al. were able to determine a positive
connection between the emotions regarding a website and the purchase intention of
consumers [22]. With regard to AR, which is used in online retail to create a customer
experience and should contribute to an increase in the conversion rate [14], an
experiment by Watson et al. has already found that the positive emotional response
when using an AR makeup app positively influences the purchase intention [26]. Thus,
the authors postulate:

H7: Emotions during the use of AR applications have a positive influence on the
purchasing behaviour of consumers in online shops.

According to Rosenberg and Hovland’s theory, attitudes not only include affective
and cognitive components, but are also closely related to a behavioural component
[23]. Based on this, the authors assume that the attitude towards the use of AR plays a
mediator role in the research model with respect to the relationship between the per-
ceived amount of information (H8) as well as the emotions during the use of AR (H9)
and the purchasing behaviour of consumers in online shops (Fig. 1).

2.2 Research Method and Data Collection

To analyse the hypotheses, the authors conducted an online survey with a standardized
questionnaire using the software LimeSurvey. The questionnaire is structured in an
introduction, personal questions, general questions about previous experience with AR
in online shops and the survey of the five variables. A filter question is also part of the
questionnaire. People who state that they have not yet used any AR applications in
online shops cannot take part in the survey of the variables and have to end the survey.
The authors used existing multi-item scales from the literature to measure the reflective
constructs perceived augmentation [24], the perceived amount of information [20],
emotions during the use of AR [25, 26] and attitudes towards the use of AR [9]. To
identify possible inconsistencies in the response behaviour of the respondents, these
constructs were also measured with a global single item. Since purchasing behaviour in
this study only refers to whether AR influences the intention to purchase, the authors
decided to measure the endogenous construct with a single item on a ratio scale based
on Munyon et al. [37]. The measurement models are shown in Table 3 in the appendix.
All items of the constructs were queried on a five-point Likert scale from agree,
somewhat agree, neutral, somewhat disagree to disagree.

A pre-test ensured the quality and comprehensibility of the questionnaire. The
study started on October 16, 2020 and ended on November 29, 2020. The authors
shared the survey via Facebook, Instagram, XING and WhatsApp. Participants could
access and take part in the online survey via a link. A total of 399 people took part in

134 J. Schmidt et al.



the online survey. The data sets of 105 people who stated that they had not yet used AR
applications for online shopping were not considered in the analysis. Furthermore, the
authors excluded the data sets of 55 other people who cancelled the online survey. The
remaining 239 data sets were checked for inconsistent response behaviour and response
patterns, such as straight lining [27]. Four data sets indicated that the questions were
answered inappropriately and were eliminated from the sample. After data cleaning, the
final sample consists of 235 participants.

57.9% of the survey participants are male and 42.1% female. The majority of
respondents (56.6%) are between 18 and 24 years old. Less than half of the respon-
dents are 25 or older (41.7%) and 1.7% are under 18. In line with the age structure, a
large proportion of participants (54%) are pupils, students or trainees. In contrast,
43.8% are employed. In terms of previous use of AR, about one-third of respondents
(32.3%) said they had used an AR application only once, and just under half of
respondents (47.2%) used them rarely. Only 18.7% used AR in online shops occa-
sionally. The proportion of those who used AR frequently or very often (1.8%) is
noticeably low. Glasses have already been tried on virtually by 75.3% of the sample.
38.7% have also tested furniture with AR in online shops. The participants had
comparatively little AR experience with cosmetics (10.2%), clothing (9.4%), jewellery
and watches (6%), household appliances (4.3%) and shoes (3.4%).

The statistical method of structural equation modeling is used to examine the
relationships of the constructs in the research model [27]. The authors decided to use
the variance-based partial least squares estimation method, which is commonly used in
marketing and is applicable even with a relatively small sample [27]. In this method,
the significance of the paths is determined by bootstrapping. With the support of the
SmartPLS software [28], the structural model and the measurement models were
evaluated. To evaluate the measurement models, the authors checked internal consis-
tency using Cronbach’s alpha (CA) and composite reliability (CR). Convergence
validity is ensured by checking the outer loadings of the items, also known as item
reliability (IR), and the average variance extracted (AVE) [27]. The authors chose the
heterotrait-monotrait (HTMT) ratio to test discriminant validity [27]. The measurement
models in this study exceed the recommended thresholds from the literature of 0.7 for
CA, 0.6 for CR, and 0.5 for AVE [27]. The outer loadings of items should be >0.7.
Items with a value below 0.4 should be removed from the measurement model. Items
with values between 0.4 and 0.7 do not necessarily have to be eliminated but can be
retained for reasons of content validity. However, eliminating these indicators may be
useful if it leads to an increase in CA, CR or AVE beyond the threshold required for
each criterion [27]. In the perceived augmentation construct, one item (The applications
place virtual objects on your body or in your space) was removed from the measure-
ment model because of an outer loading below 0.4. To reach the requirement level for
AVE, the authors removed three items (excited, interested and inspired) from the
measurement model of the emotions construct. Furthermore, there is no lack of dis-
criminant validity in the model, since the HTMT values for all construct combinations
are below 0.9 [27].

In addition, the structural model was tested for multicollinearity using the variance
inflation factor (VIF) [27]. In this study, there is no problem of multicollinearity as all
VIF values are less than five. Moreover, the authors use R2 as a central quality criterion
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for the explanatory power of the structural model and its constructs [27]. Following
Chin [29], the R2 values for the constructs emotions during the use of AR (0.194) and
perceived amount of information (0.266) can be rated as weak and the R2 values for the
constructs purchasing behaviour (0.376) and attitude towards the use of AR (0.413) as
moderate [29]. However, in the research discipline of consumer behaviour, an R2 value
of >0.2 is considered high [27]. According to this, all R2 values for the constructs are to
be considered high except for the R2 value for the emotions construct.

3 Results

The results of the structural equation model are shown in Fig. 2.

The results show a significant positive effect (ß = 0.515, p < 0.01) of the perceived
augmentation on the perceived amount of information, and thus also on the cognitive
processes in the organism. H1 can be confirmed. Regarding the affective component
emotions, there is also a significant positive relationship (ß = 0.441, p < 0.01) based on
perceived augmentation. H2 can thus also be confirmed. The results for the processes
within the organism show a significantly positive influence of the perceived amount of
information on the attitude towards AR (ß = 0.391, p < 0.01). This leads to confir-
mation of H3. There is also a significant positive relationship (ß = 0.332, p < 0.01)
between emotions when using AR applications and the attitude towards using AR. The
authors can confirm H4. Moreover, the results of the empirical analysis show that the
purchasing behaviour of consumers is significantly positively influenced by the amount
of information they perceive (ß = 0.237, p < 0.01). These findings support H5. H6
assumes that a positive attitude towards AR leads to a positive purchasing behaviour of
the consumer. The results show a significant and positive relationship (ß = 0.394,
p < 0.01). Thus, H6 can be confirmed, too. However, the results do not reveal a direct

Fig. 2. Structural equation model with coefficients
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significant influence of emotions when using AR (ß = 0.071, p > 0.01) on purchasing
behaviour. H7 must be rejected.

In addition to the direct effects (Table 1), the indirect effects of the model can also
be considered. Dependencies between two model variables can be mediated through
indirect effects via third party variables in the model by calculating the product of the
regression coefficients along the paths [27]. Based on the indirect effects (Table 2), H8
and H9 are tested below. The indirect effect between the amount of information per-
ceived and purchasing behaviour are weakly significant (ß = 0.154, p < 0.01). Since
the direct effects are also significant, the conditions for a complementary mediation are
met [27]. Accordingly, a part of the effect of the perceived amount of information on
purchasing behaviour is explained by the attitude towards AR. Thus, H8 is supported.
Since the direct effect between emotions when using AR and purchasing behaviour is
not significant, but the indirect effect is significant (b = 0.131, p < 0.01), the conditions
for exclusively indirect mediation are met [27]. That means: Positive emotions when
using AR lead to a positive attitude towards AR, which then has a positive influence on

Table 1. Direct effects

SEM path Path coefficient M SD t statistics p values

Augmentation ! Information 0.515 0.518 0.051 10.054 0.000
Augmentation ! Emotions 0.441 0.447 0.051 8.559 0.000
Information ! Attitude 0.391 0.392 0.067 5.837 0.000
Emotions ! Attitude 0.332 0.337 0.066 5.014 0.000
Information ! Purchasing behaviour 0.237 0.233 0.076 3.123 0.002
Attitude ! Purchasing behaviour 0.394 0.398 0.067 5.900 0.000
Emotions ! Purchasing behaviour 0.071 0.072 0.071 1.001 0.317

Table 2. Indirect effects

SEM path Path
coefficient

M SD t
statistics

p
values

Augmentation ! Information !
Attitude

0.201 0.204 0.044 4.615 0.000

Augmentation ! Emotions !
Attitude

0.146 0.151 0.034 4.264 0.000

Augmentation ! Information !
Purchasing behaviour

0.122 0.121 0.042 2.944 0.003

Augmentation ! Emotions !
Purchasing behaviour

0.031 0.032 0.032 0.979 0.328

Emotions ! Attitude ! Purchasing
behaviour

0.131 0.134 0.033 3.922 0.000

Information ! Attitude !
Purchasing behaviour

0.154 0.157 0.040 3.841 0.000
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purchasing behaviour. H9 can be confirmed, too. Further indirect effects in the research
model are presented below. Via the organism variables, the perceived augmentation has
an indirect, significantly positive effect on attitudes towards the use of AR (ß = 0.348,
p < 0.01) and on the purchasing behaviour of consumers (ß = 0.290, p < 0.01).

4 Discussion

This study uses the SOR framework from consumer behaviour theory to examine the
impact of AR in online shops on consumers. Based on the interrelationships between
the SOR components, the results of this study can be discussed. The results show that
perceived augmentation as a stimulus has a positive effect on the organism. Positive
effects of AR can be found for both cognitive and affective response. In the cognitive
area, the perceived augmentation of AR applications leads to a positive influence on
information processing. This finding can be derived from the result of the study that
consumers perceive a lot of information about the product through AR product pre-
sentations. Compared to the classic product presentation in online shops with text and
pictures, a more direct product experience is possible through the virtual trying on of
products respectively the virtual placement of products in 3D in the consumer’s
environment [30]. As a further finding, the present research provides that high per-
ceived augmentation in online shopping leads to positive emotions. This result is
supported by Javornik’s study, which found a positive effect of perceived augmentation
on the affective response with regard to virtual try-ons of glasses [15]. So, the joy of
using AR applications can create a shopping experience for consumers.

In this study, the attitude of consumers towards the use of AR applications plays a
central role in investigating the influence of AR on consumer behaviour. On the one
hand, the additional perceived information about the products and, on the other hand,
the positive emotions that a consumer experiences while using AR contribute to a
positive attitude formation. These study results show that both cognitive processes of
information acquisition and processing as well as affective components, such as
emotions, lead to a positive attitude towards AR in online shops. Earlier studies came
to similar conclusions, which found a positive effect of perceived usefulness and
enjoyment on the attitude towards AR [31, 32].

Another result of the present work is that the attitude towards AR has the greatest
positive influence on the purchasing behaviour compared to the perceived amount of
information and the emotions when using AR. However, the influence of the perceived
amount of information on the purchase decision is also considerable. The additional
information provided by AR seems to make it easier for consumers to assess the
products they are looking at. This in turn leads to a reduction of uncertainties in
consumer decision-making, which was already proven in a previous study by Dacko in
the context of mobile AR shopping apps [33]. Surprisingly, the results of the present
study show that the positive emotions of consumers while using AR have no direct
influence on the purchase decision. In contrast, other studies found that positive
emotional response of a virtual product presentation leads to an increased purchase
intention [13, 26]. In the present study, it should be pointed out the special role of the
attitude in mediating the relationship between emotions and purchasing behaviour. The

138 J. Schmidt et al.



positive emotions evoked during online shopping with AR have an indirect effect on
the intention to purchase via the attitude towards AR.

In summary, it can be derived from the results of this study that the use of AR in
online shops is an effective form of product presentation to positively influence con-
sumers’ purchase decisions. It is noteworthy that, according to the results of this study,
the amount of information about the products is more important for consumers’ pur-
chase decisions than the entertainment value of AR applications.

5 Conclusion

The aim of this paper was to gain insights into the extent to which AR applications in
online shops influence the purchasing behaviour of consumers. The SOR model was
used as a theoretical basis to determine the causal relationships between AR and the
cognitive as well as affective processes within the consumer and their influence on
purchasing behaviour. The results show that product presentations with AR have a
positive influence on intrapsychic processes in the consumer. Both cognitive and
affective components in the organism have a positive effect on the purchasing beha-
viour of consumers in online shops.

In terms of theoretical implications, the study provides essential methodological
contributions regarding the influence of AR on consumer behaviour in online retailing.
In contrast to previous studies, this paper focuses on internal psychological processes in
the organism of the consumer by using the SOR model (user centricity) instead of
concentrating on the technology acceptance by users (technology centricity). By doing
so, the authors developed a model to directly measure how the attitude towards the use
of AR, the perceived amount of information and emotions during the use of AR
impacts their purchasing behaviour. Moreover, it is now possible to indirectly measure
the attitude towards the use of AR through the perceived augmentation and to indirectly
measure the purchasing behaviour. Here, the construct “emotions during the use of
AR” only indirectly effects the purchasing behaviour by mediating its influence through
the attitude towards the use of AR.

With respect to practical implications, the study provides insights for online
retailers. The disadvantage of online retail compared to stationary retail of not being
able to try out and check products in real life is considerably reduced by the use of AR
technology. Due to its positive effects on emotions, online retailers can use AR as a tool
to bind customers emotionally to their store. The supportive effect of AR in decision-
making can also be expected to reduce the risk of mispurchases and the associated
returns. This in turn can lead to cost savings on the part of online retailers. Furthermore,
AR can increase conversion rates and consequently sales revenues for online retailers.

However, the study has some limitations. Differences between the online shops,
e.g. with regard to the quality of the AR technology used, were not collected. This also
applies to the point in time at which survey participants gained AR experience. Due to
the rapidly advancing development of AR technology and the quality of AR applica-
tions, the authors assume that more recent AR experiences tended to be rated more
positively. When evaluating the results, there was also no breakdown of the product
groups viewed by consumers. Assuming that AR applications are differently suitable
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for different product groups, research on specific products can provide more differ-
entiated results. In this context, further studies can examine the influence of the attitude
towards the product. In addition, this study did not measure the real purchases made
after viewing an AR product presentation, but only the potential that consumers see in
AR to positively influence their purchase decisions. Future research could come up
with more precise results by measuring real purchases made through AR. Since pur-
chasing behaviour was measured with a single item, there are limitations regarding the
reliability of this construct, too. Due to the complexity of consumer behaviour, the
authors did not examine all influencing factors in this study. In another study, users can
be differentiated according to the phase in the purchase decision process. It can be
assumed that the influence of AR on purchasing behaviour depends on the phase in
which the customer is in the purchasing process [37]. Furthermore, the purchasing
motivation of consumers can be investigated. When using the AR applications, the
participants had different technical circumstances, such as the internet connection or the
end devices used. A comparable study with a laboratory experiment could avoid these
inequalities.

With increasingly powerful end devices and the ongoing development of AR
technology, an even more realistic AR representation of products in online shops will
be possible in future. This will presumably lead to consumers perceiving augmentation
more intensively and thus shopping increasingly become an experience in which more
product-related information can be perceived. It remains to be seen whether these
developments will also lead to an even stronger impact on the purchasing behaviour of
consumers. However, as this study shows, online retailers should consider AR as a way
of presenting their products.

Appendix

Table 3. Measurement models and quality criteria

Constructs IR CR CA AVE

Perceived augmentation [24] 0.824 0.715 0.540
The virtual objects on the devices seem real 0.737
The virtual objects seem part of the real environment 0.745
The virtual objects still seem to be part of the real
environment when you turn your body or your device

0.797

The virtual objects seem to exist in real time 0.653

(continued)
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Abstract. The article presents the results of the work on the method of
intuitive UI and UX personalization of mobile applications. The method
is based on the user’s personality profile (Big 5) inferred from the avail-
able data on the user’s phone at the time of installation. The user’s
personality model was created based on machine learning performed on
data from 2,202 people. The proposed method enables personalization
from the first contact of the customer with the application. Therefore,
it is a significant advantage of the study. Moreover, the method ensures
complete data privacy protection since no data about the user is uploaded
outside the mobile phone.
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Human-centred services · Detecting personality based on digital data

1 Introduction and Research Objectives

The digital revolution has made the smartphone the most used personal device,
and a natural source of information about the user, which is confirmed by numer-
ous studies [4]. The deepening dependence and coexistence with technology mean
that profiling based on demographic characteristics is insufficient. Currently,
digital data about users named “digital fingerprints” are commonly collected
and used for profiling and classification. However, gathering users data is time-
consuming and resulted in delaying product adjustment to the user preferences.

Therefore, the first motivation was to look for good classifiers that can be
used from the first moment of using the application, right after installation (pre-
vious publications related to this research program are [12–14]). Then the insight
about the user can be used for dynamic and automatic adaptation of services,
e.g. smartphone application. The above motivation defines the main research
problem analyzed in this publication, which is: how to define the personality
profile of a mobile application user and personalize it to their needs from the
moment the application is installed. To solve this problem, the following research
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questions were defined: (RQ1) Is it possible to create an automatic method to
determine the user’s personality based on the available mobile phone data during
the app installation? (RQ2) Can this method be used in a mobile application
for automatic application personalization?

The article presents the possibility of using telephone data for active profiling
and automatic personalization of UX and UI. The first part will present research
objectives, key findings from the review of related research, chosen research
methodology and scheme. Then the results of research on the data personality
model and the concept of personalizing a mobile application based on this profile
will be discussed. In the end, conclusions will be presented, and the limitations
and further plans for research and development of the concept will be discussed.

2 Research Methodology

The overall methodology chosen to carry out the required research is Design Sci-
ence [6]. Following the Design Science framework, the presented research consists
of the following steps presented in Fig. 1 The first step is identifying the existing
problems in data-driven personalised personalisation. A literature review was
conducted to search the possible existing solutions with a detailed analysis of
available data. The summary of this stage is in section Related Works. Next, the
research procedure consists of pre-research stages: interviews with customers,
the psychometric procedure for creating required personality tools, preparing
tools for data collecting and data collection. A summary of these pre-research
studies is in section Pre-research. Then the primary research for the creation of
artefact was conducted. The Hevner’s Design Cycle: data processing and artefact
development is presented in section Research.

Fig. 1. Research steps defined according Design Science Research (own source)
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3 Summary from Literature Review

The systematic literature review was conducted based on the method proposed
by [15]. The primary keys used for the input search were: determining person-
ality based on (digital) data, personalization of services based on the user’s per-
sonality, user’s profiling based on data, customer-oriented services; mobile app
personalisation; personality as a base of human-robot interaction.

3.1 Prediction Personality from Data

Over the past ten years, many attempts have been made to define personality
based on the digital footprint. The citations in this article are not exhaustive,
and only examples are given to illustrate the conclusions from the more com-
prehensive literature review. Most of the research is concerned with determining
personality from Social Media (SM) data, mainly through large text data-sets,
available as open data on Twitter or MyPersonality App for training purposes
(e.g. [2,10,11].

There are attempts of predicting personality from SM profile picture [10,17].
The single studies in this topics, explore other than SM data, e.g. call logs [21],
registry from mobile applications [26], eye movements [1], data from devices such
as socio-badge [9]. It is worth noting that some of these studies are currently
impossible to repeat due to the lack of availability of this data, but still they are
valuable from a research perspective. This research relied on a large amount of
data, either collected or possessed from service use history, with a few exceptions.

Based on a review of more than 35 studies on this subject, it can be concluded
that the basic data for personality detection are text data from posts and tweets
on SM platforms. It also seems that some researchers focus mainly on improving
the ML methods themselves, without the specific purpose of using these models
in practice. Despite the efforts, no cases describing the use of such a model
for business purposes other than the personalization of SM were found [20,22].
Taking into account techniques of modelling, Machine Learning (ML) is currently
the dominant approach for personality prediction from digital footprint [5,11,
16,23,24].

3.2 Personality Models

The Big Five Theory classifies personality traits along five dimensions: Extraver-
sion (E), Neuroticism or Stability (S), Openness to Experience or Intellect (O),
Conscientiousness (C), Agreeableness(A). The Big 5 is one of the best experi-
mentally tested personality models in psychology and it was confirmed in many
empirical studies [3]. Many studies are indicating a strong relationship between
Big 5 and behavior and preferences [8].

There is also another personality typology: the Myers-Briggs Type Indicator
(MBTI) [7]. It is an array of 16 personality types, resulting from a combination
of 4 binary dimensions: Introvert-Extravert, Intuition-Sensing, Thinking-Feeling,
Judging-Perceiving.
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Considering the attempts of data-driven personality, The Big 5 is used the
most often (23 from 35 found out) while the MBTI is used about less frequently
(7 from 35). The remaining 5 are single uses of other approaches. Regardless of
the model used (Big 5 or MBTI), it can be stated that the personality model is
treated as a set of discrete binary variables in most cases. This approach is coher-
ent only with the Myer-Brigs Theory, a typology composed of a combination of
2-pole classes. Although using personality traits as a binary variable is conve-
nient for building models (avoiding imbalance sample issue), it does not seem
justified for personalizing products. For personalization, traits are for identifying
those who differ significantly from the typical, average level of the trait. In the
Big 5 model, traits are dimensions, and it is possible to define the typical users
and the cut-off points of extreme groups. This fundamental difference affects
both the interpretation and possible use of the result. Finally, the prediction of
binary typology is less likely to differentiate behaviour [25].

3.3 Differentiation of Users Experience Based on Personality

There are some examples of using the personality for personalising advertise-
ment execution [20] and recommendation systems [18]. Considering the creation
of personality-aware service, valuable insight about the Big 5 personality impact
comes from human-AI and human-robots interaction surveys. For example, the
service adaptation process is more straightforward in the case of High E, High
C, and High S [19]. However, highly neurotic (Low S) are not resistant to stress,
accompanied by a higher level of anxiety and a lower ability to adapt to what
can be crucial in brand new services based on advanced technology using Virtual
Reality or Augmented Reality. In contrast, High O, when learning about and dis-
covering new things feel satisfying, and such activity is beneficial for them. An
additional incentive for people with High Openness is their intellectual involve-
ment, so they have different adaptation paths. The research [27] confirms that
High E prefers robots with extroverted behaviours and introverts with intro-
verted ones. Therefore, it can be assumed that the inclusion of personality in
the profiling of less advanced but interactive services like a virtual agent or other
mobile application will bring benefits for users.

3.4 Identified Gap

The Big 5 approach seems to be adequate for service personalization purposes.
Determining the personality is most often based on data collected while using a
specific service (usually social media). Creating a profile requires time to record
behaviours relevant to the model. Therefore, it is not practiced to calculate the
user’s personality profile at the time of service installation.

Little attention has also been paid to personalization based on the person-
ality profile and its use in user-beneficial activities (not just tailoring market-
ing communication, ads, or content recommendation). Thus, there is a need to
develop technology to enable much more reliable and people-friendly solutions
and automatic personalization of UX and UI based on personality.
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Determining the personality in most existing research does not ensure com-
plete user privacy, i.e.the, the profile is calculated using sensitive data and outside
the user’s end device. Moreover, data, storage, and security were not usually dis-
cussed in the literature on determining the user’s personality based on digital
traces. Therefore, the question arises is it possible to design the counting of the
personality profile with better privacy protection, for example, on the end device
(e.g. smartphone).

4 Designing and Developing of Artefacts

The primary objective is to develop a novel method of personalizing interac-
tive electronic services like smartphone applications. The design science stage of
design and developing of the artefact is presented in Fig. 2.

Fig. 2. Developing and evaluation of artefacts.

First, the preliminary qualitative study was carried out to identify needs
and collect descriptions of discriminatory behaviour. Additionally, at this stage,
users needs and expectations towards the personalization were defined, respec-
tively, to each personality trait extreme groups. Consecutively, the psychometric
procedure dedicated to creating the personality electronic assessment tool was
executed.1). Then, the mobile application (named Dr Charakter) was developed,
dedicated to collecting anonymous statistics from mobile phone together with
the Big 5 assessment. The data categories processed on mobile phone: telco
data (contact list statistics, call logs statistics, text messages log statistics, etc.),
applications basic info, system info data, photos (structure of directories, num-
ber of photos, photos with faces, etc.), phone settings and statistics e.g. battery
consumption, kind of security level. 2666 people were recruited. The partici-
pants installed app on the phone, answered Big 5 questions and received the
1 The 25 items tool was created. Reliability, N = 3331: Alfa-Cronbach coefficient:

E:.76, A:.58, O:.59, S:.72, C:.64). Accuracy: r-Pearson coefficients with IPIP-BFM-
50: E:.85, A:.55, O:.62, S:.81, C:.76).
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personality profile and basic statistics from mobile phone. During the filling the
questionnaire, application calculates required statistics from the data available
on the phone (with full transparency of what is done and an acceptance of the
set of required by law consents). The only anonymous statistics were transferred
from the respondent’s mobile phone to analytic lab servers. Finally, the person-
ality model was created (artefact 1) based on smartphone data, the same kind
which can be available at the moment of any app installation. Finally, the model
was implemented in the service prototype (artefact 2) and proceeding with the
final validation. A novel method of personalizing smartphone applications.

5 Developing the Data Driven Model

5.1 Data Processing

2,667 people decided to participate in the study, including 1,303 men and 1,364
women. The average age was 31. Therefore, the final age distribution is similar to
the characteristics of Internet users in Poland. In addition, the participants must
possess skills sufficient to install the application on their own, agree with five
consents and carry out the procedure by performing commands on the screen.
Finally, the age distribution was: 44% aged 18–29, 32% aged 30–39, 24% aged
40 and higher. There were 250 raw data types, from which 143 were input for
presented in this article modelling (Table 1). In the case of data collected by
the Dr Character app, quality testing and data control have been performed.

Table 1. Descriptions of the data categories taken from the smartphone by Dr Char-
acter application

Data category Examples of data Definition and description

Standard android
information (99)

device security, screen
layout, color mode, font
scale, keyboard parameters,
battery level, rotation, alarm
alert, tone/mute/vibrate
ring

Current phone settings
(during the test)

Contacts (33) numbers with COE, with
address, with e-mail,
contacted last month, with
name included family names
from the list

List of contacts described in
statistics. Number of
contacts grouped according
to 33 different criteria

Applications list (5) package name, names,
categories, found URL

Application general
information such as the
application list

Applications
statistics (6)

package name, first
timestamp, battery
consumption, last
timestamp, last time used,
total time foreground

Application statistics -
general information such as
the date of instalment
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The following cases were excluded: people who misplaced a personality question-
naire, installed applications on unused phones, cases with data incomplete or
doubled due to the events of interrupted procedures (data transmission errors).
After a pre-processing and filtering out records with errors, the model was built
on data from 2202 unique participants (82,63% of the initial sample). Personality
scores were normalized into the Sten scale. For the selected Sten scale, the unit
of the standardized Sten scale is one sten. The number of units is 10. Thus, one
sten covers 0.5 SD of the population (reference groups), and the mean of this
scale is 5.5.

5.2 User’s Initial Smartphone Personality Profile Model

User’s Initial Smartphone Personality Profile (UISP) model was created in
Python. All machine learning was conducting using scikit-learn library. In gen-
eral, the model creation consists of the following stages: (1) Data set processing,
(2) Creating Set of Additional Features, (3) Finding the best solution for the
unbalanced sample problem, (4) Finding the best in the class model predicting
personality (5) Creating the model on training sample (6) Validating model on
the test sample.

For model creation, ensemble techniques were used. This technique is a com-
bination of multiple machine learning algorithms or models. They are used
because of the best controlling of the bias-variance trade-off, increasing model
performance, and providing good model stability. There are 12 Machine Learn-
ing Methods chosen among others for tests: Random Forest Classifier (RF),
k-Nearest Neighbor (KNN), Support Vector Machine (SVM), Logistic Regres-
sion (LR), Linear Discriminant Analysis (LDA), Decision Tree Classifier- CART,
Gaussian Naive Bayes (NB), ETC = Extra Trees Classifier, Bagging Classifier
(BC), AdaBoost Classifier (ADA), LGBM Classifier (LGBM), XGB Classifier
(XGB). All of them were used to find out the best model fit for each dimension.
The model was created using the standard hold out procedure, in which the data
are divided into a training set (95%) the set for validation (5%) which is separate
and not used for training. The training procedure is iterative and consists of a
cycle of training (80% of the sample) and test (20%).

To evaluate the model quality is worth determining the “baseline” level of
the prediction, i.e. the result to which the model’s predictions will be compared.
For regression problems, a random variable is often used, e.g., from 0 to 100,
for comparisons. Considering the skewed distribution of 3 classes of trait level
(low, medium, high), it will be approximately 33%-34% for the average baseline.
The baseline for each of the models was defined in the context of the model
usage (business perspective). So the assumed baseline is not using personality for
personalization, which caused every user to receive the not-personalized service
version (for average target). In this situation, the middle class is personalized
with 100% precision and, for those with a High or Low level, precision is 0%.
Based on that assumption, the baseline presented in the Table 3 was calculated.
So far, a personality model is built based on 3 data categories of an Android
mobile phone: Application Info, System Info, and Contacts. Of the 143 raw input
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Table 2. Features Importance for the best in class model

Feature E A C S O Feature E A C S O

Contacts mobile 7.4 2.3 2.7 3.3 2.4 Emails 1.3 0.7 1.4 1.4 1.4

Contacts 5.4 1.9 3.2 3.8 2.4 Contacts type work 1.1 0.7 0.7 0.7 1.4

Contact one month 4.3 4.0 2.8 2.5 2.2 Min install 1.1 1.1 1.9 2.1 2.1

Weekend ratio 4.1 2.7 2.7 2.9 2.1 Contacts photo 1.0 1.5 1.2 1.4 1.5

Battery level 3.6 3.6 3.3 3.5 2.4 Dtmf tone when dialing 1.0 0.2 0.4 0.4 1.8

Mean day 3.3 4.9 3.1 3.2 2.1 Ratio days per app 0.9 1.1 2.5 2.6 2.4

Boot count 3.2 3.9 2.8 3.1 1.8 Mobile net code 0.8 0.8 1.1 1.3 1.8

Contact six months 3.2 2.3 3.0 2.3 2.4 Density dpi 0.8 1.0 1.4 1.2 1.8

Max app install 3.2 4.4 3.6 3.5 2.3 Free size sd 0.8 0.8 2.9 2.9 2.3

Contact three months 3.1 2.8 2.6 2.7 2.3 Contacts type home 0.7 0.6 0.8 1.0 1.2

Screen brightness 3.1 3.5 3.5 3.1 2.0 Contacts ICE 0.5 0.3 0.2 0.3 0.7

User apps 3.1 3.7 3.0 3.1 2.0 UI mode 0.5 0.7 0.5 0.5 1.2

Work period ratio 3.0 5.3 3.3 3.1 2.2 Mute streams affected 0.4 0.3 0.6 0.6 1.7

App diff days 3.0 3.0 2.8 2.6 2.1 Data roaming 0.4 0.2 0.4 0.6 1.7

System apps 2.9 2.6 2.8 2.7 2.1 Font scale 0.4 0.8 1.7 0.9 1.6

Contact one week 2.9 3.4 3.5 3.5 2.2 Mobile data enabled 0.4 0.6 0.4 0.4 1.7

Available size sd 2.6 2.9 2.9 2.7 1.9 Color mode 0.4 0.4 0.5 0.6 1.4

Total size sd 2.5 2.9 2.5 2.8 2.0 Time mode 12 24 0.4 0.4 0.4 0.4 1.5

Contacts foreign 2.4 1.5 1.7 1.6 1.8 Contacts shared cost 0.3 0.4 0.6 0.5 1.5

All apps 2.4 3.1 2.8 2.7 2.1 Contacts type unidentified 0.2 0.2 0.2 0.2 0.9

Ratio apps per day 2.4 2.9 2.6 2.7 1.8 TTS default pitch 0.2 0.3 0.4 0.2 0.6

Duplicated contacts 2.3 2.1 1.9 1.8 1.7 Screen layout 0.2 0.5 0.2 0.3 0.8

Contact two weeks 2.2 2.5 2.6 2.4 2.2 Contacts address 0.2 0.4 0.5 0.6 1.1

Screen off timeout 2.2 1.4 1.5 1.4 2.0 TTS default rate 0.2 0.3 0.3 0.2 0.7

Contacts type mobile 1.8 2.6 3.0 3.6 2.6 TTS default synth 0.1 0.2 0.3 0.3 1.1

Contacts family 1.7 1.8 2.0 2.1 2.2 Battery saver mode 0.0 0.2 0.3 0.2 1.0

Contacts unknown 1.6 2.3 2.1 1.8 2.1 Contacts toll free 0.0 0.1 0.5 0.3 0.7

Contacts fixed 1.5 3.7 2.0 2.1 2.3 Contacts ussd 0.0 0.2 0.2 0.2 0.6

Contacts short number 1.5 1.2 1.5 1.3 2.1 100 100 100 100 100

data features, the presented model was built on 57. The remaining collected data
(apps events, pictures, call logs) has not yet been used. The parameters of the
best-performed models based on the three categories of android data are shown
in Table 3. The final five models were evaluated on the test group (N = 100)
against the assumed baseline. LGBM proved best for E and C, RF for A and O,
ETC for S. Compared to the baseline, the best model is E and O. The model for
A turned out to be the weakest - it was not possible yet to go beyond the assumed
baseline. The specificity of the agreeableness dimension relating to the sphere of
interpersonal contacts would require data related to such contacts. Perhaps the
improvement will be brought by expanding the features with statistics from call
logs and SMS.

Considering the importance of particular data types for creating the model
itself, the system’s information (e.g. battery level, screen brightness, and the
amount of free memory) seems to be most significant Fig. 2. Information about
installed applications comes second. Interestingly, there is little differentiation
among the top 10 most important features. Lack of differentiation means there
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Table 3. Comparison of best in class models performance with baseline (on hold out
test sample N = 100)

The best in class: LGBM LGBM RF ETC RF

Dimension: E C A S O

Precision baseline 0.52 0.55 0.49 0.52 0.58

Precision model 0.75 0.68 0.62 0.81 0.74

F1 score baseline 0.61 0.63 0.58 0.60 0.66

F1 score model 0.76 0.65 0.61 0.65 0.69

Accuracy baseline 0.72 0.74 0.70 0.72 0.76

Accuracy model 0.79 0.75 0.70 0.74 0.78

are no unique traits to a given personality trait. Since these most critical traits
are repeated for all dimensions of personality, these features are most related to
user behaviour.

5.3 Method of Personalisation Based on UISP Model

The proposed concept of data-driven personalisation is investigating by imple-
menting the user’s personality data-driven model into the android application.
The diagram (Fig. 3) shows the process flow. The user installs the application
with implemented UISP model on the smartphone. The application counts the
57 statistics needed to calculate the profile. Furthermore, the services automat-
ically adjust the appearance of the service, functionality, and communication to
the user’s personality profile. The profile remains secret and private because it
is not shared with the application back-end and not send outside the device.

Fig. 3. General flowchart of personalization based on the personality profile (from UISP
model) in the service
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It is available only for this mobile application. The application has the same
functionalities for everyone, but the service is delivered differently to the various
users, thanks to the profile. Based on the Big 5 Theory, Introverts should receive
an interface with fewer elements and subdued colours, while Extraverts receive
an animated, more stimulating interface. The application adapts to the user’s
capabilities, e.g. to those with Low C, and it provides more messages reminding
about the actions to be performed. The reinforcements (feedback) from the app
are tailored to the needs of each user. For example, extroverts need more social-
oriented communication. High C is related to the purpose and appreciation of
the tasks. Adapting the service to different profiles requires additional research,
which is developed for specific service functionalities.

The final UISP model (artefact 1 and personalisation logic (artefact 2) was
implemented in the lab prototype application to allow evaluation. The user’s
personality profile, calculated automatically based on statistics from android
data, is available immediately after installing the service (the calculation last c.a.
2 s). It was checked on twenty different handsets. This model implementation in
the app is a sound basis for further research into determining personalisation
preferred by different personality types.

The idea of personalising method (Fig. 3) is also assumed constant analyses
of the user’s choices during the application’s. Based on the results of this analy-
sis, the application will decide whether to continue profiling based on the initial
profile or to run the profile re-calculation based on data from the service usage.
Additionally, for personalisation purposes, it is enough to classify users into a
low, medium, and high class of a given trait. Finally, since various personalised
elements in the service are adjusted independently, potentially, the entire profile
does not have to be included in the service. The five models can be created and
used independently, e.g. adjusting interface graphics is significant high Extraver-
sion and Openness. Thanks to that, no information about the user is transfer
and stored outside the handset. All the data and the profile itself are stored
locally.

6 Conclusion and Discussion

The article presents the work results aimed at creating a model for calculating
the personality profile based on the data available during the installation of the
service in a mobile phone. Furthermore, the concept of automatic personalisa-
tion of the service was also presented, and the mechanisms implemented in the
smartphone app itself (front-end layer). The presented research resulted in the
successful creation of both defined artefacts (1 and 2), although both require
to be finally validated in UX tests. The new contribution of this study consists
mainly in the fact that the possibility of calculating the personality profile from
anonymous statistics available on the phone during the installation of the appli-
cation has been shown and, it can be done with accuracy comparable to models
based on large amounts of data despite distinguishing narrowly defined high and
low class for personality traits. Therefore, this approach is more accurate for
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service-personalisation purpose. Furthermore, it also proposed using such an in-
app model to personalise any service, which can be a base for new kind of user’s
personality-aware services.

The research was also aimed at confirming the suitability for profiling based
on data from the moment of service installation, without the need to collect data
logs from the services and test automatic analytic that can be implemented inside
the service. Work on both the UISP model (extension with new data categories)
and the first test application that uses the UISP model for personalisation is
ongoing but is nearing completion.

Another UX research, in the experimental model, is planned to confirm the
usefulness and value of the proposed solution for users. Currently, personalisation
is determined based on theoretical descriptions of features that contain basic
behavioural guidelines. Subsequent tests should be dedicated to the verification
of the business use of such profiling.
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Over the past years and in particular since the onset of the COVID-19 pandemic, the
importance of digital media has increased. This not only applies to video platforms,
which have grown strongly and contributed to managing the restrictions in personal
contact, but also the broad mix of electronic channels, which are well known in the
field of integrated customer relationship management (ICRM). Among the channels
that support the key business processes for CRM, i.e. marketing, sales, and service, are
online services and platforms, mobile devices, and social media as well as games and
voice assistants with in-app purchases. According to eMarketer, electronic commerce
sales—being the part of CRM that comprises electronic transactions—jumped from
3,354 billion USD to 4,280 billion USD in 2020, with a forecast to reach 4,891 billion
USD in 2021 [1]. This represents an increase of 45.82%.

The use of social media for CRM is known as Social CRM and aims to improve the
performance of a business by using this channel for building and maintaining rela-
tionships between the business and its customers. From an organizational perspective,
Social CRM links the external world of social media with internal business processes in
marketing, sales, and customer services [3]. However, social media is not limited to
being a new communication and marketing channel. Rather, it is a lever for the digital
transformation of existing CRM strategies, processes, and systems [4]. Integrated
Social CRM may be conceived as an approach that aims to align these aspects in
integrated and digitally supported use cases. It builds on a realm of information
technology that helps to turn user-generated content (UGC) into actionable information
for daily tasks, as well as strategic decisions [5, 6].

For the sixth time, the iCRM workshop aimed to shed light on current research and
practical challenges regarding integrated Social CRM. The workshop attracted par-
ticipants from different fields, such as marketing and relationship management, infor-
mation systems design, and computational intelligence. While in the past, the notion of
iCRM referred to intelligent CRM, the current workshop was organized with the
emphasis on integrated (Social) CRM. Similar to previous years, all submissions
underwent double-blind peer review and the authors were able to revise their manu-
scripts based on the feedback from the workshop, which was conducted virtually this
year.

In total, three papers were accepted, which covered different perspectives. The first
paper, “Social CRM as a Business Strategy: Developing the Dynamic Capabilities of
Micro and Small Businesses”, provides insights into the role and potential of
Social CRM for small businesses based on a survey and four in-depth case studies with
small Brazilian companies. The paper shows that those organizations see benefits in
using social media for their businesses, but they often focus on marketing and lead
generation, ignoring the potential for service and customer retention.

The second paper, “Understanding Customer Orchestration of Services: A Review
of Drivers and Concepts”, investigates concepts related to customer orientation,
decentralization, and smart services in the platform economy and their implications on
future CRM. The paper shows how decentralized platforms may shift the way



companies establish relationships with their customers. The third paper, “Gaining
Insights on Student Satisfaction by Applying Social CRM Techniques for Higher
Education Institutions”, examines the role of Social CRM for managing relationships
between education institutions and students. It illustrates how these institutions may
obtain insights into student satisfaction through an extensive analysis of social media
activities and feedback by analyzing the data from two Brazilian universities.

The three papers highlight the potential of Social CRM in face of the increasing use
of digital communication channels, providing insights in very different domains. While
Social CRM is often examined in the context of medium and large enterprises, the
potential and application areas for smaller enterprises and non-commercial organization
are less understood. The workshop participants agreed that these organizations should
use Social CRM in similar ways and that academia should collaborate with industry to
leverage existing knowledge to adapt it to domain-specific application contexts in the
various industries. Combining the technological and the managerial perspectives was
recognized during the workshop as an important prerequisite for achieving integrated
solutions in practice that help to build and foster relationships in a digital environment.
This combination also helps to respond to the ever-changing customer behavior,
especially now during the COVID-19 pandemic. Again, the sixth iCRM workshop was
a community effort in extraordinary times and the valuable contribution of all authors
and the Program Committee members in enabling this virtual event was highly
appreciated.

Rainer Alt
Olaf Reinhold
Fabio Lobato
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Abstract. The global pandemic, caused by the spread of COVID-19, has
altered the way people go shopping. In light of this, Social Media channels are
an important means of sharing information about goods and services, and dif-
ferent kinds of brands. Since these channels are of considerable market signif-
icance, the authors of this paper decided to describe the results of a survey on
how to use Social Media to improve customer relationship management pro-
cesses in 31 companies. The focus was on digital marketing for micro and small
businesses. In addition, an in-depth analysis was conducted of four companies,
to determine the challenges and strategies in social customer relationship
management adopted by micro and small businesses. The results show that this
is still a new policy for micro and small companies, but has a great potential to
boost sales, enhance customer loyalty and increase brand awareness. The les-
sons learned can assist policymakers in taking more suitable measures for
strengthening this market sector.

Keywords: Digital marketing � Micro and small businesses � Social CRM

1 Introduction

The global pandemic caused by the spread of COVID-19, has greatly altered the way
people go shopping [1]. Consumers have now shifted their purchases to e-commerce
platforms, which are one of the main procurement mechanisms for sustaining the
global economy [2]. According to [3], trade in the post-coronavirus era will no longer
be the same. It is thus necessary for companies to invest time and resources in
understanding their customers in the best possible way [4]. Social Media (SM) plat-
forms feature prominently in undertaking, this task. In January 2021, SM platforms
reported that they had over 4.2 billion active users [5]. It is worth noting that this was
the most significant growth rate in three years and this sharp rise in User-Generated
Content (UGC) may prove to be of the utmost importance for the development of
goods and new brands by small, medium, and large-sized companies [6]. On the basis
of User-Generated Content in social media, companies can make predictions about new
trends and remain competitive in their market niche [7]. However, it is not feasible to
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retain traditional customer management strategies [8] and it has thus been found
necessary to deploy standard Customer Relationship Management (CRM) processes
that correspond to marketing, innovation, sales, user experience, and after-sales within
the SM environment [9].

According to [10, 11] Social CRM can be defined as the adaptation of interactions
between companies and customers through social media. It can also be defined as a set
of technological processes that collect and analyze data to find out their customers’
needs [12]. Moreover, with the knowledge generated from these data, companies can
understand the patterns of behavior of their customers and objectively determine what
their needs are [13]. In addition, marketing campaigns can be more efficient in making
direct contact with their target audience and convert leads into customers [14]. This
procedure is applicable to Micro and Small Companies (MSCs) [15]. It should be
underlined how representative MSCs are to the Brazilian economy. Currently, small
businesses account for 99% of the 6.4 million Brazilian companies and are responsible
for providing about 52% of formal jobs in the private sector [16].

Despite this economic importance, this sector is experiencing a shortage of quali-
fied professionals to fulfill their requirements and thus lack the expertise necessary to
adopt Social CRM strategies in their policymaking. Moreover, in the existing literature
there are only a few studies that are concerned with studying the adoption of
Social CRM strategies by MSCs. Clearly, the need to analyze the adoption of
Social CRM strategies by Micro and Small Companies and to seek opportunities for
intervention, depends on the economic importance of the country. In response to the
gaps in the literature, the following research questions have been defined: RQ1: Which
aspects of Social CRM are important for MSCs? RQ2: How should MSCs adopt
Social CRM strategies in their businesses?

To answer these questions, we conducted a 2-step investigation on the role of
Social Media in improving customer relationship management, by determining the
challenges and perspectives for Social CRM adopted by micro and small businesses.
The first step consisted of conducting a survey of 31 companies, with the aim of
establishing some quantitative factors. In the second step, we collected and analyzed
data from four case studies involving companies from different markets. We also drew
attention to some lessons learned and laid down some guidelines that can enable
policymakers to create more suitable measures for boosting the MSC sector. The
remainder of this paper is structured as follows: Sect. 2 conducts a brief survey of
related works, followed by Sect. 3, which deals with the description of the method-
ology. In Sect. 4, the results of the research are examined and, finally, the conclusions
are summarized.

2 Related Works

[17] examines how firms can improve CRM capabilities such as marketing and sales
through the use of Social Media. His results demonstrate that social media can broaden
the positive results of customer engagement and, hence, the firm´s performance. [18]
investigated the use of Facebook Commerce (F-commerce) to determine how/how
much it influences the organizational performance of micro and small companies.
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Similarly, [19] sought to find out whether the adoption of Facebook has an influence on
the company's performance. Based on their findings, the authors agreed that Facebook
platforms for business processes help companies’ performance management inputs and
outputs. In addition, external pressures such as competition and consumer influence are
characterized as factors that help improving relationships with the customers.

[20] The role of Managing Social CRMs in Social Information Systems (SIS) is
based on four case studies. The authors’ conclusions show that the systems have
applications that are not restricted to strengthening the company-customer relationship
but can also enable a business to increase its expansion capabilities. In the same niche,
[21] surveyed the marketing technologies that are adopted by small businesses. The
results show that managers see them as an opportunity to improve their relationships
with customers. The authors also design a model built based on the researcher’s
insights that consists of collecting information, building awareness, and measuring
results.

Following this, [18] carried out a study based on quantitative variables, obtained
through an online survey, and qualitative variables, obtained from an exploratory
search in state-of-the-art. [20] provided the results concerning Social CRM based on
case studies conducted through f interviews, and based on quantitative and qualitative
data. However, the approach was restricted to Large Companies, and thus avoids the
real-life circumstances on which this study is based.

3 Methodology

This study was conducted both quantitatively, through the application of a survey and
qualitatively, through case studies. After carrying out a review of the literature and
defining the key concepts, the scope of the work and the nature of the research
questions were defined. The scope was limited to MSCs and Individual Micro-
Entrepreneurs (IMEs) who use SM in their businesses. The research questions that are
outlined in the Introduction were defined with a view to filling in the gaps in the current
literature. The quantitative data were collected through a self-administered online
survey divided into three subsections: i) general information about the company (e.g.,
size, the activity segmentation, social media management, etc.); ii) social media
management (e.g., the media used, published content, difficulties encountered, etc.),
and iii) customer relationship management (e.g., perception of the CRM concept,
software used, etc.). All the businesses involved were volunteers in this phase. The
response method was divided between assays and the Likert-scale (from 1 to 5). The
response time could vary between 5 and 10 min.

In the second phase, qualitative data were collected through the case study
methodology adapted from [20]. Four MSCs were selected, who took an active part in
the events scheduled by our research group. All the four companies belonged to dif-
ferent market niches to ensure unbiased results, (as described in the subsection - Case
Studies). The data collection was conducted through semi-structured interviews which
lasted between 50 and 60 min. Table 1 displays the script, which was defined in
conjunction with the practitioners.

Social CRM as a Business Strategy 163



It should be noted that all the interviews had to be conducted by phone to avoid social
contact, since this research phase coincided with the period of coronavirus restrictions.
The results were first arranged individually in a feedback format for the interviewees, so
that the positive and negative aspects of the business in the areas of customer relations
could be highlighted. After this, the information collected was cross-checked to assess
the quality of the companies’ processes and the differences between them. The results
were validated in partnership with specialists in Social CRM and Digital Marketing. The
research results were collated and culminated in this research study.

4 Results

This section examines the results from the survey and interviews, and then contextu-
alizes and discusses some of the significant findings.

4.1 Characterization of the Companies

This survey was an essential precondition for our attendance at some training courses
provided by our research group. We adopted this approach instead of broadcasting the
study because it allowed us to co-validate the answers. Moreover, it enabled us to
become engaged with the open questions. We obtained 31 responses from MSCs, IME,
and informal businesses that actively use Social Media in their business. Table 2 gives
the primary information of the companies.

Table 1. Script for conducting semi-structured interviews.

Section Question

Management data General information about the interviewee
General information about
social media

Who manages Social Media? Do you have external
consultancy services? If so, how did the management take
place? How did the procedure take place when using the
networks?

Reasons for using social
media in business

What are the perceived benefits of adopting social media in
business? Were there any noticeable external factors that
influenced the reason for using social media?

Investment and internal
evaluation

How do you define the success of a publication? Do you
invest money in Social Media? Does investing in Social
Media/Networks make a difference to the business?

Use of Social CRM Do you adopt CRM and/or Social CRM strategies in the
company? How can Social CRM be conceptualized? What are
the reasons for its adoption? Who is responsible for the
strategy? How is media management carried out? Which
social networks and metrics are most often used? What are the
difficulties experienced?

Pre-in-post COVID-19 What are the strategies adopted/measures taken when facing a
crisis? What is the outlook for the post-pandemic Era?
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Table 3 shows that entrepreneurs regard the Internet as an essential channel for
running their businesses. In response to this question, the entrepreneurs gave their
answers on a Likert scale ranging from 1 to 5. For a better understanding of the result,
the groupings made between 1 and 2 were categorized as “low relevance”; 3 and 4 as
“medium relevance”; and 5 was “high relevance.”

In addition, in Table 3, it could be confirmed that, in almost all cases, the owner or
manager was responsible for managing the company’s social networks. Regarding the
use of Social Media, the most widespread of the 31 companies, was WhatsApp, with 27
positive responses, followed by Instagram with 24 and Facebook with 22. This result
confirms the findings of [22], who states that these platforms are adopted because they
are free of charge and easy to access. This distribution can be explained by the fact that
these three social media are among the most widely used by Brazilians, only behind
YouTube [23].

Table 2. General information of the companies.

Size Total in numbers Percentage

MSCs 5 16.1%
IME 14 45.2%
Informal 12 38.7%
Operating segment Total in numbers Percentage

Food service 8 25.8%
Advisory communication 6 19.3%
Entertainment 5 16.1%
Engineering Information Systems 5 16.1%
Clothing and handcrafts 4 12.9%
Beauty and well-being 2 6.4%
Veterinary service 1 3.3%

Table 3. The Internet and social media management.

Importance of the Internet for revenue management Total in numbers Percentage

Low relevance 1 3.2%
Medium relevance 3 9.7%
High relevance 27 87.1%
Who manages social media Total in numbers Percentage

The Owner/Manager 30 96.8%
Employee 1 3.2%
Outsourced 0 0%
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In Table 4, it can be seen that the main purpose of using social media is to
disseminate goods and services that have already been established in companies, fol-
lowed by discount sharing and the creation of advertisements for new products.
However, one of the least used topics is gathering customer feedback, which corre-
sponds to less than 36% of the companies. One of the purposes of using social media
for businesses is to bring the customers and company into closer proximity; for this
reason, encouraging shared shopping strategies and a closer relationship with the
company is of considerable importance for strengthening customer loyalty.

With regard to the difficulties encountered by managers in the use of online social
networks, Fig. 1 shows that the most significant factor is the lack of knowledge of what
tools are required for managing these platforms. In addition, a recurring complaint
among entrepreneurs is the lack of time available for creating content and evaluating
results. This can be explained by the information displayed in Table 3, which shows
that in 96.8% of cases, the owner or manager is responsible for these tasks. Small
business owners can carry out several tasks within their company, which tends to make
them overloaded with work. This means that they do not have time to learn how to
operate new tools or to deal with the reports they produce, which has a direct impact on
the management of social media in business.

Table 4. Types of content published on social media

Types of content Total in numbers Percentage

Sharing of goods 26 83.9%
Discounts 18 58.1%
Advertising 17 54.8%
Key information for customers 15 484%
Feedback 11 35.5%
Institutional material of the company 10 32.3%
Achievement designs 7 226%

Fig. 1. Difficulties of managing results in Social Media.
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In the case of Social CRM, Fig. 2 shows that 25 companies answered that they did
not know how to conceptualize it. From the six that gave answers, only two stated that
it is present in the entire process of forming a relationship with customers. The other
four responses were only related to sales. Some examples can be read in Fig. 2.

4.2 Case Studies

Four companies from different sectors were selected from the 31 companies that
attended our courses to conduct the case studies. It is necessary to explain the omission
of the names of the companies, as this was one of the criteria agreed upon between the
researchers and the interviewees. Hence, they are simply designated as: Retail Com-
pany - a part of the retail footwear and clothing industry since 2009; Food Company -
this operates in the sector that supplies prepared foods, beverages for sale, and the like.
It has been in the market since 2018; PET Company - offering services for small
animals, such as veterinary care and cosmetic procedures. It has been in operation since
2018; Photography Company - its activities are described as those of a filming service
agency. It has been offering its services since 2018. This information was collected
from the Federal Government Redesim free access platform, where it is possible to
search in the National Register of Legal Entities by means of the companies’ fancy
names. All the participants (interviewees) were the owners of the companies. More
information about the profile of each interviewee can be found in Table 5.

Fig. 2. Conceptualization of Social CRM by small businesses.

Table 5. General information about the interviewees.

Retail Food PET Photography

Degree Administration Psychology Veterinary medicine Veterinary
medicine

Professional
experience

Worked in a shoe store, in a
real estate company, and
seller of home appliances

No previous
work
experience

No previous work
experience

Worked in his
training area for
two years

Favorite
hobby

No -information Enjoys reading
and studying
Gestalt
Therapy

She loves going to the
beach, but hasn’t had
have much time lately

Goes to the
beach, rides a
bike and goes out
to bars
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All of them have a higher education diploma, but only ‘Retail’ works in his area of
training. In the case of the Food, Photography, and PET companies, the interviewees
reported that they are responsible for managing the business’s digital platforms. The
Retail company has experienced two phases; initially, the owner was responsible for
taking care of social networks, while currently, a third-party company manages their
social media channels. Only the Food and Retail companies have taken part in external
consulting firms offered by the Brazilian Micro and Small Business Support Service,
known by its acronym SEBRAE.

Following this, the interview moved on to the questioning phase about the owners’
reasons for using social media. The responses were very similar and focused on “brand
presence,” “product promotion strategies,” and “appealing to customers.” It was sig-
nificant that none of the three companies cited social media as a communication
channel with customers. Thus, a gap was detected here in the use of these platforms for
business purposes. Regarding the external factors that lead to these platforms being
adopted, the Retail and Food companies cited competitive pressure as having a direct
influence on the concern with a digital presence. Photography reported that it uses
social media to evaluate the work of competitors.

As a result, the most widely used metric by companies was the number of likes that
a publication receives. Only Retail cited the number of people interested in a particular
product posted on social media; this shows that social media is being used for trend
identification, which guides the portfolio selection process. After this, it? the product?
was entered in the section regarding Social CRM and its processes. First, respondents
were asked whether they knew how to conceptualize Social CRM. None of the four
could give an answer. This fact was evident when the Retail and PET companies stated
that they have software that is responsible for cash flow, inventory control, providing a
customer database, and sales control. The Food company also said it uses software to
control orders. The Photography company reported that it started measuring customer
satisfaction after taking part in a course related to this area. In other words, companies
have internal CRM and Social CRM processes, but they still do not understand what
they are and where they are located.

Regarding the difficulties experienced, the interviewee from the Food portfolio
selection process spoke about the limitations of physical space, which is still too small
to serve the public it serves. Another point was the administration of multiple virtual
service channels. Orders arrive via WhatsApp, the phone, Instagram/Facebook mes-
sages, and application requests - in addition to on-site assistance. One of the solutions
was to concentrate on orders and exclude calls and messages via Instagram and
Facebook. Although some customers disliked this, there was an improvement in the
speed of service and a reduction in any delays and errors in orders, which meant there
was an increase in the level of satisfaction of the service users.

In the PET company, the most significant problems were related to the time
management for the owner, who sometimes had to carry out several tasks and ended up
being overloaded with work. An interesting dynamic in the relationship with the client
was the use of WhatsApp as a tool for bringing together tutors and hosted pets – on a
daily basis; the manager sends photos and videos of the pets (either hosted or in
daycare) to each tutor. Some pictures were posted on Instagram, but this measure was
canceled, because the tutors who did not have their pets included, complained to the
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manager. It should be noted that the manager stated that she did not feel comfortable
using Facebook, which is why the company abandoned this platform. Photography
cited seasonality as a problem faced by the company. In periods of low demand, one
solution is product diversification - such as photography courses, an increase in pro-
motional strategies, and sponsored posts to give greater exposure to these activities.

Finally, the owners were asked questions about the COVID-19 pandemic period.
The PET company implemented a “Taxi Dog” service to reduce the effects of people
being unable to circulate and restrictions imposed by social isolation. Retail is investing
in online sales through Facebook, Instagram, and WhatsApp, and intensifying its
campaigns carried out on this last platform. The Food company stated that it would
continue with its delivery service. It will also (without moving in physical space) take
time to renovate and expand its surroundings to accommodate customers through social
distancing. The interviewee from Photography said it was necessary to postpone the
work and, currently, they are betting on expanding the gastronomic photography
market for restaurant delivery services.

After grouping the data and information obtained through the survey and case
studies, individual reports were prepared for the four companies that took part in the
interviews. Table 6 shows the information contained in the reports, which was also sent
to the research partners for them to validate these suggestions.

Table 6. Social media assessment reports.

Positive points Points needing improvement

Retail Investment in “Boosting posts,” contracting
an outsourced service for managing social
media, using WhatsApp Business as a
communication channel, and using software
to manage internal processes

Need for automated responses in WhatsApp
Business, interaction with the public in
social media through stories, creation of a
marketplace on social media, promotion of
in-store discounts

Food Use of delivery service platforms; interaction
with the public in comments and reposts; and
active presence on social media

Definition of digital presence and branding;
studying ways to adopt WhatsApp Business
as a communication channel; registration of
company on Google My Business; adoption
of software for publishing automation

PET The excellent interval between posts,
WhatsApp Business as a communication
channel, request for customer feedback,
continuous innovation in services

Automation of responses in WhatsApp
Business, use of social media for market
research, the problem of not feeding all the
social media of the company, service
standardization

Photography Adaptation of the business in line with
market trends, investments in “boosting
posts,” concern about optimizing the
feedback process with customers, and market
variability

They are studying ways to adopt WhatsApp
Business as a communication channel with
customers, building a database with
customer information, and adopting
anonymous feedback strategies
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5 Lessons Learned and Future Perspectives

On the basis of the results, it can be seen that companies still use only a few of the
functionalities made available within social media, for the purposes of Customer
Relationship Management. For example, the metrics used by entrepreneurs are largely
determined by the number of likes, which is just one of the data offered by the
Facebook and Instagram platforms to assess the success of a publication. If they also
had access to the publication’s user engagement data, they could more broadly confirm
what kind of content the public is receiving. As a result, they would be able to conduct
more targeted and assertive campaigns and, hence, save time, money and effort, which
are among the most painstaking tasks reported by managers.

A point that the four companies studied share in common is the use of WhatsApp
Business as a business tool. This platform can assist them in several ways, such as
automating frequent responses, which allows the manager to save time in the first
contact with potential customers. In addition, WhatsApp Business can serve as a direct
communication channel with customers to disseminate news and give information
about discounts, as well as acting as a catalog of goods and services to optimize the
work of the social media manager.

Another factor that was observed has a direct relationship with the branding of
companies. According to [24, 25], branding can be defined as a set of strategies that
define the product. It is everything that is involved, ranging from the colors and shapes
needed to represent the value of goods and services, to sales practices. Moreover, in the
case of small companies, this can make a huge difference since it serves to position the
brand in the market and help to give it a distinct identity. This process can be initiated
by defining the values inherent in the products, logo creation, and colors and visual
elements which will serve to give the company its own identity. After these stages, the
process of creating the visual identity can begin, and the way the company will
communicate with its public will be defined. Then, we move on to the stage of forming
a digital presence, where the company will set up its social media channels.

These channels are defined in accordance with the company’s niche. For example,
the food company cited iFood as one of its sales channels. In addition, in the case of the
Retail company, the report sent to the manager indicated the shape of the store’s
marketplace, where he will be able to count on another online sales. This modality is
known for bringing together in a single place several offers of goods and services from
different companies, such as an online catalog (e.g., Amazon, Mercado Livre, OLX,
etc.). Facebook currently has its own marketplace tool. The correct definition of social
media can make a big difference to the volume of sales achieved by a company. As a
means of assisting managers in making these adjustments, it is necessary to offer
individualized courses and consultancies to guide them. It is also essential to assist
them in understanding the metrics employed for measuring results and how to optimize
their internal processes. As a result, it is expected to have a positive impact on its
business in terms of the growth of brand exposure and an increase in sales.
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6 Conclusion

Through a survey and with the aid of case studies, this paper conducted an analysis of
both the quantitative and qualitative factors a that are involved in implementing
Social CRM in Micro and Small Companies, a highly significant market sector for
Brazilian trade. The purpose of these analyses was to determine which aspects of
Social CRM are relevant to MSCs (RQ1) and how they are implemented in their
business (RQ2).

With regard to RQ1, the results show that entrepreneurs view the Internet as a
highly appropriate means of communication for their businesses, with Facebook,
Instagram, and WhatsApp being the leading platforms. They use these media to
publicize their products and make special discount offers, as well as disseminating
news and holding sweepstakes. However, only a limited number of managers use them
as a channel for obtaining feedback from their customers, which means that they end up
neglecting the importance of fostering customer loyalty. The results also show that
entrepreneurs are unaware of Social CRM concepts and applications. Additionally, the
lack of this knowledge means that they are unable to achieve better results since they
themselves are responsible for managing social media. As a solution to this problem,
managers should be offered short and asynchronous training.

With regard to RQ2, the results obtained suggest that the main reason for using
social media is directly linked to the presence of a particular brand. However, as in the
previous phase, it became evident that managers still do not see social networks as a
two-way communication channel and assume it should only be used to disseminate
information about goods and services. One fact that attracted our attention was that
entrepreneurs tend to implement CRM processes in their companies, such as by using
software for cash and inventory management. At the same time, they stated that they do
not know the Social CRM concept, which also leads to a neglect of related features.
Despite this, the pandemic has forced micro and small companies to adapt to the new
reality and demonstrate this by taking measures that include launching new service
lines and offering discounts, in addition to offering new online sales and delivery
services.

Based on our results, it is expected that this work has led to an awareness of the
main gaps in the Customer Relationship Management sector in social media, which is
shared by small companies. We concluded that Social CRM is still a new environment
for micro and small companies, but has a great potential to boost sales, enhance
customer loyalty and increase brand exposure. The lessons learned can guide policy-
makers to take more suitable measures for strengthening this market sector. In future
work, our aim is to plan a set of actions with an interventionist view to help entre-
preneurs explore the functionalities of social media, and thus lead to the optimization of
their internal and external processes.
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Abstract. Social Media and Customer Relationship Management
(CRM) are already widely used in business settings, but other non-
commercial sectors started only recently to adopt them. Among them
are Higher Education Institutions (HEIs). Even though research shows
positive effects on the quality of services, student satisfaction, and attrac-
tiveness towards international students, the adoption is very low. This
research in progress reviews the state of research about Social CRM in
HEIs and gives an example of the potential of social media for CRM
approaches of HEIs by applying Social CRM concepts and techniques
for better understanding the negative service experiences of students.
By applying analytical Social CRM techniques on large amounts of
User-Generated-Content (UGC) in complaint platforms the paper gives
insights into problem chains inaccessible with manual methods. Based
on the scarce research about Social CRM as well as the demonstrated
potential of social media for CRM strategies of HEIs, this paper con-
cludes with a call for further research on Social CRM in HEIs.

Keywords: CRM · Social media · Student satisfaction · Complaint
management · Text mining · Topic modeling

1 Introduction

Social media has been gaining importance in higher education as it becomes
a tool for interaction between institutions, lecturers and students. Researchers
investigate the use and potential of social media in specific areas for several years.
For example, as support in lectures [13], support in hybrid learning environments
[28], for marketing purposes [27], or examined how students use them for study
purposes [23]. However, their potential for building relationships with students
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and managing the student life cycle was only sparsely examined. A reason may
be the fact that many universities do not compete over the increasing number of
students or that the relationship between students and professors is more focused
on teaching and students are expected to actively manage their study program.
But as an increasing amount of young people, and so students, use social media
more frequently, they also use them during their student lifecycle and expect
higher education institutions (HEIs) to do the same.

Applying concepts and techniques developed for the management of customer
relationship management (CRM) with the help of social media could help to
manage this transformation. As in the industry, wherein many cases until 2005
the enterprise still owned the customer experience [18], the student experience is
still often owned by HEIs. Universities already pay attention to social media to
maintain communication [8], but use them only for dedicated tasks. Greenberg
pointed out in 2010 [19] that enterprises need first to figure out the business
models, applications, processes, and social characteristics that are required to
actually implement the social CRM before social media customer service begins
to happen. This counts now for HEIs as they need to figure out the application
areas of social media within their student life cycle and service offerings.

This paper aims to initially explore the relevance of social media by analyzing
the use of such channels in critical steps within the student life cycle, namely the
handling of complaints as part of the service phase. As visible in a famous exam-
ple of Social CRM [25], students will use social media if they are not satisfied with
the service experience, regardless of whether HEIs are active on social media or
not. Following the concept of Social CRM [5,19], higher education could build up
its presence on social media platforms, provide services by using social media as a
channel in workflows, learn from the content in social media and use these channels
to perform collaborative tasks with students. Actively using social media and pro-
viding a satisfying service experience may decrease the number of complaints. As
research about the management of complaints by HEIs via social media is scarce,
this paper aims to show that students use social media for complaints, that a link
between the number of complaints in social media with the active provision and
management of social media by universities exists and to identify the core topics
of student complaints. The research questions are:

– (RQ1) Are students using external and public platforms to complain about
education-related services along their student life cycle?

– (RQ2) How can we derive information about major service quality issues
affecting student satisfaction?

– (RQ3) What types of insights on customer satisfaction can HEIs managers
expect from an analysis of external complaints?

The remainder of the paper is structured as follows. First, research about
the role of customer satisfaction and Social CRM is reviewed and key elements
for assessing customer satisfaction with the help of Social CRM are identified.
Second, an experiment demonstrates an approach for analyzing customer satis-
faction in higher education. Third, the results from the experiment are discussed,
answering the research questions.
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2 CRM and Social CRM in Higher Education

In this section, we discuss the CRM and Social CRM applied in high educa-
tion institutions to improve the services and the students’ satisfaction. We first
outline the effects of the CRM on the service quality and students’ satisfaction
in HEIs, and before we discuss the potential of Social CRM to understanding
customer satisfaction and to managing the service quality.

2.1 CRM Affects Service Quality and Student Satisfaction in HEIs

The application of CRM concepts in higher education was examined from dif-
ferent perspectives already. Rigo et al. (2016) [38] show that the main principles
of CRM can also be applied to the context of HEIs and that HEIs must consider
more stakeholders than just students in their CRM approach, calling for also
using social media for linking and interacting with numerous stakeholders. Nair
et al. (2007) [31] point out that HEIs first need to understand the student life-
cycle (Suspect → Prospect → Applicant → Admitted → Enrollee → Alumni)
before successfully making use of a CRM approach.

By analyzing social media content, HEIs can improve their understanding of
the student life cycle and optimize their CRM. Hrnjic (2016) [24] shows that stu-
dent satisfaction is a good indicator for the successful adoption of CRM for the
creation of a student-oriented environment and constantly adapting its processes.
Critical elements are the university organization and management of teaching
processes, academic staff skills and competencies, management board activities
and institutional development, and quality of study materials used in the classes,
and application of learning methods. Hrnijic (2016) [41] points out that univer-
sities that aim to achieve a leadership position in the higher education sector
need to show an additional focus on reproducing highly skilled faculty staff that
will have a capacity to improve teaching with regard to technology changes and
market requirements. It is also important that the university board and lead-
ing people such as deans of HEIs understand the strategic dimension of CRM
orientation at universities. Both call for HEIs to adopt social media as new tech-
nology and to develop an integrated management approach for social media and
CRM. A study from Seemann et al. 2006 [41] shows the handling of students as
customers provides a competitive advantage for higher education and enhances a
college’s ability to attract, retain and serve its customers. The benefits of imple-
menting CRM in a college setting include a student-centric focus, improved cus-
tomer data and process management, and increased student loyalty, retention,
and satisfaction with the college’s programs and services. As colleges increasingly
embrace distance learning and e-business, CRM will become more pervasive. The
COVID pandemic further increased this need. Badwan et al. (2017) [6] confirm
this observation by showing that implementing electronic CRM can cause cus-
tomer satisfaction, loyalty, retention, and high service quality as students pointed
to be a customer.

CRM supports the understanding of customer expectations and thus provides
a basis for service customization, which in turn can positively affect service
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quality. Wali points out that customer satisfaction and advocacy in HEIs depend
on it. Wali et al. (2016) [43] show that an effective CRM program to improve
service quality affects customer satisfaction and even has the ability to induce
positive advocacy behavior from its international students. A key element is
gaining and understanding customer’s experience feedback.

2.2 New Potentials for Understanding Customer Satisfaction and
Managing the Service Quality Arise from Social CRM

A key element of Social CRM is the interaction with stakeholders that influence
the service system of a business and the knowledge derived from this interaction.
As Greenberg (2009) [18] points out, the customer becomes the focal point of
the ecosystem, and service providers can make use of social media to understand
their role in the customer ecosystem. Social CRM provides the means for that,
but as Meyliana et al. (2017) [40] a Social CRM model for HEI’s is virtually
non-existent. However, the first research points out, that applications, data, and
information, adapted business processes, social media presences are among the
critical success factors for social CRM in HEIs.

Following Meyliana et al. (2015) [30] many universities started with web 2.0
and social media adoption but focus mainly on real-time events webcast, wid-
gets, and social networks for the users of the university website. The study of
Oliveira et al. (2015) [32] shows that Social CRM propels HEI to engage in
dialogical conversations and collaborative relationships. The use of social media
platforms, allowing to reshape the HEI-student formal relationship, strengthen-
ing educational bonds through the development of dialogs, provides mutually
beneficial value and, ultimately, allows for the growth of social and educational
communities.

However, only a few examples have further investigated the potential of ana-
lytical Social CRM for HEIs, especially for assessing student satisfaction with
experience service quality. Budiardjo et al. (2017) [9] show in general by mapping
the student lifecycle with CRM processes and features of Social CRM that the
latter can support core CRM processes of HEIs, and the application of Social
CRM software can support operational, analytical, and collaboration tasks.
Karna et al. (2015) [27] show how data analysis can provide further insights on
candidates and help to individualize marketing activities. Ciqueira et al. (2017)
[11] demonstrates how an analysis of an universities social network presence can
help in understanding strength and weaknesses from the students perspective.
But unlike Social CRM in a business context, the potential of UGC monitoring
and mining for HEIs has not been extensively studied yet.

3 Improving the Understanding of Negative Service
Experiences in HEIs with Analytical Social CRM
Techniques

This section discusses the use of analytical Social CRM to understand the stu-
dents’ negative experiences in HEIs on social media platforms. In the following
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subsections, we present an overview of the process to analyze from social media
platforms, the methodology to performs the analysis, the potential data source,
and the potential analysis methods.

3.1 Complaint and Satisfaction Analysis in External Social Media

Following the concept of analytical Social CRM [37], building up a customer
feedback and satisfaction analysis requires accessing the data of social media
platforms where students share feedback and opinions. In a second step, this data
needs to be turned into knowledge about customer satisfaction by either manual
evaluation, observation of keywords, or applying methods for understanding at
the semantic level. While the manual evaluation can provide rich insights, the
potential amount of data makes it challenging for HEIs. Applying basic analyses
such as looking for trending topics and sentiments of students might support
HEIs to understand the behavior of their students. Although these analyses are
supported by many social media monitoring tools, they have limits in uncovering
larger patterns, such as the relationship between raised issues. Understanding
previously unknown factors that affect service quality requires the application
of data mining methods.

3.2 Process Design

In this scenario, it is critical to map relevant data sources and evaluate all per-
tinent analyses that improve customer satisfaction. One well-known data analy-
sis methodology for conducting real-world projects is the Cross-Industry Stan-
dard Process for Data Mining (CRISP-DM). This methodology proposes a com-
prehensive process model for carrying out data mining projects. The process
is divided into phases of Business Understanding, Data Understanding, Data
Preparation, Modeling, Evaluation, and Deployment and is independent of the
industry sector and the technology used [44].

In this research, CRISP-DM will be applied for the analysis of student
complaints in Brazil. HEIs in Brazil provides a good example, because of the
availability of well-used independent social media platforms for publicly raising
and discussing complaints independently from specific industry sectors. Thus,
insights on service quality and customer satisfaction outside of a HEIs direct
control are accessible.

3.3 Potential Data Sources

The second phase of CRISP-DM is called “Data Understanding”, in which it is
possible to identify issues on data and provide initial insights into available data.
However, there is plenty of platforms with a large volume of User-Generated Con-
tent (UGC) available with some challenges such as data diversity, unstructured
data, missing data, etc. [29]. Despite these challenges, such platforms represent
an interesting data source for providing business insights with reduced costs
when compared with customer surveys and other market research strategies
[7,42]. In the context of Brazilian HEIs relevant data sources are for example:
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– Consumidor.gov [1] - Contains data referring to complaints reports about
universities. The data types include strings (raw text), timestamp (Date and
Time), and numerical features. This platform does not provide an Application
Programming Interface (API) for data acquisition. However, considering that
it is a public platform with open data (considering Brazilian Legislation), the
data can be requested using the national accountability platform;

– Ministry of Justice and Public Security (MJSP) [3] - The MJSP portal
provides details about the complaints published on the Consumidor.gov plat-
form. Large parts of this data are in textual format. This platform provides
an interface to get the available data;

– Data from Higher Education Census [2] - It is data related to the 2019
higher education census, and contains information about Brazilian students,
courses, and high educational institutions. Most of the data are numerical
features, requiring a mapping procedure with a data dictionary;

– Data from Social Media platforms - Contains information related to
followers, publications, and Comments. However, it is important to verify the
privacy rules and API restrictions of each platform.

3.4 Potential Methods for Analysis

“Data preparation” and “Modeling” phases of the CRISP-DM methodology rep-
resent the core for Computer Scientists [44]. The pre-processing methods aim
to improve data quality, consequently, improving the reliability of the results
[29]. Considering that most UGCs are encoded in text, there is a lot of effort
on the development of text mining methods and pipelines [15]. The canonical
pipeline includes the application of specific pre-processing methods for text data
[4,17,20]. It can be followed by a data fusion/enrichment step, aiming to com-
bine different data sources, which can reduce bias and uncertainties, increase
reliability, and improve accuracy [35,45].

After the data preparation phase follows the analysis phase, which comprises
common text mining tasks. For instance, topic modeling allows the identifi-
cation of the most frequent topics and their terms, which would be difficult to
discover through a manual process [34,39]. The discovered topics can be mod-
eled as a graph, indicating the relationship between the topics, and allowing the
identification of terms chains [14]. In addition to that, sentiment analysis can
be used to extract sentiments through automatic polarity detection [26,36], and
the text quality can be measured by the evaluation of the legibility and by the
determination of the quality according to the expected in each phase of regular
education [16,22,33].

4 Demonstration

This section presents an analysis of the textual content of students’ complaints
about two higher education institutions in Brazil, named University A and Uni-
versity B. These two universities have multiple internal channels of customer
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services available to students, which include the website online chats, email,
telephone and social networks (see Table 1). On social networks, these univer-
sities have in general a high number of followers. However, University A has a
low number of interactions on their content, opposite to University B with a
very high number of interactions. Furthermore, their students are using external
platforms for making complaints. As it is known that on average two-thirds of
consumers check product, service, and brand evaluations before deciding on the
purchase, [12,21] these external complaints can have an impact on reputation
and in consequence the willingness of future students to join the university.

Table 1. Summary information about the universities

University A University B

Total of students [2] 302,841 393,578

Customer service channels - Website - Website

- Phone - Phone

- WhatApp - WhatApp

- Social Networks: - Social Networks:

—– Twitter with 8,804 followers —– Instagram with 283,000 followers

—– Instagram with 62,300 followers —– Facebook with 1,534,463 followers

—– Facebook with 617,702 followers - Reclame Aqui

- Reclame Aqui - Consumidor.gov

- Consumidor.gov

Complaints on Consumidor.gov a - Total of Complaints: 2,743 - Total of Complaints: 3,965

- Solution Rate: 63.7% - Solution Rate: 57.2%

Complaints on ReclameAqui b - Total of Complaints: 37,764 - Total of Complaints: 52229

- Solution Rate: 58.6% - Solution Rate: 52%
ahttps://www.consumidor.gov.br/
b https://www.reclameaqui.com.br/

Following the methodology described before, the analysis comprised a pre-
processing step and the analysis phase, using topic modeling and topic corre-
lation methods. The data were collected on Consumidor.gov [1] from January
to March of 2021, with a total of 652 complaints about University A and 803
about University B. Topic modeling was carried out using Negative Matrix Fac-
torization (NMF) [10] and revealed the ten main topics in complaints about
each university (see Fig. 1). Some topics are not exclusive, indicating that the
two institutions facing the same type of problem, related to the “Payments”,
“Attestation of degree”, and “Classroom”.

https://www.consumidor.gov.br/
https://www.reclameaqui.com.br/
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Fig. 1. Main Topics in complaints of the University A and University B

The correlation of the topics allows the identification of relationship degrees
between the topics. Figure 2 was produced using open-source software called
Gephi1, and it shows the relationships between most frequent topics/aspects, and
the strongest blue tone of the line indicates a stronger degree of correlation. In
the topics of University A (see Fig. 2a) the formation of a chain of main problems
refer to Payments, Refunds, and the Contact. Figure 2b shows the chain of
main problems for University B, which are related to Payments, Charges,
Monthly Discount, and Enrollment.

(a) University A (b) University B

Fig. 2. Topic correlations of complaints

Modeling and correlation of topics give HEIs managers insights on potential
service quality issues. But, they are also a starting point for planning actions
to solve the problem chains that make up principal causes of dissatisfaction
among students. For example, among the problems of University A are several
types of issues related to finance and customer service. They indicate students
1 https://gephi.org/.

https://gephi.org/
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are dissatisfied because of financial issues together with the university customer
Service. For solving these problems, more detailed analysis can be made on
complaint related to these areas to understand and identify products and services
that are the source of the problems.

The demonstrated analysis provides insights based on a large number of com-
plaints related to two universities. Such aggregated insights on major students’
problems and their relations can support decision-making and is a basis for
executing efficient actions for solving the chain of issues at the root of student
complaints. Thus they can contribute to CRM efforts by helping and assisting in
developing better products and services centered on the expectations and needs
of students.

5 Conclusion and Implications

This paper investigates the potential of social media for improving service qual-
ity and student satisfaction as part of the ever-increasing adoption of CRM in
HEIs. Building upon recent research about critical success factors of CRM for
HEIs, the paper demonstrates how universities can improve their service system
with insights from Social CRM analytics. Based on an examination of selected
universities in Brazil, this research shows that students use external platforms
to complain about their service experience, regardless if the university provides
its own platforms (RQ1). With the application of data analysis and mining tech-
niques employed in social CRM [15,37] in the enterprise context, major issues
can be efficiently summarized (RQ2) from large data volumes. HEIs can learn
from this data (RQ3) about the service quality experience of students and fac-
tors that negatively affect student satisfaction. It is also a basis for comparison
and evaluation with other HEIs and an opportunity to identify more successful
approaches. In addition, from the results produced by the text mining tasks used
in the demonstration, it was possible to observe that complaints are a rich source
to extract knowledge about students and services offered by universities.

Besides these direct insights, this research provides, on a more general level,
a further example of the benefits of Social CRM for HEIs and the importance of
further research about the application fields and implementation approaches for
them. An integrated Social CRM allows to get data from internal and external
sources and to use obtained knowledge for improving services. Many insights on
the successful integration of social media with CRM in enterprises are available
and HEIs can build on this extensive knowledge while adapting it to their specific
environment.

This paper is an individual example of the potential of advanced semantic
analysis in a limited case. Therefore the paper has limitations. The obtained
results are not generalizable and demonstrate only how such insights that can
be acquired by using the proposed approach. Also, the insights have not been
evaluated with managers in HEIs in terms of novelty and meaningfulness com-
pared to other sources. Therefore, this research is planned to be extended in the
next step, by using the approach for a larger set of universities, expanding the
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insights by comparing the results with a higher number of institutions. Addi-
tionally, results will be validated with HEIs managers regarding the contribution
from the applied method towards a better understanding of student satisfaction
and potential improvements in service quality.
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Abstract. Service Innovation plays an important role in research and practice
and enabled the surge of new concepts that changes the focus from a product-
oriented approach to a service-oriented approach. However, further develop-
ments place the customer in the center of company-client relationships. The
recent advances in customer data analysis and the positioning of customers as
company’s co-creators led to the development of a new concept called Customer-
induced Orchestration of Services. The novelty of the topic requires further
studies and a deeper understanding of the interdisciplinary concepts around it.
This paper identifies the main drivers and concepts, allowing a more holistic view
on the topic. The results support further research, as well as the development of a
framework or method for the application of Customer-induced Orchestration of
Services, which enables more transparency and control for customers.

Keywords: Customer-induced orchestration of services � Service innovation �
Customer orientation � Platform economy � Decentralization

1 Introduction

Scholars have been discussing the role of internet intermediaries [33], as added value to
innovation [48] and strategy as an interdisciplinary agenda to define policies and
decisions regarding the disclosure, conceal, bias and distortion of market information
[17, 22], improving transparency. In this sense, traditional company-centric value
creation (provider-dominant logic) gives room for personalized co-creation experiences
and allow more transparency between companies and customers [34]. Transparency, by
visually revealing operating processes to consumers and beneficiaries to producers,
generates a positive feedback loop, since value is created from both sides [12]. In
addition to improving transparency, the process of eliminating or reducing the inter-
mediaries (disintermediation) contributes to lower costs for the customer and to
increase the power from customers [39].

Despite the assumption that electronic marketplaces bring more transparency and,
consequently, lower product prices [45], firms are sensitive to data access and dis-
closure rules required by the online exchange [55]. In this line, concerns regarding data
privacy and protection for companies and consumers have been increasingly discussed,
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as new regulations take place worldwide. Therefore, society could benefit from an
improvement in transparency and control when choosing and composing their portfolio
of services.

Customer Orientation supports the rise of electronic markets (platform economy),
which provide customized offers by integrating and analyzing customer data. The
platform economy has changed the way people consume services related to hospitality,
retail, transportation, music and video industries [38].

Despite this challenge, analyzing customer data, especially on online environments
and social media, can support businesses to understand the behavior of their target and
identify business potentials [5]. Hence, the analysis of customer behavior denotes a
great potential for increasing customer orientation, as well as to develop innovative
paths for decentralization, supporting users to control which company has their data, as
well as the type of data they are sharing.

Following these discussions, recent developments in research regarding customer
orientation and service innovation brought attention to the concept of Customer-
induced Service Orchestration (COS) [7]. COS combines customer orientation with
recent advances in Artificial Intelligence (AI) to provide service-oriented architectures
for software development [29, 32]. Although the novelty aspect of the concept in
research, patent applications show that large companies have been using AI methods
for interoperating systems [14] based on Peer-to-Peer (P2P) service orchestration [10].

Despite the recent advances in service integration, the decentralization process
comes with great challenges. Hence, this paper seeks to identify drivers and concepts
related to the integration of systems for customer-induced orchestration of services,
combining these interdisciplinary concepts.

As seen, provider-oriented platforms are dominant in the market. In addition, pri-
vacy issues and the lack of transparency and control from customers regarding their
data is a growing challenges that platform companies should address. The novel COS
concept indicates possible solutions by proposing decentralized platforms that integrate
different systems and provides more control to customers when choosing their service
providers. However, there is a lack in the literature of an approach that provides and
understanding of all relevant drivers and concepts related to COS, as well as a method
or design indications for building such a decentralized system.

Hence, this paper provides preliminary results of an ongoing study that seeks to
develop design indications for system integration. It presents the current status of a
research in progress by introducing drivers and concepts related to the topic of COS.
Figure 1 depicts the research steps and the focus of this paper, while the next section
introduces the identified drivers, related concepts and their integration for a holistic
view on the topic.
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2 Methodology

This conceptual paper used literature review and desk research to identify the drivers
around the concept of COS and its potential. As COS has not been fully discussed in
the literature, the main article about the specificities of COS [7] was analyzed. The
analysis indicated potential drivers related to COS. A backward research was then
carried out to analyze the cited literature and to understand these drivers and their
related concepts that support the development of decentralized systems. The drivers are
aligned with the next convergence of the platform economy indicated by Alt (2021) [2],
which points out that technologies that have been developed separately are now con-
verging to an inter-organizational infrastructure. Besides the backward search, further
articles and market information were added through desk research. The next section
introduces the drivers and its main-related literature.

3 Drivers and Concepts of Customer-Induced Orchestration
of Services

3.1 Customer Orientation

Customer orientation has been discussed in the business and marketing literature for the
past decades, including measurements to evaluate its degree by salespeople [23, 41], in
corporate culture [16] and effects from this orientation on customer perception and
behavior [11]. Since the 1930s, intangible assets were considered relevant for inno-
vation [42]. Following this lead, service innovation has integrated the research agenda
for many years and its discussions include success drivers for market-creating inno-
vations, such as scalable business model, customer experience management, employee
performance, brand differentiation, etc. [8]. The term also evolved with the inclusion of
approaches from different fields of knowledge and research, such as Economics,
Marketing and Information Systems and the rise of new concepts, such as Service-
Dominant Logic (SDL) [27] and Customer-dominant Logic (CDL) [20].
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Fig. 1. Research steps
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SDL defines service as the fundamental basis of exchange in which goods derive
their value through use and, therefore, they provide a service based on operant
resources - knowledge and skills [49]. It indicates that inside-out and outside-in
“openness” plays a key role to develop continuously professional and technical services
[24]. New technology companies are the ones profiting the most from this service
integration, while ecosystems from incumbent companies are considered closed, slow
and inflexible [53], requiring these companies to change their culture and move from
product to service logic. Following SDL, Service-dominant Architecture (SDA) arose
to define key building blocks of platforms, which include interconnectivity, scalability,
modularity and interoperability. It includes discussions on the integration of service
systems to the concept of SDL. A service system is considered a configuration of
people, technology and other resources that provide each other value in the way of
interaction with other service systems [46]. SDA aims at reusing and integrating
technical functions [53] and comprises of three service systems and a data lake: system
of interaction, which seeks real-time customer interaction; system of participation,
which integrates external resources; system of operant resources, which refers to the
capability of a business to integrate resources and the data lake referring to data
exchange [28]. These systems require a high level of interaction and participation from
customers, who become co-creators through their experience [51].

Although SDL and SDA place the customer as a co-creator, recent marketing
research suggests that companies should move from a provider logic to a customer
logic (CDL). CDL advises companies to consider the customer context in order to
create value and points out the new challenges to service marketers, such as company
involvement, company control in co-creation, visibility of value creation, scope of
customer experience and character of customer experience [21, 50]. Following CDL
concepts, overt and covert customer activities could provide relevant insights for ser-
vice development. Additionally, CDL is in line with the process of service design that
is used to understand how customers behave across a journey, their feelings and
motivations [56]. In this sense, another interdisciplinary approach called Social Cus-
tomer Relationship Management (Social CRM) encourages companies to look into
customer data throughout the customer journey and combine it with external sources of
data, especially from social information systems (e.g. social media) to improve the
relationship with their clients [4, 57]. Nevertheless, computer science skills regarding
artificial intelligence (AI) methods and machine learning techniques are important to
collect and analyze this data [13, 37].

Despite the advances in the discussions around SDL, the concept might still focus on
the provider perspective. While CDL suggests that consumers are in the center, man-
agerial guidelines on how to practically implement the concept are still missing [20].

Following these discussions, recent developments in research regarding customer
orientation and service innovation brought attention to the COS concept, which
combines customer orientation with recent advances in AI to provide architectures and
methods for software development [29, 32].
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COS proposes that decentralized systems could combine different business
ecosystems into one platform, allowing customers to orchestrate their services. These
ecosystems consist of an economic community supported by a foundation of inter-
acting organizations and individuals [30]. The tourism and transportation industry
serves as an example of how this orchestration could take place. A customer, willing to
go from point A to point B could select all different services, such as bike rental, car
rental, train, bus and flight services, as well as additional services necessary along the
way, on a unique platform [7]. These increasingly complex value systems could open
up the possibilities for intermediaries that configure, offer and monitor solutions, which
comprise products from different providers, as well as market places [3]. Current
intermediaries, however, offer only little transparency over the criteria involved in the
service creation process [7]. The integration of AI techniques might contribute to
paving the road for new intermediaries able to integrate these different services.
Nevertheless, scholars suggest a lack of research, which provides managerial guidelines
or architecture to build such interoperating and decentralized systems efficiently [7, 20].

3.2 Platform Economy and Decentralization

With the rise of service-oriented platforms based on digital technologies, such as
electronic markets (EMs) or “platform” companies, information technology (IT) plays
an important role in providing and integrating ecosystems able to interoperate among
themselves, according to customers’ needs [27]. From the technological side, EMs
comprise the application of IT to support communication and allocation purposes in an
environment with multiple actors in one or multiple value chain [3]. Understanding the
continuous adaptations, monitoring and improvements required by EMs becomes even
more important as interconnections and diffusion of electronic agents increase [3].

In this sense, SDL and its architecture (SDA) outline the process of conceptualizing
services in the digital economy. However, the need to focus on the client proposed by
CDL instead of orientation on the provider side supports the idea of Customer-induced
Orchestration, which suggests that decentralized systems could combine different
services into one platform [7].

Linked data technologies support this decentralization process through its basis for
application development [19]. In this line, Blockchain technology is considered very
attractive to solve problems in different industries and sectors [15]. Several start-up
companies, as well as large companies, are seeking to develop decentralized solutions
using Blockchain [15], which is able to support the rise of digital institutions and
infrastructure, such as markets, judiciaries, and payment systems, contributing to the
process of disintermediation found in the online world [54]. Social information systems
are relevant to pave the way for data integration, while Blockchain supports system
decentralization by enhancing collaboration and fostering customization [26]. This
influences the way COS-based enterprises communicate with their customers and sell
their products.

These new processes highlight the need to study the coevolution of platforms,
which takes into consideration their architecture, governance, environmental dynamics,
theoretical lenses and evolutionary dynamics [47]. Coevolution has the potential to
serve as a unifying framework for research in strategy and organization studies, as well
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as for reinterpreting, reframing, and redirecting the selection adaptation discourse [25].
In this sense, decentralization plays an important role in the next generation of inte-
grated systems. Moreover, supply chain integration is able to support this system
integration, as coordination modes are required to synchronize interdependent activities
[44]. The integration of IT infrastructure enables supply chain process integration,
which sustains gains in firm performance [35].

3.3 Smart Services

System integration and Customer Orientation pave the way for the rise of smart service
systems, which derive from enhancements applied to products and services [6]. The co-
creation of smart services, enabled by smart products, is based on monitoring, opti-
mization remote control and autonomous adaptation of products [9]. The understanding
of customer orientation is of paramount importance for today’s service transformation
and service economy with smart services [6].

Following the trend for improving customer orientation, collective intelligence can
provide insights regarding a group of people. The term is used by technologists to refer
to the combination of behavior, preferences, or ideas of a group that, consequently,
generates novel perceptions [43]. The combination of AI and statistical methods allows
the analysis of collective intelligence on collected data [43]. However, smart services
using collective intelligence should deeply understand the overall system dynamics to
provide safe and reliable features to its users [40].

4 Overview of Drivers and Concepts

Existing research on COS unveils four central drivers towards the design of systems
that allows service orchestration, namely Customer Orientation, Platform Economy,
Decentralization and Smart Services. The current knowledge base already provides a
number of concepts related to each driver. Figure 2 summarizes related concepts
identified in the literature review.

Customer Orientation and Customer Relationship Management (CRM) technolo-
gies have a positive association with the development of durable customer relationships
[36]. This relationship is also improved by the possibilities of co-creation offered to
customers in a COS scenario. For that, customer data derived from social information
systems supports data integration through the concept of Social CRM and enables co-
creation with customers and other relevant stakeholders. The Platform Economy serves
as an example of this integration and the use of customer data to improve and cus-
tomize smart services. Nevertheless, decentralization is in the core of COS as inde-
pendent systems are necessary to link different service providers into one platform,
improving transparency and allowing customers to orchestrate services according to
their needs.

However, a holistic and integrated perspective seems necessary for understanding
and designing COS systems. The literature review points towards a lack of research
following such an integrated approach.
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5 Conclusions and Further Research

As seen, despite the recent advances in research, there is a lack of managerial guide-
lines and an architectural structure that supports companies to practically implement
this integration. Integrated systems can increase transparency in processes and prices.
Additionally, COS places consumers in the center of trading actions, enabling them to
control the companies that will have access to their data and what type of private data
are disclosed.

Different theories, methods and technologies support COS. At the same time, EMs
are creating ecosystems that reduce costs and provide customers with new experiences
[18]. These companies provide more than e-commerce, including cloud services, asset
management, payment systems, logistics, media, etc. to their portfolio. The ability to
integrate services and execute them based on a platform, allows these companies to
create a system that is intelligent, open, connected and scalable [52].

Nevertheless, design indications with an interdisciplinary approach, combining
different approaches from the fields of information systems, business, economics and
computer science are necessary to guide new business models towards COS. Enabling
customers to control and orchestrate services requires an understanding of their needs,
which can be reached by collecting and analyzing customer data. Additionally, it is
necessary to understand the demands for intermediation within the process of
ecosystem integration. Scholars suggest a need for decentralization, but it requires an
analysis of the integration process to identify how far this decentralization can reach.
Concerning system integration, digital transformation has occurred in three different
levels: (1) focus on software development in the 60s, (2) on business processes in the
80s and, (3) on values and the different business models that create innovative solutions
since the 2000s [1]. Hence, the COS concept should consider all methods and
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techniques developed within these three levels of digital transformation, such as Agile
development methods, business engineering and design thinking [1].

Regarding customer data, scholars identify the need for the design of services with
transparency and data privacy in mind, providing customers with the appropriate value
in exchange for data, educating them about its use, and allowing them to control it [31].
New decentralized systems could improve transparency through the integration of
different service providers. Moreover, a user would be able to integrate different ser-
vices into one system (Table 1).

When compared to CRM and Social CRM concepts, COS reflects a new paradigm
that will change the way service providers relate to consumers. If on one side
Social CRM discusses strategies, processes and systems that support tasks related to
marketing, sales and customer service, COS proposes a new level of customer orien-
tation. In a COS scenario, customers would select and combine different service pro-
vider through a decentralized platform.

Nevertheless, the novelty aspect of COS points to a need for further research on the
topic. This paper analyzed the existing literature and identified drivers and concepts of
COS, taking into consideration the interdisciplinary aspect of the topic. The identified
concepts were integrated, contributing to further research on COS. The increase on
research on the topic is able to foster the development of an integration framework and
design guidelines for COS-based systems. Institutions in different industries can benefit
from knowledge on COS as a potential business trend.

The paper, however, has some limitations. A structured literature analysis could
provide deeper insights on the concepts. Nevertheless, the novelty of the topic requires
initial studies that connects related topics in a macro level as it is proposed and
presented in this paper. Further studies could improve the relationship between the
drivers and concepts and provide a detailed framework for the development of COS-
related platforms.

Table 1. Main differences between COS and traditional approaches

Feature COS Traditional service development

Decentralization Decentralized systems as
intermediary does not offer directly
the services

Centralized systems as one main
service provider integrates
additional services

Transparency Data collection and processes are
transparent

Some processes are transparent

Data Privacy Customers in control of their data Collection and analysis of
customer data subject to
regulations

Smart Services Collective Intelligence and
Social CRM as basis for the
development of solutions

Focus on current Artificial
Intelligence techniques to analyze
collected data

Customer
Orientation

Customer-dominant Logic Provider or Service-dominant
Logic
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QOD Workshop



QOD 2021 Workshop Chairs’ Message

The Fourth Workshop on Quality of Open Data (QOD 2021), organized in conjunction
with the 24th International Conference on Business Information Systems (BIS 2021),
took place at the Königlicher Pferdestall at Leibniz University Hannover, Germany.
The specific focus was on bringing together different communities working on quality
in Wikipedia, DBpedia, Wikidata, OpenStreetMap, Wikimapia, and other open
knowledge bases and data sources.

There were 10 papers submitted for the workshop and the Program Committee
decided to accept five papers (an acceptance rate of 50%). There were 13 members in
the Program Committee, representing 12 institutions from seven countries.

The first paper, “Data quality assessment of comma separated values using linked
data approach”, proposed a framework that converts files in CSV format into linked
data with certain data quality requirements. Converted data are transferred to a
knowledge graph based on the proposed ontology. Then, triples that have violated the
data quality constraints are identified. In addition, the data quality metrics and corre-
sponding dependencies were described.

The second paper, “A high-resolution urban land surface dataset for the Hong Kong-
Shenzhen area”, aimed to solve the problem of the lack of high-spatial-resolution land
surface datasets of assured quality. This work identified datasets that provide a complete
set of land surface information required for high-resolution urban climate modeling in
the Hong Kong-Shenzhen area. Such datasets included land cover, vegetation coverage,
urban morphology, artificial impervious area, and anthropogenic heat data.

The third paper, “Spatio-temporal data sources integration with ontology for road
accidents analysis”, proposed an approach based on a microservice architecture, in
which each data source is mapped to a microservice that presents an ontological data
model of the source. The work described the application of such an approach to road
accident data in St. Petersburg, Russia. As a result, clusters of accidents were obtained by
combining data about accident, road types, and weather conditions in the accident area.

The fourth paper, “Review of literature on Open Data for scalability and operation
efficiency of electric bus fleets”, provided an overview of existing literature regarding
the utilization of Open Data by public transport operators to analyze the scalability and
operation efficiency of electric buses. Different open data sources were analyzed and
classified. The paper also provided examples of Open Data sources and platforms that
might be used by decision makers.

The last paper, “Challenges of Mining Twitter Data for Analyzing Service Per-
formance: A Case Study of Transportation Service in Malaysia”, focused on problems
related to data extraction from Twitter to understand public opinion. The work pro-
vided original evidence proving the potential of using social media data to assess public
transportation services performance, which may vary depending on the demographics
of the social media users.
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Abstract. In recent years, with fast-developing computational capabilities,
high-resolution techniques have been widely employed in atmospheric models.
Thus, researchers can apply these high-resolution models to produce detailed
meteorological scenarios, which empowers studies of urban-scale climatology
relying on finer grid spacing. The WRF ARW/Noah LSM/UCM model is often
used in urban climate research. However, the default input land surface data in
urban areas is not precise enough, especially for the data describing in China.
This study was pertinent to the increasing presence of ambiguous modeling
practices in urban-scale climatology because of the out-of-date land surface data
with insufficient fixes. Given the lack of quality-assured high-spatial-resolution
land surface datasets, we produced a high-resolution urban land surface dataset
including the land cover, vegetation coverage, urban morphology, artificial
impervious area, and anthropogenic heat data for the Hong Kong-Shenzhen area -
one of the world’s largest metropolitan areas and a unique pair of twin cities. In
short, the high-resolution urban land surface dataset provided a complete set of
land surface information required for high-resolution urban climate modeling in
the Hong Kong-Shenzhen area, which is exceedingly rare, especially in which
the data on detailed urban morphology and anthropogenic heat fluxes.

Keywords: Urban � Land surface � Hong Kong-Shenzhen area � Climate
modeling

1 Introduction

In recent researches [2, 10, 15], rapid urbanization has become a popular research topic.
In the 1990s, many studies have highlighted the unneglectable influence of socio-
economic developments on urban climate [11]. These anthropogenic activities have
changed the natural surface into the impervious surfaces rapidly and massively, leading
to changes in surface sensible and latent heat fluxes. Thus, massive artificial changes in
land surface play a vital role in the generation and development of the urban climate.
The modelers should be fully aware that inaccurate urban land surface data could lead
to a remarkable unreal divergence in urban climate modeling results.
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The development and opening of this dataset were triggered by the worrisome
existence of a growing number of careless practices in urban climate modeling using
the original land surface dataset provided by mesoscale meteorological models with
minimal fixes and quality assurance, which brings significant risk to the reliability of
model simulation results, especially for simulations having a high spatial-temporal
resolution. The reliability of model simulations relies heavily on the quality of
incoming data, and the land surface dataset is the most significant input dataset besides
meteorological boundary conditions.

The Hong Kong-Shenzhen area experienced intensive urbanization in the last
50 years, which is an excellent example of urbanization in China for studying the
impact of urbanization on the urban climate. We developed a sophisticated method for
producing the high-resolution land surface dataset and applied it to the Hong Kong-
Shenzhen area. The developed dataset has a high spatial resolution of 100m and
contains all four major components required for high-resolution urban climate mod-
eling – urban land cover, vegetation coverage, urban morphology, and anthropogenic
heat. Some information, for example, the detailed urban morphology data, has limited
access. Data from different data sources usually come with different spatial and tem-
poral settings requiring careful upscaling or downscaling operations. There is limited
access to carefully audited land surface datasets since sophisticated methodologies for
developing such datasets are still lacking. Meanwhile, multi-source information about
the land surface, such as the terrain, road network, and building layouts, needs to be
gathered and quality-assured to fuel the development of a high-resolution land surface
data input for urban climate simulations. It is costly to acquire all datasets required.

In summary, the developed dataset provides rare access to high-resolution, care-
fully audited information about detailed land surface characters that can be used as
quality inputs for high-resolution urban climate simulation models to generate accurate
simulation results.

2 Data Description and Development

2.1 Dataset Details

Identifier: https://doi.org/10.5281/zenodo.3687362.
Creator: Zhiqiang Li and Yulun Zhou.
Dataset correspondence: PaterLee@link.cuhk.edu.hk.
Title: High-resolution (100 m) urban land surface dataset for the Hong Kong-

Shenzhen area.
Publisher: Zenodo.
Publication year: 2020.
Resource type: Dataset.
Version: 1.0
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2.2 Geospatial Coverage

The Hong Kong-Shenzhen area is of unique research value for studies regarding
urbanization and its environmental impacts. It is among the world’s largest urban areas
composed of a unique pair of twin cities. Hong Kong and Shenzhen are neighboring
cities sharing similar meteorological backgrounds, but they have experienced drasti-
cally different urbanization processes. While Hong Kong urbanized gradually into a
city world-famous for its strict preservation of natural parks and the consequent high-
density urban form, Shenzhen transformed from a fishing village to a mega-city
sheltering its 20 million residents in a blink of 50 years. Shenzhen has been listed
among the fastest urbanizing cities globally, making the city a compelling area for
studying the complex interactions between urbanization, development, and the asso-
ciated environmental impacts. The high-density urban form existing in both cities puts
high requirements on the spatial resolution of urban land surface datasets.

2.3 Data Sources

The development of high-resolution urban land surface datasets utilizes various
external data sources, including government-funded data and open-source data. Below
we provide a constructed view of data we used for developing the urban land surface
datasets.

• Boundary of Shenzhen
• Boundary of Hong Kong
• 2005 PRD (Pearl river delta) land cover (CAS2005) [3]
• 2010 Shenzhen building morphology
• 2010 Hong Kong building morphology
• 2010 Shenzhen road network
• 2010 Hong Kong road network
• 2010 MODIS NDVI Shenzhen dataset [17]

The building morphology data in Hong Kong and Shenzhen are products of
government-funded surveying. The data went through systematic quality control.
Despite their decent quality, both building morphology data are limited for sharing due
to privacy concerns. We utilized the high-quality building morphology data to derive
high-resolution products of impervious area and urban land cover maps, along with the
open-source road network data and the PRD land cover data (CAS2005) [3]. To refine
the vegetation coverage data required by the climate models, we retrieved remotely
sensed Normalized Difference Vegetation Index (NDVI) maps in 2010 capturing the
Hong Kong-Shenzhen area provided by the Moderate Resolution Imaging Spectrora-
diometer (MODIS) [17] launched by NASA. We also utilized open-source geo-
graphical boundary data of Hong Kong and Shenzhen. We used the grid setting of the
PRD Land Cover Data in all the output raster maps of the developed dataset.
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2.4 Data Components and Development Methods

The high-resolution land surface dataset consists of six main categories of input data
required by high-resolution climate simulation models (Table 1), including the basic
data, land cover data, vegetation coverage data, urban morphology data, artificial
impervious area data, and anthropogenic heat data. Each category is a composite of
spatial features that collectively describes one aspect of the urban land surface char-
acteristics of the Hong Kong-Shenzhen area in 2010. We provide three different spatial
coverage settings, covering Shenzhen, Hong Kong, and both cities, respectively, for
most spatial features. Moreover, we developed the data step by step (Fig. 1).

Geographical Boundary and Land Cover Data.
The basic data includes vector shapefiles representing the geographic boundaries of
China, Shenzhen, and Hong Kong. Zhu et al. [24] also evaluated the land cover data
(CAS2005) [3] provided by the Earth System Scientific Data Sharing Network
(ESSDSN) as a decent quality product. Therefore, we directly used the 2005 PRD land
cover (a component of CAS2005) as the PRD land cover data in the urban land surface
dataset.

Basic data Land cover data Vegeta�on 
coverage data 

Urban morphology 
data 

Ar�ficial 
impervious data 

Anthropogenic 
heat data 

Fig. 1. The development process.

Table 1. Table captions should be placed above the tables.

Data categories Spatial feature Spatial coverage
Shenzhen Hong

Kong
PRD

Basic data Geographical boundary √ √

Land cover data Land cover √

Vegetation coverage
data

Monthly vegetation coverage √ √

Urban morphology data Building plan area √ √ √

Building height number
mean

√ √ √

Mean building height area
weighted

√ √ √

Building buffer area √ √ √

Building surface √ √ √

Artificial impervious
area data

Road area √ √ √

Building impervious area √ √ √

Artificial impervious area √ √ √

Anthropogenic heat data Annual mean √ √ √
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Monthly Vegetation Coverage.
First, we retrieved the monthly Shenzhen vegetation coverage maps from 23 frames of a
subset of the 2010 Vegetation Indices 16-Day L3 Global 250m datasets [17] by using a
typical algorithm for estimating theNDVI value of a grid. Then, we produced themonthly
vegetation coverage map in the PRD area. Grids in Shenzhen were filled with the values
of the corresponding grids in the monthly Shenzhen vegetation coverage maps, and grids
in the outside area of Shenzhen were filled by the zonal mean values of the corresponding
monthly Shenzhen vegetation coverage maps’ grids with the same land cover category.

Urban Morphology.
First, we adapted the formulas provided by Burian et al. [1] and used them to produce
the sets of Shenzhen and Hong Kong building parameter maps based on the 2010
Shenzhen building morphology and the 2010 Hong Kong building morphology,
respectively. Then, we produced the PRD building parameter maps. Grids in Shenzhen
and Hong Kong areas were filled with the values of the corresponding grids in Shenzhen
and Hong Kong parameter maps, and the grids of the remaining area were filled with the
zonal mean value of the corresponding Shenzhen building parameter maps’ grids with
the same land cover categories of urban construction land and rural settlement.

Impervious Area.
First, we produced the Shenzhen and Hong Kong building buffer area maps by calcu-
lating the buffer area of buildings in the grids of Shenzhen and Hong Kong areas
according to the Hong Kong Building (Planning) Regulations [7] and Shenzhen Urban
Planning Standard and Regulation [21]. We also produced the Shenzhen and Hong
Kong road area maps based on the 2010 Shenzhen road network map and the 2010 Hong
Kong road network map. Then, we produced Shenzhen and Hong Kong artificial
impervious area maps by the grid-aggregated operation, which sums up the building
buffer area, building plan area, and road area of the corresponding grids in the building
buffer area plan area, and road area maps, respectively. Finally, we produced the PRD
impervious area map. Grids in Shenzhen and Hong Kong areas were filled with the
values of the corresponding grids in Shenzhen and Hong Kong artificial impervious area
maps, and the grids of the remaining area were filled with the zone mean values of the
Shenzhen artificial impervious area map’s grids with the same land cover categories.

Anthropogenic Heat.
We summarized the methods in the previous studies [4, 5, 9, 16, 19, 22] to develop a
method to estimate the anthropogenic based on the census and statistic data (Hong
Kong [8] and Shenzhen [18, 20]) We first developed the Shenzhen and Hong Kong
population maps. Second, we produced the Shenzhen and Hong Kong annual mean
anthropogenic heat maps based on the Shenzhen and Hong Kong population maps.
Third, we produced the PRD annual mean anthropogenic heat map by filling the
Shenzhen and Hong Kong areas with the annual mean anthropogenic heat maps in
Shenzhen and Hong Kong, respectively, and the grids outside Shenzhen and Hong
Kong area with the corresponding mean value of urban construction land or rural
settlement in the Shenzhen annual mean anthropogenic heat map. Last, the PRD annual
maximum anthropogenic sensible and latent heat maps were produced based on the
PRD annual mean anthropogenic heat map.
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2.5 Data Quality Control

A sophisticated data quality control procedure was implemented throughout the data
development of the high-resolution land surface dataset. For more details, please refer
to the companion paper – “Incoming data quality control in high-resolution urban
climate simulation: Hong Kong-Shenzhen area urban climate simulation as a case study
using WRF/Noah LSM/SLUCM model (Version 3.7.1)” [12].

3 Data Access

We provided all data in GeoTIFF format for direct compatibility with a rich family of
mapping and spatial data editing software such as the recommended ArcGIS and
Matlab. Li et al. [12] also developed and opened sourced a format conversion tool that
converts data in GeoTIFF format into the NetCDF format required by climate simu-
lation models such as the Weather Research and Forecast (WRF) model, which
includes two processing packages (geo_data_refinement processing package and
wrf_input_refinement processing package). These two passages can be used for the
high-resolution urban land surface dataset to refine the inner-most-domain’s primary
files (interpolated geo-data and the WRF input data files). The geo_data_refinement
processing package is responsible for the interpolated geo-data refinement by revising
the related fields of the geo_em.d01.nc, geo_em.d02.nc, geo_em.d03.nc, and geo_em.
d04.nc. The wrf_input_refinement processing package was used for employing the
spatial refined anthropogenic heat data and the NUDAPT [6] format urban morphology
data. Specifically, it extracted the 2D refined data (urban morphology and anthro-
pogenic heat data) from the urban land surface dataset and interpolated the data into the
inner-most domain’s grid by filling the corresponding 2D array variables in the file of
wrfinput_d04. For downloading these two packages, please refer to https://doi.org/10.
5281/zenodo.3996876.

While climate modelers can use the open-source tools to generate inputs for climate
models, other researchers can easily use the data in GeoTIFF format for empirical
studies regarding high-resolution urban morphology in one of the world’s most com-
pelling high-density urban areas. All geospatial data use the following geospatial ref-
erence systems:

• Geographic Coordinate System (GCS): World Geodetic System 1984 (WGS 1984,
EPSG:4326)

• Projected Coordinate System (PCS): Universal Transverse Mercator Zone 49N
(UTM 49N, EPSG:32649)

To access the data, Fig. 2 illustrates the complete data directory of the high-
resolution land surface dataset.
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4 Potential Dataset Use and Reuse

This data provides rare access to detailed information on high-resolution land surface
characteristics in the Hong Kong-Shenzhen area, which can be used as direct input for
urban climate simulation models to account for the urbanization impacts. In the
emergence of global climate change, the dataset can be used to study the environmental
impacts of urbanization, understand the connecting mechanisms [13, 14], and derive
policies that balance development and environmental impacts [23].

The dataset can also be used to study the necessity and impact of using high-
resolution land surface characteristics as inputs for urban climate simulations by the
WRF ARW model. Li et al. [13, 14] used the land cover and impervious area data
(Fig. 3) to refine the WRF model default land cover data through two steps of the
audition. First, Li et al. [13, 14] audited the extent of urban areas using the land cover
map provided by CAS2005. Then, Li et al. [13, 14] further classified urban areas into
three different urban levels – high-density, mid-density, and low-density urban areas
based on the impervious area map. Li et al. [12] compared the simulation outcomes
from a climate model (WRF v3.7) using the proposed high-resolution dataset instead of
the default input data having coarse resolutions.

We compared the default land cover data with the refined one (Fig. 4). We found
that the default land cover data had many false classifications in urban and nonurban. In
the fast-urbanizing city of Shenzhen, we observed significant differences between the
original land cover product provided by NCAR and the refined land cover product
(Fig. 4a), which confirmed that the land cover map provided by NCAR is out-of-date.
The original land cover data misclassified 208 units of urban lands to nonurban lands,
and 164 units of nonurban lands were found misclassified to urban lands. These
changes were not distributed equally in space. Most of the changes occurred in the fast-
developing areas in Shenzhen, such as the west side, making local data distortion more
severe than the average level. Moreover, the refined land cover product contains three
different urban categories - low-intensity residential, high-intensity residential, and
commercial/industrial/transportation, instead of the one single urban category in the
original data product that ignores the significant differences in surface characters
among urban lands. We also found that the default land cover data missed many details
compared with the refined one.

Fig. 2. The data directory of the high-resolution urban land surface dataset.
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Besides, the developed dataset can be applied in other socio-economic researches,
such as the retrieval of street-level green views from the vegetation coverage data, the
estimation of sky view factor in the urban area, the relation between the housing price
and building density, and the land cover change of urbanization. For inspiration of new
research direction, we presented the land cover of Shenzhen in 1979 and 2010 (Fig. 5)
and two major indicators of building morphology: the building plan area fraction and
the building height number mean (Fig. 6). For other indicators of building morphology,
please refer to Li et al. [12] paper.

(a)                                          (b)

Fig. 3. The land cover (a) and impervious area (b) data.

(a)                                                                          (b)

Fig. 4. The default land cover data of the WRF model (a), and the adjusted land covers based on
the urban land surface dataset (b), data source: [12–14].
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5 Conclusions

Throughout the development of the high-spatial-resolution data, we have experienced
multiple challenges that need more attention in future studies. The primary challenge is
gathering various information about urban land characteristics covering the same study
period from numerous reliable sources for land surface data development, which is
resource-heavy and time-costly. We collected data from the government field-surveyed
data sources, openly accessible satellite imageries, and statistical yearbooks.

The Hong Kong-Shenzhen area has the unique research value to understand
urbanization and its various impacts worldwide since the study area is one of the largest
urban areas in the world (both in population and size). The two neighboring cities also
have the exact geographic locations and meteorological conditions but the entirely
different magnitude, speed, and mode of urbanization and dramatically different urban
forms. Studying and comparing the differences in urbanization and its environmental
impacts from various perspectives in the two cities could provide intriguing insights
that benefit future sustainable urbanizations, especially in the Global South – the less-

(a)                                                                          (b)

Fig. 5. The Shenzhen land cover in 1979 (a) and 2010 (b) data source: Li et al. [13].

(a)                                                                          (b)

Fig. 6. The building plan area fraction (a) and the building height number mean (b) data source:
Li et al. [12].
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developed half of the world. Moreover, the dataset recorded the texture of the land
surface at a milestone of urbanization, especially in the Shenzhen area. In our opinion,
it can be used in future studies of urban climate change in at least 20 years.

As for the future research directions, we first suggested investigating the cost-
benefit equation of the land surface dataset. Second, we suggested that the land surface
dataset for a developing urban area should be updated every five years because the
typical official survey period is five years.
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Abstract. Open data is an integral part of Smart City projects carried out
around the world. A public transport network is widely used when it is safe, well
designed and reliable. The development and maintenance of the urban transport
are key items in city budgets. Decisions regarding changes and the future
organization of the public transport are supported mainly by Intelligent Trans-
port Systems (ITS). There are many challenges, and one of them is the bus
electro-mobility revolution. European leaders encourage a faster transformation
to sustainable economy by introducing incentives and directives followed by EU
funding. As a result cities replace aged fleets of diesel buses with the electric
ones. A zero emission buses network is a new technology for public operators. It
involves investments in chargers integrated to electric grids and the introduction
of new maintenance processes. Each investment project that aims to introduce
that innovative eco-friendly solution is preceded by feasibility studies. Total
Cost of Ownership (TCO) is one of the crucial measure for making business
decision. To calculate a proper configuration of chargers and fleet of buses,
knowledge of specific operational conditions is necessary. That includes anal-
ysis of Open Data such as route characteristics, weather and dynamic traffic
conditions. The paper review the existing literature with regard to utilization of
Open Data by public transport operators to analyze scalability and operation
efficiency of the electric buses. The Open Data used in the recent studies are
characterized, classified and analyzed. Moreover, the examples of Open Data
sources and platforms that might be used by decision makers are provided.

Keywords: Open Data � Public transport � Smart city � Battery Electric Bus �
Electro-mobility � Large-scale information extraction � Geospatial data � Data
enrichment

1 Introduction

Battery Electric Buses (BEB) adoption is accelerating all over the European cities
(Table 1). Following the Paris climate agreement, the European Parliament & Council
adopted the revised Clean Vehicle Directive [52] that promotes clean mobility solutions
in public procurement tenders, encouraging European cities to deploy zero-emission
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vehicles. The most developed EU-23 countries set the national targets for clean buses to
45% in 2025 and 65% in 2030. One of the main pillar of the initiative is deployment of a
platform where public authorities, public transport operators, manufacturers and
financial organizations can come together with the aim to better exchange information
and organize relevant actors [27].

The aim of the paper is to review the latest scientific publication in the field of
electric bus public transport and extract which Open Data is used by researchers on
different continents in their optimization models. The identified Open Data are then
classified and characterized. Moreover, the paper aims at identifying which Open Data
platforms and sources would be beneficial for decision makers.

The rest of the paper is structured as follows: in Sect. 2 review’s methodology is
presented, followed by a description of data used by public transport operators
(Sect. 3), classification of Open Data used in the existing literature (Sect. 4) and a
review of Open Data sources (Sect. 5). The paper ends with conclusions and indication
of the future work.

2 Literature Review Methodology

The concepts that were in the scope of the presented literature review cover electric bus
and zero emission public transport. Google Scholar database has been used as a search
platform. Keywords used included “electric bus”, “electric buses”, “BEB”, “opti-
mization of bus fleets”, “Open Data electric bus” and “zero emission buses”. The
search results contained numerous items with the tendency to increase in a last few
years. Because the electric bus technology is a modern field, we decided to narrow the
review to publication from the last 4 years (2018–2021). At first we analyzed over 150
abstracts of found papers. Exclusion criteria included such topics as battery swapping,
environment impact, cost comparison to diesel buses, charging technology, battery
technology, electric grid impact, hybrid vehicles and charging scheduling. Initially we
planned to focus on Open Street Maps but it appeared that weather data, traffic jams
and number of travelling passengers are heavily used in research as well. We ended up
with 25 articles where we followed forward and backward references. The final set of
articles was further analyzed and used as a basis for the review presented in the paper.

Table 1. Total number of Battery Electric Buses (BEB) and Plug-in Hybrid Electric Buses
(PHEB) in EU

Year BEB % BEB change PHEB % PHEB change Total

2016 686 63% 304 110% 990
2017 888 29% 445 46% 1333
2018 1608 81% 486 9% 2094
2019 3636 126% 525 8% 4161
2020 5311 46% 550 5% 5861

Source: European Alternative Fuels Observatory (eafo.eu)
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3 Overview of Open Data Used by Public Transport
Operators

By 2050 nearly all cars, vans, buses as well as new heavy-duty vehicles will be zero-
emission according to EU Sustainable and Smart Mobility Strategy [31]. For the land
transport an intermediate milestone has been set for 2030 and in practice this means
that 100 European cities will be climate neutral. In terms of zero-emission vehicles it
counts for 30 million zero-emission units on European roads. Additionally 3 million
public chargers will be installed [31].

Our research focuses on buses, which are the most popular type of public passenger
transport in Europe. Urban and sub-urban buses account for more than half of public
passenger journeys (measured as passenger-kilometers) [32].

The term “smart” contained in the European transport strategy highlights the need
of innovation and digitalization, foresees connected and automated multimodal
mobility, and assumes new ways of usage of data and Artificial Intelligence (AI).

After the review of the literature, we know that in order to make optimal invest-
ments decisions, it is necessary to integrate and analyze data from various sources
(Fig. 1).

For many years large cities have had Intelligent Transport Systems (ITS) [29] that
ensure the connection between the public operator control center and cruising buses.
These systems, depending on the city, manage passenger information on the bus stops
and inside vehicle. Integration is also done usually with monitoring cameras and the
GPS system. Selected buses have also passenger counting systems, which are not
installed in every bus due to their high cost. Some cities also have Intelligent Traffic
Control systems. In addition, in recent years in European cities, along with the increase

Fig. 1. Data used by bus operators. Source: Own work
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in the number of electric city buses, the number of bus chargers has been dynamically
growing, which must also be integrated on-line to maintain their reliability.

Operators also require from manufacturers that they install computer data loggers in
their vehicles. It is an electronic device that records diagnostic data over time or in
relation to location. This data can be extracted from the bus by connecting specialized
tools used in the automotive sector. Transforming this data for business analysis pur-
poses is not an easy process, since it requires hiring qualified experts and physical
access to each bus. These tools were created for the purpose of technical diagnosis of
specific faults, occurring sporadically, and not with the aim to constantly send them to
the data center.

With the advent of new electric bus technology, manufacturers and operators have
started to invest in the new fleet monitoring systems in order to be able to jointly
optimize maintenance, detect potential faults and take corrective actions. The goal of
these kind of systems is to deliver packets of information related to the state of the bus
and its components (e.g., battery, engine, propulsion, air-conditioning, doors). The
aggregation of this data is a key aspect for further projects and source of lesson learned.
As a result, whenever the need arises, individual stakeholders of the bus operator,
charger and support teams have access to the near-real time data. They are able to
access historical information and gain advantage of what has changed over time.

China is the undisputed world leader in the operation of electric buses and we
noticed a large number of publications from Asia. The city that stands out from other
agglomerations is Shenzhen with more than 20 000 units [33]. The review showed that
the European studies focus mostly on research up to a few dozen of electric buses, and
Chinese studies in some cases cover the entire networks of public bus transport
including several hundreds or even thousands of vehicles [14].

Most of the large European cities have a long-term view of the upcoming challenge
to deploy several hundreds or even thousands of electric buses. We have mentioned
already what are the drivers for the electro mobility revolution but there are also some
barriers. Bloomberg’s report (2018) mentions several factors that are holding back
multibillion programs. The first one is a high upfront cost mainly due to the high prices
of batteries and chargers. The second barrier is flexibility and operational experience
due to the limited capacity of the battery and hence a range of the vehicle. As a result, it
is difficult to incorporate them in the existing network of bus routes operated for 24 h.
The third difficulty is charges and grid issues. Potential power outages and a space
required for installing the plug-in chargers or high-power pantographs on bus stops are
also listed [33]. Because of the high power of chargers, the new member joins this
complex discussions - the energy distributor which asks the challenging question
related to a long term plan of energy demand. They need answers related to charger
characteristics to redesign their networks of energy transformers.

Despite all these difficulties, stakeholders strive to prepare a long-term plan for
sustainable public transport. Such plans are based on milestones in which the measure
of success is the number of vehicles and chargers deployed and operating smoothly.
The first step is the planning and arrival of the first charger and several electric buses on
a single route. The second milestone is the implementation of several dozen vehicles
and several chargers in various locations. High maturity is achieved when several
hundred electric vehicles operate in the city.

Review of Literature on Open Data for Scalability and Operation Efficiency 217



Public operators need reliable partners to achieve these milestones, and a dialogue
with them begins after the publication of a public tender. A key aspect in the bidding
process is the technical feasibility study and adjustment of the electro-mobility solution
to the city environment due to the limitations of the new technology mentioned earlier.
For the solution to be reliable, scalable and financially optimal, it is necessary to select
the charging option, battery technology and receive manufacturer's declaration of the
expected energy consumption. To make a correct calculation, experts need to know
how the buses will be operated. Operating conditions understood as routes, traffic jams,
timetables and weather conditions. Data quality excellence is crucial for sophisticated
analytical models and configurators which as a result recommend the optimum solu-
tion. The competitive advantage in these calculations determines who is the winner in
the tender.

After the design and configuration is agreed, contract is signed, buses are manu-
factured and integrated to smart city network. From now on vehicles and chargers
transfer the near-real time data to data centers where group of experts monitor their
effectiveness. It is their daily job to understand how extreme weather, mass city events,
route characteristics and traffic condition affect the operation of new technology.
Optimization efforts begins.

4 Review of Open Data

As indicated in the previous section, understanding the operating conditions is a key
aspect in this complexity management puzzle. Open Data platforms might be one of the
key sources used by stakeholders to make informed decisions on investment, utilization
and maintenance of an electric bus fleets. The conducted analysis of the recent studies
shows various models, frameworks and methods that use diverse information to
enhance risk management and planning process. Based on the literature review, we
have distinguished 4 Open Data classes and 14 variables (Table 2). Environmental
conditions class contains 4 variables, route characteristics category carries 6 variables,
traffic condition and operation time have 2 variables. Different optimization criteria are
used in the studies, that is route planning [9, 11, 20, 23], cost and TCO models [22, 24],
heat load and passenger comfort [17, 18, 21, 22]. Most of the researchers focus on
looking for influential factors on energy demand. On one hand, application of energy
measure is crucial for network timetable effectiveness, scheduling of charging events
and predicting impact on electric grid. On the other hand, it can be used to monitor
battery safety, degradation and predict the end of battery life cycle.

In Table 2 we present a proposal of classification of all Open Data identified in the
existing studies.
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Table 2. Open data variables used in the existing studies

Category Variable How
often
used

References to
publications

Route
characteristics

Trip distance;
Route length;
Traveled distance

24 [1, 2, 4–25]

Driving direction 5 [11, 13, 14, 18, 23]
Bus stops;
Location of bus stops;
Number of bus stops

9 [2, 7, 10, 11, 13, 14, 17,
20, 23]

Traffic lights;
Location of traffic lights;
Number of traffic lights

6 [1, 7, 10, 11, 15, 23]

Intersections;
Location of intersections;
Stop signs;
Stops per km

7 [4, 6–8, 11, 15, 19]

Road grade;
Elevation
Route profile

14 [2, 7–17, 19, 20]

Operational
environmental
conditions

Ambient temperature; 16 [1, 4, 7, 9, 10, 12–14, 16–
19, 21–23, 25]

Humidity;
Wet-dry conditions;
Precipitation;

8 [1, 4, 9, 15, 17–19, 23]

Atmospheric pressure;
Air pressure;
Air density

6 [1, 7, 11, 14, 15, 17, 18]

Wind speed;
Wind direction

7 [7, 8, 11, 15, 16, 18, 21]

Operating
time,
Timetable

Departure time; arrival time;
Time on bus stop; daytime trip;
Night-time trip;

9 [2, 10, 11, 13, 14, 18, 23–
25]

Bus operating days;
Monday-Friday;
Weekends

4 [11, 14, 18, 23]

Dynamic
traffic
conditions

Traffic speed;
Average travel speed;
Maximum speed;
Speed of travel;
Vehicle speed

20 [1, 2, 4–8, 10–16, 19, 21–
25]

Passengers load;
Number of passengers

12 [1, 2, 4, 8, 10–12, 14, 18–
21]

Source: Own work
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4.1 Description of Variables and Their Importance

BEB Route Characteristic

Traveled Distance
The distance is present in the 24 papers that have been reviewed. The distance traveled
by an electric car is currently the main barrier to a wider adoption. By increasing the
range, the size of the battery and its weight increases as well, what has an impact on the
structure of the vehicle, the price and the number of passengers that the bus can
transport. As buses run on mapped routes with designated recharging points, analytical
models use the distance to best match a bus to a route (or route to a bus). The research
indicates various types of distance covered, such as the average distance per day [1],
the distance of the bus line [4], the distance between stops [2, 13] and even the distance
to the charger. [24].

Driving Direction
When the bus route is known, scientists indicate the driving direction characteristics as
an additional variable to enrich the analytical model. This is because traffic flows
towards the city center and back to the suburban areas following people commuting to
and from work. [3, 23] The influence of solar radiation on the energy consumption of
air-conditioning systems has been interestingly presented in studies in Turkey [18]. If
one combines the driving direction of the vehicle, sunlight and the technology of solar
panels mounted on some buses (e.g., Warsaw, Poland), another field for analysis
appears. The influence of the slope of the road which is inherently related to the
direction of travel is discussed as a separate parameter.

Bus Stops
There are 19,500 bus stops in London [22]. In the electro-mobility era, each bus stop is
a candidate to have a battery charger installed, especially when the knowledge of the
nearest energy transformer characteristic is known. In many publications the bus stop
act as an intermediate measuring point for passenger load [20, 23], punctuality KPI
according to a timetable [10] or altitude reference point [2, 13]. Chinese studies in
energy saving recommend the optimal number of bus stops per trip length [14, 23].
With the exact knowledge of the bus stops network, city planners can prioritize elec-
trification of lines.

Traffic Lights
A study that focuses on smart traffic lights and their impact on the electric buses is
presented by Connor [15]. Research shows the potential of 27% cost reduction which
can be achieved by implementation of predictive driving techniques that integrates data
from connected buses and traffic lights. The cost reduction is so significant because in
addition to energy costs, it also focuses on the degradation aspect of the battery.
Additionally, the aspect of the number of street light cycles needed by a bus to cross an
intersection appeared in Swiss research [10].

Stops, Intersections
Kivekas et al. [19] consider a stop as a pause maneuver where the vehicle is stationary
for two seconds or more. Although the electric buses have regeneration braking
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systems, the effect of stops is still significant in the energy consumption. An estimation
using an average speed could be only 30% of the total energy used by the bus [11]. It
needs to be mentioned that the heavy-duty vehicles suspension systems are responsible
for a significant energy load and they are utilized during the braking event [4].
A predictive driving is one of the technique used to minimize this effect [12, 19]. It can
reduce the average energy consumption by 9,5% [19]. A known technique used by
planners is the separation of bus lanes, what is especially important for the electric
buses going uphill. An elevation of a route aggravates the process of a heavy vehicle
stopping in terms of the power consumption and the battery degradation. Ensuring
unimpeded passability of bus lanes is a recommendation of Zhang [6]. It appears that a
good knowledge of stop events could enrich advanced analytical models.

Grade of the road has a high impact on the energy demand, e.g., as showed by [13]
25 m difference over 386 m of the elevation between consecutive stops brings 18–23%
change in the energy demand. Studies made in Beijing, that are beneficial for city
planners, issues also a recommendation that the transit routes should be planned on
downhill road segments for energy savings. The energy recovery systems are highly
efficient when going downhill [14].

BEB Operational Environmental Conditions

The Ambient Temperature
Many studies have emphasized the influence of temperature on the bus operation. They
are of particular importance when the temperature reaches extremely high and low
values. Cigarini [17] in his experimental study highlights that heating and air-
conditioning systems may reduce the travel range of the electric bus of a factor of 2.0.

Other studies also confirm the large amount of energy needed to ensure thermal
comfort [1, 4] and call for a proper calculation of the thermal load during the feasibility
study and design phase [18]. Luo [21] proposes the introduction of a new control
method that takes into consideration operational condition of electric bus auxiliary
systems in which the energy consumption drops by 18,56%.

Another angle is the effect of temperature on the dynamic capacity fading and
consequently drop of the vehicle range. For a large-scale public transportation network
it would mean additional possibility to optimize the cost of battery replacement with
the support of dynamic programming presented by Wang [9].

Precipitation and humidity affects negatively energy recovered from the regenera-
tive braking [1], but it does not mean that overall energy consumption of the bus is
higher. Li [23] in his model finds that in wet conditions overall consumption of the
energy drops, due to the frictional resistance [23]. Overall the wet conditions are more
risky for the safety of passengers and road users, they are part of studies related to
driver behavior and risk management. Humidity is also important factor for intelligent
control and settings of air-conditioning systems [17, 18].

Atmospheric pressure and wind, that impact on the energy consumption, can be also
found in the studies. Buses have large frontal surface area which is important factor of
aerodynamic formulas [7, 14, 19]. The pressure effect was widely described in
Romanian studies [1]. The importance of this variable increases with the development
of dedicated bus lines, where vehicles achieve higher speeds.

Review of Literature on Open Data for Scalability and Operation Efficiency 221



BEB Dynamic Traffic Condition

Timetable Departure Time, Departure Day
Nicolaides [22] in his techno-economic analysis shows that the BEB energy supply
system is highly sensitive to operational factors such as route, charging technology and
timetable. For mixed bus fleet Ma recommends usage of diesel buses during the non-
peak hours and electric ones during the peak hours [14]. Sweden TCO studies highlight
the cost variations related to “departure per hour” measure [24]. Typically, timetable
lists times when a bus is scheduled to arrive at and depart from bus stop and depot. An
electrified bus schedule has an additional complex dimension, and it is the charging
event. When a bus operator chooses the overnight charging technology, buses are
charged couple hours overnight so they cannot be used for service. In that case
planning algorithms need to be adjusted and constraints applied for fleet size. Addi-
tionally an appropriate number of chargers needs to be planned to allow parallel
charging of multiple buses. That must be also aligned with an energy distributor. There
is another option, namely the opportunity charging. In that case planning models need
to be adjusted to optimize multiple shorter power loads per day. The accurate in time
charging events need to be scheduled for each day of workweek and weekend. In the
long term taking into consideration hundreds of chargers, couple thousands of oper-
ating buses and energy grid safety.

BEB Dynamic Trip Characteristic

Traffic Conditions and Passenger Load
In most cases the public transport systems run along predetermined routes and
schedules. The number of buses operating at a given hour in the city space depends on
the rhythm of city life. Bus operators try to adapt their fleet's operation to these rules.
They use data from traffic sensors and passenger counting systems to make improve-
ments and ensure passenger comfort. Collected and retained traffic data is used to
forecast expected traffic, allows to reveal patterns [3] and might be used by the pre-
dictive algorithms [8]. Basma [4] describes the behavior of auxiliary systems in traffic
conditions, it is important because they consume vast amount of energy during the
extreme weather. A significant difference in the electricity consumption caused by
passengers commuting to work describes Li [23]. Integration of the passengers data
into synthesized driving cycle and Monte Carlo simulation has been proposed by Liu
[20]. Dynamic passenger load appears also in TCO calculation [22].

5 Open Data Platforms

In parallel to the analysis of the electric bus related research, we started an investigation
of Open Data platforms to find the listed variables impacting electro-mobility solutions.
The results of this search are presented in Table 3.
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We naturally resorted to OpenStreetMaps (OSM) in our search for route charac-
teristics. OSM led us to Overpass read only API (formerly known as OSM Sever Side
Scripting) and OpenElevation. Weather information are available in multiple resources.
We decided to focus on YR [39] served by Norvegian Meterological Institue, World
Weather provided by World Meteorological Organization [40] and Open Weather Map
[41]. For timetable and dynamic traffic condition we found only resources related to a
given city but it should be noticed that The World Bank has been working on Open
Traffic initiative since 2016 [50].

There are three principal constituents in any successful Open Data Ecosystem that
might be distinguished [53]:

• Open Government Data (OGD) - data produced, collected or paid for by the public
sector,

• Open Business Data (OBD) – data produced or collected by the private sector and
published freely and openly,

• Open Citizen Data – the personal and non-personal data of individual citizens
published into the open domain.

Table 3 presents the results of the analysis and the characteristics of selected open
data platforms.

Table 3. Analysis of the selected open data platforms

Class Source of data Cost License
type

Open data
type

Data
format

Route
characteristics

OverpassAPI [34] Free Affero GPL v3; OCD API
OpenStreetMap [36] Free Creative Commons

BY-SA 2.0;
OCD API

Open-Elevation [37] Free GNU LGPL OCD API
Elevation_1.1.3 [38] Free Apache License Version 2.0; OCD API

Operational
environmental
conditions

YR[39] Free Terms of service OGD XML
GRIB

World Weather [40] Free Level AA Conformance to Web
Content
Accessibility
Guidelines 2.0;

OBD JSON

Open Weather Map[41] Free
(limit)

Creative Commons
BY-SA 2.0;

OBD API
CSV
JSON

Operating
time,
Timetable

Timetables GTFS [47]
(Poznan, Poland)

Free Terms of service OGD GTFS

Open Data [48]
(Curitiba, Brazil)

Free Creative Commons Attribution 4.0
International

OCD API

Kaggle Singapore [51] Free Creative Commons(CC0)
Public Domain

OCD CSV

Dynamic Traffic Torino [44] Free Described as Open Data OGD XML

(continued)
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6 Conclusions

In this article, we present Open Data from the perspective of the city public transport.
We review scientific research from the last few years in the field of the electric buses
and indicate the types of Open Data that are of interest to scientists, bus operators and
vehicle manufacturers. We distinguish route characteristics, operational environmental
conditions, timetable and dynamics traffic conditions as the most popular categories of
Open Data. The impact of these factors on the operation of the electric buses is
significant, which is confirmed by analytical models of the reviewed studies. We
mention the aspect of European Union directives that incentive cities to take urgent
actions in the field of clean transport. We also present the aspect of the diverse data and
information that are necessary for stakeholders to make short- and long-term decisions.
In addition, we analyze the selected Open Data platforms from which this data can be
extracted. We also emphasize that utilization of Open Data will become more and more
important along with the dynamically growing number of electric buses on the streets
of European cities. Our future research will focus on obtaining data from open sources
and transport network. This will allow us to create advanced analytical models sup-
porting change and risk management processes.
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Abstract. Literature has shown the prominence of extracting social media data
to understand public opinion. However, there are little works on how these
opportunities can be realized and the challenges in exploiting the opportunities
in the transportation industry. Further, data quality and availability using social
media may vary according to different demographics due to population size and
languages used. Additionally, most of the related prior studies that show the
opportunities of using social media data were conducted in North and South
America. With this proposition, we seek to investigate the challenges of using
Twitter data with text mining techniques for understanding users’ opinions and
sentiment through a case study of using the data to assess public transportation
service performance specifically in a Malaysian context. Our findings indicate
that social media data can only be useful in generating reasonable insights if
users could input informative words for forming discussed topics to derive
opinion, and incline towards a certain sentiment with adjectives. The findings
also identified the need for a more proficient dictionary to classify multilingual
tweets. Our research provides original evidence proving the potential of using
social media data to assess public transportation services performance which
may vary depending on the demographics of the social media users.

Keywords: Text mining � Topic modelling � Latent Dirichlet Allocation
(LDA) � Twitter open data � Sentiment analysis � Transportation service
performance

1 Introduction

With the rapid growth of internet technology, the development of social networking
sites makes it easier for the public to engage and share information. An example of a
social media site is Twitter that allows its users to upload opinions and thoughts on a
problem or share information [1]. One of the information that can be extracted through
analyzing Twitter data is public opinion and trends regarding a topic. The public
transportation sector is a key element in the globalization era where economic
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opportunities are closely related to the mobility of goods, people, and information.
Unfortunately, the quality of the public transportation sector in Malaysia has always
not been on par with developed countries due to many reasons, namely poor planning
and design of public transportation services [2]. Because of that, the public has drifted
away from using public transportation facilities as their main mode of commutation,
which results in the increased usage of private vehicles that has led to many accessi-
bility issues as reflected in heavy road congestions and difficulties in looking for a
parking spot [3].

There is prior research that exploits social network data to understand users’ per-
spectives, for example, use the data as a resource for sociolinguistic studies as social
microscopy [4] and for identifying factors that most influence consumers’ scores when
composing reviews related to characteristics of hotels [5]. Similarly, through data from
social media sites like Twitter, one can identify the sentiment on public transportation
services through the capability of sentiment analysis techniques [6, 7]. In addition, text
mining techniques, such as topic modelling, can also be applied to Twitter data to
uncover hidden topics within the tweets to identify similar topics being discussed [8, 9].
The advantages of measuring sentiment in comparison to using traditional surveys for
measuring public transportation users’ satisfaction include the relatively low data col-
lection cost plus recent information that can be collected in real-time. According to the
prior studies discussed earlier, the potential of a social media platform as means to assess
transportation services performance and understand users’ sentiment has already been
acknowledged. However, there are obstacles to overcome to extract useful information
from social media data effectively.

In terms of data quality, social media content is mostly in an unstructured natural
language form that cannot be readily interpreted, queried, or aggregated using Markup
or Sequential Query languages [10] that support semi or fully structured data formats.
Therefore, relevant information must be acquired using text mining techniques [11].
A crucial question is whether social media data is of enough quality to meet the need of
transportation service providers in obtaining users’ sentiment. Unstructured data might
potentially have a bias because there is no guided format or boundary of topics dis-
cussed thus such data may be useful, and the processing of textual messages into
meaningful data is not straightforward. Furthermore, different countries might have
different technical challenges in processing text messages due to different languages
being used.

In terms of the data sampling, there is a lack of understanding on the comments
given by each individual and if this population is representative of a certain place. If
social media are to become supportive platforms in public transportation services
planning, a study is needed on understanding the population that is participating and
those that may be marginalized [12]. Conversely, the number of tweets available and
user input content of Twitter data collected may vary depending on user characteristics.
Most of the related prior studies were conducted in North and South America [6–9, 12].
Statista’s report showed that 20% of Twitter users are Americans, implying huge data
volume is available for analysis on American users compared to other countries [13].
Twitter is considered one of the most popular social media platforms in Malaysia with
49% of internet users between age 16 to 64 use the platform [14].
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With the observations from data quality and sampling aspects that may be influ-
enced by user characteristics along with the fact that prior studies are mostly conducted
in America, we seek to investigate the challenges of using Twitter data with text mining
techniques for understanding users’ opinion and sentiment towards public transporta-
tion service performance in a Malaysian context. Two research questions (RQ) are
formulated to achieve our objective:

(RQ1) How does Twitter data quality influence the discovery of topics discussed to
drive user opinion on public transportation service performance in Malaysia?

(RQ2) What are the challenges in mining Twitter data to understand user sentiment
towards public transportation system performance in Malaysia?

2 Literature Review

2.1 Public Transportation in the Klang Valley

Klang Valley is an area centered in Kuala Lumpur. Public transportation in the Klang
Valley covers a wide variety of different services such as bus services and rail transport.
Table 1 states the backgrounds and specifications of six main types of public trans-
portation services in the Klang Valley: The Light Rapid Transit lines (LRT); Mass
Rapid Transit line (MRT); Keretapi Tanah Melayu (KTM), Monorail line, Bus Rapid
Transit line (BRT), and Public Bus.

In recent years, traffic congestion and limited parking space problems in the city
have become a prominent issue in the Klang Valley [2]. It is also found that most of the
services are still lack service quality and performance [15].

2.2 Twitter

Due to Twitter content’s characteristics of having short texts, open data available for
access, and easy to retrieve through API, it is a commonly used platform for researchers
to conduct text mining related analysis. Applications from the internet in the form of
social media have the potential to reach a wider range of participants from the most
affected stakeholders to the general public [16]. The opportunity to engage with the

Table 1. Background of public transportation services in the Klang Valley

Public transportation service Line/route/type (opening year) Daily ridership

LRT Kelana Jaya Line (1998) 245,569
Ampang and Sri Petaling Lines (1996) 170,814

MRT Sungai Buloh – Kajang Line (2016) 158,247
KTM Port Klang - Seremban Line (1995) 85,120
BRT BRT Sunway Line (2015) 5,382
Monorail KL Monorail (2003) 63,778
Public bus RapidKL by Rapid Bus 400,000 (approx.)
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public through social media is regarded as a means of support for micro-participation
for planning, performance analysis, and making decisions [17]. Prior studies used
sentiment analysis to identify how the public feels about a public transportation system
[4]. Conversely, limitations of this method were also identified [18], for example, the
sentiment of tweets that contains sarcasm and irony are well known for being classified
poorly by automated computer procedures.

2.3 Topic Modelling on Twitter Using LDA for Sentiment Classification

Topic Modelling is frequently used in text-mining tools to identify latent topics within
a group of texts or documents using statistical algorithms. Several topic modeling
algorithms have been developed, and Latent Dirichlet Allocation (LDA) is found as a
commonly used unsupervised machine learning technique [19] for performing topic
modeling. Research was conducted across the years about topic modelling on Twitter
data to identify trending events and topics on Twitter using topic modelling [20].
Performing topic modelling on tweets is a complex task due to their irregular and
unstructured type of language used [21]. Using LDA to identify topic models within
sites, such as Twitter, demonstrated that the distribution for a mixture of topics learned
by topic models has certain features that can help in classification problems [22].

Twitter sentiment classification aims to identify the sentiment polarity of short and
informal texts (i.e. tweets) if they have a positive or negative sentiment. The majority of
the existing studies are streamlined into two main approaches, namely, the lexicon-
based approach that uses a dictionary of opinion sentiment words [23, 24], and the
machine learning approach [25, 26] that uses a classification model to classify
sentiment.

SentiStrength [27] is a lexicon-based sentiment classifier that also uses non-lexical
rules and linguistic information to detect the sentiment strength of short and informal
English texts such as tweets. For every row of text, the SentiStrength tool outputs two
different integers ranging from 1 to 5 for both positive sentiment strength and negative
sentiment strength. For this output, 1 represents no sentiment, and 5 represents strong
sentiment for positive sentiment strength and negative sentiment strength respectively.
For example, a row of text with a classified sentiment strength of (5, 2) would contain a
strong positive sentiment and a low negative sentiment. A neutral text will be classified
as (1, 1). The goal of SentiStrength is to detect the positive and negative sentiment
strength. Besides that, SentiStrength also aims to detect the sentiment expressed within
the text rather than the overall polarity of the text [28].

2.4 Related Work on Social Media Data for Public Transportation
Analysis

In recent years, studies on social media data and public transportation analysis started
to increase in numbers. Collins et al. [6] used Twitter data and a sentiment strength
detection algorithm to analyze transit rider’s satisfaction in Chicago. Their analysis
showed that transit riders tend to use negative sentiments rather than positive senti-
ments to a situation. On the other hand, Schweitzer [7] also discovered that Twitter
users tend to use more negative sentiments when posting a tweet about public transit
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compared to other public services. Haghighi, et.al [8] proposed a framework that uses
LDA topic modelling algorithm and sentiment analysis to evaluate transit riders’
opinions and identify the hidden topics regarding their dissatisfaction with the transit
service. They found out that the percentage of negative sentiment is higher during
weekends as compared to weekdays. Mendez et.al [9] also used a similar approach that
uses topic modelling and sentiment analysis on Twitter data to evaluate the satisfaction
of users on public transportation services in Santiago, Chile. They concluded that their
proposed methodology can effectively, and promptly, diagnoses any problems because
it can locate issues and identify trends related to public transportation services. Simi-
larly, Casas & Delmelle [12] used a topic modelling procedure on tweets to filter out
important topics relevant to the transit system and performed a structured content
analysis to identify perceptions of the public on transit systems in Cali, Columbia.

3 Research Methodology

We conducted a text mining process of extracting relevant Twitter data for deriving
users’ discussed topics and sentiments towards public transportation services.

3.1 Study Area

Klang Valley was chosen as the study area for this research for two reasons. Firstly,
public transportation services are saturated in Klang Valley, with six types of different
public transportation services ranging from LRT, MRT, KTM, BRT, Monorail, and
public busses [15]. Secondly, a prior study shows that most of the Twitter users in
Malaysia originate from more developed states like Selangor, Kuala Lumpur, and Johor
in which both Selangor and Kuala Lumpur are part of the Klang Valley [28].

3.2 Data Collection

The data for this research was collected over 5 years and 3 months from 1st of January
2014 to 31st of March 2019 for LRT, KTM, Monorail, and public busses. The rationale
behind selecting this timeframe for Twitter data collection is because every all six
public transportation services in the Klang Valley have their respective opening years.
For example, MRT, being the newest among the other services, started its operations in
2016. On the other hand, public transportation services such as LRT, KTM, and
Monorail have been fully operational for more than a decade. Therefore, this timeframe
was chosen so that every type of public transportation service used for this study will
be treated equally by including more years for older public transportation services as
mentioned above. Because of that, the years involving public transportation services
that have not to exist will not be used for analysis.

Data for this study was extracted using third-party software called Octoparse [29]
was used as a preferred web scraping tool compared to Twitter API because there were
certain limitations when using it for this study, for example, only 1500 tweets can be
extracted per hour. It is necessary to process the collected tweets using a series of
filtering and the removing of stop words, as well as tags and links to produce a finalized
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structured and cleaned dataset. Twitter data extracted through Octoparse in its raw form
consist of several variables which are listed in Table 2, together with their examples for
LRT public transportation services in the Klang Valley.

We adopted three filtering approaches in the tweets extraction process to identify
relevant data to the public transportation services. Firstly, we used keywords as
hashtags to represent the six public transportation services was done using the name of
the public transportation service filter (i.e. LRT, MRT, KTM, BRT, Monorail, and Bus)
to specify the tweets to be extracted. Secondly, we applied an extraction filter by
identifying the hashtags used by users. Therefore, the hashtags that were used for tweet
extraction are common hashtags that contain the name of transportation services.
Examples of the hashtags are “lrtdelay”, “lrtmalaysia”, “lrtsucks”, and “jomnaiklrt” for
filtering LRT-related tweets. The third tweet extraction filter used is the study area,
which is the Klang Valley. A location filter (i.e. Kuala Lumpur City, Petaling Jaya, and
Klang) was used in the Twitter advance search.

Before data can be analyzed, an iterative series of data preparation was performed
to build the final datasets for analysis. Tokenization was performed in the data
preparation process to divide individual tweets into parts. Stop words are removed from
a tweet that contains common English stop words using the Python R library pro-
gramming package. Additional stop words not in the default English stop words list is
also added and later removed. The stemming process involves obtaining the root or the
base of a word by removing suffixes and affixes. The data modelling phase includes
running a series of sentiment classification based on polarity score and topic modelling
for each tweet using SentiStrength to assign a positive and negative sentiment strength
to the text. LDA was used to identify latent topics within public transportation-related
tweets.

Table 2. Example of Twitter Data for every public transportation service

Twitter variable Example of LRT

Username Ganee
ID Ganee
publishing_date 29/3/2019 21:52
Content I usually stand in LRT eventhough there is empty seats. Removes the guilt

of needing tooffer my seat. Now I see so many young Kids in the LRT.
I wonder If the day when a kid will say to me “Pakcik, sila duduk”

Comments –

Retweet –

Likes 1
ImageURL –

VideoURL –

TweetURL https://twitter.com/ganee/status/11118537342653
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4 Results and Discussion

4.1 (RQ1) How Does Twitter Data Quality Influence the Discovery
of Topics Discussed to Derive User Opinion on Public Transportation
Service Performance in Malaysia?

4.1.1 Sample Size of Twitter Data Relating to Public Transportation
Service
The total number of tweets collected for this research resulted in 3721 tweets before
any data reduction or cleaning methods were applied. The specific number of tweets for
each public transportation service and daily ridership is illustrated in Table 3. On
average the number of tweets collected daily is less than one tweet for all service
providers, and the average monthly tweets are near to zero percent of the daily rid-
ership. This observation implies there is a lack of representation for the daily ridership
population of public transportation service users.

Our results in Table 3 are complemented by [28] which revealed that most of the
Malaysian tweets are posted at late night times with their peak is also at late night and
that Twitter users are mostly non-active users [30] with less than 2 tweets per day [28].
This finding infers that receiving prompt notification of daytime events that occurred
related to public transportation service performance can be hardly feasible. Further, it is
observed that Twitter data lacks the understanding of the individual’s characteristics
who express their opinion and whether this data sample is representative. If social
media platforms are to become a mainstay in public participatory assessment for public
transportation services, more research is needed on understanding the characteristics of
Twitter users who are contributing to the content and those that may be marginalized.

4.1.2 Data Extraction Process to Derive Relevant Tweets
As observed from Table 3, “#lrt”, “#mrt” and “#ktm” were not used as a filter to extract
tweets. Although “#lrt” was used in certain public transportation-related tweets, the
hashtag is also used as an abbreviation for “last retweet” on Twitter. The same applies

Table 3. Daily ridership and total collected twitter data

LRT MRT KTM BRT Monorail Public Bus

Daily Ridership 416,383 58,247 85,120 5,382 63,778 400,000
Total Data Collected
(5 years and 3 months)

1,647 354 782 96 274 568

Average daily tweet
(from total data collected)

<1 <1 <1 <1 <1 < 1

Average monthly tweet
(from total data collected)

<26 <6 <13 <2 <5 < 9
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to “#mrt” and “ktm”, whereby “#mrt” also means “Mr T” whom is an American Actor,
and “#KTM” is an Austrian motorcycle manufacturer. These hashtags are omitted to
prevent the extraction of irrelevant Twitter data. Through the process of extracting
relevant content for public transportation services, we learned that defining the filtering
criteria can be challenging as it requires a thorough investigation of hashtags, to avoid
bias of including those irrelevant hashtags that having the same name.

4.1.3 Words for Discussed Topics that Can Represent Strength
and Limitation
Table 4 shows few examples of LDA topic modelling outputs for public transportation
service during a specific timeframe. For LRT, words such as “bad” in Topic 1 (implies
limitation) and “good” (implies strength) in Topic 2 are examples of adjectives that can
describe LRT as a public transportation service performance. Besides that, words such
as “delay” in Topic 1 and “wait” in Topic 3 for KTM during the 1st Quarter of 2015
signifies that this public transportation service tends to be delayed or late, hence
causing the users to wait. This implies that KTM may not be the most effective for their
punctuality hence indicating their limitations in service performance. The words used
by the public for MRT-related tweets mostly contain nouns and verbs. For example,
“monorail” and “lrt” which are the name of the respective public transportation are
considered a noun. Besides that, words like “take” and “launch” are verbs, nouns and
verbs generally cannot indicate the strength or limitations of the public transportation
service. The results infer that words might not be always representative enough to
derive useful public transportation service performance. This drawback is reasonably
due to the nature of unstructured data that has no guided boundary of words for a
discussed topic. In addition, adjectives are required to suggest the strength or limita-
tions that a public transportation service performance.

Table 4. LDA outputs for LRT, KTM, and MRT tweets during the 1st Quarter of 2015

LRT KTM MRT
Topic 1 Topic 2 Topic 3 Topic 1 Topic 2 Topic 3 Topic 1 Topic 2 Topic 3

Pic Take people back time wait day first Ride
Will Way day home well old now today Can
Now Wait morn photo first day like take Morn
Come Still now last post woot time discount Also
Bad Good new ride look later admin free Work
Greet Petal home still even earli shift monorail New
Cent Final back delay dinner back part lrt Shop
petrona Mani need bass arriv need excit proud Razak
Today Can first imol minut first offic come Launch
Forev Laa let trebl fun let rememb friend Yab
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4.2 (RQ2) What are the Challenges in Mining Twitter Data
to Understand User Sentiment Towards Public Transportation
System Performance in Malaysia?

4.2.1 Classifying Sentiment from Tweets Content
Malaysia is a multiracial and multilingual country. As seen in Fig. 1, for example, the
tweets extracted contain a mixture of English and Malay words in the same tweet.

Tweets in the Chinese language have been excluded in the filtering process if they
exist.

Due to the absence of a systematic Malay dictionary for text analysis to process
non-English words, the sentiment classification tool could not classify the contents of
the tweets as Malay words and slangs are not included for processing sentiment
classification. This exclusion further reduced the sample data for analysis. This finding
implies the need for a more proficient dictionary to classify bilingual tweets. Besides,
combining the finding of unhelpful words for identifying topics stated in Sect. 4.1.3, it
is necessary to have a different sentiment of words in a different domain which leads to
the need for a transportation-specific lexicon. Further, the coverage of existing lexicons
can be insufficient for meaningful transportation-related discussed topics analysis, and
the possibility of the corpus to be outdated (i.e., there are no updates are being done and
word usage can change through time). Another possibility of bias sentiment analysis,
that requires further investigation is the fault news, in which peoples’ opinions are
affected by others opinion, spreading fault news can affect the general opinion.

4.2.2 Identifying Positive and Negative Sentiment Strength
Tables 5 and 6 show the distribution of positive and negative sentiment strengths (scale
1–5 denotes the range of not positive/negative to positive/negative) respectively. The
sentiment strength with a scale of 1–2 (towards the intense of not positive/negative) is
the largest distribution for both positive and negative sentiment, comprising approxi-
mately more than 80% of the distribution for all six public transportation services. The
results show that the tweets extracted mostly have a neutral sentiment polarity which is
not useful to identify the strengths and limitations of each public transportation service.
This also implies that most Twitter users do not incline towards a certain sentiment (i.e.
positive or negative) when posting a tweet on Twitter.

Fig. 1. Example of Bilingual Tweets.
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5 Conclusion

5.1 Implications and Recommendations

Compared to prior studies conducted in other countries, the sample data we collected
was obviously by far smaller and insufficient to represent the population of public
transportation service users. One of the reasons for this low data sample collected can
be explained rationally by the exclusion of other languages (such as Malay and
Mandarin) besides English. Malaysia is a multiracial and multilingual country. Malay
is the national language and tweets in Malay can potentially be the large data sample
that we have ignored due to the limitation of system tools for understanding and
analyzing the language. Further, our results revealed that most of the Malaysian tweets
are posted at late night times with low tweets frequency per day indicating mostly are
none-active users. And, most Twitter users incline towards a neutral sentiment when
posting a tweet on Twitter. This tendency decreases the potential of social media data
as an informative source for user sentiment analysis on public transportation in
Malaysia.

Through the evaluation of the usage pattern and characteristics of Malaysian
Twitter users in our research study, we learned that to obtain useful feedback based on
social media users’ comments on service performance requires the participation of
active and expressive users in using adjective words. Furthermore, the comparison
between our research findings and other studies indicates that the potential of using
social media data to assess public transportation services performance may vary
depending on the demographics of the social media users. Thus, for organizations or
researchers who are planning to conduct a future research study or propose a frame-
work system utilizing social media data to assess transportation services performance,
we suggest several considerations:

Table 5. Frequency of each positive sentiment strength for each public transportation service

Strength LRT MRT KTM BRT Monorail Public Bus Total tweets found

1 1,156 338 525 86 204 400 2709
2 722 186 384 62 96 262 1712
3 324 150 177 15 60 96 822
4 80 20 24 – 8 16 148
5 10 – – – – 5 15

Table 6. Frequency of each negative sentiment strength for each public transportation service

Strength LRT MRT KTM BRT Monorail Public Bus Total tweets found

1 1,338 409 657 86 204 400 3094
2 470 116 182 62 96 262 1188
3 135 30 60 15 60 96 396
4 116 32 56 – 8 16 228
5 – 5 – – – 5 10
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• Understanding of users’ usage patterns is necessary before confirming the use of
social media data, which is, to identify if there are enough active users in giving
feedback through social media. In this study, only a part of the Malaysian popu-
lation uses Twitter so the data are not representative of all the users;

• If the study involves multiracial and multilingual population, the capability of
system tools to handle different languages is required to achieve a substantial
sample size and ensure inclusion of commonly used languages by the population
studied;

• Expressiveness of users in terms of using indicative adjectives in their posted
message is critical to enable meaningful Sentiment analysis for forming discussed
topics to represent an opinion. Prior studies showed that sentiment analysis was
possible through social media data which were conducted mainly in North and
South America, but our study conducted in Malaysia showed otherwise. This
finding motivates us to suggest further research to investigate if different users from
different countries have a significant difference in how they construct their posts that
reflect the sentiment.

• Due to the nature of social media data that lacks the information of individual’s
characteristics who express their opinion, we recognized the usage of social media
data is currently limited to identifying sentiments and discussed topics along with
their evolution instead of replacing the role of surveys that are capable of capturing
perception by demographics. Therefore, with the currently limited information
provided via social media data, other data sources should also be considered if the
objectives of data analysis are beyond identifying sentiments and discussed topics.

• Transportation issues are difficult to analyze, for instance, they are not limited to
only to lack of parking lots or traffic congestion, for example, the underground
MRT is not affected by road congestion. The issues are probably more linked to the
usage increasing of private vehicles, as the reduction of commercial speed, more
pollution, noise, accidents and so on. Considering all transport services together
may lead to multiple and unrelated results. Although our study shows insufficient
useful data using Tweets for analyzing user acceptance, the technique of text mining
approach we presented in this paper is suitable to evaluate the performance of the
transport systems in terms of user acceptance and other indicators of user percep-
tion, but it is not suitable to quantify numeric indicators.

5.2 Future Work

We plan to further analyze social media data incorporating semantic-based modelling
techniques that may give other insights into the usefulness of the data for service
acceptance analysis. Our research outcomes also acknowledge the need for a more
proficient dictionary to classify multilingual tweets, for example, for the Malay lan-
guage, therefore filling this gap will increase more data samples for analysis. Fur-
thermore, we intend to explore other social media platforms such as Facebook to
investigate to compare if different social media platforms’ data reflect different char-
acteristics of public opinion on a topic. We plan to investigate if combining multiple
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platforms’ data could provide useful outcomes, this could allow us to have comparisons
with results achieved using traditional surveys for measuring public transportation
users’ satisfaction.
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Abstract. With an increasing amount of structured data on the web,
the need to understand and convert it into linked data is growing. One
of the most frequent data formats is Comma Separated Value (CSV).
However, it is not easy to describe metadata such as the datatype, data
quality and data provenance along with it. Therefore, to publish CSV
on the web, it is required to convert CSV into linked data format. Many
approaches exist to facilitate the conversion process from structured data
to linked data. However, all methods require additional domain knowl-
edge for the conversion process. The goal of this research is to assist
publishers in converting CSV files into linked data without human inter-
vention whilst understanding its quality and root causes of data quality
violations. The proposed framework consists of two modules. The first
module converts the given CSV file into a knowledge graph based on a
proposed ontology which is appended with data quality information. In
the second module, triples that have violated the data quality constraints
are identified. The results show that it is possible to convert a CSV to a
knowledge graph by adding its quality information without the help of
external mappings.

Keywords: CSV · Data quality · Knowledge graphs · Linked data ·
Quality assessment · Root cause analysis

1 Introduction

The Semantic Web aims to publish data on the web that can be interpreted
by humans and machines. It also helps to reuse, share, and publish data across
the web, making it easy to integrate data from different sources. However, sig-
nificant amounts of data on the web still reside in various formats other than
Resource Description Framework (RDF). The rapid growth of data catalogues
on the web has led to publishing data in multiple formats. However, the quality
of such published data is not known to its users [2,15]. The comma-separated
file (tabular data; irrespective of the delimiter used) format is one of the pre-
dominant ways to share information that stores data in a two-dimensional array.
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The resource format of 37% of the total available dataset in the European data
portal1 is comma-separated (CSV). The remaining 38% of the dataset is in zip
format, which includes CSV files. These files contain data in the form of rows
and columns as a two-dimensional array. A row represents numerous properties
that belong to one instance. A column represents a set of values that belongs
to a specific attribute. Converting delimited files to RDF triples that conform
to the principles of Semantic Web is an added advantage to the community for
reuse and sharing purposes.

Existing approaches require an external mapping to convert any given dataset
into RDF triples. This process requires users to have domain knowledge, as they
need to be aware of all existing classes in the available ontology to map each
column of the CSV file. The proposed method makes use of direct mapping to
uplift data to RDF. Direct mapping [1] defines a simple transformation, used
to materialize RDF graphs. This method neither requires users to have domain
knowledge, nor the dataset should adhere to any ontology/schema. Furthermore,
automatic conversion helps to generate RDF triples from datasets that do not
adhere to a specific schema or an ontology. On the other hand, mapping lan-
guages require the dataset to adhere to an ontology or schema.

CSV to RDF conversion process extracts additional semantic information
from the dataset that is added to the triples generated from the dataset. These
additional triples later used to assess the quality and it helps to locate the erro-
neous triples along with the type of violation. It explains users of the dataset to
understand which triples have violated a constraint with a precise location in the
knowledge graph (KG). The research project aims to determine “To what extent
can CSV files be converted to RDF triples with or without human intervention,
thus enabling the user to identify root causes of the data quality problems?”

The remainder of this article is structured as follows. Section 2 covers the
related work. Section 3 discusses design of the proposed methodology along with
use cases. Section 4 summarizes the details of the dataset and results. Finally,
Sect. 5 concludes the paper with future work.

2 Related Work

Several solutions have been developed to map non RDF data into RDF. This
section briefly introduces some tools that help to map CSV to RDF, and data
quality metrics helps to assess the RDF. An automatic conversion framework
is implemented to deploy linked data on the Pan-European website [5]. This
framework reads CSV headers to generate mappings. In another similar app-
roach, CSV files that belong to the same domain are clustered before mapping
it into RDF format [14]. However, one of the drawbacks of such method is that
the system requires column must be declared as either a data property or as
an object property in their ontology. Another problem is that a typographic
error in the column name does not match any properties in the ontology. On the
other hand, CSV files are uplifted with the help of associated metadata [11]. The
1 https://www.europeandataportal.eu/data/eu-international-datasets.
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conversion process fails in the absence of metadata. A comprehensive analysis
of data mappings helps to uplift any given dataset to RDF mentioned in [8].
Sheet2RDF [6], is a semi-automatic approach to uplift CSV to RDF triples. The
graphical user interface of sheet2rdf enables some refinements without the need
to explicitly use the underlying mapping specification language. Data uplifting
techniques either require an external mapping function or additional software.

Data quality is a multidimensional concept. There are several frameworks for
assessing the quality of linked data. A systematic review conducted in [17] iden-
tified a number of different data quality dimensions applicable to Linked Data.
Luzzu [4] is one of the frameworks that consider most of the quality dimensions
defined by [17] to evaluate the linked data. Semquire [10], Databugger [9], LD
Sniffer [12] are some other existing data quality assessment tools/frameworks.
However, the root causes of the triples that have violated the constraints are
not identified in existing data quality assessment frameworks. Luzzu framework
is extended to support root causes of quality violations [16] by identifying the
erroneous triples based on the failure of the metric. The data quality metrics are
associated with corresponding exception class and problematic parts such as sub-
ject, object, and predicate. One of the recent works [3], identifies the constraint
violated triples using EYE reasoner2. However, all the described constraints are
domain-dependent. The proposed technique does not require a user to write
any external mappings. In addition, it appends data quality information to the
RDF triple store along with the identification of root causes of triples that have
violated the data quality constraints.

3 Design

This section gives an overview of the system design that includes a data quality
assessment framework that assesses the data quality and reports the quality
violated triples, if any. One of the best practise suggested by W3C is to publish
data on the web along with data quality information [2]. The main goal of the
proposed method is to convert a CSV file into RDF triples that also contains
data quality information. RDF data is generated with the help of direct mapping
which is appended with quality information. Furthermore, these RDF triples are
evaluated to identify erroneous triples.

W3C [7] has described two methods to convert any tabular data into RDF
triples. Standard mode conversion frames the information gleaned from the cells
of the tabular data with details of the rows, tables, and a group of tables within
which that information is provided. Minimal mode conversion includes only the
information gleaned from the cells of the tabular data. The proposed model
follows minimal mode as the dataset considered for the experiment is not an
annotated file. Most of the vocabulary terms mentioned by W3C are applicable
only for annotated CSV files. However, the standard mode of conversion is used
wherever appropriate.

2 http://eulersharp.sourceforge.net/.
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The proposed CSV2RDF ontology conceptually maps all the components of
the CSV file to the classes of the ontology as described in Fig. 1. It connects
dataset properties to the data arranged in the form of rows and columns. The
contents of the CSV file is converted, as shown in Fig. 2. Each row of the CSV
is considered to be a class, as mentioned in the CSV2RDF ontology. All the
columns of the dataset are considered object properties of the row to maintain
the order of data. All the cell values are translated into RDF literals for the
given CSV file.

Fig. 1. Ontology describing CSV2RDF data

Fig. 2. Row-Column-Cell as RDF triples (a) subject - (b) predicate - (c) object

Data quality assessment pipeline in case of direct mapping is as shown in
Fig. 3. The triple modeling module is responsible for uplifting CSV into RDF.
The proposed ontology is used to convert CSV into RDF. The data module is
responsible for collecting all the required RDF triples, axioms, and constraints.
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Axioms contain CSV2RDF ontology. Constraints represent the rules that are
used to identify the quality violated triples. The conversion process generated
RDF triples along with meta-information such as file name, file format, last
modified, and data quality information. The quality metrics used to evaluate
the knowledge graph are obtained from the comprehensive list of data quality
metrics [17].

Typed literals are created by comparing the lexical token of each cell with
basic datatypes. Datatypes such as int, float, date, string and URI are considered
in this experiment. RDF:nil is assigned as the datatype for all the empty cells
present in the CSV. RDFS:Literal is assigned to all other remaining cells if
they do not match any of the afore-mentioned basic datatypes. The datatype
is predicted for each column based on values that are present in the column.
The lexical form of a cell value is compared with all considered datatype using
a regular expression, and matched datatypes are counted. The datatype which
has the highest value is assigned to the column.

Fig. 3. CSV2RDF direct mapping with data quality assessment

The RDF triples are given as input to the Apache Jena framework. The Jena
inference subsystem is designed to allow a range of inference engines or reason-
ers to be plugged into Jena. Such engines are used to derive additional RDF
assertions, which are entailed from some base RDF together with any optional
ontology information, the axioms and rules associated with the reasoner. The
conventional model makes use of a single reasoner. The proposed model benefits
from the cascaded reasoner. RDF triples and OWL axioms are given as input to
the OWL reasoner, as shown in Fig. 4. The inferential model generated by the
OWL reasoner is given as input to the generic reasoner. The generic reasoner
validates the OWL inferential model against the user-defined constraints, and
the resulting violations are reported to the user in triple format.
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Fig. 4. Cascaded reasoner in Apache Jena

The generic reasoner admits RDF triples as input to validate them against
the constraints and axioms. Constraints help to identify erroneous triples in the
dataset. Data quality problems such as the presence of outliers and datatype mis-
match have been identified using constraints. The explanatory message reported
by the reasoner helps the user to understand the exact position of the erroneous
triple in the dataset, thereby identifying the root causes of the quality problems.
Constraints are written in Datalog as shown in Fig. 5.

The knowledge graph is constructed by considering metrics that are listed in
Table 1. Considering the KG is constructed from raw data quality metrics such
as deprecated class/property, use of long URIs and some other metrics have been
taken care of. Metrics listed under the domain ontology dependent column are
assessed with the help of an OWL reasoner. Root cause analysis of ontology
dependent metrics is accomplished with the help of the cascaded OWL reasoner.
The cascaded reasoner evaluates ontology dependent quality metrics followed by
root cause analysis of the metrics mentioned in Table 2.

Table 2 denotes the data quality metrics that are implemented for quality
assessment purpose. Assessment refers to the evaluation of the entire dataset for
the specific metric. Root cause analysis refers to the detection of triples that have
violated a constraint that describes the specific quality metric. All the metrics
used for the evaluation are considered from [17]. All columns are assumed to
have a header while converting CSV to RDF triple. Semantic Web typically
follows the open-world assumption(what is not known to be true or false might
be true, or the absence of information is interpreted as unknown information,
not as negative information). In this research, the quality metric population
completeness is determined by considering the closed world assumption.

Datalog constraints are written to identify the triples that have violated
the constraints. Rule R1 in Fig. 5 compares the datatype of the column with the
data type of the value. Datatype mismatch error is thrown in case of a mismatch
between the column and the value. Rules R2 and R3 in the Fig. 5 helps to locate
the outliers based on lower and upper quantiles. Outliers are computed only for
columns that have integer datatype.
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Table 1. Data quality metrics and corresponding dependency

Metric KG from
raw data

Domain
ontology
dependent

No use of deprecated class/property ✓ ✗

No misreported content types ✓ ✗

Detection of long URI ✓ ✗

Syntax error ✓ ✗

Prolix RDF features ✓ ✗

Inverse-functional properties ✗ ✓

No use of entities as members of disjoint classes ✗ ✓

Correct domain/range definition ✗ ✓

Misplaced classes and properties ✗ ✓

Table 2. Implemented data quality metrics

Metric Assessment Root cause identification Dimension

Detection of ill typed literals ✓ ✓ Syntactic validity

Population completeness ✓ ✗ Completeness

No inaccurate values ✓ ✗ Semantic accuracy

No outliers ✓ ✓ Semantic accuracy

Language used ✓ ✗ Interpretability

The users of this framework will be either CSV data consumers who wish to
uplift their data to RDF or publishers who wish to keep multiple data source
format. The following use cases were listed based on the functionalities that the
framework supports.

UC1: Uplifting of CSV: Users who have CSV files can uplift their data to
RDF. Direct mapping is a simple technique to map CSV to RDF. It also helps
the naive users to get the RDF format of data.

UC2: Assessment of data: Users should be able to assess data. Linked data
that is uplifted from CSV is assessed to understand the quality of data.

UC3: View data quality problems: Users will get the data quality problems
in the form of a report that is generated using data quality vocabulary [13]. This
helps the user to understand the exact cause of the problem.
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Fig. 5. Datalog constraints for datatype mismatch and outlier detection

4 Results

The experiment is conducted by considering CSV files from various themes such
as agriculture, education, health, house, and synthetic data. Table 3 represents
dataset information considered for the experiment. The table gives informa-
tion about the number of rows, number of columns, and different datatype that
the file contains. One of the significant outputs of root cause violations of the
datatype mismatch is as shown in the Fig. 6. The exact location of the quality
problem is highlighted in error thrown by the program. It includes row number,
column name, expected value and found value. The datatype mismatch is found
as a result of additional space in the beginning of the email id which was present
in the original dataset. The detailed analysis of the problem helps the user to
understand data quality in the dataset. For example, in Fig. 6, ns1:R2 refers to
the row number and data property is ns1:Email. The expected datatype refers to
the datatype of the column, and found datatype indicates the datatype associ-
ated with the literal. This is one of the significant outputs found for the datatype

Table 3. Dataset information

Dataset Rows Columns Datatype

Agriculture 18 7 String, URL, Decimal, Integer

Education 13 9 String, Integer, URL

Health 18 16 Integer, String

House 21613 16 Integer, Decimal

Synthetic data 10 9 Integer, String, URL, Decimal
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mismatch when the RDF triples are verified against the constraints mentioned
in Fig. 5. Additional datatype mismatch triples are the result of the presence
of NULL values. The algorithm assigns RDF: nil to literal values if it finds any
empty cells. When such values are compared against a column, a datatype error
is thrown.

Fig. 6. Root cause violation : Datatype mismatch

Outlier constraints (R2 and R3 in Fig. 5) were not projected due to the fact
that no outliers were present in the dataset. The synthetic data is generated
to locate all the root causes that the experiment addresses. The experiment is
publicly available on Github3.

5 Conclusions and Future Work

This research presents an ontology-based framework for constructing the knowl-
edge graph from a CSV file without human intervention. The proposed frame-
work consists of two core modules. The first module deals with converting the
representation of knowledge from frames to semantic networks, which are also
appended with data quality information. The second part of the work deals with
building a knowledge base from production rules to identify triples that have
violated the constraints. Creating a knowledge graph from raw data benefits
from incorporating multiple quality metrics.

Some of the limitations of this research are i. The annotated CSV files are not
considered ii. Semantic enrichment of the knowledge graph. Annotated CSV files
contain additional metadata that can be used to identify similar entities on web
using natural language processing. Semantic enrichment of the knowledge graph
addresses mapping the contents of CSV file to DBpedia classes thus connecting
data silos. The future work of this research tries to overcome the limitations of
the system along with incorporating more data quality metrics and automatic
refinement based on quality violation explanations.

Acknowledgements. This publication has emanated from research conducted with
the financial support of Science Foundation Ireland under Grant number 18/CRT/6183.
For the purpose of Open Access, the author has applied a CC BY public copyright
licence to any Author Accepted Manuscript version arising from this submission.

3 https://github.com/aparnanayakn/csvdataqualityassessment.

https://github.com/aparnanayakn/csvdataqualityassessment


CSV2RDF: Assessing Data Quality Using Linked Data Approach 249

References

1. Arenas, M., Bertails, A., Prud’hommeaux, E., Sequeda, J.: A direct mapping of
relational data to RDF. W3C Recommendation 27, 1–11 (2012)
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Abstract. Within a smart city concept, it is possible to combine a large
number of information sources that has spatio-temporal characteristics.
The complexity of such a combination lies in the high heterogeneity of
information, the need to use spatial and temporal characteristics, as well
as formats for presenting such information. To date, there are informa-
tion platforms for smart city sources organization that allow combin-
ing heterogeneous data sources, however, in the process of combining,
human participation is still required to establish an unambiguous corre-
spondence and process space-time characteristics. The paper proposes an
approach based on a microservice architecture, in which each data source
is mapped to a microservice, which presents an ontological data model
of the source. When forming a query, data is sampled from sources and
integrated based on spatial characteristics for subsequent analysis. As an
example, the paper provides an analysis of data on road accidents in St.
Petersburg, Russia since 2019 in order to determine accident-dangerous
sections of roads and the main causes of accidents. The result is accidents
clusters obtained by combining accidents data, road types and weather
conditions in the accidents area.

Keywords: Smart city system · Spatio-temporal data · Integration ·
Open data sources · Open weather map · Traffic incidents

1 Introduction

In many tasks related to the development of a smart city, it is required to ana-
lyze spatial and temporal data to predict how the decisions made will affect the
current situation [5,13]. An example of such an analysis would be the analysis
of road network traffic [8] for planning new or renovating existing infrastructure;
recommendation of attractions for tourist routes [24], the use of spatial data for
the analysis of objects on the record, including outside the visibility of surveil-
lance cameras [12,17]; researching the needs of residents based on their feedback
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and messages on social networks [7]. For all the tasks mentioned, it is required
to analyze data in relation to space and time from a variety of sources in order
to track the dynamics of the situation in city districts.

This paper discusses the integration of data sources for the formation of
recommendations to the vehicle driver, aimed at preventing road accidents. For
this purpose, the selection and merging of data sources containing the history
and description of road accidents in the region, weather conditions, and the state
of infrastructure is carried out. Each data source is integrated into a common
system through a microservice that provides an ontological description of the
source and acts as a mediator between the integration services and data sources.

The method of ontological modeling will be used to describe the sources
of open data that are linked to space and time. Its use will make it possible
to create an ontological description of the source containing, in addition to the
properties of the source itself, data properties with semantic links between them.
The presence of semantic links will provide a more complete description of the
source, close to the description of the problem area under consideration. A review
of existing research has shown that this approach has worked well for all types
of data sources. The analysis of accidents in St. Petersburg, Russia was chosen
as an example for implementation. Based on the extracted data, clusters were
built, combining road accidents depending on the type of road and the number
of victims.

The rest of the paper is structured as follows. Section 2 provides an overview
of data access methods. Section 3 describes an architecture of proposed approach.
Section 4 describes an experiment, including data sources, information model.
Section 5 provides results and discussion over the experiment results.

2 Related Works

2.1 Review Open Data Access Methods

Aim of smart city system is to connect heterogeneous parts of city infrastructure
for its optimization through data analysis. The analysis effectiveness is directly
correlated with quantity and quality of input data. Taking into account that
government sources require special access permissions, the best way to build
smart city is the usage of open data sources. This method prevents re-creating
already existing reference information and helps to give a quick start to any
project [16]. However, when using open data, it is important to choose the best
way to work with them. The problem is that access to the open data sources
as well as their format, are not fully standardized and the presetting phase can
take a long time [15].

The smart city system functions can be divided in independent categories
based on data sources [11]. For example, the visualization and monitoring tasks
require real-time access to data. But historical data better suits for the analytical
and predictive tasks. Based on this logic, the data sources can be divided into
two types: historical and real-time and data processing should be carried out
separately depending on the type.
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Data can be characterized by volume and relevance. Accordingly, to evaluate
access methods, it is necessary to rely on how this affects the data [14]. Access
methods evaluation parameters are listed below.

1. Availability of the whole data set.
2. Possibility to get data slice.
3. Data update frequency.

Common for all access methods parameters are not used in classification as
they cannot help in outlining boundaries. These are the parameters: time range,
limit of number of requests and spacing. The comparison of the open data access
methods is presented in the Table 1.

Table 1. Open data access methods comparison.

Access methods Availability of the
whole data set

Possibility to
get data slice

Data update frequency

Direct access to
labeled data
source

Full access Yes Infrequently

Unlabeled source
processing

Partial No Frequently

Streaming data Partial Partial Real-time

Hybrid method Full access Yes Real-time

A synonym to the unlabeled source processing method is web scraping. The
approaches with direct access to the labeled source and with streaming data are
opposite and independent in nature. However, they can be combined within a
single method. In this case, it is possible to get the entire amount of data and
build a slice on it using static tables [21]. For visualization and getting actual
values, it would be better to use data in real time.

3 Horizontal Scaling of Data Sources in the Smart City
System

3.1 Problem

The effectiveness of a smart city system directly correlates with the amount of
input data. With a large number of open data sources, the question arises of how
easy it is to add another data source to the system. This task can be defined as
horizontal scaling of data sources. There are centralized and distributed ways of
storing information during its aggregation [9].

The centralized method is the simplest. It is based on saving of all data in one
common database. Data processing is carried out in one application. The method
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is suitable for small projects. However, as new sources are added, the complexity
of the system will begin to grow non-linearly. This leads to an increase in the
costs of maintaining the system associated with a variety of options for describing
data and their processing [10]. All these options are required to be described in
the context of one program and one database. This approach requires a universal
processing algorithm for all data sources, which in some cases is not an optimal
solution.

The distributed approach implies the division of data storage and process-
ing programs into independent parts. It simplifies the parallel development and
connection of new data sources to the system. However, this also increases the
complexity of organizing interaction between independent parts, especially in
comparison with the centralized approach.

3.2 Architecture

Microservice architecture is one of the variants for implementing the distributed
approach. For easy scaling, each data source is separated into a separate
microservice along with an application. At the center of the system is a microser-
vice that is aimed at interacting with the user. This microservice can be desig-
nated as the system kernel [20].

The kernel is a search engine, a single-entry point for users. Data analysis is
not performed in the kernel, since this will happen already in the microservices.
Each microservice is a standalone application. The microservice does not redirect
the request to another microservice.

A distributed approach to the aggregation, storage and processing of data
from heterogeneous sources is preferable for the smart city system. This allows
clear separation of data and makes it easier to add new sources. With the further
development of the system, if new sources of geospatial data appear, it will only
require setting up interaction with the custom module.

4 Road Accidents Data Retrieval in the Area of Saint
Petersburg, Russia

Recommendation systems such as an advanced driver-assistance system (ADAS)
use information of the condition of the driver e.g., trying to catch drowsiness and
show a recommendation about places to rest. The system can detect dangerous
behavior via analyzing the trajectory of vehicles movement. There are also sys-
tems which scan the outside environment and raise alarm when leaving line or
car is to close to the leading transport.

Such systems have been already implemented in modern cars which can pro-
vide information about current road signs and displaying this information on
the windshield. Road signs can be both regulating road traffic and having a
recommendation nature. As examples of such combining tasks can be the sign
with a recommended speed in rainy weather or a warning about approaching a
dangerous section of the road [6]. Usually, these signs are installed if a major
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accident has occurred on the road or if an accident of the same type occurs fre-
quently. Unfortunately, these road signs are not installed at all dangerous places
for many reasons from bureaucracy to inaction of road services.

The open data source of road accidents allows to avoid all barriers for deter-
mining problem areas on the roads and delivering the recommendations to drivers
[23]. Actual current problem places can be detected by analyzing the road acci-
dents and presented to the user through an application on a mobile phone or
navigator.

4.1 Data Retrieval

The task is to get information from different resources. Combining all data
sources together, we can get complete information about road accidents. Data
sources are enumerated below.

1. Main Directorate for Traffic Safety of the Ministry of Internal Affairs of Russia
statistics website.

2. Portal “Safe Roads”.
3. Map “OpenStreetMap” (Provide information about road types).
4. Weather service “OpenWeatherMap”.

Accident card information is obtained from the open source data service [1]. This
web-service was analyzed to find out the REST API endpoints which allow to
obtain the necessary information. The data is returned in not well-formed JSON
format, thus additional operations with data are required to cast them to valid
JSON after which all fields can be extracted and stored in database. Due to the
fact that in the system there is a high probability of a human factor the data
should be validated before the extraction process.

Weather information is taken from the service [2] via their Historical API.
It allows to get weather data by coordinates and time. During the extraction of
information about the data on the accident cards, additional information about
the weather is requested from this resource according to the received coordinates
and time. The output is returned in a JSON format in the body of the REST
API response. Data schema of traffic accident cards is described below (Fig. 1).

The data obtained from the traffic police statistics portal is not guaranteed
to be correct. Therefore, it is necessary to validate, clean and correct it before
analysis. The following errors were most often encountered in the received data:
blank fields, information inappropriate to the field (for instance, text information
in the house number field), incorrect coordinates. The validator program checks
data at the stage of decomposition of the received accident cards into separate
fields, the correspondence of data types to their fields and subsequent correction.
For instance, missing information is supplemented to the baseline values which
based on the analysis of other road accident cards and completely inappropriate
to the field is deleted. Incorrect coordinates are not corrected but they are not
used for the data analysis as the geozone is specified. It is planned to integrate
with the Google Geocoding API service. The service can correct the address
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Fig. 1. Entity-relationship diagram with fields descriptions

information based on the available information about the address of the accident
site. If it is possible to obtain reliable coordinates, the system compare them with
those in the accident card.

4.2 Special Data Characteristics

Spatio-temporal (ST) data has their own characteristics and ignoring the nature
of it could lead to poor results [4]. There are two properties which make a ST
data domain differ from other data domains: autocorrelation and heterogene-
ity between data instances. Presence of autocorrelation in ST Data domains is
caused by the fact that data instances could be not independent to each other.
Observations which are carried out in nearby spatial or temporal or both dimen-
sions can correlate to each other. The second property is that ST data instances
can belong to different plurality of instances.

ST datasets can show heterogeneity (or non-stationarity) both in space and
time in varying ways and levels. For instance, satellite measurements of vegeta-
tion at a location on Earth show a cyclical pattern in time due to the presence
of seasonal cycles. But the classical data-mining approach assumes that data
instances are homogeneous (stationary). Therefore, trying to apply to ST data
the classic data-mining approach, such as clustering, could lead to poor results.
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A way of representation of ST is another issue for analysis. Contrary to
classical data which are described via well-defined set of features the ST data
can be described in variety ways. For instance, in the ST dataset spatial values
which can be defined as distinct locations could be represented as time objects.
Or otherwise, the time slices could be taken as objects and spatial information as
object features. As well as other data the ST data can contain non-ST features
in addition to time and location [18].

The non-ST variables provide additional information about each data
instance: types (e.g. type of disease or crime), quantitative characteristics, such
as citizens’ population in the particular region and so on. These features allow
us to present data in a variety of ways. The finite decision how to represent data
depends on the field of the data and the final goal of the research.

The provided data is a set of facts of road accidents which can be charac-
terized as events with time and location where and when accidents occur. As
it mentioned, the data provided as events in particular location and time with
many additional features. Analyzing all sets of features is complicated and hard
to interpret results. Therefore, in this research we focus on accumulations of road
accidents. Thus, the result of the study will be the places of occurrence of types
of accidents, depending on the condition of the road surface.

4.3 Ontology Description

In order to aggregate different data sources, it is necessary to have an idea of the
internal structure and what information contained in each element of sources.
A solution is to present the source metadata as an RDF graph [19]. The road
accident has an event nature and represents a point in space and time. In this
way the initial graph has two vertices: a location and a timestamp. The graph is
extended when new data sources have new information about the road accident
domain, or remains unchanged in case there is no to add. The merging process
is based on searching the closest hyponym vertices. In this work ontology is
manually created for road accident cards (Fig. 2). In the future, the process of
creating and expanding an ontology will be automated. And the expert’s work
will be to check the system operation.

Fig. 2. RDF graph of road accident domain
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5 Road Accidents Data Analysis

Data scrapper and data provider for another microservices in the system are
combined together into one web-service. This service is written in Java using
Spring framework and following libraries: Hibernate, Gson, Lombok. Data is
stored in PostgreSQL database with the PostGis plugin. All interactions with
service are performed via REST API.

As a starting dataset, accident cards were received for the last 2 years for
Saint-Petersburg and Leningrad region. Number of received cards is approxi-
mately 12 000.

In software implementation QGIS for points visualization and PostgreSQL
for data storage are used. The task was divided into the development of four
microservices: a microservice for obtaining weather information, a microservice
for obtaining traffic incidents cards, clustering microservice and a visualization
microservice.

Clustering algorithm is written in Python using K-means algorithm. The
algorithm minimize the total squared deviation of cluster points from the centers
of these clusters. The algorithm stops when there is no change in the intracluster
distance on some iteration. So we need to minimize lost function:

J(C) =
K∑

k=1

∑

i ∈ Ck

||xi − µk||2 → min
C

(1)

where C - set of clusters with power K, µk- center of cluster Ck.
Firstly we have tried to create the space clustering using coordinates [22].

But we have to know a number of clusters. We chose the number of clusters from
which the loss function hardly changes. Figure 3 shows us the loss function and
we decided that number of clusters is 20.

Fig. 3. Loss function J(C)
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Space based clustering is presented on Fig. 4. Space cluster areas duplicate
state districts. For rural areas clusters are mostly concentrated near federal
routes. The more branched route net the more distributed cluster.

Fig. 4. Traffic incidents clustering map based on space with big clusters

Also we tried to increase the amount of clusters (Fig. 5).
You can see the result of vehicle based clustering of Saint-Petersburg accident

cards in the following Fig. 6. Red dots represents one vehicle, blue - two vehicles,
yellow - three vehicles.

Concentrations of one vehicle accidents can be explained as bad road con-
ditions or this accident is a hitting a pedestrian. Two vehicle accidents can be
explained as low organization of oncoming traffic. It is possible to reduce such
accidents by dividing traffic. Also we can see a difficult crossroads, streets and
a highway exit.

During the experiment it was discovered that some of the points are bad
geoencoded. Particularly longitude and altitude are mixed up. As the result in
Saint-Petersburg geozone there are points from India and other Russia regions.

Data analysis can be performed on a huge number of accident card param-
eters including such parameters as: weather and road conditions, brand and
condition of a car, traffic rule violations. The system is developed as an open-
source project [3]. It has been partially implemented and is under an active
development. Data analysis is carried out by working with the database directly
and there is no open access to the data due to the risk of overloading the system
with queries. User web-interface is in the development plan.
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Fig. 5. Traffic incidents clustering map based on space with small clusters

Fig. 6. Traffic incidents clustering map based on involved vehicles (Color figure online)
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6 Conclusion

The main methods of access to open data are considered, their advantages and
disadvantages are given. The access method affects the processing and storage
of data, as well as the possible range of tasks to be solved. Therefore, before
choosing a data access method, it is important to determine what problem needs
to be solved. Then, how relevant and how much data is needed. The frequency
of data updates also plays an important role. All this refers to the requirements
for solving the problem.

Without working out the questions of the final result in the middle of the
implementation, it may turn out that the chosen method is not suitable. The
choice of a particular data access method affects the architecture of the system.
This means that changing the method entails high costs starting from the first
step of the implementation.

The direction of further work is to connect more data sources and use more
parameters for clustering. Accident cards contain information about the condi-
tion of the road surface, the condition of the driver, the number of passengers,
the type and make of the vehicle, the type of accident, which can also be the
basis for new clusters and show interesting results.
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BITA 2021 Workshop Chairs’ Message

A contemporary challenge for enterprises is to keep up with the pace of changing
business demands imposed on them in different ways and especially through digital-
ization. There is today an obvious demand for continuous improvement and alignment
in enterprises, but many organizations lack proper instruments (methods, tools, pat-
terns, best practices, etc.) to achieve this. Enterprise modeling, enterprise architecture,
and business process management are three areas belonging to traditions where the
mission is to improve business practice and business and IT alignment (BITA). BITA is
often manifested through the transition of enterprises from one state (AS-IS) into an
improved state (TO-BE), i.e. a transformation of the enterprise with integrated digital
solutions and platforms to meet future needs. A challenge with BITA is to move
beyond a narrow focus on one tradition or technology into multidisciplinary ecosys-
tems. There is a need to be aware of and able to deal with a number of dimensions of
the enterprise architecture and their relations in order to create alignment. Examples of
such dimensions are organizational structures, strategies, business models, work
practices, processes, and IS/IT structures. Among the concepts that deserve special
attention in this context is enterprise architecture management (EAM). An effective
EAM aligns IT investments with overall business priorities, determines who makes the
IT decisions, and assigns accountability for the outcomes. IT governance is also a
dimension that traditionally has had a strong impact on BITA. There are ordinarily
three governance mechanisms that an enterprise needs to have in place, 1) decision-
making structures, 2) alignment process, and 3) formal communications.

This workshop aimed to bring together people who have an interest in BITA. We
invited researchers and practitioners from both industry and academia to submit
original results from their completed or ongoing projects. We encouraged broad
understanding of possible approaches and solutions for BITA, including EAM and IT
governance subjects. Specific focus was on practices of business and IT alignment, i.e.
we encouraged submission of case study and experiences papers.

The workshop received eight submissions. The Program Committee selected four
submissions for presentation at the workshop.

We thank all members of the Program Committee, authors, and local organizers for
their efforts and support.

Ulf Seigerroth
Kurt Sandkuhl
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Abstract. In 2020 the new ITIL v4 standard was introduced. ITIL stan-
dardization had and still has a big influence on how IT-Service Man-
agement is seen and performed in practice. Thus, the new standard is
expected to have a high impact as well. A key element of ITIL v4 is the
strong focus on Stakeholder Value in Service Design. Yet apart from ITIL,
stakeholder orientation is a current trend in business analysis. This work
provides a Systematic Literature Analysis with regard to approaches that
allow value modeling for IT-Services. As a result, no approach that fits
all requirements inherent in the ITIL v4 standard and IT-Service Design
could be identified. However, a set of requirements that should be consid-
ered when developing methods, notations, and tools for IT-Service Value
modeling is derived.

Keywords: ITIL v4 · Service modeling · Service value · Value stream
modeling · Stakeholder value · Service Blueprinting · IT-Service
Management

1 Introduction

In 2020 ITIL v4 was released. It primarily focuses on enabling IT-Service
providers to respond to new stakeholder demands quickly and simply. According
to [1], a company’s purpose is to create value for its stakeholders. Everything a
company does must serve (directly or implicitly) creating value for their stake-
holders. ITIL has a strong industrial background, and it is likely that many
companies will adopt the new version in order to improve their IT-Service Man-
agement capabilities. While ITIL v4 generally describes these capabilities and
their integration, a concrete method or toolset for the integration of stakeholder
value in service design is not provided. Even if an enterprise does not intend to
implement ITIL v4, considering Stakeholder Value in IT-Service Management
can improve demand orientation. This study investigates the current state of
research with regard to modeling and analyzing stakeholder value for IT-Services
based on a Systematic Literature Analysis. We defined two Research Questions:

RQ1: From an ITIL v4 perspective, which potential methods and notations for
IT-Service value modeling and analysis are defined in the scientific literature?

c© Springer Nature Switzerland AG 2022
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RQ2: What is the potential of found notations to serve value modeling for IT-
Services from an ITIL v4 perspective?

RQ1 collects already existing methods in the area. Methods can be described at
various granularities. Since ITIL v4 already describes the approach to a value-
oriented IT-Service Management, future implementers benefit from approaches
that are operationalized down to a level that allows tool support for model-
ing and analysis. Service Blueprinting, Stakeholder Value modeling, and Value
Stream modeling have been selected as base modeling concepts because they are
explicitly mentioned as such in the ITIL v4 standard [1]. RQ2 emphasizes on the
fit of found notations (either as part of a method or not) to the requirements of
IT-Service Management or ITIL v4, respectively.

Before describing the Systematic Literature Analysis in Sect. 3, we define
important concepts with regard to value and service management from the per-
spective of ITIL v4 in Sect. 2. These concepts are also used to provide a structure
for the analysis of found literature, where answers to the research questions are
provided in the Sects. 4 and 5. This leads to a collection modeling requirements
for IT-Service value modeling as it is intended by ITIL v4, provided by a sum-
mary and outlook in Sect. 6.

2 Important Concepts

Though there are other definitions of the following terms, this study uses the
ITIL v4 concepts as a common ground because this might help practitioners to
link the results to the demands of ITIL v4.

Stakeholder Value. According to [1,2], the term value is a set of perceived
usefulness, importance, and benefits of something. Moreover, value is highly
dependent on each relevant stakeholder individually. [1] specifies that value is
created by active collaboration between the service provider, the service con-
sumer, and other stakeholders. Each one of them can have one or more different
and unique points of view for what they actually value. According to ITIL v4
[1], value can be material (e.g., money, saving costs, materials or products), or
immaterial (e.g., good user experience), or as a special category - lower risks. In
the past, value analysis was mostly focused on saving costs [2].

Value Stream. A Value Stream is a series of steps carried out by a com-
pany to create and deliver products or services to their consumers [1,2]. When
structuring a company’s activities as Value Streams, a clear overview is cre-
ated, showing what the company actually delivers. Services can be analyzed for
elements hindering the workflow and activities not adding any value. Such activ-
ities are commonly referred to as “waste” and should be eliminated. According
to [1,2], Value Streams focus on the end-to-end flow of activity from demand
to value. Value Streams are not processes, but processes can be referenced in
a Value Stream. The processes are units of work (at different granularities or
contexts). Value Streams use information provided by stakeholders as inputs or
other Value Streams and use resources of service providers and service consumers
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to generate outputs required to create outcomes demanded by the stakeholders.
Key objectives are maximizing value generation and minimizing waste.

Service Blueprinting. With [3], ITIL v4 recommends Service Blueprinting to
model and understand the customer journey. A customer journey is the complete
end-to-end experience customers have with service providers and their products
offered through touchpoints and service interactions. A touchpoint of a customer
journey is an event where a (potential) service consumer interacts with the ser-
vice provider’s products or resources. Service Blueprints can help to understand
these touchpoints and interactions by visualizing them. Service Blueprints are
architectural drawings depicting how the service should look like and what is
required for service provision. The key elements of Service Blueprints are the
line of interaction (pinpointing the direct interactions between the consumer
and provider), the line of visibility (separating visible and invisible activities
from the consumer’s perspective), and the line of internal interaction (sepa-
rating employees that are either directly or not directly supporting customer
interactions).

3 Paper Selection for Analysis

A Systematic Literature Analysis has been performed in order to assess the
state of research regarding methods for IT-Service Value Modeling. The analysis
process is oriented along with the guidelines for a Systematic Literature Analysis
presented by Kitchenham [4] and Webster [5]. The review process is divided into
four different parts (see Fig. 1). The first activity is to identify conference series,
journals, and catalogs that are likely to represent the state of the art of research
on the topic of interest. Here, a base set of papers for review is extracted by
keyword search. The second step is the exclusion/inclusion of papers based on
title and abstract. Then, the remaining papers have to be classified, and data
has to be extracted with regard to the research questions. The classification is
based on the concepts that have been described in Sect. 2. The fourth and last
step is to analyze the extracted data. The first two steps are described in this
section. Data extraction and analysis will be part of the following sections that
answer the Research Questions.

Fig. 1. Systematic literature analysis process [6].

The first step is the identification of papers dealing with methods for value
and service modeling. The well-known portal for high-quality scientific literature
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indexing Scopus has been selected as literature source. The query is based on
the main concepts described in Sect. 2. It contains four parts:

(1) ((TITLE (“value” W/1 (“modeling” OR “modelling” OR “designing”))
AND ALL (“notation”))

OR

(2) TITLE (“value stream” AND (“modeling” OR “modelling” OR “designing”
OR (“design*” W/3 “method”)))

OR

(3) ((TITLE (“service blueprinting”) OR (TITLE(“service blueprint*” AND
(“modeling” OR “modeling” OR “designing”)))) AND ALL (“value”)))

AND

(4) PUBYEAR> 1999 AND (LIMIT-TO(SUBJAREA, “ENGI”) OR LIMIT-
TO(SUBJAREA, “COMP”) OR LIMIT-TO(SUBJAREA, “BUSI”))

The first part aims at notations in the area of value modeling and designing.
Therefore we looked for paper titles that have the term “value” close to one of
the terms “model(l)ing” and “designing”. Hence, important literature like [7]
with titles including “value delivery modeling” were found as well. The focus
on notations is met by searching for the term “notation” somewhere in the
document. Thus, all documents that refer to some notation for modeling or
designing are fetched even when this is not explicitly mentioned in the title,
abstract, or keywords.

The second part of the query is directly dedicated to value stream design
methods. Since modeling is a part of the design process and sometimes authors
do not clearly distinguish both, we also included modeling in this part of the
query. Although we knew about the synonymous and very common term of Value
Stream Mapping, Value Stream Mapping seems just to be a general approach and
does not represent an actual modeling method with a specific notation. Thus,
we stuck to documents explicitly mentioning “value stream”. Additionally, we
considered documents introducing a design method where both of these terms
are not separated by more than three words.

The third part implements the search for documents dealing with Service
Blueprinting. It is a general approach in service science and not directly dedicated
to value modeling. Thus, we excluded any document not mentioning the term of
value somewhere, as we wanted to sharpen our scope for literature dealing with
value.

The last part just limits the literature to the 21st century (to exclude doc-
uments presenting outdated solutions) and reasonable subject areas (to exclude
documents, e.g. dealing with modeling mathematical values).

The results of the query have been verified the last time on April 23th 2021.
In total, 42 possibly relevant papers have been identified (Part (1): 9, Part (2):
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Table 1. Overview on the method classification and the literature associated

Domain Method Literature

Stakeholder Value Modeling e3value [14,15]

Dynamic Value Description [14]

Possession, Ownership, Availability [7]

Value Delivery Modeling Language [7]

Value Stream Modeling Value Stream Mapping [16–25]

Risk Value Stream Mapping [26]

Dynamic Value Stream Mapping [16]

Value Stream Design 4.0/Value
Stream Method 4.0

[27,28]

Extended Value Stream Method [29]

Service Blueprint Modeling “traditional” SB [30–32]

IT Self-service Blueprint [33,34]

Industrial Service Blueprint [35]

Product Service Blueprint [36]

Flowthing Model [37]

23, Part (3): 11). Six of these papers were not accessible for us due to missing
licenses: [8–13]. Systematic Literature Analysis draws a sample of scientific liter-
ature. Therefore, missing out on some sources reduces the sample size and thus
the potential significance of the study. Out of the remaining 36 papers, nine have
been classified as not relevant to the topic, and two were not available in English.
We carefully investigated the title and abstract of each accessible document. If
title and abstract showed that the particular document is in a different domain,
we classified it as not relevant (e.g., focusing on modeling chemical expressions
or just focusing on business processes instead of an entire Value Stream). Fur-
thermore, we scanned the remaining documents regarding their potential con-
tributions to the Research Questions. We assumed any document suiting this
purpose as relevant. In the end, 25 papers have been considered relevant and
used for data extraction and analysis.

4 RQ1: Modeling Methods and Notations

As mentioned before, identified modeling methods and notations found by the
different parts of the query are mapped to the concepts defined in Sect. 2. Table 1
provides an overview. The Value Stream Mapping method is by far the most often
presented one for modeling Value Streams compared to the others. However, as
already stated in Sect. 3, Value Stream Mapping turned out to be a very general
approach that subsumes a variety of methods and notations.

In the following, we concentrate on the expressivity of the notations con-
nected to the found methods. We used a classification based on the concepts



272 H. Richter and B. Lantow

presented in Sect. 2. For reasons of brevity, the visual notations are not shown.
However, we refer to the abstract notation, meaning the concepts that are avail-
able in the different approaches and their semantics.

Notations for Stakeholder Value Modeling, as found by the first part of
the query, mainly focus on the exchange of value between different stakeholders.
Thus, provision and receipt of value is modeled for each stakeholder. Generally,
value is considered as an economic value. Thus, it can be measured in monetary
terms. For example, in the e3value notation, economically independent actors
transfer value through value ports and interfaces by performing activities. Value
interfaces group value ports providing or requesting value objects to or from
actors or market segments. A market segment is a group of actors sharing a set
of common properties (see e.g. [14]). Several authors make a reference to e3value
in their approaches. Johannesson and Bergholz [15] extended the e3value nota-
tion with concepts that allow modeling rights, claims, or custody in addition to
tangibles that can be exchanged. Souza et al. [14] define in their Dynamic Value
Description Method a special view presenting value exchange stakeholder-centric
using the same concepts as e3value. Souza et al. claim that this approach per-
forms better than e3value in terms of effectiveness, efficiency, the perceived ease
of use, usefulness, and intention to use. Another important addition is the intro-
duction of value level agreements which emphasizes the immaterial value that
is attributed to quality rather than the exchange of goods. However, there is no
special concept for these quality aspects. They are described by comments in the
model. The Possession, Ownership, Availability model by Scheller and Hruby
[7] is similar to the approach by Johannesson and Bergholz [15]. There is more
expressivity regarding the nature of exchange compared to e3value. Furthermore,
concepts for modeling processes, resources, and events are added. In consequence,
more information on how the value is created and consumed can be provided in
a model. However, the focus is still on the value exchange. Value Delivery Mod-
eling Language (VDML)1 is a standard defined by the Open Management Group
(OMG). Scheller and Hruby only mention it in [7]. Therefore, we used the official
standard documents for analysis. VDML integrates several approaches of value
modeling and connected domains, such as e3value and business models. It also
addresses value stream modeling. It provides a general modeling framework that
is intended for a high level of abstraction. Thus, the idea of non-economic value
is supported by providing a general measure concept for value, but the definition
of concrete value categories and their measurement is left open. In consequence,
VDML can be used for an integrated model that addresses stakeholder value
and value stream modeling. Still, it is less specific in terms of used modeling
concepts and views than most of the analyzed approaches. An important addi-
tion of VDML stemming from the integrated Structured Metrics Metamodel2 is
the possibility of different measures to influence each other positively or nega-
tively. Thus, different value propositions can influence each other positively or
negatively as well in VDML models.

1 https://www.omg.org/spec/VDML/About-VDML/.
2 https://www.omg.org/spec/SMM/1.2.

https://www.omg.org/spec/VDML/About-VDML/
https://www.omg.org/spec/SMM/1.2
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Value Stream Modeling has its origins in lean production. As mentioned
earlier, Value Stream Mapping is a general approach in this domain. Tradition-
ally, there is a focus on cycle times in the process of value creation in the value
stream. Value Stream mapping visualizes all required steps from demand over
raw materials to product delivery. It aims at optimization in terms of reduced
cycle times, idle times, transport times, and so on. Many authors [17–20,22–25]
base their models on exactly these concepts - a value (good) that is created and
the sequence of steps or processes for value creation containing information on
timing. Extensions are suggested by Dotoli et al. [22], that used UML models
for specifying single steps inside the Value Stream, and by Schoenemann et al.
[21], who proposed to focus on the linkage between products and processes. Fur-
thermore, Noto and Cosenz [16] combine Value Stream Mapping with Systems
Dynamics in order to detect bottlenecks.

Besides these “traditional” Value Stream Mapping approaches, there are
approaches that also consider information flows connected with the Value Stream
and provide means to optimize them as well. The Risk Value Stream Mapping
framework by Willumsen et al. [26] focuses on the information flow regarding
risk and uncertainty. It defines key decision points and required information,
allowing to assess the value of these risk-related activities but also to detect
waste in terms of such activities that do not create value. A more general app-
roach is the Value Stream Method 4.0 for analyzing and designing Value Streams
in industry 4.0 by Hartmann et al. [27,28]. It integrates product and process
information flows. Furthermore, IT systems are explicitly modeled in the Value
Stream. For optimization, information flow-related Key Performance Indicators
(KPI) are defined. An example KPI is the Digitization Rate. The Extended Value
Stream Method developed by Lewin et al. [29] provides additional expressivity
with regard to the used IT-Infrastructure. It uses additional concepts dealing
with IT infrastructure. The fundamental extensions are swim lanes assigned to
different storage media or types of data usage, arrows showing flow direction,
and data boxes with frequency or type of data acquisition. Additionally, it sup-
ports the concepts of raw data (e.g., data detected by a sensor), information
(i.e., data which has already been processed and has information as content and
a higher value), and implications (i.e., information that requires a response in
the system).

Service Blueprinting is an approach for service modeling from manage-
ment sciences. It focuses on service delivery as a sequence of interactions between
involved stakeholders. Originally, neither value nor IT systems are considered.
However, a Service Blueprint can help to pinpoint problems with perceived
service quality and their causes. Generally, a “traditional” Service Blueprint
contains customer actions, front-office/visible contact employee actions, back-
office/invisible contact employee actions, support processes, and the physical
evidence (service provider resources in the interaction) [30–32].

IT Self-Service Blueprints focus on the special domain of self-services.
Suzianti and Chairunnisa [34] introduced the idea of Service Blueprints for
customer self-service in the area of transportation. There is no notation pro-
vided by these authors. The adaption and extension to IT-Services has been
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developed by Bär et al. [33]. They introduced a model for different stakehold-
ers and their capabilities. Depending on these capabilities, a different service
quality can be expected. Problems with service quality are indicated by Fail
Points. Examples for Fail Points are ambiguous information or forbidden actions.
Further classification is possible with regard to the type of service (Communi-
cation/Information Seeking/...) and solutions to identified Fail Points (Train-
ing/Cashback/Authorization/...). Industrial Service Blueprints as introduced by
Biege at al. [35] use a layer for each stakeholder instead of the five predefined lay-
ers of “traditional” Service Blueprints. Furthermore, there is a stronger focus on
processes. Therefore, alternative and parallel control flows can be modeled using
gateways, and multiple start- and endpoints are possible while “traditional” Ser-
vice Blueprints just allow a sequence flow. The Product Service Blueprint app-
roach was developed by [36] and addresses the trend of servitizing products. It
consist of three parts – a product area, a service area, and a supporting area.
The product area provides the flow of product-related activities, the service area
describes the flow of service provision activities and the supporting area pro-
vides the underlying activities required to provide the product-service system
at all. The Flowthing Model method was introduced by Al-Fedaghi [37] as an
alternative approach to Service Blueprinting in general. It extends the Service
Blueprint approach by concepts of BPMN which has some commonalities with
the Industrial Service Blueprint. A major concept are so-called “flow things”
and can be e.g. goods, money, information, or data. These things flow in a so-
called “flow system” consisting of specific sub-areas dependent on the use case.
The term flow refers to the transformation of a flow thing passing (flowing)
through six states (also called stages) in a flow system. These stages are creat-
ing, transferring (input/output), processing, releasing, arriving, and accepting.
Thus, there are some commonalities with the approaches discussed with regard
to Stakeholder Value Modeling.

5 RQ2: Potential for IT-Service Value Modeling

Although e3value seems to be a well-known and commonly used method for mod-
eling value, it does not suit the requirements of ITIL v4 perfectly. In e3value,
the term of value is interpreted as a material good that can be transferred from
one actor to another. However, ITIL v4 requires value to be an immaterial good
(e.g. customer satisfaction) as well. Moreover, e3value does not highlight the
perspectives of each relevant stakeholder involved (which is required by ITIL
v4 as well). However, Dynamic Value Description delivers these perspectives by
stakeholder-specific views. Still, the only possibilities in Dynamic Value Descrip-
tion to model immaterial value are the value level agreements and comments.
Consequently, not all requirements of ITIL v4 are met. As mentioned in Sect. 4
VDML supports the required concepts and also introduces the modeling of con-
flicts in value delivery by the possibility of negative influences between value
propositions. However, the concrete concepts and stakeholder specific views need
to be defined in addition to VDML. In general, it is too abstract for analyzing
the value delivery of a concrete IT-Service.
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Value Stream Mapping does not provide any concepts of IT systems or infor-
mation flows. Thus, it does not suit modeling Value Streams for IT-Services in
compliance with ITIL v4. In extension, the Risk Value Stream Mapping method
introduces very specific information flows for the field of Risk Management. It
allows modeling Value Streams with risk information flows. Thus, the influence
of risk on value creation as discussed in Sect. 2 is considered here. However, risk
information is only one of many possible information flows. Value Stream Method
4.0 provides integration of concepts for IT systems and information flows. Nev-
ertheless, it does not provide concepts for modeling cycle times. Lastly, the
Extended Value Stream Method shows similarities with the Value Stream Method
4.0. Both describe concepts for IT systems and their links to the other compo-
nents of the Value Stream by using swim lanes.

The “traditional” Service Blueprint approach already seems to be a help-
ful tool to understand the relationships between the customers and the service
components. It complies with the definition of a Service Blueprint by ITIL v4.
However, the IT Self-Service Blueprint method seems to be an even better fit
for ITIL v4, as it was explicitly developed for IT (self-)services. Thus, it already
contains concepts required for IT-Services and thus also for ITIL v4 (e.g., con-
cepts for IT-systems, actor capabilities or fail point solutions). In contrast, the
Industrial Service Blueprint approach focuses on the industrial domain explicitly.
Thus, it does not provide concepts for IT. Moreover, Industrial Service Blueprints
are presented visually more like a process and not like a traditional blueprint
overview. Thus, they do not provide a compact overview of the relationships
between the customer and the service components. Consequently, Industrial Ser-
vice Blueprints do not seem to suit ITIL v4 as well as previous approaches do.
The Product Service Blueprint approach seems to have similar issues as well, as it
primarily focuses on connecting products with services. Further, Product Service
Blueprints do not seem to be as comprehensible as usual Service Blueprints are
due to the additional product area. However, in IT-Services, the service itself is
mostly the product sold, and a differentiation between product and service does
not seem to be necessary. Still, the servitization of products is mostly based on
a combination of products with IT-Services. In Flowthing, many new concepts
were introduced to visualize the flow of things. These new concepts drastically
increase the complexity of the Flowthing method compared to “traditional” Ser-
vice Blueprints.

6 Summary and Outlook

This Systematic Literature Analysis drew a sample on the literature with regard
to modeling Stakeholder Value, Value Streams, and Service Blueprints. Con-
sidering the analyzed literature, there is no approach that completely fits the
requirements for IT-Service Value modeling. Each of the approaches provides
well-justified concepts based on modeling requirements. Summarizing, the fol-
lowing requirements apart from the “baseline” of modeling can be identified:
Value for Different Stakeholders. The Dynamic Value Description and IT-

Self Service Blueprinting provide stakeholder-specific models.
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Quality Dependent Value. This concept has also been introduced by Dynamic
Value Description. Service Blueprinting, with its focus on interactions and
physical evidence, also supports this aspect by considering the perceived qual-
ity of service.

Conflicting Value Propositions. Emphasizing the optimization of a certain
value or value category might diminish other values. This effect is considered
in VDML, for example.

Value Based on Information Flows. While Risk Value Stream Mapping
emphasises on risk-related information flows, Value Stream Method 4.0 and
Extended Value Stream Method generally introduce information flows.

Risk Dependent Value. Risk Value Stream Mapping allows the explicit mod-
eling of risks and the analysis of value with regard to risk-targeted information
flows as well as activities.

Alternatives in the Control Flow. Approaches like Industrial Service Blue-
prints and Flowthing use control flow gateways known, e.g. from BPMN.

Value Creation Through Multiple Processes and Resources. “tradi-
tional” Service Blueprinting defines five standard layers that describe differ-
ent actors and their processes involved in service delivery. Industrial Service
Blueprints extend this concept for an arbitrary number of actors. However,
the Possession, Ownership, Availability approach includes resources as well.
Value Stream Method 4.0 and Extended Value Stream Method use swim-lanes
to identify different actors.

IT Resources. Value Stream Method 4.0, Extended Value Stream Method, and
IT-Self Service Blueprinting provide concepts to include IT resources in Value
Stream and IT-Service modeling.

Considering all mentioned aspects, IT-Service Value models tend to be complex.
Mechanisms for complexity management, as for example suggested by Moody
[38] or the definition of modeling methods that adapt to the specific context by
selecting appropriate method components and hence a subset of modeling con-
cepts should be investigated. A study on the importance of each found modeling
requirement for IT-Service Value modeling might also help to define a set of
mandatory concepts. All this is future work as well as the provision of a model-
ing tool. Since none of the found approaches fits all the requirements, it is likely
that also no appropriate modeling tool yet exists.
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Abstract. Digital transformation is of paramount importance for companies
nowadays but successfully doing so proves to be a challenging task. Researchers
have proposed a myriad of guidelines on how to tackle digital transformation
projects, but most of these are quite general and limited work has been con-
ducted to compile these. In this paper, we aim to consolidate the numerous
guidelines into one framework and expand upon each guideline with practical
examples. The preliminary framework was validated by expert questionnaires
and expanded with their recommendations on how to implement these guide-
lines in practice. In total, we list 78 guidelines structured in three levels: abstract,
general, and practical. In future work, the preliminary framework will be
further improved through surveys with special attention to real-life practical
examples. This work can aid researchers and practitioners dealing with digital
transformation.

Keywords: Digital transformation � Guidelines � Best practices � Digitalization

1 Introduction

Digital transformation (DT) is a fast-growing topic in information systems (IS),
management, and business research in the past five years. The shifting paradigm
towards a digital-first world brings forward a myriad of novel business opportunities
but also numerous problems and challenges. Following this shift has quickly become
one of the top priorities across many industries [1]. DT has many definitions but is
commonly defined in the business scope as a process in which combinations of
technologies aim to significantly improve an entity [2]. In a wider scope, DT can be
defined as the increasing interaction between technology, business, and society which
has transformational effects [3]. In DT, companies make the most out of the current
technological capabilities by digitalizing their business processes and internal work-
ings, improving the customer experience across all customer touch-points, and
rethinking the business model [4, 5].

Planning and rolling out a DT plan is not easy [6–8]. Digital leaders are often
looked at as the prime example of agile, collaborative, and digital-first thinkers. They
rely on superior business and IT alignment (BITA) to embrace value, to improve
customer experience, and to offer unique business models. Many companies aim to
mimic their tactics, but this is neither always possible nor desirable. However, current
research has brought forward numerous guidelines for businesses and managers to
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follow to successfully deal with DT. These guidelines differ widely, both on the level
of generality and scope. Most of these guidelines rest on a certain level of abstraction.
For example, a common recommendation for companies is to become more agile but
how and whether to implement these general guidelines into practice are still insuffi-
ciently explored [9]. Furthermore, the proposed guidelines and best practices are spread
among a wide range of papers, books, and reports. As a result, the available collections
are often incomplete, overlapping, and inconsistently structured.

In this paper, we shine more light on the DT guidelines and their practical
implementation. We aim to give a structured overview of the guidelines in three levels:
abstract, general, and practical. As such, we attempt to bridge the gap between aca-
demic guidelines and practical implementation. The contribution of this paper is
twofold. First, we consolidate the different guidelines for DT into one framework and
secondly, we collaborate on how these guidelines can be implemented in practice. The
obtained framework is beneficial for both researchers and practitioners active in DT.

We proceed with the background in which we go deeper into the commonly agreed
upon guidelines for DT projects found in the literature. In Sect. 3, we explain our
action-design research into more detail. Next, we give the preliminary framework in
which the guidelines we found in the literature are combined with the findings from the
interviews. We discuss the contributions, limitations, and future work in Sect. 5, and
conclude the paper in Sect. 6.

2 Background

Many researchers have studied the concept of DT and derived recommendations for
companies to follow. From qualitative research such as case studies, interviews, and
surveys, research have proposed a myriad of guidelines. It is possible to structure these
guidelines into three levels: abstract, general, and practical. The abstract level contains
the suggested business areas a company must pay attention to when venturing on a DT
process. On the general level, the business areas are given more concrete points of
attention. How companies can implement these points of attention in practice is given
on the practical level. The commonly agreed upon abstract guidelines suggested for
companies are having a digital strategy, improve business agility, become innovative,
have a modern organizational structure, have a digital and agile culture, have support
from the top management, and have an adequate IT infrastructure. These form the
abstract level, and the foundation of the framework.

The digital strategy often considered as a starting point for any DT efforts [10]. In
general, the digital strategy must align the IT and business strategy and outline how the
company will create value as digital technologies change the market [11]. In other
words, the digital strategy formulates a digital business model [12]. Practical guidelines
for the digital business model include customer engagement, or digitized solutions
strategy [13]. The digital strategy must be continuously reassessed because the tech-
nological capabilities, the market, and customer demands are changing at a rapid pace
[14]. Furthermore, it is generally agreed upon that a digital strategy must be customer-
driven [15]. In practice, companies can do this by delivering personal, relevant, and
timely information. In addition, effort must be made to integrate all customer
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touchpoints while some companies can think about co-creation projects with their
customers. Finally, many researchers suggest the importance of collaboration with
strategic partners in the digital world. One way to do so is to be active on digital
platforms.

Business agility stems from many aspects of a company. Being able to quickly
adapt to the changing customer requirements and competitive landscape has become of
paramount importance. Therefore, common guidelines for business agility consist of
outsourcing areas that are too slow to change [16], to empower employees to make
more decisions [17], agile development methods such as DevOps and Scrum, and cloud
computing to quickly adapt the IT capacity to the dynamic requirements of the
market [18].

In a similar vein, innovation is becoming a key competitive differentiator. Com-
panies must constantly experiment, assess, and innovate to stay competitive. At the
same time, the standard value chains must be ensured. This is often referred to as
business ambidexterity, i.e. establishing a balance between innovation and current
processes [19]. To stimulate innovation, Matzler et al. [20] recommend investing or co-
operating with start-ups to secure long-term innovation without interrupting the current
business. Another strategy to increase innovation is to create a new division for inno-
vation [21]. Lastly, some companies experiment with product innovation days. These
can take form of hackathons, innovation jams, or offsite days for brainstorming [22].

Part of the business agility and innovation comes from the right business structure
and culture. Modern organization structures that are focused on openness, collabora-
tion, and agility are making their way to firms. For example, more than 70% of digitally
mature companies rely on cross-functional teams to organize work [5]. These are
groups of employees with different expertise working together towards clear goals.
Several organizational models exist to implement these such as the Spotify model. To
increase agility and innovation, common recommendations are to flatten the hierarchy
so that decisions can be taken faster [22]. For example, Zappos is experimenting with
holacracy: a business structure in which there are no titles and managers. To stimulate
agility, business structures can be changed so that collaboration is more common by
for example adopting open hours and free-roaming desks [23]. Finally, many
researchers recommend firms to adopt a digital division that is tightly integrated with
all divisions and leads the DT efforts [24].

A culture that stimulates innovation and agility, has several differences with tra-
ditional corporate culture. First, change must become accepted as an inherent part of
everyday life [25]. Reward systems that offer monetary or intrinsic rewards to promote
change are being evaluated. Another difference is that companies are moving away
from rigid-rules to value-based rules [26]. Furthermore, researchers recommend
employing a digital mindset in which novel technologies are embraced such as data
analytics [2]. Often, this requires offering extra digital training. Finally, companies
must give employees the chance for continuous personal development [27]. A practical
guideline to achieve this is offering time-off hours for personal development.

The support of top management is especially important for DT initiatives [27]. Sing
and Hess [28] recommend that companies create a chief digital officer (CDO) that leads
the DT initiatives. It has been suggested that top management must lead in a sympa-
thetic, supportive, and proactive way [6, 23]. The CDO, or other DT leader, must have
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sufficient authority and work in close collaboration with the CEO. One of the tasks of
the top management is to clearly create and communicate the business’ vision on
digitalization efforts [29]. Finally, several studies have urged managers to create a sense
of urgency to initiate DT [30].

Finally, DT relies on an adequate IT infrastructure. Previous studies have
demonstrated the importance of an operational backbone that ensures the efficiency
and reliability of core operations [13, 31], and of a digital services platform that enables
the rapid development, implementation, and rollout of digital innovations [30, 31]. In
addition, several studies have urged companies to create a unified database in which all
the corporate and customer data is centralized [32]. Finally, the IT capabilities ought to
support novel technologies that are beneficial for the company’s digital transformation
such as social media, mobiles, analytics, cloud computing, Internet of Things (SMA-
CIT), 3D printing, and more. At the same time, security, privacy, and safety must be
guaranteed by the IT infrastructure [2].

3 Methodology

To consolidate the various DT guidelines in a structured way, an action design research
(ADR) approach was applied in five steps [33]. In the first step, we drew on the
literature to establish the common guidelines for DT. The groundwork of the frame-
work is based on the works of [2, 5, 34–36] and extended through backward and
forward referencing [37] and a general literature search as seen in Sect. 2. From this, we
constructed a preliminary framework in step two. In the validation phase, we dis-
tributed a questionnaire to seven DT experts asking about the completeness, correct-
ness, and level of importance of the identified guidelines. After each questionnaire, the
framework was iteratively updated. For future work, we will conduct a survey with
companies from various sectors to find out how they implement these guidelines in
practice, and whether these guidelines were found useful. In the final phase, a thorough
analysis and interpretation of the survey results will take place and used to finalize the
framework. The methodology is shown in Fig. 1.

In detail, the validation with domain experts was done using a semi-structured
questionnaire with a focus on deriving the validation and completeness of our
framework and possible modifications [38]. The semi-structured questionnaire was
distributed in the summer of 2020 by the head researcher. Of the 20 experts who were
sent invitations to participate, seven responded. Applicants were required to be active

1. Literature 
review

2. Preliminary 
framework

3. Valida�on 
with experts, 
and itera�ve 
update to the 

framework

4. Survey with 
companies to 

find out 
prac�cal 

guidelines

5. Survey 
analysis and 
finalizing the 
framework

Fig. 1. Five-step methodology. Step 4 and 5 are future work.
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in a domain related with DT with at least five years of experience. An overview of the
questioned experts is shown in Table 1.

In the first part of the questionnaire, we asked about their position, experience, and
key tasks related to their DT efforts. In the second part, experts were asked for their
opinion on each guideline and whether the related guidelines were relevant and logical.
The different general guidelines were also ordered based on perceived importance by
the specialists. Most importantly, we asked to share how these guidelines can be put
into practice. In the end, we asked the interviewees to elaborate on the framework’s
completeness with room for own suggestions.

4 Results

Following the literature review, an initial framework with the guidelines from the
literature review was constructed. To assess the guidelines’ completeness and cor-
rectness, seven DT specialists were asked to validate them. The validation was used to
iteratively update and improve the framework, of which the end-result is shown in
Table 2. The validation step revealed a general level of support for the framework.
Most of the abstract and general guidelines from the literature were considered as
‘important’ to ‘very important’ by the experts. Several guidelines received mixed
feedback. The perception of importance was used to rank the general guidelines from
top to bot accordingly. Moreover, the experts provided additional guidelines focused
on the practical level.

Table 1. Overview of questioned experts.

Firm Position Current DT tasks

E1 Public
employment
service

Director of
architecture and
innovation

Managing AI team, leading DT projects

E2 Management
consulting

CIO Guide companies in their DT projects

E3 Major
supermarket

Project manager Implementation of enterprise resource
planning technologies, and document
management systems (DMS)

E4 SaaS product
consultancy

CEO Guide companies in their DT projects

E5 Major Belgian
bank

CDO Manage DT projects, and data architecture

E6 Major
technology
hardware
producer

Partner business
manager

B2B strategic sales manager, strategy
manager

E7 Business
consultancy

Business architect
and business
owner

Managing digital products with cross-
functional teams
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Table 2. The preliminary framework of guidelines for DT.

Abstract General Practical

Create a Digital
strategy

Customer-driven Give personal, relevant, and timely information
Integrate all customer touchpoints

Co-creation projects
Continuous business and IT
alignment (BITA)

Product focused mindset (E4, E7)

Create a Digital business
model

Customer engagement model

Digitized solutions model
Continuous reassessment Bi-annual board meetings to reassess the roadmap

(E5)
Step-by-step implementation (E5)

Strategic collaborations Be part of platforms, ecosystem-thinking (E3)

Improve Business
Agility

Use Agile development
methods

DevOps, Scrum

Utilize cloud computing Step-by-step switching over (E5)
Outsource inflexible areas Rightsourcing (E2)

Stakeholder management Employee empowerment (limited to their domain)
(E2, E5)
Involve all stakeholders (customers, partners,
suppliers) in DT projects (E4)

Reduce administrative
barriers (E6, E7)

Employee empowerment (E2, E5)

Increase Innovation
and ambidexterity

Create a new division for
innovation

Must be close aligned with the core business (E5)

Invest in start-ups Corporate venturing mindset (E2, E4)

Be part of innovation
networks (E2)

Follow social networks and innovation blogs (E2)

Plan product innovation
days

Hackathons, innovation jams, offsite days for
innovation, innovation workshops (E2)

Modern
Organizational
Structure

Cross-functional teams Spotify model
Product- and feature-oriented (E4, E7)

Stimulate collaboration Open hours for divisions
No assigned desks

Create a flatter hierarchy Holacracy (Zappos)
A digital division to lead
DT

Digital and Agile
Culture

Collaboration part of the
culture

Reward system that promotes collaboration

Change part of the culture Reward system that promotes change

Create value-based rules Look at the result, not at hours worked (E6)
Work-life-blend (E6)

Create a digital mindset Digital training

Offer continuous personal
development

Time-off hours for personal development
Different generations in the same team to reduce the
digital skill gap (E6)

(continued)
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The digital strategy was considered especially important. The most important
guideline was found to be customer-driven followed by aligning the IT and business
goals. E2 mentions that the digital strategy must be flexible “so that it can quickly be
altered when new opportunities or challenges arrive”. Putting the digital strategy into
practice is not easy. Several experts said that a digital strategy must be implemented
step-by-step and “that means not to change everything at once” (E5). Furthermore,
businesses think too often that DT means automating the existing business processes
(E1). What is important is to be pragmatic and value-thinking (E2). To reassess the
digital strategy, one interviewee recommends having bi-annual board meetings in
which the roadmap is evaluated and changed if needed (E5). The continuous evaluation
of the results of the DT strategy is of paramount importance given the large uncertainty
surrounding DT (E1).

Regarding business agility, agile development methods were sought highly
important. One remark is that the agile methodology must be aligned with a long-term
goal and the right architecture. “If the architecture is not right, a lot of value will be lost
in integration-problem solving and rollout of products” (E2). Outsourcing, cloud
computing, and employee empowerment have mixed responses. Regarding out-
sourcing, E2 recommends “rightsourcing”. Only those capabilities that cannot be
executed efficiently internally must be outsourced, and preferably as close as possible.
Albeit the employee empowerment was considered beneficial for agility, E2 note that it
must be limited to their domain and not at the decision level, otherwise this can lead to
chaos. This was backed by E5 who said that empowerment must only be for decisions
that must be taken fast and that do not have a big impact on the long term. For cloud
computing, E2 says it can offer huge opportunities regarding scaling and rollout, but it
is not always the cheapest option, especially not for large firms. Nevertheless, the
added benefits of security, flexibility, and disaster recovery make cloud computing
potentially interesting. Another important recommendation for business agility is to
intensely involve all employees and stakeholders (E2). Secondly, companies should
start step-by-step in their agile transformation and validate their efforts with clear key

Table 2. (continued)

Abstract General Practical

Top management
support

Create and communicate a
digital vision

Stakeholder management (E7)

Establish a sense of urgency

Supportive leadership Lead in a participatory way
Servant leadership (E1)

Create a DT leader CDO, CIO, or CEO responsibility
Adequate IT
Infrastructure

Support for novel
technologies

SMACIT, 3D printing

An operational backbone
A digital services platform IT as a product and revenue stream (E4)

Data privacy and safety
(E3)

Personal devices must be kept secure (E6)

A unified Data Structure Data ownership (E1)
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performance indicators (KPI) to see if agile has the right business effects. E6 and E7
add the general guideline of reducing administrative barriers. It is important to note that
business agility is also highly dependent on the innovation measures, the business
structure, and culture, explained below.

On the question of innovation and ambidexterity, the three proposed guidelines
from the literature received mixed responses. First of all, it is important to establish that
innovation is a continuous process just as DT. As a result, product innovation days
were not marked very important. A new division of innovation can be useful. However,
there is the risk that this will create resistance in the company (E6) and is in contrast to
the cross-functional teams (E7). Investing in startups can be a good strategy. A starting
point for this is introducing a corporate venturing mindset by investing in startups or
scale-ups, becoming member or advisor of the board, collaborating by offering facilities
and putting aside corporate venture capital budgets (E2, E4). Finally, another guideline
is to follow and be part of social networks, blogs, and innovation networks that spe-
cialize in innovation in your sector (E2).

For business structure, all experts highlighted that cross-functional teams are very
important. This guideline was marked the most important across the entire question-
naire. These teams must have clear goals, or north stars, rather than specific require-
ments (E4). Flattening the business hierarchy and stimulating collaboration were both
considered important. One way to stimulate collaboration is to have a product- and
feature-oriented mindset across the entire company with a clear role distribution (E4,
E7). A product has a strategic, long-term objective, and is necessarily connected with
multiple divisions. Furthermore, management and HR must work actively on mod-
ernizing the business structure using change management techniques (E2). A separate
division to lead DT has mixed results. Two experts say it is not important at all (E2,
E4), while the others indicate a medium level of importance. One of the experts with a
negative attitude for a separate division explains that “DT does not have to be the role
of an elite division but of the entire company” (E2).

All of the listed guidelines for digital culture were considered highly important. By
including DT in the business strategy, it will naturally become an evident part of the
business culture (E1). Collaboration was the most important guideline. This is in line
with the cross-functional teams mentioned previously. In the second place is contin-
uous development for employees in which they learn new skills and keep up with
trends. When the cross-functional teams are responsible for their products, they must be
given the freedom to learn the necessary skills to continuously navigate towards the
north star of their product (cf. product-thinking mindset above, E4). A practical way to
do this is by putting different generations together in cross-functional teams. This can
reduce the digital skill gap between employees (E6). Regarding the digital-first
mindset, one expert notes to not be overly confident in digital technologies: “a digital-
where-suitable mindset is a better name” (E2). The real value comes from both human
and digital contact. Value-based rules can help in a digital culture; managers must look
at the result instead of the number of hours worked (E6). Some companies move away
from strict office hours towards work-life-blend: being able to freely plan your day,
mixing work, and private (E6).
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As far as the top management is concerned, there is some debate about who should
assume the role of DT leader. While the literature is generally in favor of establishing a
CDO function, the expert interviews indicate a low level of importance for the function.
E2 explains that there are already many chief executive functions, one of which can
take the extra role of DT leader. Furthermore, the experts state that DT is the
responsibility of the entire company (E7). Top management should, however, create
and communicate the digital vision to all stakeholders. E6 notes that communication is
not a one-time thing but must happen continually throughout the project. Besides,
nearly all respondents agreed that creating a feeling of urgency is extremely important.
Regarding the leadership philosophy, proactive and supportive leadership is generally
considered important. E1 advises servant leadership, in which the goal of the leader is
to serve in contrast to the traditional leadership where the goal is to lead and decide. In
a similar vein, E7 stresses that leaders must not only talk about it but be an example
themselves.

Lastly, the right IT infrastructure has been deemed as an essential requirement for
DT. All the experts recommend an operational backbone and service backbone. Having
a central database received mixed opinions. E1 states that “a central database is not
realistic. The real question is about data ownership. In addition, the data platform must
support the needs of all stakeholders such as the analytics and reporting teams”. Fur-
thermore, change for the sake of change is not needed. “Legacy software is working
software”, says E4, who continues by saying that moving everything to the cloud will
create its own problems. The needed capabilities and faced challenges change all the
time so it is often not worth the investment to change what works. In contrast, E2
recommends having a cloud-first strategy for the IT infrastructure because cloud
software follows a lean and efficient IT structure. A practical guideline to keep in mind
when changing the IT infrastructure is to take small steps. A large step requires a higher
budget and is often slower in practice (E4). Another practical guideline is to move
away from IT as a service to IT as a product and revenue stream. The IT infrastructure
must also ensure security, data safety, and privacy (E3). E6 states that private devices
of employees form the biggest risk and must be regulated.

5 Discussion

The contribution of this paper is twofold. First, we consolidate a wide range of
guidelines in a structured framework. Practitioners and researchers can be informed
through our framework about the general best practices recommended by researchers
for DT projects. As such, the framework can be used as a checklist or as inspiration for
DT practitioners. In addition, the structured framework can be useful for future
research. Secondly, we received interesting feedback from DT experts regarding the
applicability of the framework. In general, the common DT guidelines found in the
literature are considered important but always require a degree of nuance. Investigating
the generality of these guidelines is another area that can be explored by other
researchers. The guidelines suggestions by the experts also highlight the discrepancy
between the literature and practice. More research must be done in this area.
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It is important to note the limitations of this framework. First, the framework forms
a high-level generalization of common guidelines for DT. The exact implementation is
firm-specific and might differ significantly between various industries. Due to the
dynamic and complex nature of DT, there exists some overlap between the different
guidelines and levels, and with other research areas such as project management.
Secondly, the practical guidelines were only suggested by seven experts and require
further investigations. Furthermore, DT is a complex process making it is hard to
measure whether these best practices contribute to the successful implementation of
any DT project. Investigating the effect of DT guidelines on DT success could be a
fruitful area for further research. One interesting question to further investigate is
whether these guidelines must be followed in a particular order and what alternative
instruments can be used.

In future work, we plan to expand this framework by means of a large-scale survey
across all types of DT practitioners. This way, we want to get a good overview of how
these guidelines can be implemented in practice. We believe the practical side of DT is
often underrepresented in the literature. In addition, the survey will be used to further
update the framework with new guidelines, restructuring and reordering guidelines, and
more examples.

6 Conclusion

In this paper, we consolidated various guidelines for DT found in the literature in a
novel framework that consists of three levels: abstract, general, and practical guide-
lines. The framework was validated using expert interviews who expressed a general
acceptance. Several changes were made to the original framework, together with
several extensions regarding the practical guidelines. This framework is one of the first
that consolidates the DT guidelines found in the literature with a focus on the practical
implementation and can be used both by researchers and practitioners as explorative
means when embarking on DT projects. In future work, a large-scale survey will be
conducted to further investigate and enhance the framework.
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Abstract. The interaction between security management in public and private
organisations includes complex challenges. In particular in critical infrastructure
sectors, there is a need for instruments that enable the holistic and overarching
management of private and public providers. Cross-organisational structures and
processes should be defined, but are difficult to establish in federal governmental
structures due to different legislative levels and scopes. The paper investigates
this challenge using Germany and the Free Hanseatic City of Bremen as example.
The study proposes the development of an “Enterprise Architecture Frame-

work” integrating and overarching the organizational structurers for both, a
federal state, its municipalities and the (private) critical infrastructure providers in
these municipalities. The main contributions of this paper are based on the results
of an interview study. The interview partners were representatives of enterprises
and public bodies covered by the federal IT security regulations. The contribution
of the paper is the identification of security management challenges for services
of general interest and how to increase the resilience of public service providers.
Cybersecurity management in the context of public institutions is in focus.

Keywords: Cybersecurity � Security management � Services of general interest

1 Introduction

Cyber- and information security has become evenmore important in pandemic times. The
current crisis impressively shows how systemically relevant the availability of digital
services and information and communication technology (ICT) infrastructures are, even
for countries or federal states such as Germany’s Free Hanseatic City of Bremen, which
serves as motivating case and subject of investigation in this paper. Despite this all-
German case the findings of this paper are relevant for other states and contexts, as the
challenge of cooperation between governmental structures (in our case in a federal state)
and private companies being part of critical infrastructure sectors are similar in many
democratic countries. Not only is much more data being processed - including sensitive
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data - but digital services and secure data networks are the backbone of society in the age
of contactless working. Information security and data protection must meet these
increased demands. Therefore, the basic values of information security, such as avail-
ability, integrity and confidentiality, are becoming increasingly important.

Using the example of the Bremen, the research work presented here aims to gain a
better understanding of organisational structures and processes relevant to services of
general interest, which particularly concerns the interface between organisations
responsible in the public sector and private operators of critical infrastructures. For the
Bremen federal state administration, not only its own infrastructures are of elementary
importance, but also the functioning of the ICT infrastructures that enable a common
life in the whole region. This includes in particular the “system-relevant” providers of
services in the municipal environment. Such service providers were partially addressed
in Germany by the Act to Increase the Security of Information Technology Systems (cf.
[15]). With the following BSI Kritis1 Ordinance, companies classified as critical
infrastructure sectors and ensure supply for a certain size of population were obliged to
implement requirements for the security of information technology systems [16].

However, there is no established procedure, best practice, public body, organisa-
tional structure or other instrument to support implementation of cyber-security for
critical infrastructures when it comes to the cooperation between federal state, munic-
ipality and private sector companies. This gap has been addressed by research on
Business and IT-alignment (BITA) [14], for example in [21], but is not fully covered
yet. BITA is a continuous process aiming at aligning strategic and operational objectives
and ways to implement them between the business divisions of an organization and the
organization’s information technology division. The concrete contribution of the
research work is an empirical study among the operators of critical infrastructures in the
Bremen in order to collect information on the security management of infrastructures
relevant to the provision of public services that has been difficult to access for research to
date. After a brief description of the theoretical background (Sect. 2), research
methodology (Sect. 3) and state of research (Sect. 4), the hypothesis-driven survey is
described in Sect. 5 and analysed in Sect. 6. Section 7 summarizes conclusions.

2 Theoretical Background

2.1 Enterprise Architecture Management and Business/IT-Alignment

In general, an enterprise architecture (EA) captures and structures all relevant com-
ponents for describing an enterprise, including the processes used for development of
the EA as such [1]. Research activities in EAM are manifold. The literature analysis
included in [7] shows that elements of EAM [2], process and principles [3], and
implementation drivers and strategies [8] are among the frequently researched subjects.
Furthermore, there is work on architecture analysis [4], decision making based on
architectures [5] and IT governance [6]. However, there is no specific focus on EAM
use in the German public sector.

1 BSI = Federal Office for Information Security. Kritis = Critical Infrastructure Protection.
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The existing research on EAM and IT governance for the public sector to a large
extent is specific to certain countries. This is obviously caused by the strong influence
on national regulations and laws on governing structures, decision and implementation
procedures, and policies. Much work for the public sector has been done in the USA
(see, for example, [9]) which is due to the fact that the Clinger-Cohen act already in
1996 made it mandatory for public agencies to show how planned investments in
information technology would improve efficiency and effectiveness. Similar regulations
and related research can be observed in Australia (see [10]). Examples for EA in public
administration in Europe can be found in Denmark, the Netherlands [11] and Finland
[12]. However, due to the specifics of the German governmental system with its federal
structure and a combination of state-level and federation-level regulations, the work
from other European countries is not easily applicable in Germany.

Business and IT-alignment (BITA) in general is a continuous process aiming at
aligning strategic and operational objectives and ways to implement them between the
business divisions of an organization and the organization’s information technology
division [14]. Many challenges are linked to BITA since the business environment
continuously changes and so does the IT in an enterprise, but the pace of change and
the time frame needed to implement changes are different. Cyber-security management
is considered as major driver of changes in both, business environment and IT. As a
consequence; BITA is of high relevance in implementation of cyber-security. In this
context, the integration of security management in public and private sector can serve
as contributions to structuring the BITA.

2.2 Legal framework for Critical Infrastructure Sectors in Germany

With the Article Law on Increasing the Security of Information Technology Systems
(IT Security Law) [15] Germany goes much further in the scope of application than the
European regulations envisaged (cf. [20]). The legal framework is based on the findings
and experiences from Germany’s cyber security strategy from 2011, which was first
published in 2016 and is currently being revised and updated. Due to the federal
structures in Germany, the federal legislation for the federal state is only partially
possible, as there is only limited regulatory competence for this.

For different sectors of critical infrastructure (Kritis) the Federal Government
defined requirements for companies of general interest. The Federal Office for Infor-
mation Security (BSI) was assigned the mandate to supervise the fulfilment of the
requirements of the companies affected by the IT Security Act. The BSI provides for
rights and obligations, in particular obligations to provide evidence, of the operators.
Public administration in the federal states and municipalities are also belongs to the
critical infrastructures, but could not be addressed by the federal legislator for legal
reasons of the federal state structure. The companies identified in the Bremen are active
in various Kritis sectors. Thereby, the number of companies is significantly smaller
than the identified Kritis company parts. For instance, municipal water treatment and
disposal are bundled in one company, whereas water distribution, due to regulation by
the Federal Network Agency (BNetzA), is located in other companies. For the Bremen,
there are currently less than 10 identified companies of general interest that fall under
the federal law. This approach, based on self-disclosure, is not expedient for a federal
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state and falls short of increasing the resilience of critical infrastructure operators in the
Bremen. The federal government and also the federal states must decide how sys-
temically important companies are identified and addressed. Qualifying characteristics
for federal states are preferable to a purely quantitative assessment.

If a company does not fall under federal regulation, there is currently no legislation
that would oblige a company to report to a federal state. For operators of critical
infrastructures, the BSI negotiates individual verification obligations with the respec-
tive company (for instance, introduction of management in accordance with ISO27001)
or facilitates a sector-specific security standard (B3S) of the respective sector working
group of a critical sector. The federal regulation of IT security for operators of critical
infrastructures is currently under revision and has identified challenges in the federal
states and municipalities that were not conclusively regulated by the law itself.

3 Research Approach

The work presented in this paper is part of a research project aimed at method and tool
support for cross-organizational structures and processes between the public and the
private sector supporting systematic implementation of cyber-security management in
critical infrastructure sectors. The core of the method and tool support is expected to be
an EA-based reference model for how to organize the cooperation between the different
levels of public administration (i.e., federal state, municipality) and the private sector
(i.e., enterprise in the critical infrastructure sector). The overall research project follows
the paradigm of design science research [13]. This study concerns a step towards the
explication of problems and elicitation of requirements for the envisioned design
artifact: EA based reference model for integrated caber-security management. The
work presented in this paper started from the following research question: RQ: In the
context of cyber-security in critical infrastructure sectors, what challenges are visible
in the cooperation of public administration and private sector and what problems have
to be addressed in method support?

The research method used for working on this research question is a combination of
literature study, expert interview and argumentative-deductive work. Based on the
research question, we started identifying research areas with relevant work for this
question and analysed the literature in these areas. The purpose of the analysis was to
find existing approaches or theories supporting cyber-security integration in
public/private sectors allowing us to study the problem relevance in detail. Since the
literature study showed a lack of established approaches (see Sect. 4), we decided to
focus on an expert interview in a real-world case for investigating the problem (see
Sect. 5). The case is used to explore the existence and shape of the challenge of
public/private sector integration.
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4 State of Research

For a few years now, the number of research papers in the field of cyber and information
security has been growing steadily. Due to the transposition of the Directive of the
European Parliament and of the Council on measures to ensure a high common level of
security of network and information systems [20] into national law, this topic is of high
interest in the member states. In the context of the digitalisation of public administration
and society, the results of the colloquium “Do we need a new art of statecraft” -
challenges for state and administrative action due to digital development- are processed
in a socio-political, state-theoretical, constitutional and administrative discourse [18].
A comprehensive presentation of IT security law and its current technical basis is
provided in the legal handbook “Cybersecurity” [17]. In particular, it shows how
responsible corporate management and supervision (corporate governance) and com-
pliance with laws and regulations (corporate compliance) are to be interpreted in this
context. IT governance comprises management and organisational models, which are
supplemented by the aspects of conformity with rules on processes and law. The
intended research of this work is to close the gap that arises in the federal design of the
ambitious digitisation projects from the perspective of the federal state administration.

4.1 Literature Analysis

In addition to the book publications mentioned above, an examination of conference
and journal publications is also necessary to analyse the state of research. To this end, a
literature analysis was conducted in relevant German and English-language literature
databases. Specifically, SSOAR (administrative sciences), EconLit and WISO (public
service, business administration) as well as Scopus (various disciplines, mainly Eng-
lish) were selected. The following table shows the search terms, database and number
of hits. The search was conducted in the title, abstract and keywords of the publication.
The search was conducted at the End of January 2021.

Search term Literature Hit Relevant

Daseinsvorsorge AND Cybersicherheit Scopus 0 0
services for the public AND cybersecurity 0 0
Public services AND cybersecurity 12 0
Public services AND IT-securtiy 3 0
Public services AND information securtiy 43 0
Daseinsvorsorge AND (Cybersicherheit OR
IT-Sicherheit OR Informationssicherheit OR
IT-Sicherheitsmanagement)

EBSCO
EconLit

0 0

(Kommune OR Bundesland) AND
(Cybersicherheit OR IT-Sicherheit OR
Informationssicherheit OR
IT-Sicherheitsmanagement)

0 0

Daseinsvorsorge SSOAR 59 0
Daseinsvorsorge UND Sicherheit WISO 2 0
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The 12 hits in Scopus on public services and cybersecurity concerned military
aspects of cybersecurity or case studies in emerging countries. The 3 and 43 hits on IT
security or information security in the public sector were also not relevant to our work,
as they dealt with studies on the state of affairs in specific countries (e.g. Indonesia,
Cameroon, Nigeria), specific aspects of IT security (e.g. access control or continuity),
or aspects of continuing education or e-learning. None of the 59 hits in SSOAR for the
search term services of general interest dealt with a topic in the context of IT security.
The two articles in WISO focused only on security in healthcare.

Overall, no publication on cyber security or IT security and services of general
interest could be found through the literature search.

4.2 Summary

Current cybersecurity research is very wide-ranging, dealing in particular with tech-
nologies, digital sovereignty and liability issues in the context of the European Union,
regulation and national implementation. Cybersecurity research cannot be limited to
one specific field only. In contrast, the critical infrastructure “public administration”,
together with the responsibility for municipal services of general interest, is little
researched. Organisational structures should be researched, should be the focus of
further development, in order to ensure the interaction of federal state government,
municipalities and companies for the common good. It is about the interaction between
law and information technology.

5 Interview Study

5.1 Methodological Approach

For the research in the field of cyber security, a study was conducted in the form of a
guideline-based interview. The participants were identified through the notification of
the BSI, to the coordinating bodies of the federal state (single point of contact), in this
case the Bremen. The head offices for IT, the management and also the CISOs (Chief
Information Security Officers) of the companies concerned were interviewed with
defined and open questions. A total of nine interviews were conducted with the
organisations concerned in a period of between one and four hours. The obtained and
transcribed results were subjected to a qualitative content analysis according to [19].
The same text passages of identical main categories were summarised and refined by
forming subcategories. The formation of subcategories corresponds to the induction
process. In addition to the category-based evaluation, individual case interpretations
were created along the main categories. The central research question is further defined
by the interview study. Organisational structures or organisational architectures, as well
as the accompanying legal design, should promote cooperation between the public
administration and the business community in such a way that an exchange of content
is made possible and legitimised, obligations are created where necessary and joint IT
security status reports can be created.
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5.2 Hypotheses/Theses

In order to be able to examine the central research question of this work in the interview
study, theses were first developed which served as a basis for the definition of interview
questions. The following 9 statements form an important input for the qualitative
content analysis of the interviews.

1. “The companies have not been informed that they are affected!” The BSI Kritis
Regulation did not lead to the automatic identification of the addressed companies
according to coverage. The more time passed, the more companies found out in
their compliance management that they were affected only by chance.

2. “The companies do not consider themselves to be part of the municipal utilities and
are therefore not willing to recognise the potential impact of services of general
interest!” Affected companies do not see their own service as elementary for the
common good. Distribution effects in the region can compensate for any shortfalls
at any time.

3. “The municipality is not seen as a stakeholder by business enterprises!” The federal
state government or the municipality is not seen as an institution to be involved with
business enterprises, rather it is seen as a disruptive factor. The more regulations are
created, the more dependent business decisions are.

4. “Companies are of the opinion that IT is part of the normal core business that can be
afforded by the company itself, this also applies to IT security (networking idea
underdeveloped)!” IT infrastructures and services are part of the company’s own
value chain and must be located within the company. IT and information security
can be managed within the company. The more complex the requirements become,
the more there is a willingness to outsource.

5. “The development and transfer (stabilisation) of know-how can be achieved without
outsourcing partners!” If there are requirements that force a qualification of
employees, this is granted within the company. External consultations are only
helpful to a limited extent.

6. “The risk in networking office IT and OT is underestimated by companies!” Net-
working (connecting) operational and office IT has more benefits for the organi-
sation. Cybersecurity risks can be managed. In particular, the focus here is on the
“creeping” networking of systems of operational IT, office IT and possibly further
IoT systems.

7. “The choice of information security and data protection frameworks are inconsistent
and influenced by several factors!” If there are external requirements, for instance
from the Basic Data Protection Regulation, management systems are introduced.
Implementing management systems voluntarily are only cost factors and have no
added value. Are the classic functions of planning, organisation, personnel, man-
agement and control available in a form that is conducive to cyber security?

8. “Interdependencies were not taken into account!” The own service is not dependent
on other service providers. A failure of suppliers or providers of ICT services is
unacceptable and has a fundamental impact on value creation.

Integrated Security Management of Public and Private Sector 297



9. “The companies do not see the public authorities as partners, but as a source of
information. They do not see any regulatory deficits on the part of the legislator!”
The more regulatory requirements there are, the less advantageous this is for service
provision. Non-binding networking with public administration institutions,
including the exchange of current threat situations, can be beneficial.

The prepared 16 questions, which were to be used to investigate the hypotheses,
were asked of all participants in the course of the discussion - but not chronologically.
The results were written down during the interviews.

5.3 Interviewed Companies and Objectives of the Interviews

The operators of the critical infrastructures located in the Bremen, which were iden-
tified by the Federal IT Security Act, are not yet dependent on or even obliged to
cooperate with the federal states and municipalities in terms of content due to the
existing legal regulations. Operators of a critical infrastructure within the meaning of
the law must, in particular, name a contact point to the BSI within six months of the
BSI KritisV coming into force, via which they can be reached at any time. However, in
the view of the federal state government, this circumstance is not to be considered
appropriate, since the federal states were not informed or were only partially informed
about the addressed companies. In order to better understand the needs of the operators
and also of the federal state government or the supervisory authorities in municipalities
within the administration, structured interviews were conducted with the entrepreneurs
currently notified. These companies reported to the state are critical infrastructures that
did not fall under existing special legal regulations. In particular, companies that fall
under the Energy Industry Act, the Telecommunications Act or the Telemedia Act were
not among the interviewees.

The companies surveyed are operators in Bremen and Bremerhaven that provide
services in the following facility categories: Wastewater disposal, facilities for order-
ing, distribution and sale of food and raw materials, oil and product storage, water
distribution network, control facilities, sewerage, wastewater treatment plants, logistics
centres and hospitals.

These companies in the Bremen belong to the Kritis sectors: sewage treatment
plants, food supply, fuel and heating oil supply, drinking water supply, sewerage,
passenger and goods transport and stationary medical care. These twelve notified
operators belong to fewer than 8 companies in the Bremen. In addition, there are
operators who fall under the IT Security Act and are to be designated as municipal.

Telephone appointments were arranged with all operators identified in the Bremen
and face-to-face appointments with individual operators. The telephone interview
partners were, depending on the organisation and size of the respective company, the
managing director, the IT security officer and/or the IT manager. The crisis/emergency
management officer, the information security officer, the head of network operations
and a member of the management were present at the face-to-face appointment. The
survey was conducted in 2020.
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Questions such as “Which regulatory authorities (local, state or federal state) do
you have?”, or “Are there established processes and reporting channels?” helped to
understand the context of the organisation. Questions that approached the topic of
critical infrastructure on a technical level (especially the operation of ICT systems)
were intended to reveal whether the respective company operates particularly high-risk
infrastructures (e.g. “Are operational information technology and office IT separate in
your company?”).

The aim of the interviews was to find out where comparable challenges exist among
the operators, how the operators can imagine cooperation with the supervisory
authorities in terms of content, and what regulatory deficits, training needs or further
training requirements exist. From the perspective of the central information security
management of the Bremen, the consideration of interdependencies in the context of
service provision is also of elementary importance.

6 Results

The 9 hypotheses/theses are evaluated in detail below:
H1 The examination of whether the company is affected by the IT Security Act was

carried out exclusively internally; in the broadest sense, compliance management is in
place at larger companies. It can be assumed that many companies in the general
interest are not yet aware of this. Extensive laws, regulations and controls are common
in other subject areas (environment [water and emission protection], trade supervision).
More extensive regulations are not advocated by any company. For instance, one
interviewee replied: “It is not clear to us how the threshold values were arrived at.
Although we are not a big supplier, in our company the annual production thresholds
are reached on a weekly basis.”

H2 The own understanding of service provision - in the context of services of
general interest - is not very well developed. Only once was a comprehensive emer-
gency management system found that also addressed cyber security risks. Although the
ongoing pandemic did not begin until after the interviews, one company also had
concepts for the operation of systems separated in terms of personnel and space. For
instance, one interviewee replied meaningfully: “Our company is a global player that
does not operate according to rules in Germany.”

H3 Companies that perform public tasks in the broadest sense (e.g. water supply)
have a much better understanding of cooperation with municipal public authorities and
the relevance for services of general interest. Other sectors are only committed to their
original business objective and do not see their service in the context of services of
general interest. For instance, one interviewee replied: “We are in contact with Bre-
merhaven’s municipal authorities and the federal state Criminal Police Office regarding
threatening situations.”

H4 Depending on the size of the company, the IT equipment and the associated IT
security are developed very differently. Large companies rely on partners in the IT
environment and have awareness-raising concepts for their employees. Networking
with industry associations is well developed. Centralised (corporate) IT was also cited
in one company to make it clear that necessary decisions are not made in Germany.
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Smaller companies are not very networked, operate traditional IT environments and see
themselves as committed to data protection goals at most. For instance, one interviewee
replied: “The combination of regional and central partners is effective. A Security
Operation Centre (SOC) is at the corporate level already established.”

H5 Few companies had a training concept or tracked their training in a manage-
ment system. When training is provided, it tends to be on an annual basis and often as
an electronic and optional learning opportunity. On-, off- and change boarding pro-
cesses for employees are established in the companies’ HR management. For instance,
one interviewee replied: “We have a network of internal and external partners, we are a
global player! But it also varies from country to country. We have a global safety
policy, as well as e-learning offers.”

H6 The separation of operational and office IT varies greatly; the smaller the
company and the resources available for IT, the higher the degree of networking and
thus the risk appetite. In larger companies, complete separation of the IT systems can
be found, up to and including regulated technical transitions. The danger of networking
these two segments is perceived as a high risk. For instance, one interviewee replied:
“Production software is integrated, but subject to special regulations with high tech-
nical requirements” or “There is only one IT, not connected in a separable way.”

H7 There are few industry-specific security standards (B3S) published at the time
of the interview. The BSI has often recognised ISO 27001 (native) as a framework, as
evidence for the BSI KritisV (Guidance on evidence). Data protection management, on
the other hand, is consistently established. For instance, meaningfully, one interviewee
replied, “It is well known that you can participate or contribute to industry or thematic
working groups. It’s a resource issue.”

H8 Public authorities are expected to provide a framework. No further explicit
requirements or obligations are expected. Rather, voluntary cooperation is advocated.
In the meantime, the Bremen federal state Criminal Police Office has contacted the
operators affected by the IT Security Act and offered to exchange information. For
instance, one interviewee replied: “Further regulations are not really desired. Compa-
nies like these, are active in all federal states (of Germany), networking would be over-
regulated. Too many contact persons.”

H9 Very few companies have taken precautions to make themselves less dependent
on supplier services in the ICT environment. Nor are most entrepreneurs aware of
whom they are dependent on for performance (internet and infrastructures) in the first
place. One single company (as mentioned above) is aware of almost all aspects of
business continuity management (BCM), thanks to its well-developed emergency and
disaster recovery management. Contractual arrangements have also been concluded
with replacement service suppliers in this example. For instance, one interviewee
replied: “There is complete dependency on ICT. A technical failure in Africa meant
that we were no longer able to operate there for a week. ICT can only survive without
partners at the head office in Denmark.”
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7 Conclusions and Future Work

The validity of the analysis is generally given by the use of several evaluators and
multiple qualitative content analysis of the interview transcripts (data). For the existing
data sets of the nine interviewed companies, this was postponed, as further surveys,
especially supra-regional-municipal studies, will follow, which should also verify the
present result. The transferability and possibility of generalisation already exists in the
authors’ view, although there is the possibility that the answers of the interview
partners depended on the interview partners’ “role” in the company. The very
heterogeneous structure of the interviewed companies (local company to part of a
group) shows that there are no uniform or comparable approaches or architectures in
the organisation of the companies to adequately counter cyber security risks.

Technically and organisationally, the measures taken are mostly not effective. The
larger and more decentralised the IT, the more agile and also sensitive the companies
are with regard to the required cyber security. Smaller companies can be said to have an
underdeveloped understanding of resilience issues. Companies currently affected by the
IT Security Act are not fully covered, as the IT Security Act aims at “self-disclosure”.
The BSI has not reported several large companies in Bremen known to the public
administration to the Senator for the Interior. A deficiency that can only be countered
by identifying system-relevant enterprises oneself. The required screening of critical
infrastructures must map such enterprises of the region or the federal state dependent
services (interdependencies) must be fully worked through.

It should be noted that Bremen, like the other federal states, has not yet been able to
create any binding structures to promote cooperation between the relevant stakeholders
in the common good. The evaluation also shows that most of the Bremen companies
reported so far do not have well-developed resilience structures. A common organi-
sational architecture must be developed. Other federal states (such as Saarland, Lower
Saxony and Saxony) have adopted legal foundations for information security in the
federal state administration. In this context, cooperation with the public organisations
can only be targeted on a voluntary basis.

Future Work: Based on the present study, supplemented by further municipal and
country-specific studies, an enterprise architecture model is to be developed, which can
be integrated into the existing management systems. The architecture must consider the
following aspects: The public administration is to network the providers of services of
general interest identified based on qualitative characteristics in, for instance, a
“country-based alliance for cyber security”. Rights and obligations of the participants
are defined; in particular, the automated exchange of information, e.g. on cyber security
risks and current threat situations must be made possible. The establishment of a cyber-
security control centre, modelled on a Computer Emergency Response Team, should
be established between stakeholders. At the same time, legal foundations must be
created to oblige the providers of services of general interest in the federal state,
especially because the tasks of disaster control, crisis management and hazard pre-
vention are the original responsibility of a federal state.
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Abstract. The market launch and regulative assessment of ICT-based medical
devices in Europe is very complex due to a multitude of regulations to be
considered during requirements engineering and product management. Addi-
tionally, there are no established standards, best practices or support tools how
to launch medical devices on the market. The paper is part of a project aiming
for methodical support for medical device launch and assessment, and is dedi-
cated to investigating problem relevance. To understand the processes and
requirements three case studies were analysed and the necessary processes and
requirements were matched towards enterprise architectures (EA). Based on this
finding, we argue that EA could be a suitable way to visualize and recommend
required processes and structures for medical device management. The main
contributions of our work are (a) a literature analysis of EA use in health care
and especially for telemedicine, (b) results from use case analysis investigating
the business perspective from inside three health tech companies and (c) the
analysis of problems of telemedicine integration into EA.

Keywords: Medical device � Market launch � Assessment process � Enterprise
architecture

1 Introduction

Medical devices have been an increasingly important part of patient care for the
practicing physician and the whole health system since many decades. Medical devices
(MD) in general are instruments intended for application in diagnosis, treatment, cure,
or prevention of disease (cf. Sect. 2.1) – ranging from simple stethoscopes to pace-
makers and complex medical imaging or even drug-device combinations, like coronary
stents containing antibiotics. Medical devices traditionally are subject to both national
and international regulation, including premarket evaluation and approval processes,
surveillance during the operation phase, and post-market evaluation. The focus of
regulation essentially is on safety and effectiveness of the medical devices.

Of particular interest for our research are medical devices with a value proposition
based on the use of information and communication technologies (see also Sect. 2.1).
Examples are remote monitoring of health functions for patients at home, the use of
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mobile devices and software-apps supporting the treatment of chronic diseases, or
wearables for the care of persons with dementia. Such medical devices cause additional
challenges to enterprises planning, their development and market introduction. One
challenge is additional regulation, for example from a data protection perspective, as
the processing of personal patient information is required. Other challenges are caused
from the business model and the technical architecture. Usually, not only the single
devices are part of the product but even operations of the technical infrastructure for
information transfer and processing, and the actual users often are not the customers but
the public health system or health insurances are covering the costs.

In this context, we consider systematic and integral management of regulative
compliance, business model and IT implementation as essential for successful medical
devices. However, existing recommendations and best practices only cover specific
aspects of medical product management, such as the technology assessment, privacy
protection or business development (see Sect. 4). Based on observations in industrial
cases and focus groups, and judging from an analysis of existing work, this area has not
attracted much research so far. The long-term objective of our research is to develop a
recommendation for processes, organizational structure and IT support in the field of
medical device development. In this paper, the purpose of our research is– as a first step
– to investigate the state of research and the relevance of the topic from a business
perspective. Guiding question is “In market launch and assessment of medical devises,
what are specific problems and needs of enterprises with ICT-based medical devices?”.

The main contributions of our work are (a) a literature analysis of EA use in health
care and especially for telemedicine, (b) results from use case analysis investigating the
business perspective from inside three health tech companies and (c) the analysis of
problems of telemedicine integration into EA. The rest of the paper is structured as
follows: Sect. 2 summarizes the background and related work on telemedicine and
EAM. Section 3 introduces the research methods used in the paper. Section 4 is focused
on the expert interview and use cases we performed as part of our study with three
health tech companies in the field of telemedicine. Section 5 shows the reason why
EAM integration of requirements for telemedicine manufacturers is recommendable.
Section 6 summarizes our findings and discusses future work.

2 Background and Related Work

2.1 Telemedicine and Medical Devices

As shown below, there are numerous definitions of the term “telemedicine”. One of
them is: “Telemedicine is a collective term for various medical care concepts that have
in common the principle approach of providing medical services for the health care of
the population in the areas of diagnostics, therapy and rehabilitation, as well as in
medical decision-making consultation over long distances (or time offsets). Information
and communication technologies are used for this purpose.” [1, transl. by the author].

By summarizing other definitions, the term “telemedicine” can be defined as the use
of audio-visual communication technologies for the purpose of diagnostics, conducting
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consultations, and providing emergency medical services when the parties involved are
separated by a physical distance [2, 3].

The term “medical device” is defined in the EU Regulation 2017/745 also called
Medical Device Regulation (MDR): “‘medical device’ means any instrument, appa-
ratus, appliance, software, implant, reagent, material or other article intended by the
manufacturer to be used, alone or in combination, for human beings for one or more of
the following specific medical purposes: - diagnosis, prevention, monitoring, predic-
tion, prognosis, treatment or alleviation of disease, […]” (Art. 2 Para. 1 MDR).

It can be stated that the definitions of a medical device and telemedicine applica-
tions overlap, especially with regard to diagnostics, therapy and rehabilitation. Tele-
medicine applications can consist of various components and combinations of non-
medical devices and medical devices. For telemedicine systems, software seems to be
excluded as such according to the above-mentioned definition of accessories, but
Recital (Rec.) 19, Sentence 2 MDR clarifies that software can also be considered as an
accessory. Furthermore, guidance is provided by means of guidance and MedDev
documents of the European Commission for the delimitation of the medical device
properties of software: “Medical device software is software that is intended to be used,
alone or in combination, for a purpose as specified in the definition of a ‘medical
device’ in the MDR or IVDR, regardless of whether the software is independent or
driving or influencing the use of a device.” (MDCG 2019-11). In recital 19 sentence 1
MDR repeatedly emphasizes that software intended for medical purposes is a medical
device. It simultaneously restricts that “software for general purposes, even when used
in a healthcare setting, or software intended for life-style and well-being purposes is
not a medical device.”

Furthermore, software or apps without a medical purpose that are used purely for
sports, fitness, wellness or nutrition can generally be assumed not to be medical devices
[4, 5]. Although the guidance of the Federal Institute for Drugs and Medical Devices
(Bundesinstitut für Arzneimittel und Medizinprodukte – BfArM) [4] was written before
the MDR was published, it is still legitimate today, as there are only marginal differ-
ences between the English definition of a medical device in the MDR and in Directive
93/42/EEC, on which the German “Medizinproduktegesetz” (MPG) is based. A further
aid to differentiating between software-based medical devices is a judgement by the
ECJ. This declares software or a software module in which “one of the functionalities
makes it possible to use patient data in order to determine, among other things, con-
traindications, drug interactions and overdoses” to be a medical device. This also
applies if this software does not act directly in or on the human body [6].

On the basis of the facts on which the aforementioned judgment is based, it is
evident, on the one hand, that the term “medical device” is to be interpreted very
broadly. On the other hand, the judgement indirectly shows that the manufacturer
himself can influence the distinction between products and medical devices by means
of the intended purpose formulated by him. The “‘intended purpose’ means the use for
which a device is intended according to the data supplied by the manufacturer on the
label, in the instructions for use or in promotional or sales materials or statements and
as specified by the manufacturer in the clinical evaluation;” (Art. 2 No. 12 MDR). If
an official delimitation decision is made, usage information, the website and infor-
mation from app stores are also used [4].
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2.2 Complexity of the Market Launch of Medical Devices in Germany

The complexity of the European healthcare market is a barrier to market entry for
numerous companies, because although there are numerous telemedicine solutions,
they are not available nationwide or established in the provision of care due to the
particular structure of the healthcare market. In addition, there are no universal ways for
manufacturers to enter the healthcare sector [7].

Taking Germany as example, this statement is also in line with the conclusions
based on a survey by Bitkom1 in cooperation with BfArM2 on the market launch of
digital health products and market knowledge of the participants. This revealed that
“participants at all levels [of market launch] would like to see improved support for
digital health products and thus also for their path to certification and reimbursement”
[8].

The interdisciplinary nature of telemedicine can be cited as an initial obstacle to
market introduction. This leads to increased complexity in the implementation of tel-
emedicine projects and requires close cooperation between the individual players, as
different requirements are imposed from the medical, technical and regulatory sides [9,
10]. On the other hand, in addition to the usual business risks, manufacturers of
medical devices are threatened with confiscation of the products by state authorities, up
to and including imprisonment, if the products are not placed on the market in con-
formity with the law despite the complex legal situation (cf. § 93–95 MPDG and § 40–
43 MPG). It should be noted that telemedicine systems are subject to constant changes
and further developments due to rapid technical development, which represents a
particular hurdle in the given requirements for digital medical devices [11, 12].

In order to speed up how medical device manufacturers can get into reimbursement
models in Germany, the Federal Ministry of Health issued the “Digital Care Act”
(Digitale-Versorgung-Gesetz - DVG), which has been in force since 01.01.2020 [13]. It

Table 1. Stakeholder and requirement levels of medical devices in telemedicine [18, 19]

Determinants Influencing factors and barriers

Technology
Acceptance Patients

Insurers
Physicians

Financing Business model
Reimbursement

Organisation Organisation
Policy and Legislation Regulators

Medical institutions

1 Bitkom = Germany’s association of Information and Communication Technology companies.
2 BfArM = Federal Institute for Drugs and Medical Devices in Germany.
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remains questionable to what extent manufacturers will succeed in overcoming the
additional regulatory requirements of this law [14]. In fact, the success of this law can
only be measured in a few years’ time, as the market launch process of a digital health
application in standard healthcare, including the preparation and application processes,
can take longer than a year [15, 16]. Tanriverdi and Iacono summarise barriers to the
diffusion of telemedicine systems based on use cases. They found that successful
telemedicine implementations required consideration of organisation, remuneration and
involvement of healthcare professionals, patients, insurers and regulation. Similar
parameters on determinants of successful telemedical implementations are found by
Broens et al. with the categories: Technology, Acceptance, Financing, Organisation
and Policy and Legislation [18, 19].

The domains analysed are also provided for in Health Technology Assessments
(HTA). In addition to medical devices, the HTA also evaluates medicinal products,
medical procedures and analyses. The use of an HTA is recommended during the
development of new technologies, as this enables active innovation management to
determine the benefits and quality of the health system and to be able to introduce
effective technologies [17]. According to international consensus, the following aspects
are the subject of an HTA: safety, efficacy, cost and economic evaluation, ethical
analysis, organisational aspects, social aspects, legal aspects [17].

3 Research Approach

The work presented in this paper is part of a research aimed at technological and
methodical tool support for medical device launch, assessment and monitoring. We
envision the development of a (normative) recommendation how to integrate the
required management processes into an organisation, including the business perspec-
tive and supporting information systems and technologies. An enterprise architecture
(EA) based representation of such a recommendation seems possible. The work follows
the paradigm of design science research [23]. This study concerns a step towards the
explication of problems and elicitation of requirements for the envisioned design
artifact: EA reference model for medical device launch, assessment and management.
The work presented in this paper started from the following research question: RQ: In
the context of medical device launch and assessment, what regulative and business
challenges are visible in industrial practice and what problems have to be addressed in
method support?

The research method used for working on this research question is a combination of
literature study, case study and argumentative-deductive work. Based on the research
question, we started identifying research areas with relevant work for this question and
analysed the literature in these areas. The purpose of the analysis was to find existing
approaches or practices supporting medical device launch and assessment and real-
world case studies allowing us to study the problem relevance in detail. Since the
literature study showed a lack of established approaches and many open challenges (see
Sect. 2), we decided to focus on case studies from companies working with medical
device development and market introduction for investigating the problem (see
Sect. 4). The cases are used to explore the existence and shape of the challenge of
medical device launch and assessment.
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4 Case Study on Medical Device Assessment

4.1 Case Study Design

In order to investigate challenges in market launch and regulative assessment of ICT-
based medical devices, we had the possibility to study three start-ups. The researchers
collected information about requirements, work processes, technologies used and
practices by taking part and organising the stakeholder meetings, analysing the law and
creating the documentation and requirements list. This allowed to study the require-
ments engineering (RE) process. All founders of the case studies where in touch with
insurers, therefore the researchers had access to the results and the feedback of HTAs.

The company in Case 1 was newly founded with the goal of enabling a tele-
medicine system of sensor-based location-independent care of rehabilitation patients.
This was realized by an optical sensor, software with motion analysis algorithms, a
backend for synchronisation and a clinical interface to allow the physician and ther-
apists to adapt the therapy. The employees of the company are specialists in software
development, integration of sensor data, medical device and data privacy regulation
and in consulting of companies.

Case 2 deals with an app to remind glaucoma patients to register daily eye drops.
This project already existed as a working app, but had not yet been established as a
company at the time of the analysis. The potential founders were ophthalmologist and a
professional app designer, both with years of experience in their field.

Case 3 describes a company founded in May 2018 that developed a chatbot to
answer health-related questions from patients with qualified content. Furthermore,
other app solutions were planned at the time of the analysis, for example as an interface
between patients and ECG measuring devices with the aim of documenting and sim-
plifying parameter output for patients. The founders were experts in informatics and
business administration.

4.2 Summary of Case Study Data

In all cases we studied the core work processes and the tasks and responsibilities of all
involved roles. The data sources used are documents provided and generated by the
company and notes taken by the personnel involved. Additionally, in Case 1 and 2 we
had access to internal negotiations and their results and we could take notes during the
meetings. Furthermore, in Case 1 one researcher worked 1,5 years as CEO of this
company and as “person responsible for regulatory compliance” (Art. 15 MDR). Case
3 was an external customer of one of the researchers and generated the least data and
documents due to a strict non-disclosure agreement (NDA) and a short research period
of only 3 months. Case 1 was analysed over the last 7 years and case 2 over the last
3 years.

Case 1 originated from a cooperation between industry and science aimed at
implementing process innovations in the healthcare sector by using this innovative
telemedicine system. The fact that it was newly founded resulted in the rare opportunity
to study the implementation of processes and documentation inside the company and
the process of finalising the prototype from a research prototype to a market ready
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product. This case was analysed with requirements engineering processes by the
researcher and his co-workers in the company and with HTA by insurance companies
and academia projects. The HTA showed a marked need and high degree of maturity of
the solution due to all projects and clinical studies the founders had done in the
research. The founders were preparing the process according to the new MDR. This
required to establish a quality management system according to ISO 13485 which is
audited regularly. The requirements engineering showed the technology was not
mature enough to be released on market, additionally there was a long way to comply
with the medical device regulation and to set up the necessary technical documentation
and the clinical evaluation based on the previous studies. Based on this result the
founders planned to switch to the Council Directive 93/42/EEC (Medical Device
Directive - MDD), which is the precursor of the MDR, which classifies their product
into a lower risk class and therefore they do not have to implement a quality man-
agement system.

Case 2 originated from a cooperation between an ophthalmologist and an app
designer, who came up with an idea to improve the compulsory compliance of the
patients by programming the app. According to HTA this project was in an early stage
because no clinical studies to prove the increase of compliance had been done by this
app. Also, a lot of requirements weren’t clear to the founders, especially the require-
ments of data privacy and the medical device regulation. Therefore, they were trying to
find experts and to build up a team around their start up idea. They did a lot of user
experience tests which have proven a high quality of the user experience, but due to a
lack of documentation and regulatory knowledge, quality of the backend regarding the
security and data privacy presupposed by law stayed unclear. The founders tried to
bring the product on the market based on the MDD but the preparation and docu-
mentation processes took too long, which resulted in the necessity to follow the MDR.

Case 3 originated from the research where the founders wanted to improve the
information flow to the patients. Additionally, they were studying chatbots. The
analysis in the requirements engineering has shown this case had a high technological
maturity, but compliance with regulatory security and data privacy requirements stayed
unclear. The HTA showed a high degree of maturity of the solution due to a clinical
trial but the market need was unclear. Case 3 is the only analysed project to finalize the
go-to- market process by Declaration of Conformity according to MDD. The status of
reimbursement and negotiations with insurance companies is unknown.

4.3 Case Study Discussion

As shown above, all three start-ups followed the determinants and influencing factors
listed in Table 1. During the requirements engineering processes additionally two
approaches were studied that explicitly deal with Ambient Assisted Living (AAL) and
telemedicine-assisted patient monitoring in the field of requirements engineering. These
two approaches only focus on the technical implementation without mentioning the
legal requirements [20, 21]. However, the use cases have shown, that it is precisely
these regulatory requirements and laws that are of fundamental importance for medical
devices. None of the start-ups was prepared for the huge number of legal requirements,
regarding the MDD and especially the MDR to fulfil marketing authorization. What
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further made things more complicated were the frequent publications of new guideli-
nes, laws and requirements by local authorities, changes in the interpretation and all
this during the reform of the marketing authorization of medical products. Additionally,
all products affect several areas of law where product liability and data privacy create
the most requirements.

Consequently, it became apparent, that classical requirements engineering is
insufficient to deal with medical devices or telemedicine products and it is necessary to
develop an optimised approach for the RE of telemedicine products that goes beyond
the existing methods. A second conclusion was the exclusive application of an HTA to
determine requirements for the market introduction of telemedicine products is insuf-
ficient and must be supplemented with further approaches. An HTA is made for
assessing the maturity and benefit from a working solution. Even though the companies
can use HTAs to find requirements to prepare for a negotiation with insurance com-
panies. But the HTA was not helpful in the use cases to find the necessary steps for a
go-to-market. However, the HTA was very helpful for the insurance companies to
determine if a solution is mature enough.

During the use cases the researchers were faced with a complex legal starting point
regarding the fulfilment of data privacy, MDR and reimbursement requirements and
frequent changes in the legal requirements which lead to strategic changes in the start-
ups. This outcome confirms a particularly complex situation for manufacturers of
telemedicine systems. Therefore, a requirement engineering process is not sufficient
and a management system has to be created and implemented.

5 Towards EAM-Based Support of Medical Device
Assessment

Enterprise architecture management (EAM) is an established discipline in many
companies and aims at a coordinated and long-term development of the business and
IT-aspects of an enterprise [22]. Enterprise Architecture aims to model, align and
understand important interactions between business and IT to set a prerequisite for a
well-adjusted and strategically oriented decision-making framework for both digital
business and digital technologies [25]. Although EAM has been acknowledged as a
relevant approach for the health sector as well, there is a lack of research on how new
medical device development, launch, assessment and monitoring should be integrated
into the enterprise architecture of companies offering such products. So far, guidance or
proposals on how to best integrate medical device development, compliance man-
agement and monitoring into existing EA are rare.

Enterprise Architecture Management, as defined by several standards such as
ArchiMate [26] and TOGAF [27] today, uses a relatively large set of different views
and perspectives for managing and documenting the business-IT-alignment (BITA)
[24]. EAM represents a management approach that establishes, maintains and uses a
coherent set of guidelines, architecture principles and governance regimes that offer
direction and support in the design and development of an architecture to realize the
enterprise’s transformation objectives.
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TOGAF, a widely used industrial approach to EAM, divides EA into four partial
architectures [27]:

– Business Architecture defines the business strategy, governance, organization and
the most important business processes.

– Data Architecture describes the structure of logical and physical data elements and
data management resources in the organization.

– Application Architecture defines a design for the individually used application
system and its relationship to the core business processes of the organization.

– Technology Architecture describes the software and hardware functions required to
support the development of business, data and application services. This includes IT
infrastructure, middleware, networks and communication.

Table 2. Analysis of EA deficits and requirements in case study 1

TOGAF
partial
architecture

Missing elements for MD
market launch in case study

Affected existing process/
structures in case study

Business
architecture

– Reimbursement model
– Quality management system
– Risk management
– Roles: Data protection Person
responsible for regulatory compliance
(PRRC), Medical Device consultant
(MDC)

– Data protection compliant delivery
process

– Clinical trial had to be defined for
market launch as digital health
application according to Digital Care
Act

– Processes had to be established for:
QM, RM

– Roles were defined
– Depending on the customer, the
refurbishment process had to be
changed

Data
architecture

– Clinical evaluation
– Technical documentation/file
– Data Protection Concept
– Post-Market Surveillance Process and
Vigilance

– Process for continuous clinical
evaluation

– Developers had to be involved in the
documentation process and edit the
documentation directly during
development

Application
architecture

– Security testing process of
applications necessary (automatic
documentation and alarming
optional)

– Application for technical
documentation, document versioning
and control

– Security testing process had to be
established, application for packet
inspection, automated documentation
and alarming was designed and the
implementation had begun

– Storage of technical documentation in
Gitlab, enabling versioning and
controlling of documents

Technology
architecture

– Data protection and security
compliant database and server
infrastructure (and separation of
patient data depending on clinic)

Disposition of the planned database
and server structure in clusters
depending on the federal states and
clinics, partial outsourcing of the
infrastructure to clinic data centres was
necessary
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Analysis of the case studies in Sect. 4 shows that medical device assessment
requires elements and structures in all partial architectures, and – more important – that
companies lack the ability to implement proper structures and integrate them with the
existing business in an efficient way. Table 2 shows for all partial architectures
examples of missing elements in the case 1 and for affected parts of the existing
enterprise.

Based on this finding we argue that EA could be a suitable way to visualize and
recommend required processes and structures for medical device management. Table 2
shows only initial findings from the case and has to be elaborated into a more fine-
granular model, preferably represented in a modeling language, such as ArchiMate.
Similar models for other cases and identification of commonalities and improvement
potential could form the basis for recommendations of elements and structures in each
architecture, and how to implement them. This will be part of future work.

6 Conclusions and Future Work

Based on an analysis of existing regulations and practices, the paper examined cases of
medical device launch and assessment to investigate business needs in this area. The
cases confirmed that market launch and regulative assessment of ICT-based medical
devices in Europe is very complex. Additionally, there are no tools, strategies or best
practices how to launch medical devices on market.

Based on this finding, we consider systematic and integral management of regu-
lative compliance, business model and IT implementation as essential for successful
medical devices. However, existing recommendations and best practices only cover
specific aspects of medical product management, such as the technology assessment,
privacy protection or business development (see Sect. 4). The long-term objective of
our research is to develop a recommendation for processes, organizational structure and
IT support in the field of medical device development.
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BSCT 2019 Workshop Chairs’ Message

The 4th Workshop on Blockchain and Smart Contract Technologies (BSCT 2021),
organized in conjunction with the 24th International Conference on Business Infor-
mation Systems (BIS 2021), took place at the Königlicher Pferdestall at Leibniz
University Hannover, Germany. Because of the COVID-19 pandemic, the workshop
was organized online. The presented volume contains the selected and revised papers
prepared for the workshop.

There were 11 papers submitted and the Program Committee decided to accept five
papers (an acceptance rate of 45%). There were 17 members in the Program Com-
mittee, representing 17 institutions from 13 countries. The papers were carefully
reviewed by the dedicated members of the Program Committee. In total 31 reviews
were prepared.

The first paper develops a model of the Lightning Network using probabilistic logic
programming. The second paper makes some important observations on what works or
does not work for Bill of Lading systems and develops a convincing application of
analogous system based on blockchain. The third paper examines the volatility resi-
lience of the cryptocurrency market to COVID-19. For this reason, the study is very
important and well-timed. The fourth paper gives a mathematical model for the dif-
fusion of instant payment systems. The developed model is fairly good when compared
with empirical data. The last paper provides a the meta-analysis of already published
systematic literature reviews in this field. Its focus is on the identification of emerging
themes for blockchain adoption in supply chains.

It is our belief that this fourth edition of the workshop was a major success. On this
occasion, we would like to express our heartfelt thanks to all the participants and
especially the authors. Likewise, we would like to extend our deepest gratitude to the
Program Committee members as their knowledge, judgment, and assistance allowed us
to organize this very successful event.

We would also like to direct our sincere appreciation to the organizers of the
hosting conference (BIS 2021). Finally, we would like to invite all this year’s partic-
ipants, and submitters, as well as newcomers, to the planned 5th Workshop on
Blockchain and Smart Contract Technologies in 2022.
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Abstract. One of the main limitations of blockchain systems based on
Proof of Work is scalability, making them unsuitable for e-commerce and
small payments. Currently, one of the principal directions to overcome
the scalability issue is to use the so-called “layer two” solutions, like
Lightning Network, where users can open channels and send payments
through them. In this paper, we propose a Probabilistic Logic model
of Lightning Network, and we show how it can be adopted to compute
several properties of it. We conduct some experiments to prove the appli-
cability of the model, rather than providing a comprehensive analysis of
the network.

Keywords: Probabilistic Logic Programming · Blockchain · Lightning
Network

1 Introduction

The scalability trilemma states: “Scalability, decentralization, security: you can
have only two of the three”. This is the main issue all blockchains must face.
Proof of Work (PoW) based blockchains, such as Bitcoin [14] and Ethereum [24],
are secure and (theoretically) decentralized, but not very scalable [7]. This is
because, currently, the PoW consensus algorithm requires solving a computation-
ally hard problem. At the moment of writing, in the case of Bitcoin, the average
number of transactions per second is 7, for Ethereum 15, making them unusable
for every day small payments. Blockchains based on Proof of Stake (PoS) or
Delegated Proof of Stake (DPos) can support a higher number of transactions
but at the cost of less decentralization.

Among all the various proposals to increase the number of processed transac-
tions, such as Sharding [11] and sidechains [6], the so-called “layer two” solutions
remain the most adopted. One of the most famous is Lightning Network [16]
(LN). In Lightning Network users can open, through a transaction on the main
chain, a bidirectional Payment Channel, and then use the funds locked in this

c© Springer Nature Switzerland AG 2022
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channel to issue transactions, without utilizing the main chain. The capacity dis-
tribution in a channel is unknown, to preserve privacy. An important feature of
LN is that it also allows the routing of payments between two users not directly
connected by a channel.

Probabilistic Logic Programming (PLP) is a powerful language to represent
scenarios where probability has a central role: it combines the expressivity of
Logic Programming with uncertainty over facts, and it has been already used to
model several blockchain-related scenarios [3,5]. Routing in the LN can be seen
as uncertain, in the sense that users may not be active for some reasons or may
refuse to forward the payment. Furthermore, there is uncertainty on the funds
distribution on a channel.

In [2] the authors proposed a logic model of the Bitcoin LN; here, we extend
it by proposing a probabilistic logic model of Bitcoin LN, and we show how this
model can represent the uncertain scenario cited above, allowing, for instance, to
compute the probability of a successful payment routing. We focus on Lightning
Network built upon Bitcoin. However, our model can be extended to a general
blockchain.

The paper is structured as follows: in Sect. 2 we describe the general structure
and features of the Bitcoin Lightning Network. Section 3 introduces the PLP
base concepts needed to understand the LN model developed and discussed in
Sect. 4. Section 5 presents a possible application of the model to compute routing
probabilities, and Sect. 6 concludes the paper.

2 Blockchain, Bitcoin and Lightning Network

Bitcoin was designed by Nakamoto in 2008 [14] with the goal to create a decen-
tralized payment system where users can issue transactions without the need
of a centralized authority. Bitcoin blockchain offers several features such as
immutability, auditability, and transaction atomicity. These features make it
theoretically suitable for payments and micro payments. However, scalability is
still one of the main limitations of the system and does not allow an increasing
number of transactions.

A blockchain is based on a linear sequence of blocks, linked together by cryp-
tographic functions. To append a block to the chain, a miner must execute, in
the case of Bitcoin, a Proof of Work (PoW) algorithm which involves finding a
solution to a hard puzzle. This mechanism ensures that blocks, once discovered,
cannot be tampered with. On the other hand, this is a huge bottleneck for scala-
bility. In fact, as computing power increases and technology evolves, the difficulty
of PoW increases, keeping the average discovery time fixed to approximately one
block every ten minutes, and thus limiting the number of transactions that can
be processed by the system since blocks have a fixed size.

Another feature of Bitcoin that restricts the scalability is the block size limit
(1Mb), a very controversial topic1. An increase of this limit will allow the system

1 https://en.bitcoin.it/wiki/Block size limit controversy.

https://en.bitcoin.it/wiki/Block_size_limit_controversy
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to process more transactions. However, this would require more computation
power to store and manage the blockchain, reducing the decentralization of the
system. Furthermore, forks would be more likely to happen, due to the slower
propagation time. Finally, a change in block size can be done only with a hard
fork, an update that would be backward incompatible: this can cause a consensus
failure, making the system completely unreliable.

At the moment, the scalability problem is not solved. In the past, several
improvements were proposed (called Bitcoin Improvement Proposal2) that slowly
increased the number of manageable transactions. One of the first, advanced at
the end of 2015 and accepted few years later, is Segregated Witness (SegWit)3.
In a nutshell, SegWit increases the capacity of a block by removing signature
data from a transaction and introducing the definition of Virtual Size of a block
and block weight, measured in weight unit instead of bytes.

Another related improvement proposal is the one that suggests the usage
of Schnorr signatures [12,21]. Currently, to send transactions, signatures are
needed. In the case a user wants to send a transaction from multiple addresses
to one, every transaction requires its own signature, increasing the transaction
size, making it more expensive. After the implementation of Schnorr signatures, if
users control multiple addresses, they can move the funds from those addresses to
a single address using only one signature, making the transaction lighter. These
two solutions combined would increase the number of manageable transactions,
but the Bitcoin system would still be limited.

Another approach consists in the so-called “layer two” solutions, based on
an underlying blockchain: the main idea is to create a layer of channels on
top of it where users can interact without facing the scalability problem of the
blockchain. Lightning Network [16] (LN) is currently one of the most promising
“layer two” solutions. It consists of a peer-to-peer network based on a blockchain,
such as Bitcoin, where users can send payments and micro payments through
bidirectional payment channels, without having to pay high transaction fees,
and without the need of long confirmation times. To open a channel, users must
broadcast an initial funding transaction on the underlying blockchain. To update
the state of the channel, they can create a commitment transaction that is not
published on the main chain. To close the channel, they must agree on the state
of the channel and then publish a closing transaction.

One of the main features of LN is the possibility to send payments also to
not directly connected users, through multi hop payments, assuming that the
source and the destination are linked through intermediate connections. More-
over, thanks to Hashed Timelock Contracts (HTLC)4, there is no need for trust
between users.

However, the capacity of a channel between two users A and B is known,
but the distribution of the capacity in each direction is unknown, since it is a

2 https://en.bitcoin.it/wiki/Bitcoin Improvement Proposals.
3 https://github.com/bitcoin/bips/blob/master/bip-0141.mediawiki.
4 https://en.bitcoin.it/wiki/Hash Time Locked Contracts.

https://en.bitcoin.it/wiki/Bitcoin_Improvement_Proposals
https://github.com/bitcoin/bips/blob/master/bip-0141.mediawiki
https://en.bitcoin.it/wiki/Hash_Time_Locked_Contracts
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feature introduced to increase the security of the system5. Due to this character-
istic, routing is a complicated task in Lightning Network, and can be considered
probabilistic.

3 Probabilistic Logic Programming

Logic Programming (LP) is a powerful language that allows one to express com-
plex models with few lines of codes. One of the main limitations of Logic Pro-
gramming is that it cannot manage uncertainty. Probabilistic Logic Program-
ming [9,18] extends LP by allowing the definition of probabilistic facts that can
follow several probability distributions. Initially, only Bernoulli distributions [20]
(or generalized Bernoulli distributions [22]) were proposed.

The distribution semantics [19] gives a precise meaning to PLP without
function symbols (with finite grounding). An atomic choice indicates whether a
grounding (i.e., a substitution term/variable) for a probabilistic fact is selected.
A set of atomic choices is consistent if it does not contain two different alter-
natives (selected and not selected) for the same probabilistic fact. A consistent
set of atomic choices forms a composite choice: in the case it contains an atomic
choice for every grounding of every probabilistic fact it is named a selection.
A selection identifies a ground logic program called world, and its probability
can be computed as the product of the probabilities of the atomic choices. The
probability P of a query q can then be computed as the sum of the probabilities
of the worlds w in which the query is true:

P (q) =
∑

w|=q

P (w)

Here, we consider the PLP language ProbLog [10]. A probabilistic fact fi has
the following syntax:

pi :: fi

meaning that fi is true with probability pi ∈]0, 1], and false otherwise. If pi = 1
the fact is deterministic, i.e., it is always true. An example of a Probabilistic
Logic Program is shown below:

0.7::no_sleep.
0.8::too_much_work.
tired:- no_sleep.
tired:- too_much_work.

The first two lines are probabilistic facts, while the third and fourth lines are
clauses. A clause is composed of a head and a body separated by the neck operator
(:-). The head is true if the body is true. Here, for the first clause, the head is
tired and the body is no sleep. Both these clauses are ground since they do

5 https://github.com/lightningnetwork/lightning-rfc/blob/master/07-routing-gossip.
md.

https://github.com/lightningnetwork/lightning-rfc/blob/master/07-routing-gossip.md
https://github.com/lightningnetwork/lightning-rfc/blob/master/07-routing-gossip.md
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not contain variables (denoted with the first letter uppercase). In other words,
this program models a person who is tired if he/she does not sleep enough or if
he/she works too much. With probability 0.7, the person does not sleep enough
(no sleep), and with probability 0.8 he/she works too much (too much work).
We can then ask the probability that the person is tired (tired) obtaining 0.94
(0.7 · 0.8 + 0.7 · 0.2 + 0.3 · 0.8).

One of the main issues in PLP (and LP in general) is that the grounding of a
program may be huge, so managing it can be very difficult. To tackle this, usually
probabilistic logic programs are compiled into a more compact form through a
process called knowledge compilation [8].

In the last few years, Hybrid Probabilistic Logic Programs arose [4,13], with
the possibility to define continuous random variables and constraints among
them. To consider continuous probability distributions, we introduce the syn-
tax used by cplint [1] and its module MCINTYRE [17]. Continuous random
variables can be encoded with:

f : Density

where f is an atom (a predicate symbol followed by a number of arguments) with
a continuous variable as argument and Density is a special atom that models a
probability density on the argument of the atom. For example,

f(X) : gaussian(X,0,2).

indicates that X in f(X) follows a Gaussian distribution with mean 0 and vari-
ance 2. Inference in these types of programs can be done, for example, by sam-
pling [17].

4 Network Model

The LN can be represented as a graph where users (nodes) are linked by connec-
tions (edges) with capacity distributed according to some probability distribu-
tion, since the real distribution is unknown (except for the two users that opened
the channel). Let us start with a deterministic model, that will be later extended
to a probabilistic one. A connection between two nodes is represented with a
fact edge(A,B,Capacity), where A and B are the two nodes and Capacity is
the capacity of the connection. The whole LN is represented as a list of edge/3
facts (where /3 indicates the arity, i.e., the number of arguments). For these
experiments, we do not consider fee base and fee rate. However, they can be
straightforwardly included in the analysis by simply adding more arguments.
Connections are undirected, meaning that payments can go in both directions,
and are represented with the following predicate connected/3:

connected(A,B,C):- edge(A,B,C) ; edge(B,A,C).

A and B are connected with a channel of capacity C if there is an edge from A
to B or (;) from B to A with capacity C. The degree of a node is the number
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of edges incident to the node. We can search for a path between two nodes
with a standard Prolog predicate. An example written using SWI-Prolog [23] is
reported here for the sake of clarity:

connected_test(Source ,Next ,Size):-

connected(Source ,Next ,Cap),

Size < Cap.

path(Dest ,Dest ,_,_,Path ,Path).

path(Source ,Dest ,Size ,NSteps ,Visited ,Path) :-

length(Visited ,N),

N < NSteps ,

connected_test(Source ,Next ,Size),

\+ memberchk(Next ,Visited),

path(Next ,Dest ,Size ,NSteps ,[ Next|Visited],Path).

The predicate path/6 states that there is a path from Source to Dest that can
route a payment of size Size if the two nodes are connected by intermediate
nodes that have not been already visited (condition checked with \+memberchk,
a deterministic version of member/2). Ensuring that a node has not been already
visited is fundamental, otherwise we may get stuck in a loop where we move an
infinite number of times between a pair of nodes. The length N of the path is
bounded using the standard Prolog comparison predicate </2, that compares
the length of the list containing already visited nodes (Visited) with a user
defined threshold (NSteps). In a similar way, the capacity Cap is checked against
the size Size of the payment in a second predicate called connected test. A
sample call to path/6 is path(a,c,10,3,[],P), were we look for a path P from
a to c of at most 3 edges that can route a payment of size 10, starting with an
empty list ([]) of visited nodes.

The previous code does not consider the capacity distribution in a channel.
Let us now extend it with a probabilistic fact to represent it. Using cplint on
swish [1], we can define continuous random variables (say for example uniformly
distributed in [L,U]) with:

distr(X,L,U) : uniform_dens(X,L,U).

Here, X has a uniform distribution between L and U, where L is the minimum
value and U the maximum value. The predicate connected test can be modified
as:

connected_test(Source ,Next ,Size):-

connected(Source ,Next ,Cap),

distr(C,0,Cap),

Size < C.

In other words, we collect the capacity of the channel between two nodes, and
we state that the capacity from Source to Next is given by a random variable
uniformly distributed between 0 and Cap. With this definition, at each sampling
iteration, the distribution for every channel is fixed and does not change. Clearly,
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to successfully route a payment, its size must be smaller than the capacity in
the considered direction (Size < C).

We can further extend the previous model by considering also intermittent
edges. This situation may arise when a node disconnects from the network or
when declines to forward a payment. To model it, we can define a Bernoulli ran-
dom variable that is true with a certain probability (set to 0.95 in the following
code snippet):

0.95:: active(_).

The predicate is then extended as:

connected_test(Source ,Next ,Size):-

connected(Source ,Next ,Cap),

active(Next),

distr(C,0,Cap),

Size < C.

In the experiments, we modelled the capacity of a channel using a uniform
distribution, and the probability that a node is active with a Bernoulli distribu-
tion. However, several extensions and variations can be made: changing the type
of distribution for the channel capacity (Gaussian with mean equal to half of
the capacity, for example) or even setting the probability that a node declines to
route a payment proportional to the payment size, to the fees or a combination
of the two.

5 Routing Analysis

We used a snapshot of the LN taken from https://ln.bigsun.xyz/ on the 12th of
April 2021. We considered only the open channels, resulting in a network with
14734 nodes, 44349 channels, and with a total capacity of 125819660675 satoshi
(1258.19 bitcoin). Table 1 shows a recap of the most common channel capacities
and node degrees (considering also duplicated edges that connect the same pair of
nodes).

Table 1. Information about channel capacities and node degrees.

Capacity (sat) Occurrences Degrees Occurrences Highest capacities (sat) Occurrences

100000 3942 1 6958 500000000 4

1000000 3523 2 2575 477184791 1

500000 2794 3 1372 354000000 1

2000000 1533 4 802 300000000 2

16777215 1522 5 549 250000000 1

200000 1446 6 397 238135604 1

5000000 1359 7 263 225118006 1

20000 1297 8 209 200000000 28

10000000 1131 9 182 179792707 1

50000 1079 10 145 154222260 1

https://ln.bigsun.xyz/
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To demonstrate how PLP can be used to model the LN, we conducted some
experiments. For all of them, we fixed the maximum length of the path. More-
over, we suppose that the distribution of the capacity in a channel is uniform
(i.e., if the channel that connects A and B has capacity 1, we can route from A to
B a uniform distributed value between 0 and 1, and from B to A the remaining),
since we do not have further information.

To select the range of the payment size, we first compute the average of the
capacities of all the connections. We obtained approximately 2837035 satoshi but
with a huge standard deviation (> 107). So, we counted the number of connections
that have less than the average capacity, less than half of the average capacity,
and less than a quarter of the average capacity, obtaining respectively 35555 (≈
80%), 31902 (≈ 72%), and 26077 (≈ 59%). Figure 1 shows a more detailed graph,
where the X axis indicates the percentage of the average capacity and the Y axis
indicates both the number of connections (edges) with less than that value, and the
relative percentage of the total connections. To further analyse the distribution of
the capacity, we removed the nodes with the highest capacities and plotted the
variation of the total capacity. The results are shown in Fig 2.

In a first test, we want to compute the probability to successfully route
a payment of varying size between two different random nodes of the same
degree at the first attempt, given that nodes may not be active. One of the
main requisites to route a payment is that all the nodes along the path are
active, otherwise it cannot be sent. Moreover, as said before, a node may refuse
to forward the payment for some reasons. We fix the length of the path (num-
ber of intermediate edges) to 2 and the node degree of source and destination
to 2, 5, and 10. We then plot how the probability varies when intermediate
nodes may not be active. Probability values are computed with the predicate
mc sample(+Query:atom,+N:int,-Prob:float), provided by the MCINTYRE
module [17], that samples the query Query N times and returns the ratio between
the number of successes and the number of samples (Prob). We set the number
of samples to 1000.
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Figure 3 shows the results for the first experiment: nodes with higher degrees
have, as expected, a higher probability to successfully route a payment on the
first attempt, even if this gap reduces as the payment size increases. Figure 4
shows the results for the experiments with a varying probability of intermediate
nodes to be active: the probability of a successful routing decreases, but not so
drastically. If the source and the destination are the same node, and the length of
the path is greater than 2 (at least the source node and another one, if these two
nodes are connected by at least 2 edges, otherwise the path should be composed
of at least 2 additional nodes plus the source), we can compute the probability
of a successful rebalance. This is a common situation since, if users want to refill
a channel, currently one of the main solutions is to send a circular payment to
themselves.
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Fig. 3. Probability of a successful pay-
ment of varying size between random
connected nodes of degree 2, 5, and 10.
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Fig. 4. Probability of a successful pay-
ment of varying size between random
connected nodes of degree 2, with differ-
ent active probabilities for intermediate
nodes.

In another experiment, we want to know the probability of a successful pay-
ment between two random nodes of variable degrees, given that the payment is
split in various equal parts. That is, we split a payment into N parts and com-
pute the probability that all these payments succeed at the first attempt. This is
a common scenario in LN [15], because, when the size of the payment increases,
the probability of success decreases, due to the channel capacity limitation. How-
ever, increasing the number of payments also increases the fees required to route
the payment, due to the necessity to issue multiple transactions. The graphs in
Figs. 5, 6, and 7 show how the probability of a successful payment varies when
the payment is split in 2, 3 or 4 parts and intermediate nodes are always active.
In Figs. 8, 9, and 10 we performed the same experiment but we fixed the degree
of source and destination to 2, and we varied both the probability that a node
is active and the number of parts of a payment.
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Fig. 5. Probability of a successful pay-
ment of varying size split into 2 equal
parts, between connected nodes of vari-
ous degrees.
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Fig. 6. Probability of a successful pay-
ment of varying size split in 3 equal
parts, between connected nodes of var-
ious degrees.

We can see that all the plots present two sudden jumps in probability, around
500000 (5 · 105) and 1000000 (106): this is in accordance with the distribution
of edges with these two values of capacity. In fact, 500000 and 1000000 are the
second and third most common capacities (see Table 1). In our implementation,
to route a payment, we randomly check if one of the edges between the current
node and another node has enough capacity. If it has, it is selected. However,
if the value of the payment is close to the total capacity of the selected edge,
the routing will likely fail, since we suppose that the distribution is uniform.
For example, if we try to route a payment of size 4.5 · 105 into a channel of
capacity 5 · 105, we have only approximately 10% of chances to succeed (with
a distribution supposed uniform). Since a lot of channels have capacity 5 · 105,
when the payment approaches this value, the success probability of routing at
the first attempt reduces. With a payment slightly greater than 5 · 105, these
channels are no longer considered, since they do not have enough capacity, so the
probability suddenly increases. Similarly happens with the value 106. Another,
but less noticeable jump, can be found around 100000 (105), which is the most
common value for the capacity of a channel. This happens for the same reasons
explained before.
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Fig. 7. Probability of a successful pay-
ment of varying size split into 4 equal
parts, between connected nodes of vari-
ous degrees.
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Fig. 8. Probability of a successful pay-
ment of varying size split into 2 equal
parts, between connected nodes of degree
2 with varying active probability.
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Fig. 9. Probability of a successful pay-
ment of varying size split into 3 equal
parts, between connected nodes of degree
2 with varying active probability.
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Fig. 10. Probability of a successful pay-
ment of varying size split into 4 equal
parts, between connected nodes of degree
2 with varying active probability.

6 Conclusions

In this paper, we propose to analyse (Bitcoin) Lightning Network with Proba-
bilistic Logic Programming. The usage of PLP allows representing the network
with a highly expressive language. We described the network as an undirected
graph with the capacity of a channel following a uniform distribution. Further-
more, we considered also the possibility to have intermittent nodes, a situation
that may arise also when a node refuses to forward a payment. The goal of this
paper is to prove the feasibility of a Probabilistic Logic model of the network,
rather than provide and analysis of it, since the network continuously changes
(and thus an analysis will be obsolete in a few weeks, even days or hours), and
routing mechanism are typically more sophisticated than randomized routing.
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To test the applicability of a probabilistic logic model, we ran some experiments
on a real snapshot of the network, obtaining that a Probabilistic Logic analysis
can be useful to model several uncertain scenarios.
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Abstract. The bill of lading (B/L) is one of the most important docu-
ments in international trade. Current advances started to adopt public
blockchain technology for digitization but lacking privacy. We raise the
research question, if a private blockchain is suitable to solve this short-
coming. To answer this research question, we followed the design sci-
ence research methodology. We designed an architecture and evaluated
it via implementation, using Hyperledger Fabric. First results show gen-
eral feasibility and privacy enhancement but reveal a high complexity
and difficult extendibility of Hyperledger Fabric. Preliminary results of a
focus group shows that the approach peaked interested by practitioners.

Keywords: Blockchain · Electronic bill of lading · Blockchain
architecture · Private blockchain

1 Introduction

International ocean freight is an important backbone in today’s economy. In the
European Union (EU), 80% of imports and exports are done via ocean freight
[20]. The Bill of Lading (B/L) is considered to be the most important document
in this process [6]. It provides multiple functions at once in a single paper-based
document [3,37]. (1)The B/L proves that the goods described on the B/L were
taken over, in the described form, by the carrier. (2)It secures the obligation
of the carrier to deliver said goods to the place of destination, delivering them
to the consignee. (3)The B/L is a negotiable document of title, meaning that
the transfer of ownership of the goods described in the B/L can be done by
transferring the B/L itself. This is especially useful in ocean freight as the goods
are at sea but can still be traded via the B/L. Notable is that even though this
document is of rather great importance within the ocean freight process, it is still
paper-based [39]. This paper-based process is manual, error prone and enables
easy counterfeiting of an B/L.

Due to the lack of a legal basis, electronic B/Ls, which could speed up the
process by less manual tasks and securing the B/L against counterfeit, were not
possible. However, Germany, one of a few legislation, introduced in 2016 with
§ 516 par. 2 HGB (Handelsgesetzbuch, engl. German Commercial Code) a new
section, explicitly allowing the usage of electronic B/Ls. The German legislator
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states, that an electronic B/L must be functional equivalent in comparison to
paper-based B/L in order to be considered valid, providing general guidance to
consider when implementing a system for electronic B/Ls. Wunderlich and Saive
already raised the question whether existing approaches towards electronic B/Ls
could be considered functional equivalent based on German law. They came to
the conclusion that existing solutions rely on the concept of legal rulebooks (a
legal framework construct) governing the technical system meaning no functional
equivalent is given [39].

Approaches from Within the Industry. The most known product which
states to provide an electronic B/L is the “Bill of Lading Electronic Reg-
istry Organization (BOLERO)”, which were the first to commercially develop
a solution for electronic B/Ls along with the mentioned rulebook [23].
BOLERO could not establish itself as a standard due to a lack of trust
in its centralized architecture and legal uncertainty introduced by the men-
tioned rulebook [35]. Next to BOLERO, essDOCs is another system that
relies on a centralized architecture suffering the same lack of trust by the
industry. It has been shown that the industry does not trust a centralized
approach meaning no trusted authority to manage such a centralized system
can be set up as it will not be accepted by the broad industry. This is due
to the risk, to expose business information to potential competitors. Based
on this realization and the experiences with centralized architectures, other
providers started to use decentralized architectures. WAVE, Tradelense

or cargox.io leveraging blockchain systems along with off-chain data stor-
age. Recently, R3 announced to provide an SDK for electronic B/Ls for their
platform as well but stated to only “[...] closely mirror paper BLs.” [5] mean-
ing that it can not be considered a real electronic B/L. These solutions also
require the use of rulebooks introducing the already mentioned legal uncer-
tainties. Note that WAVE states that they rely on the Carriage of Goods
by Sea Act 1992 (COGSA) of the UK instead of a rulebook, ignoring that
COGSA does not allow electronic B/Ls [1].

Approaches from Within the Scientific Community. Also the scientific
community pushed towards electronic B/Ls, analyzing blockchain and its pos-
sibility to safely and uniquely create digital assets. Already in 2016, Takahashi
published a paper entitled “Blockchain technology and electronic bills of lad-
ing” in which the general applicability of blockchain in this domain is dis-
cussed along with legal areas to consider [35]. Following this general analysis,
Nærland et al. evaluates the possibility to use the Ethereum Blockchain along
with its Smart Contracts (SCs) to create a system for electronic B/Ls [26].
They used the InterPlanetary FileSystem (IPFS) to store the actual B/L as a
PDF document while storing its hash along with the public key of the current
owner on the Ethereum blockchain [26]. The authors themselves state that
with this approach, it is difficult to ensure privacy [26]. Further, they note
that the speed and privacy of transactions similar to a centralized database
could not be reached but would be desirable [26]. Another general analysis
and overview has been given by [39].
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All mentioned approaches do not provide a sufficient electronic B/L, either by
lacking privacy or legal compliance due to the usage of rulebooks. Especially the
lack of privacy can be referred to the used public blockchain systems. Generally,
private blockchains are referred to provide a better performance and privacy
than public blockchains [7,24,41] which could be a better fit for an electronic
B/L. Therefore, we state the following research questions: Is a private blockchain
suitable for implementing an electronic B/L?

The the paper is structured as follows: First, we describe our used research
methodology in Sect. 2, followed by the description of the abstract architecture in
Sect. 3. In Sect. 4 we present the implementation of the architecture along with
several implementation decisions. Within the evaluation in Sect. 5 we present
generated insights and experience gathered in the implementation phase and in
preliminary interview. The paper concludes with an summary and future work.

2 Methodology

To answer the stated research questions, we follow the design science research
approach [9] as we aim to develop a unique and novel technical solution for
an electronic B/L. Within this approach, we choose to follow the guidelines for
design science introduced by [8]. First, we present a new architecture for creating
and managing electronic B/Ls. Next, to show the validity of the architecture, we
create a prototype implementation deliver an additional artifact. Through this
prototype, we aimed to conduct an evaluation of the design to investigate the
feasibility of our designed architecture and potential flaws. Our research contri-
bution is an architecture for private blockchain systems enabling the creation
and management of electronic B/Ls as well as the opportunity to further utilize
this approach for other paper-based documents in the process. The given arti-
facts, the architecture and the respective implementation were created through
iterations. The insights from implementing the architecture were used to further
sharpen the architecture within the iterative process, as presented in the evalua-
tion section. Our results of this research are presented through this paper along
with discussions with practitioners who have an interest in an electronic B/L.

3 Architecture

Blockchain as an underlying technology seems feasible, but current solutions for
electronic B/Ls lack transaction throughput and privacy [26]. Therefore, we aim
to investigate whether a private blockchain system could meet these challenges.
Further, in current studies, the area of competition law, as a specific aspect of
privacy is not yet considered. But as Louven and Saive state, also information
exchange via so-called market information systems can be subject to the com-
petition law, especially when information is shared which would otherwise be
undisclosed [22]. Considering public blockchain solution, where transaction data
is publicly visible, it raises the possibility to further analyze business relations
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which would otherwise be undisclosed, leading to legal uncertainties. By conduct-
ing a focus group [2] with practitioners working with B/Ls, we gathered further
requirements enhancing the before descried legal consideration, which must be
met by an system representing electronic B/Ls. These requirements were fur-
ther categorized within an ongoing research project. The combined and grouped
requirements are listed in Table 1. To fulfill R1 and R2, we created a principle
called one B/L, one blockchain. We aim to create for each B/L process a dis-
tinct blockchain that is only accessible for the respective parties involved in this
B/L process. This way, we can ensure a maximum of privacy while maintaining
a decentralized storage and history record. Note that his way, synchronization
times for new participants can be kept low as well.

Table 1. Requirements for an electronic B/L system

ID Description

R1 B/Ls must be stored and managed through the draft state to the final state

R2 Enhanced privacy of participants in the B/L process, as existing solution lack privacy
of the participants

R3 Competition law states that information exchange must be kept at a minimum

R4 Multiple users for a single organization must interact with the system in parallel

R5 As port agents and captains, working at the port, tend to use mobile devices, the
solution must provide a user interface for such devices

R6 Data in the B/L can be subject to the GDPR, meaning a system must be built so
that GDPR requirements, such as right of deletion, can be fulfilled

We developed a general architecture based on existing approaches. From a
software architecture perspective, Xu et al. showed that blockchain can be used
as a storage element, a computation element, a communication element and as
an asset management and control mechanism [40]. In our use case, we consider
the blockchain as an asset management and control mechanism in the first place
next to an data communication component, to fulfill R1. Rengelov et al. showed
that, especially in an Ethereum environment, such blockchain systems tend to
be built on a two-tier architecture consisting of a front-end component that is
directly communicating with the blockchain component [32]. They further state
that this leads to limitation in scalability as the front-end node is considered a
limiting factor. But as described in R4, multiple users within the same organi-
zation must be able work with the system in parallel. Therefore, we add a third
component in between the front-end and the blockchain component. This third
component is described as a proxy layer [32]. By including this proxy layer, in
the following called back-end component, we can further enhance the separation
of concerns, support a wider ranger of functionalities as well enhanced load dis-
tribution [32]. This results in a three-tier architecture, which is shown in Fig. 1.
Tier 1, represents the front-end component, tier 2 represents the back-end com-
ponent and tier 3 represents the private blockchain component. This leads to a
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known three-tier-architecture with a blockchain-component as persistence layer
instead of a traditional centralized database. It can be seen that the front-end
component requests data via an interface while the back-end component provides
such interface. With this modular design, the front-end component can be easily
changed or extended. The back-end component itself uses the private blockchain
component by saving and querying B/Ls. Note that the front-end component
presents necessary actions for the respective user. As stated in R5, especially
port agents and captains tend to use mobile devices, the front-end component
provides a user interface optimized for mobile devices as well. Actions, for exam-
ple, creating a draft of a B/L, will be temporarily saved in a local relational
database, allowing parties to prepare B/Ls before sharing them with other par-
ticipants, meeting the requirement defined in R1. Once the B/L should be made
available to the other involved parties, the back-end component will trigger the
respective method to interact with the private blockchain component.

Fig. 1. The three-tier architecture

With the general architecture stack in place, further design decisions need to
be addressed, first and foremost the way of data storage as well as computation.
Xu et al. discussed several options, including on-chain vs. off-chain storage as
well as on-chain vs off-chain computation. The on-chain storage as well as the
on-chain computation favors the fundamental properties of a blockchain (e.g.
immutability) [41]. Note that while on-chain computation and storage leverages
the fundamental properties of a blockchain, it is not cost efficient, and has a
worse performance than off-chain storage and computation [41]. Note that Xu
et al. mainly focus on public blockchains. Considering private blockchains, espe-
cially the cost factor can be neglected if choosing a system without a built-in
crypto-currency. In order to fully leverage the blockchain fundamentals, (e.g.
immutability, transparency, integrity and trust), we aim to store the B/L as an
asset on-chain along with relevant computation in the form of a SC, which man-
ages the B/L asset. The concept of SCs itself is a known construct introduced
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already in 1996 by Nick Szabo [34] and is considered, within the blockchain con-
text, as a piece of software which executes automatically once certain conditions
are met [21].

4 Implementation

To evaluate the feasibility of the proposed architecture, we implement it in the
form of a prototype. Therefore we used the prototyping approach as a well-
known methodology in the area of business informatics in which a prototype of
a system is developed and evaluated to generate first and new insights [38]. We
further followed an approach called compliant programming introduced in [30]
which includes parallel monitoring of the development process by legal experts
to ensure compliance through every development step. We used several itera-
tions to further refine and sharpen our implementation. The implementation
and the dependencies between these components is shown in Fig. 2. Note that
the back-end and private blockchain component have a high coupling, while the
front-end can be easily exchanged, connecting to the back-end component. The
implementation detail of each component is described in the following.

Front-End Component. The component was developed in a way that it can
scale on smartphone and tablet devices. Therefore, react.js1, TypeScript2 and
Redux3 were used. Mainly, two pages were implemented for a minimum viable
prototype (MVP) consisting of an overview page listing current B/Ls, and an
create page used to create/update B/Ls.

Back-End Component. The back-end component is implemented in Java,
leveraging Spring Boot4. To avoid the manual process of creating a blockchain
for each B/L, the blockchain creation is ought to be done via an SDK provided
by the respective blockchain technology from within the back-end component.
We created a layer architecture consisting of a REST Interface layer, a service
layer as well, as a persistence layer. Note that the persistence layer is split into
two sections: Data Access Objects (DAOs) and the Hyperledger Fabric SDK
(HLF SDK). Via the DAOs we store preliminary B/Ls as well as application
data (e.g. user credentials) in a relation PostgreSQL5 database. The HLF
SDK is used to communicate with the Hyperledger Fabric blockchain network
via the respective peer/orderer of the given organization, which is described
in greater detail in the following section discussing the private blockchain
component.

Private Blockchain Component. The interest in private blockchains and
experiments to integrate them within businesses grew for enterprises [27].
Polge et al. provide an overview of the five major private/permissioned

1 https://reactjs.org/.
2 https://www.typescriptlang.org/.
3 https://redux.js.org/.
4 https://spring.io/projects/spring-boot.
5 https://www.postgresql.org/.

https://reactjs.org/
https://www.typescriptlang.org/
https://redux.js.org/
https://spring.io/projects/spring-boot
https://www.postgresql.org/
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blockchains: Hyperledger Fabric, Enterprise Ethereum, Quorum, MultiChain
and R3 Corda [29]. Our main requirements for a private blockchain are based
on R2 and R3, which we tackle by our concept one B/L, one blockchain,
meaning we require a blockchain system which allows us to implement this
concept. Currently only MultiChain and Hyperledger Fabric seem viable to
support this approach as they explicitly support the creation of multiple
blockchains. But as MultiChain only adds support for SCs in version 2.0.55
[29] and keeps privacy enhancing feature within a proprietary and fee required
version [25] we do not consider this technology suitable. Hyperledger Fabric,
however, is one of the most used blockchain systems [10] which is completely
open-source and provides a so-called channel concept, which creates for each
channel an independent blockchain [13] which was also considered feasible by
[31]. Also, SCs are supported via so-called chaincodes, which can be written
in multiple languages, including Java [18]. Therefore, we choose to imple-
ment the private blockchain component, by using Hyperledger Fabric. We
create a test network, by setting up four independent virtual machines (VM),
which are disjunctive and communicate via the internet as shown in the tier
3 section of Fig. 2. Each VM represents an organization within the B/L pro-
cess. For a production-ready network, each participating party, e.g. consignee,
consignor, shipper, carrier, port agents or banks, would be considered to host
a respective peer and ordering node. To secure the ordering process (i.e. the
consensus), every participating organization should provide an orderer node
for the respective channel they are part of. Currently, no restriction for who
can participate in the ordering, i.e. in the block creation process, is planed.
Note that each node type (peer, which holds the ledger and executes SCs
[17] and orderer, which serve the sole purpose of ordering and creating blocks
[16]), as well as a couch db [15] and command line interface (cli) are running
in docker container. We varied in the number of orderer and peer nodes for
each organization for a more realistic scenario. Setting up the network itself
found to be challenging and error-prone due to manual configuration.

Within the blockchain component, we implemented the chaincode which
manages the B/L on-chain. The chaincode is written in Java and is shown in
Fig. 3. Our BillOfLadingContract implements the ContractInterface pro-
vided by Hyperledger Fabric. This ContractInterface provides utility func-
tions for our contract allowing us to interact with the ledger and the system
itself. Note that every method expects a Context object which is provided by
Hyperledger Fabric automatically and contains information such as the caller of
the respective method. With this, we are able to implement an attribute-based
access control (ABAC), which is a method in which a “[...] subject requests to
perform operations on objects are granted or denied based on assigned attributes
of the subject [...]” [11]. This allows us to define on chaincode-level if the caller
is allowed to perform the respective actions. Note that the transfer method
can only be invoked by the current consignee as this is the only person legally
allowed to further transfer the B/L. To allow a way back to the traditional pro-
cess, for example, due to lack of digital infrastructure at a port, we implemented
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Fig. 2. The implemented architecture

a extractForPrint method which will mark the B/L asset as printed, meaning
every other call to further transfer the B/L will be blocked. The B/L asset will
be created via calling of the init method. Via the getBillOfLading method
the respective B/L of this respective chain will be returned.

Fig. 3. The BillOfLadingContact and BillOfLadingAsset object

5 Evaluation

Our evaluation consists of two areas. First, we evaluated the technical feasibility
of the designed architecture by implementing it, following [9]. The second part
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of our evaluation is done by conducting a preliminary focus group, discussing
our created system with practitioners, identifying improvements of the design
[36].

Using a private blockchain system with a restrictive and novel concept called
one B/L, one blockchain to create and manage electronic B/Ls has been shown
as feasible by our implementation. The channel approach of Hyperledger Fabric
fully supports this concept fulfilling R2. From a competition law point of view,
our architecture supports the anti-trust-by-design in general, fulfilling R3. But
up until version 2.3 of Hyperledger Fabric, a so-called system channel keeps track
of the participants of each channel [12], meaning organizations participating in
the ordering service can evaluate business relations between participants in the
channels which can be subject of interested to competition law. This means, that
though the developed architecture is suitable to met R3, the current technology
of Hyperledger Fabric does not completely meet this requirement yet. The actual
channel data, however, is still only accessible for the respective channel partic-
ipants. Further, during the implementation phase, we found the system to be
complex to manage. Each creation of a channel requires the usage of an Hyper-
ledger Fabric specific tool called configtxgen, which creates the genesis block of
the respective channel along with initial channel policies. Basically, for each chan-
nel some sort of “local” consortium is defined for the respective process. Based
on configurations files, the the initial set of participants of such consortium”
must be defined beforehand. But as electronic B/Ls can be traded, potentially
new participants must be included which requires changes in the before defined
policy and access control of the channel. We found the Hyperledger Fabric SDK
to be limited when trying to implement these network configuration updates as
code in a dynamic way. Note that with the next version of Hyperledger fabric,
the initial consortium definitions as well as the system channel will be no longer
required, aiming to further enhance privacy and lowering complexity [14]. Fur-
ther, we store the B/L on-chain within the respective channel, which is then
managed by the BillOfLadingContract. Saive and Janicki point out that data
in the B/L can be subject to the General Data Protection Regulation (GDPR),
for example, if a participating party within the process is not a legal entity but a
natural person [33], GDPR must be considered, as R6 described. Note that, for
example, the usage of cryptography, i.e. encryption, to encrypt the B/L is not
considered to be GDPR compliant [4] We tried to use an approach in which the
organization will disconnect the peer from the channel and then delete data upon
receiving for example a deletion request (Art. 17 GDPR). But we found that this
feature is not yet implemented but planned for a future version [19]. Currently,
only manual configuration for the respective peer could be used, creating addi-
tional manual effort. While most of the requirements can be met, we found the
system to be complex for deployment, especially due to high configuration and
management of Hyperledger Fabric.

By conducting a focus group to identify improvements and general acceptance
level of practitioners, we generated further insights. The participants stated that
the private blockchain-based approach is considered positive and peaked interest,
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proving R1, R4 and R5. Based on our preliminary results we can therefore answer
our stated research question Is a private blockchain suitable for implementing
an electronic B/L in a positive way, meaning that a private blockchain can be
considered suitable to implement an electronic B/L. However, especially the on-
chain storage was seen to be difficult together with companies guidelines to share
as few information/data as possible. Therefore, we will re-evaluate the way of
data storage in combination with an re-evaluation of GDPR compliance. Also the
complexity we noted during our implementation was second by the practitioner,
stating that the current system might be too complex to handle and extend
within in a production environment.

6 Summary and Outlook

In this paper we raised the research questions, if a private blockchain is suit-
able for implementing an electronic B/L. To answer this research question, we
used the design science research methodology. Based on existing approaches
and insights from a conducted focus group with practitioners, we defined six
abstract requirements. We presented an architecture along with an implemen-
tation leveraging a three-tier hierarchy architecture for electronic B/Ls. In our
implementation, we used Hyperledger Fabric and its channel concept to imple-
ment our designed concept of one B/L, one blockchain through which we max-
imize privacy. With this approach we also met anti-trust-by-design guidelines
stated in commercial law. The general feasibility has been shown and evaluated
with practitioners, creating insights considering implementation and adminis-
tration complexity. We found that the approach to use a private blockchain is
feasible and peaked interest by practitioners but the chosen technology, Hyper-
ledger Fabric, seems to be too complex regarding network administration. This
preliminary finding will be further investigated by conducting field experiments
with respective practitioners to gain further knowledge of the usability of the
proposed system. Further research could also encompass security and possible
attack scenarios such as insider attacks [28] from within the private permissioned
network. Also, the deployment and management of the potentially large network
must be discussed in greater detail. A possibility could be to create an indepen-
dent organization which supports companies in the setup of the software without
being part of the respective network itself. Based on these to be conducted field
experiments, we will have enough insight to decide if a alternative to Hyper-
ledger Fabric must be evaluated. Therefore, our future research will be focused
on conducting field experiments and deriving further insights for the presented
architecture.
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Abstract. This paper is the first to examine the reaction of the cryptocurrency
market to COVID-19 in terms of volatility resilience. Seven GARCH-type
models are used to measure, predict, and audit the volatility behavior of the most
eminent cryptocurrencies that represent almost 60% of the total crypto market
namely, Bitcoin (BTC), Ripple (XRP), Litecoin (LTC), Monero (XMR), Dash
(DASH), and Dogecoin (DOGE). The in-sample period extends from January 1,
2015 up to November 30, 2019 and the out-of-sample period covers the
COVID-19 period spanning from December 1, 2019 up to April 6, 2021. Results
showed that CGARCH (1,1) and GARCH (1,1) are the prevailing models to
forecast the volatility of Bitcoin and Ripple respectively in both the in- and out-
of-sample periods and that advanced GARCH models appear to better predict
asymmetries in cryptocurrencies’ volatilities pre and post COVID-19. Also, the
COVID-19 contributed in significantly affecting the volatility of Bitcoin, Ripple,
Monero and Dash.

Keywords: Bitcoin � Ripple � Litecoin � Monero � Dash � Dogecoin �
SGARCH � IGARCH � EGARCH � GJR-GARCH � TGARCH � CGARCH �
APARCH � Error metrics � COVID-19 � Volatility

1 Introduction

The cryptocurrency market witnessed a giant growth over the last four years. On April
10, 2021, the global crypto market capitalization reached USD 2.059T. This is not
surprising since the defining characteristic of most cryptocurrencies and their most
revolutionary features, is that they are trustless, immutable, and decentralized which
make them deflationary and safe to central banking system and governmental inter-
ference. However, it is known that the crypto market is very volatile and has provoked
serious fears of uncertainty. For this reason, measuring and modeling the volatility of
this market during the COVID-19 period looks eminent and examining its stamina is
much needed for investors, traders, risk managers, and regulators.

While the economic growth has shrunk by 3.5% worldwide in 2020 [1], and the
national debt for countries with weak economies is forecasted to highly escalate due to
the pandemic, financial and commodity markets across the globe were seriously
affected [2–4]. The cryptocurrency market response to COVID-19 is still ambiguous.
While several recent studies have discussed its impact on the financial markets [5, 6]
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and opportunities for portfolio diversification [7, 8], only few covered the behavior of
some selected cryptocurrencies in terms of spillovers, efficiency and safe haven.

For instance, Conlon and McGee [9] examine the impact of the outbreak on the
Bitcoin returns and find that it performed poorly with high correlations with the equity
markets and that Bitcoin is neither a safe haven nor a hedge against the extreme bear
market in the S&P500, occasioned by the COVID-19 pandemic. Also, Conlon et al. [10]
find that a cryptocurrency’s extreme volatility (Bitcoin and Ethereum) during the
COVID-19 hinders its usefulness as a safe haven. Chen et al. [11] notice that the market
volatility of Bitcoin is exacerbated by fear sentiment, suggesting that Bitcoin fails to act
as a safe haven during the pandemic. Similarly, Dutta et al. [12], using Dynamic Con-
ditional Correlation Generalized Autoregressive Conditional Heteroskedasticity (DCC-
GARCH)model, suggest that while gold is considered a safe haven asset for global crude
oil markets, Bitcoin acts only as a diversifier for crude oil. Alternatively, Bouoiyour and
Selmi [13] conclude that despite the fact that the pandemic intensifies Bitcoin’s volatility,
the position of Bitcoin as an attractive safe haven asset is reinforced. However, prices did
not adjust immediately, reflecting the inefficiency of the Bitcoin market.

On the other hand, Goodell and Goutte [14] apply wavelet methods and conclude
that COVID-19 caused a rise in Bitcoin prices. Kristoufek [15] investigates the quantile
correlations of Bitcoin and two benchmarks the S&P 500 and CBOE Volatility Index
(VIX) during COVID-19 and compares it to Gold. He finds that gold comes out as a
clear winner. Naeem et al. [16] investigate how the COVID-19 affects the market
efficiency of Bitcoin, Ethereum, Litecoin, and Ripple and realize that the cryptocur-
rency market efficiency varies with time. Shahzad et al. [17] address the spillover
among 18 cryptocurrencies under low and high volatility regimes by applying a
Markov regime-switching vector autoregressive with exogenous variables (VARX).
The results indicate various patterns of spillover especially during the COVID-19
outbreak. Also, Corbet et al. [7] find that cryptocurrency returns are significantly
influenced by negative sentiment relating to COVID-19. They conclude that these
digital assets act as a safe haven without providing diversification benefits.

It is well-known that GARCH-type models have been often used to explain and
forecast the volatility of Bitcoin and other cryptocurrencies. Chu et al. [18] investigate
the best volatility model among twelve GARCH models for the seven most popular
cryptocurrencies. Using five criteria, they find that the best model depends on the type of
cryptocurrency. Using both the in-sample and the out-of-sample data, Naimy and Hayek
[19] find that Exponential GARCH (EGARCH) (1,1) is a superior model in modeling
the volatility of the Bitcoin between 2013 and 2016 as compared to GARCH (1,1) and
Exponentially Weighted Moving Average (EWMA). Gronwald [20] compares GARCH
models with several linear and nonlinear GARCH models to display the extreme price
movements of Bitcoin and finds that GARCH models with student t-innovations and
combined jump-GARCHmodels have the best fit. Gyamerah [21] evaluates the volatility
of Bitcoin returns using three GARCH models (Standard GARCH (SGARCH),
Integrated GARCH (IGARCH), and Threshold GARCH (TGARCH)) and find that
the TGARCH model is the best model to estimate the volatility in Bitcoin. Naimy et al.
[22] investigate the volatility behavior of the major six cryptocurrencies with respect
to world currencies using several GARCH-type specifications. They find that the
volatilities of cryptocurrencies are better depicted by advanced models mainly the
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Component GARCH (CGARCH), Glosten-Jagannathan-Runkle GARCH (GJR-
GARCH), Asymmetric Power ARCH (APARCH), and TGARCH.

As described above and given the absence of studies examining the reaction of the
cryptocurrency market to COVID-19 in terms of volatility resilience, this paper fills the
gap by analyzing the volatility of six of the most eminent cryptocurrencies, specifically,
Bitcoin (BTC), Ripple (XRP), Litecoin (LTC), Monero (XMR), Dash (DASH), and
Dogecoin (DOGE), which represent almost 60% of the total crypto market in terms of
market capitalization (Table 1). Seven GARCH-type specifications namely SGARCH,
IGARCH, EGARCH, GJR-GARCH, TGARCH, CGARCH, and APARCH are used to
model their volatility behavior for both in-sample and out-of-sample contexts, where
the latter covers the COVID-19 period starting from December 1, 2019 up to April 6,
2021. Also, and in order to examine whether the volatility structure of the crypto
market has changed during the pandemic period, we use GARCH (1,1) while incor-
porating a dummy variable that is expected to provide information on the possible
changes in the volatility rate between the pre and post COVID-19 periods. The paper
proceeds as follows: Sect. 2 exposes the methods adopted to model and measure the
volatility of the cryptocurrency market and provides a description of the data. Section 3
presents the results and Sect. 4 discusses and concludes the findings.

2 Selected Models and Data

2.1 The Selected GARCH Models

In this section, we present the GARCH-type models that are used to model time-
varying volatility in the selected cryptocurrencies series. Their parameters are estimated
and the volatility for each cryptocurrency under each of the selected models is then
computed for the in-sample and out-of-sample periods. To assess the accuracy of the
tested models, the estimated volatility is compared to the realized volatility using three
error metrics: the Mean Absolute Error (MAE), the Root Mean Square Error (RMSE)
and the Mean Absolute Percentage Error (MAPE).

Standard GARCH (1,1). The conditional variance for the SGARCH (1,1) process
introduced by Bollerslev’ [23] is given by:

r2t ¼ xþ au2t�1 þ br2t�1 ð1Þ

x ¼ cVL ð2Þ

Where r2t is the estimate of the variance for day t, u2t�1 and r2t�1 represent the
associated return and the variance on the previous day with a and b being their
respective weights. The long run variance is “VL”. The model is considered stable when
the weightsc, a and b sum-up to 1.

Integrated GARCH. Introduced by Engle and Bollerslev [24], the IGARCH (1,1) can
be expressed as follows, given that b is now set equal to 1�að Þ with restrictions x� 0,
a� 0 and 1� a� 0:
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r2t ¼ xþ au2t�1 þ 1� að Þr2t�1 ð3Þ

Exponential GARCH. Suggested by Nelson [25], the EGARCH (p,q) is expressed as:

lnðr2t Þ ¼ xþ b ln r2t�1

� �þ c
ut�1ffiffiffiffiffiffiffiffiffi
r2t�1

p þ a
jut�1jffiffiffiffiffiffiffiffiffi
r2t�1

p �
ffiffiffi
2
p

r" #

ð4Þ

Where b represents the persistence parameter and a and c capture the size and the
sign (leverage) effect, respectively.

Glosten-Jagannathan-Runkle GARCH. The GJR-GARCH model developed by
Glosten et al. [26] is given by:

r2t ¼ xþ aþ cIt�1ð Þu2t�1 þ br2t�1 ð5Þ

Where It−1 = 1 if ut�1 < 0 and It−1 = 0 if ut�1 � 0. The parameters restrictions are
similar to the Standard GARCH whereby x� 0, a� 0, and b� 0.

Asymmetric Power ARCH. The APARCH model by Ding et al. [27], where r2t is
replaced by rdt is given by:

rdt ¼ xþ a ut�1j j � cut�1ð Þd þ brdt�1 ð6Þ

d, a, b and x are � 0, and −1 � c� 1where d is the Taylor (power effect)
parameter, c is the leverage parameter and the persistence parameter is given by bþ ak.

Threshold GARCH. The Threshold GARCH model due to Zakoian [28] is similar to
the GJR-GARCH model and is a particular case of APARCH (1,1) with d = 1 and
−1 � c� 1. TGARCH (1,1) is expressed as follow:

rt ¼ xþ a ut�1j j � cut�1ð Þþ brt�1 ð7Þ

Component GARCH. Suggested by Engle and Lee [29], the CGARCH model allows
mean reversion to a varying level “ qt” and splits the conditional variance into its
transient (Eq. 8) and permanent components (Eq. 9) as presented below:

r2t ¼ qt þ a u2t�1 � qt�1
� �þ b r2t�1 � qt�1

� �þ c u2t�1 � qt�1
� �

It�1 ð8Þ

qt ¼ xþ qðqt�1 � xÞþ/ u2t�1 � r2t�1

� � ð9Þ

Stationarity of the CGARCH model and non-negativity of the conditional variance
are ensured once the following inequality constraints are satisfied: x � 0, a � 0, / �
0, b � 0, b � / and aþ b � q � 1.
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2.2 Volatility Structural Model

In order to examine whether the volatility structure of the selected cryptocurrencies has
changed during COVID-19, we use GARCH (1,1) and add a dummy variable which
takes the value of 0 or 1 for the pre- and post-COVID-19 periods respectively.

r2t ¼ xþ a1l
2
t�1 þ b1r

2
t�1 þ/Dt ð10Þ

The GARCH (1,1) model parameters, x, a, and b, are the same as defined in
Eq. (1) and the new parameter / has no constraints. The parameter sign determines if
the volatility of the selected cryptocurrency has changed in response to COVID-19 or
not. A negative and significant sign indicates a decrease in the volatility and a positive
and significant coefficient indicates the opposite.

2.3 Data

The data employed in this study are the global historical daily prices extracted from
Refinitiv for the six selected cryptocurrencies spanning from January 1, 2015 until
April 6, 2021 yielding a total of 2,282 daily observations for each cryptocurrency and a
total of 13,692 for the six selected cryptocurrencies. The in-sample period extends from
January 1, 2015 till November 30, 2019 yielding a total of 1,794 returns whereas the
out-of-sample period ranges from December 1, 2019 to April 6, 2021 generating a total
of 487 returns. Given the dominance that Bitcoin imposes on the cryptocurrency
market (representing 55.12% of the overall cryptocurrency market capitalization as of
April 10, 2021) we opted to conduct a separate analysis on each cryptocurrency
independently to avoid biased inferences. Table 1 presents the summary statistics for
the returns of the six selected cryptocurrencies together with their market capitalization
and the Augmented Dickey-Fuller (ADF) test which reveals that all the selected
cryptocurrencies returns series are strongly stationary (p-values significant at 1%). All
cryptocurrencies show positive average returns, positive skewness except for Bitcoin,
and leptokurtic distribution - notably for Ripple and Dogecoin - which indicates that
their returns exhibit volatility clustering and persistence.

Table 1. Summary Statistics of the Daily Returns, ADF Test, and Market Capitalization

Descriptive
statistics

BTC XRP LTC XMR DASH DOGE

Number of returns 2281 2281 2281 2281 2281 2281
Mean 0.00229 0.00163 0.00196 0.0028 0.00218 0.00254
Standard error 0.00083 0.0014 0.0012 0.00132 0.00124 0.00146

Median 0.00212 −0.00234 −0.00002 0.00127 −0.00077 0.00000
Standard deviation 0.03945 0.06697 0.05722 0.06321 0.05908 0.06974

Variance 0.00156 0.00448 0.00327 0.004 0.00349 0.00486
Kurtosis 12.74909 39.61156 13.20587 8.98693 8.69964 68.57906
Skewness −0.90518 2.39808 0.34665 0.57894 0.79154 3.99756

Range 0.68985 1.64363 1.026 1.07878 0.91064 1.83859
Minimum −0.46 −0.61627 −0.51458 −0.49424 −0.45933 −0.51512

(continued)
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3 Empirical Results

3.1 In-Sample GARCH Parameters

Table 2 depicts the in-sample parameters corresponding to the selected GARCH-type
models. The ARCH component “a” in GARCH (1,1) ranges between 7% and 30% for
the selected cryptocurrencies and clearly reflects the importance of market shocks on
the volatility of the selected crypto except for Litecoin. Accordingly, all the cryp-
tocurrencies, except for Litecoin, exhibit a relatively smaller beta compared to other
financial instruments confirming their “spiky” behavior. Dogecoin reported the highest
long-term volatility with a value of 334%. This further underlines the cryptocurrencies’
intensifying levels of volatility. The IGARCH model validates the presumptions drawn
from the GARCH model. The “b” estimates for all cryptocurrencies were quite similar
except for Ripple. This highlights the cryptocurrencies’ high levels of volatility that
may not be captured by symmetric models and therefore, justifies our selection to use
advanced asymmetric GARCH models. The leverage coefficient “c” in EGARCH (1,1)
ranges between −1% and 14% and carries a positive value for all cryptocurrencies
except for Bitcoin. This implies that among all cryptocurrencies, only Bitcoin exhibits a
leverage effect and that positive shocks have a greater impact on cryptocurrencies’
volatility than negative shocks. The generated values in GJR-GARCH model display
similar results to the Standard GARCH model in terms of mean reverting (x), volatility
clustering (a) and volatility persistence (b). All cryptocurrencies display a value for
“x” different from 0. Also, the volatility of cryptocurrencies tends to cluster in response
to market shocks, particularly Ripple, and the larger beta in the case of Litecoin
evidences that it is relatively more explicable and less subject to ‘spikes’ than the
remaining cryptocurrencies. On the other hand, the leverage coefficient “c” in the
GJR-GARCH model ranges between 0% and −27% which shows consistency with the
EGARCH model, where a negative leverage coefficient implies the absence of leverage
effect for all cryptocurrencies. In contrast, estimates for the leverage parameter “c” in the
APARCH model for each cryptocurrency have changed significantly compared to the
GJR-GARCH and EGARCH models, with gamma ranging between 0.5% and 1%. The
lowest percentages for the leverage coefficients were those of Bitcoin and Dogecoin,
which reveals that their volatilities are affected symmetrically by positive and negative
shocks, and contradicts the EGARCH output. The TGARCH model shows that all
cryptocurrencies have a positive gamma of 0.33%, which is insignificant. This implies
that the impact of returns on their volatility is symmetrical and thereby, they do not
exhibit an asymmetric effect. Finally, the Component GARCH model reflects the high

Table 1. (continued)

Descriptive
statistics

BTC XRP LTC XMR DASH DOGE

Maximum 0.22512 1.02736 0.51142 0.58454 0.4513 1.32347
ADF Stationary test
(P-Value)

0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Market capitalization 55.12% 2.56% 0.75% 0.25% 0.13% 0.40%
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value attained for the trend intercept “x” in the case of Dogecoin suggesting that
CGARCH is a good fit for this cryptocurrency. Also, the AR coefficient of the per-
manent volatility “q” is highly significant (almost 1) for all cryptocurrencies and its size
exceeds the coefficients of the transitory component in all cases implying that the model
is quite stable for all cryptocurrencies. However, in contrast to all remaining models, the
CGARCH is the only model that reports the presence of leverage effect in most cryp-
tocurrencies, particularly for Litecoin (c = 18%) which means that negative shocks have
generally a higher impact on cryptocurrencies’ volatility than positive shocks.

Table 2. GARCH in-sample parameters
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3.2 Optimal GARCH-Type Models

Based on the three error metrics, Table 3 summarizes the optimal volatility models that
best predict the cryptocurrencies’ volatility and Fig. 1 displays the realized volatility
versus the selected GARCH-type volatility for each cryptocurrency during COVID-19
period (out-of-sample period).

Consistency is maintained during both periods for major cryptocurrencies such
as Bitcoin and Ripple whereby the CGARCH (1,1) and GARCH (1,1) models are
reliably dominant in forecasting their volatilities, respectively. As for the remaining

Table 3. Optimal models for each cryptocurrency for the in-sample and out-of-sample periods

Resilience to COVID-19 (January
2015–April 2021)
In sample Out of sample

BTC CGARCH (1,1) CGARCH (1,1)
XRP GARCH (1,1) GARCH (1,1)
LTC GJRGARCH (1,1) APARCH (1,1)
XMR CGARCH (1,1) IGARCH (1,1)
DASH TGARCH (1,1) GJRGARCH (1,1)
DOGE APARCH (1,1) TGARCH (1,1)
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cryptocurrencies the results were different, whereby no model demonstrated superior-
ity. Apparently, it is natural to observe some discrepancies among cryptocurrencies
given their typical highly volatile behavior, particularly after the COVID-19 pandemic
that has seen many investors alter and move towards cryptocurrencies as their mean of
diversification and payment/trade given their digital and virtual feature.

3.3 Cryptocurrencies’ Resilience to COVID-19

The output of Eq. (10) is depicted in Table 4. The purpose is to examine the significance
and sign of / and check if the volatility structure of the selected cryptocurrencies has
changed in response to COVID-19. The p-values of all the cryptocurrencies, excluding
Litecoin and Dogecoin, are less than 5% which indicates that they are affected by the
COVID-19 pandemic. While Bitcoin and Dash volatility increased during COVID-19,
Ripple and Monero volatility decreased. In other words, COVID-19 contributed in
significantly affecting the volatility of the most important cryptocurrencies.

Fig. 1. Realized Vs GARCH volatility (Out-of-sample period)
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4 Conclusion

Cryptocurrencies are still considered among the most speculative investments given
their extreme volatile and asymmetric behavior, being more sensitive to positive shocks
than negative shocks [30]. They are found to overreact to the negative news compared
to traditional equities [31]. This paper is the first to analyze the resilience of the
cryptocurrency market, represented by the six well-known cryptocurrencies, to
COVID-19.

While our results showed that the cryptocurrency market was generally affected by
the first three quarters of the 2015 year and the COVID-19 era given the changes in the
in-sample and out-of-sample results, they validate those of Naimy et al. [22] which
confirmed that advanced GARCH models appear to better predict asymmetries cryp-
tocurrencies’ volatilities. In fact, GJRGARCH (1,1), APARCH (1,1), IGARCH (1,1),
TGARCH (1,1) and CGARCH (1,1) models which were found the best performers,
persisted and remained the best models as evidenced in this paper. This emphasizes the
relative sustainability of the cryptocurrencies to market upsets. In contrast with pre-
vious studies [19, 32, 33], the EGARCH model which was considered superior,
remained one of the worst performing models among all cryptocurrencies for the pre
and post COVID-19.

Understanding and following the dynamics of the cryptocurrency market is com-
plex. This paper showed that this market has also been affected by COVID-19. Its
resilience analysis gauges how its volatility was significantly affected by displaying an
overall increase if we consider the highly weighted cryptocurrency in terms of market
capitalization, namely the Bitcoin and Dash, an output of great importance for investors
and risk managers.
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Abstract. The paper applies innovation dynamics equations to analyze audi-
ence dynamics of instant payment systems (IPS) behavior. The research shows
that dynamics of IPS are well described by the Ricatti equations, which are
generalizations of the Bass basic model of innovation diffusion taking into
account different patterns of audience behavior. As proved by IPS experience in
Britain, Sweden and other countries, commodification of fast payment services
allows for rigorous description of the IPS dynamics. Quantitative estimates are
obtained for the degree of cooperative customer behavior and the typical time of
system growth. However, these parameters may differ for different transactions
types within the same system due to their different business nature. We also
show that all systems may be described by the generalized trajectory of evo-
lution and demonstrate that described systems with different payment operations
types are located on different stages of this trajectory what reflects their maturity
and operation nature. The results can be used for qualitative and quantitative
assessment of IPS customers behavior and for short- and medium-term pro-
jections. We also discuss some future improvements such as including of
competition of different IPSs for countries in which more than one IPS run
simultaneously.

Keywords: Fast payment system � Instant payment system � IPS � Retail
payment � Bass equation � Ricatti equation � Swish � Venmo � Payment system
model

1 Introduction

Payment industry has been one of the most innovative industries over the last two
decades. Payment sector was the most affected by the innovations (dubbed ‘fintech’):
the well-known cases include evolution of payment cards from magnetic stripe to chip-
based and contactless cards, appearance of electronic money, contactless payments, QR
payments, and probably the most striking innovation – cryptocurrencies [1]. The
remarkable growth of innovations in this area is an obvious challenge for researchers,
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however, the dynamics of innovations is still under-researched issue. In previous
papers [2–5], we used a methodology similar to Bass’s formalism [6] to describe the
size of the audience and the number of payment cards, e-wallets and cryptocurrencies
transactions which can be regarded as indicators for innovation diffusion. In this paper,
we have endeavored to describe the dynamics of Instant Payment Systems (IPS) that
are used by the mass market consumer.

Generally speaking, IPS, often dubbed as Fast Payment System (FPS) is a set of
technical solutions and contractual relationships between various banks that allow
individuals to initiate almost instant transactions to each other (P2P, peer-to-peer
transactions) and to legal entities (C2B, customer-to-business transactions, that include,
for example, payment for goods in stores or utility bills) [7]. Although these systems
are relatively simple, and their first implementation started in 20th century, but
worldwide implementation of really massive and effective hi-tech solutions began only
in the beginning of the 21st century. Implementation of IPS is complicated, not in last
extent, because they require reaching the agreement among all banks and ensuring
information and financial security of IPS transactions. First IPS appeared in 1973 in
Japan but most of the current instant payment systems became operational in the 21st
century (in Brazil, Mexico, South Africa, South Korea, Iceland and other countries).
Faster Payments Service in the United Kingdom (2008) is probably one of the well-
known IPS in the world. The business models of such systems may differ [8]. While
Faster Payments Service in the United Kingdom and Russian Fast Payment System
(SBP) were supported, fully or in part, by the state, Swish in Sweden or Russian
Sberbank based IPS are private initiatives (by a single bank of consortium). These
systems may support different functions: from simple P2P transfers to recurrent pay-
ments, C2B transfer, person-to-government transfers, and so on.

Over the past 10 years, certain statistics for various IPS have been accumulated,
which can be used to develop a mathematical model to describe the dynamics of the
IPS audience and its other indicators.

2 Theoretical Framework

The standard mathematical tool to describe dynamics of audience of any given service
or product is the diffusion equation or, more precisely, the dynamics of innovations.
Bass first proposed this equation in 1963 [9]. The main assumption in it is that it is
possible to express the rate of change of the audiences dx/dt as a function of the size of
the audience x and, sometimes, time t.

In particular, Bass actually used the equation

dx
dt

¼ ðpþ qxÞð1� xÞ ð1Þ

or
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dx
dt

¼ �qx2 þ q� pð Þxþ p ð2Þ

Where the coefficient p in Eqs. (1) and (2) on the right side describes the speed of
making independent decisions, and the coefficient q describes the speed of making
decisions under the influence of existing users in the system. This and related equations
have been successfully used to describe the sales of refrigerators, toasters, growth in the
number of social networks users, e-assessments and some other markets [6, 10–14].

In [3], the equations were shown to describe the dynamics of retail payment
markets – cards, e-wallets and cryptocurrencies - quite well. However, two features are
specific for the payment markets: commodification and technical cooperation. Com-
modification [15] refers to the simplification of payment services in recent years and
the reduction in the number of parameters describing these services. Technical coop-
eration, a term borrowed from the theory of games [16], refers to the fact that any
payment involves two parties, and, depending on whether the payee behavior affects
the payer behavior or not, the market might be characterized as cooperative or non-
cooperative. The dominant behavior (cooperative/non-cooperative) is found to be
connected to the dominant types of transactions. For customer-to-business (C2B)
systems, such as card payments at POS in retail stores, the behavior of the payer does
not depend on the behavior of the payee (in this case, the store), the store’s ability to
accept payments is constant and almost infinite. In the case of person-to-person (P2P)
systems, such as international money transfers, the sending of funds is conditioned on
the recipient’s willingness to accept these funds. In previous works, the authors looked
at purely cooperative and non-cooperative markets. In the case of C2B systems, non-
cooperative behavior prevails, and the system behavior is described by the equation

dx
dt

¼ ab N � xð Þ � bx ð3Þ

Where coefficient a describes the probability that the customer will start using the
system at any time, coefficient b describes the probability that he will stop using it at
any point in time. For purely cooperative p2p systems, the equation takes the form

dx
dt

¼ ap N � xð Þx� bx ð4Þ

Where the meaning of coefficients a and b is similar. Analytical solutions, practical
examples, and qualitative properties of Eqs. (3) and (4) were described in detail in [2,
3].

In this paper, we assume that all markets usually demonstrate a mixture of coop-
erative and non-cooperative behavior. These types of behavior may manifest in dif-
ferent ways. For example, while C2B systems (e.g. card payment in stores) are
generally non-cooperative (payer’s behavior is not affected by the payee’s and vice
versa), it also demonstrates a cooperative component in Bass terms, as individuals’
(payers’) choices are affected by their social environment. In other words, the dynamics
of card payments in retail will be determined not only by the availability and
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convenience of POS terminals, but also by how family and friends influence the
customer’s decision to use cards instead of cash.

As a result, the generalized model was written as

dx
dt

¼ ap N � xð Þxþ ab N � xð Þ � bx ð5Þ

Or in the form of the Ricatti equation [17].

dx
dt

¼ �apx2 þ lxþ abN ð6Þ

Where

l ¼ apN � ab � b ð7Þ

the solution of this equation gives

x ¼ 1
2ap

D tanh
1
2
tD� C

� �
þ l

� �
ð8Þ

Where

D2 ¼ l2 þ 4abapN ð9Þ

which defines the reverse typical time of audience change. For t ! ∞ (8) transforms
into

x1 ¼ 1
2ap

Dþ lð Þ ð10Þ

giving the maximum audience size that the system aims for at long times. The constant
C can be found from the initial condition x(0) = x0

C ¼ arctanhððl� 2apx0Þ
�
DÞÞ ð11Þ

We can formally also rewrite Eq. (11) in a more general dimensionless form redefining
the values to dimensionless

v ! ð2apx� lÞ�D ð12:1Þ

s ! Dt
2
� C ð12:2Þ
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and getting the most general form of the solution (8) as

v ¼ tanhs ð13Þ

This form has so far remained unnoticed in formal studies of the Bass equation.
Formally speaking, all solutions of the Bass equations in proper dimensionless vari-
ables and coefficients lie on the same trajectory, and their qualitative differences (the
presence of an inflection point, signs of the second derivative, and so on), including
limiting cooperative and non-cooperative systems, are determined only by where the
real moments of observation are located on this trajectory.

Thus, parameter C largely determines the qualitative behavior of the system. In the
range Dt >> C non – cooperative behavior prevails, while in Dt << C prevails coop-
erative behavior. In other words, Eq. (5) reduces to (3) and (4) respectively. In this
paper, we apply this model to instant payment systems. It is obvious that the IPS
market is almost perfectly commodified – the service is homogeneous among financial
services providers and extremely simple. In addition, it is important that various banks
are connected to the fast payment system, and the general behavior is the product of
averaging for individual banks and their clients. This further increases the uniformity
and commodification of this universal service. A great advantage for a researcher is that
the statistics on IPS is usually more available, compared to the statistics of private
schemes.

Some reservations need to be made when applying the classical equations of
innovation dynamics. Initially, the Bass’s dynamics model was built for physical
goods, their usage can be described in binary terms – e.g. a customer either has a
refrigerator or not. In the case of services, the situation is more complicated – a
customer can use the system intermittently. Previously, we assumed that the system is
used by the customer when at least one transaction is made by him/her over time 1/D.
Apart from the number of unique users, other data (such as number or volume of
transactions) might be available for IPS as well. In this case, we assume that these
parameters are linearly related to the number of customers. Certainly, this proportion is
not precise and stable – for example, as the average payment amount changes slowly
over time. For example, data for card payments in Britain [18] shows that the average
amplitude of non-monotone change in the average transaction volume in 2009–2016
was about 10%, the average transaction changed by about 20%, while the volume of
transactions in 2011–2016 increased by about 300% [19]. A similar pattern is observed
in younger markets [20, 21].

Thus, the assumption of a linear relationship between different metrics is reason-
able. In other words, as long as the typical time it takes for the average transaction or
the number of transactions per card to change is t << 1/D, the expression (8) is valid
for any metric, surely with different parameters. In general, we can say that in the case
of payment systems, Eq. (5) is written for the number of efficient users, through which
other metrics can be expressed linearly.
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3 Methodology and Results

We start with statistics on the British FPS. The main data is shown in Fig. 1. For
convenience, we rationed the values to the value from the final observation date. Note
that the statistics are provided by two types of services: standing orders and payments.
Single Immediate Payments (SIP), are initiated by one customer to another. Standing
orders are recurrent payments made to a legal entity with a predetermined frequency,
i.e. C2B transactions. We can assume a priori that the role of cooperation for SIP will
be lower. To verify whether the actual data and (8) correlate, we use the least middle
average percentage error (MAPE)

MAPE ¼ 1=N
XN
i¼1

X � xj j=X ð14Þ

method [22] to find best fitting parameters of model. Here and further we use capitals,
e.g. SOP or X, to indicate actual data and small letters, e.g. sop or x, to indicate model
calculations. This choice allows to take into account wide range of values, however has
evident drawback consisting in high weight of small value data of initial period in the
criteria, as it will be discussed further. The results are shown in Fig. 1 and Table 1.
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Fig. 1. Number of transactions in the Faster Payments, monthly
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We can see a decent match between the estimated and actual data. Quantitative
statistical parameters [23] calculated on all data range are given in table 2. We see small
deviation of model from real data.

Moreover, we can see that different services behave qualitatively differently within
the same system. SIP show explicit cooperative behavior, with a positive second
derivative and far from saturation, standing order behavior is much less cooperative,
with a negative second derivative. Time indicators D are relatively close. Visually, fit is
quite good, but big deviation at small values of initial period led to relatively large
MAPEs.

The second example was the development of the Swish IPS. Swish was imple-
mented in Sweden 2012 as a joint project of a consortium of commercial banks and the
Central Bank of Sweden. Swish transactions demonstrate striking cooperative behav-
ior. At the same time, the parameters show that the maximum increase in customer
number is reached at the point t = tm

2C ¼ Dtm ð15Þ

that is around 2017. We do not have data on transactions for 2019, but the information
on the drop in Swish [24] wallet downloads in 2019 confirms this assumption. Thus,
the simulation shows that within the existing business model, Swish is close to satu-
ration of the customer base (Fig. 2).

Table 1. Model parameters for different IPS

Payment system C Period of operation, at the time
of observation, years

1/D, years

Faster Payments SOP, UK 0 12 4
Faster Payments SIP, UK 1,7 12 5
Swish, SW 3 7 0,7
Venmo, US 2,2 6 1,2

Table 2. Statistical parameters for different IPS

Payment system RMSE MSE MAE MAPE MAPE1

Faster Payments SOP, UK 0,039204356 0,00153698 0,031361 11.14% 4,00%
Faster Payments SIP, UK 0,035037659 0,00122764 0,023943 9.75% 6,24%
Swish, SW 0,041299594 0,001705656 0,034349 15.97% 12,15%
Venmo, US 0,019751364 0,00039012 0,012531 14,83% 4,47%
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Another example of a private IPS is Venmo, launched in the US in 2010. Figure 3
shows the quarterly payment volume, also normalized as of the last observation date
[25]. The parameters found in (8) are also shown in Table 1.

For all figures we see good visual coincidence of model and actual data. The
exception is the taking off period, which can be attributed to the pilot mode of the
system where number of participating banks and quality of the services varies in time
contradicting our assumption on constant or slow changing a and b values. Values for
these periods are small, so their contribution in all statistic criteria except MAPE are
small and we see quite small absolute model errors. However, this period contributes
more visible in MAPE value because of sensitivity to deviation in small terms. We also
calculate MAPE1 with take-off period data excluded. MAPE1 values are much smaller
for Swish and Venmo, what demonstrates high quality of the model for the rest of data
range which also can be visible seen on Fig. 1 and following figures. For SIP and SOP
the difference absents practically. Of course, if someone needs to interpolate or predict

Fig. 2. Number of transactions in the Swish IPS, yearly

Fig. 3. The number of transactions in IPS Venmo, quarterly
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shorted data range optimizing MAPE for this data range or to use statistics with weights
[23], even smaller deviation can be obtained.

4 Discussion

By analyzing Table 1, from the difference in parameter C we can see that different
systems are at different stages of market saturation, which is quite logical, given the
difference in geography and services. However, for all three systems, we see a good
match of the calculated values with the actual ones and quite plausible estimates for the
main parameters. Thus, proposed approach may underline qualitative and quantitative
models of different IPS, including good quality forecasting.

We also find effective the concept of general trajectory (13). In Fig. 4, approximate
positions of all four products on a common trajectory (13) are shown schematically.
This gives us a simple view on current state of product development and further growth
perspective.

Fig. 4. Position of various IPS on the generalized trajectory
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5 Implications

As shown in previous studies, Bass-like models describe the behavior of various
classes of payment systems quite well. In this paper, this statement is extended to IPS,
and the quality of interpolation is very high. We believe, this is explained by the
commodification phenomenon and the rapid achievement of IPS a new state of
maturity, which leads to a slight change in the typical parameters of systems over time.
The quality of the models allows them to be used for short- and medium-term forecasts.
On existing samples of long N, given in Table 1, training the model over an interval of
N-2 years gives a forecast for the last two years with a dispersion close to the dis-
persion of the full sample. It is also worth mentioning that the model allows to identify
possible noticeable deviations of practical behavior from the predicted one in the future
and provides a direction for analyzing what modifications in the model and user
behavior caused these deviations. Analysis of actual curves allows to make assump-
tions about presence or absence of cooperation between users, which might be useful
for the development of payment products. It is also important that the previously
obtained qualitative regularities of the used model, described in [2, 3], apply to the IPS
as well. In particular, data about initial state of the IPS does not provide enough
information for longer-term forecasts: as shown in [2], solutions of type (6) equations
for small times can be determined by a different set of variables than the stationary
solution x0.

6 Limitations and Future Research

The model has several limitations that warrant further research. Firstly, the model does
not account for competition between multiple systems. As mentioned above, this
reflects practice in many cases but surely not in all situations. In rare cases of two or
more IPS co-exist in one market, the approach based on the system of dynamic
equations proposed in [3] we may expect stronger competition behavior for P2P
payments than for C2B and other effects described in this paper. Secondly, the model is
built on the assumption that the coefficients of the model are constant or change slowly.
This assumption needs further analysis as we see some visible deviations on starting
period where number of banks participating is growing thus influencing attractiveness
of the service for clients and changing a and b coefficients. More accurate approach
may take this into account. Thirdly, amount of IPS worldwide and number of services
provided is growing, which will provide basis for more extended researches.

7 Conclusion

The paper successfully demonstrates the use of innovation dynamics equations for
instant payment systems in various countries. A good quantitative match with real data
is obtained, qualitative effects determined by the different types of behavior (cooper-
ative and non-cooperative) are demonstrated, and extrapolation estimates for the
medium-term development of systems are obtained. A qualitative relationship between
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the type of a payment product and the curve describing its dynamics is shown. The
proposed model might improve the quality of the IPS dynamics and audience behavior
analysis as well.
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Abstract. Supply chains are increasingly adopting industry 4.0 technologies to
meet exceeding stakeholder expectations. Blockchain technology offers an
opportunity to facilitate the digital transformation of supply chains. Supply
chains can benefit from the characteristics of blockchain including through
transparency, traceability, and immutable data, to enable for example quality,
sustainability, provenance, and safety. Adoption considerations for blockchain
are important to ensure needs are met in the early adoption stages and further
stages of deployment. This study aims to explore the adoption considerations for
blockchain across supply chain domains reported in the literature, focusing on
adoption factors and readiness. Research methodology used is a meta-analysis of
literature review studies on blockchain adoption in supply chains to identify
themes. The review identified 102 papers from four databases, and 33 are
selected for analysis, identifying 64 blockchain adoption factors. Security,
system integration, trust, scalability, costs, and traceability are found to be
important blockchain adoption factors for supply chain. The adoption factors
show a spread over a people-process-technology framework. Limitations of the
research and areas for future research are highlighted.

Keywords: Blockchain � Adoption � Meta review � Supply chain

1 Introduction

Industry 4.0 technologies support the digital supply chain. Digital supply chains are
those adopting novel technologies to enhance performance and create a competitive
edge. Example industry 4.0 technologies are cloud computing, artificial intelligence,
big data, internet-of-things, augmented reality, 3D printing, and blockchain technology
[1, 2]. Blockchain technologies are increasingly implemented and researched in the
field of supply chain management. In principle, blockchain ledgers hold information
like other ledger systems, for example, price, quantity, and quality aspects. Blocks
containing timestamps, Merkle tree root and parent hash, nBits, and nonce are built
together to represent a series of transactions forming the Blockchain [3]. Identified by
[4] are some of the important characteristics of blockchain enabling technologies in
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supply chain management. These are data safety, accessibility, documentation, data
management, and quality. Blockchain technologies are not without criticism, as dis-
cussed by [5], legal aspects and privacy are some of the important challenges in
blockchain adoption.

Supply chains take raw products through a series of processes to create value added
products [6]. Currently, there is a drive towards sustainable supply chains [7]. Digital
transformation can disrupt supply chains to meet the sustainability needs of consumers
[8]. Research on digitally enabled supply chains is shown in the literature [1, 9, 10].
The requirements for digital platforms in sustainable supply chains are identified in [11,
12]. For example, traceability is identified as a requirement to improve quality and
safety assurance, as discussed by [13]. Blockchain offers the ability to support this
need, with immutable, transparent, visible, and traceable data, amongst others [14]. To
enable digital transformation, knowledge of the building-blocks is important. [15]
present a building-block model for digital transformation. This is further developed for
blockchain technology in supply chains by [5]. Imperative in the model in [5] is the
three-phase implementation process of pre-adoption, adoption, and post-adoption. In
addition, the pre-adoption phase discusses the need for adoption readiness. Adoption
readiness is discussed as the level in which an organization or supply chain is prepared
to adopt technologies. More important, adoption readiness influences the future success
of the technology. Within adoption, PPT (people-process-technologies) considerations
can support the understanding of categories for adoption considerations [16].

Research on blockchain advantages, challenges, and potential applications are
shown [17–19]. As part of the feasibility and adoption process, it is necessary to
understand adoption factors for blockchain based supply chains. Adoption factors are
playing a role in decision making when implementing technologies. Adoption factors
have been investigated in a variety of settings including pharmaceutical industries,
smart manufacturing, and supply chain management [16, 20]. However, limited
research presents an overview of blockchain adoption factors across several supply
chain domains, while considering context and adoption readiness. Therefore, this
research aims to identify emerging considerations of blockchain adoption in supply
chains through a meta-review. The meta-review focuses on three main areas for con-
tribution. i) The adoption factors between supply chain domains, showing the impor-
tance of adoption context ii) the adoption factors of blockchain technology in supply
chain, and iii) adoption readiness considerations for blockchain adoption in supply
chain. The remaining sections in the paper is a literature review in Sect. 2, followed by
the research methodology in Sect. 3. Section 4 presents the results and the discussion.
The report is concluded in Sect. 5.

2 Literature Review

2.1 Blockchain Adoption Factors in Supply Chains

Blockchain adoption research in supply chains is evident in both cross-sector review
studies (those that study multiple supply chains) and in specific review studies (those
that study individual supply chains). Table 1 shows an overview of the adoption factors
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identified in supply chains. As shown in Table 1, cross-sector studies have received the
most attention in respect to blockchain adoption in supply chain. The food, automotive,
healthcare, and public supply chains have also been focused on in several individual
studies. Some adoption considerations are shown more specifically to the supply chain
domains suggesting a link towards the importance of adoption context regarding the
sectors and technology characteristic considered. For example, in the food supply
chain, traceability is identified in [21–23], while in the automotive supply chain sup-
portive and legal, system integration, security, automation, and resources are more
identifiable [24, 25]. Trust is important e.g. in the health care supply chain [26, 27], in
addition to privacy, which is also identified the financial supply chains focused papers
[28, 29]. The pharmaceutical supply chain is the only one reported to identify validity
and accuracy [16], while smart manufacturing requires flexibility [30], showing the
unique requirement needs in individual supply chain domains. These key character-
istics cut across sectors and industries and are indicative for some in the literature.

Table 1. Adoption considerations form literature

Supply chain Adoption considerations Source
(s)

Agri-Food Supportive and legal; Privacy; Trust; Efficiency; System Integration; Disintermediation; Usability; Security;
Knowledge and Skills; Scalability; Costs; Traceability; Immutability; Socio-demographic;
Company/organizational factors; Company capability; Provenance; Audibility; Product safety

[21–23]

Automotive Supportive and legal; Trust; Support Infrastructure; Efficiency; System’ Integration; Supply Chain
Integration; Sustainability; Disintermediation; Safe monitoring; Authentication; Usability; Security
Knowledge and Skills; Transparency; Scalability; Costs; Traceability; Immutability; Automation; Frugal
implementation; Company/organizational factors; Attitude; Resources; Visibility; Ownership and
management support; Collaboration; Data quality and integrity; System capability; Permissions

[24, 25]

Cross-sector/non-
specified

Supportive and legal; Innovation drive; Privacy; Trust; Support; Infrastructure; Efficiency; System
Integration; Supply Chain Integration; Sustainability; Disintermediation; Safe monitoring; Reliability;
Authentication; Usability; Security; Knowledge and Skills; Transparency; Scalability; Storage capacity;
Costs; Traceability; Immutability; Decentralized or distributed; Automation; Energy consumption;
Governance; Speed; Company capability; Provenance; Audibility; Clarity; Awareness; Attitude; Resources;
Value creation; Product safety; Visibility; Supply chain digitalization; Ownership and management support;
Collaboration; Data quality and integrity; Data sharing; Define Scope; Facilitation effect; Open source;
Accessibility

[31–45]

Diamond Supportive and legal; Trust; Support Infrastructure; Efficiency; Security; Scalability; Costs; Supply chain
digitalisation; Risk; Real-time

[46]

Financial Supportive and legal; Privacy; Trust; Efficiency; System Integration; Disintermediation; Usability; Security;
Transparency; Scalability; Traceability; Immutability; Decentralized or distributed; Automation; Energy
consumption; Governance

[28, 29]

Healthcare Supportive and legal; Innovation drive; Privacy; Trust; Support Infrastructure; Usability; Security;
Transparency; Traceability; Immutability; Decentralized or distributed; Auditability; Mobility Ownership and
management support; Reproducibility; Experts

[26, 27]

Logistics System Integration Security; Knowledge and Skills; Scalability; Traceability; Resources; Shared benefits;
Best practices; Investment from partners

[47]

Pharmaceutical Innovation drive; Privacy; Trust; Efficiency; System Integration’ Supply Chain Integration; Safe monitoring;
Reliability; Authentication; Usability; Security; Transparency; Scalability; Storage capacity; Costs;
Traceability; Immutability; Decentralized or distributed; Visibility; Data quality and integrity; Accuracy;
Validity

[16]

Public sector
supply chain

Efficiency; Knowledge and Skills Scalability; Costs; Decentralized or distributed; Energy consumption;
Governance; Company/organizational factors; Attitude

[48, 49]

Smart supply
chains

Privacy; Trust; System Integration; Supply Chain Integration; Reliability; Security; Transparency; Costs;
Energy consumption; Speed; Frugal implementation; Risks; Real-time; Flexibility

[30, 50]
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2.2 Industry 4.0 Technologies

Blockchain is not a standalone technology. Other Industry 4.0 technologies are often
adopted to enable blockchain capabilities such as AI (Artificial Intelligence), IoT
(Internet of Thing), and Big Data [51]. [52] assess blockchain, AI, IoT, and Big Data in
the agriculture supply chain. The research suggests that each technology has positive
impacts (e.g. improved quality and traceability) and negative impacts (e.g. privacy)
within the supply chain. [53] present a framework for food traceability, showing the
combination of modules. A blockchain module for secure, open, and transparent data
storage, and an IoT module for data collection. In addition, a fuzzy food quality
evaluation module to predict aspects such as shelf-life and decay rates. Example
benefits of industry 4.0 technologies are present in [52]. For example, AI and big data
enable robotics, improve decision support systems, enable mobile expert systems, and
assist in predictive analysis, while blockchain can enable smart contracts through
compatibility with IoT systems. Recent research by [54] proposes a hybrid design
pattern that utilises industry 4.0 technologies, to improve data flow processes within
systems The system uses blockchain, IoT and AI. AI reduces the need for data
manipulation and therefore increases system efficiency.

2.3 Blockchain Adoption Frameworks

[31] provide a framework for blockchain adoption highlighting some key phases in
adoption. The initiation phase which related to investigating the need for the tech-
nology, knowledge, awareness, attitude, and proposing a blockchain provider. Adop-
tion factors are important to assess in this phase. In the framework, the implementation
phase includes the actual purchase of the technology, preparing the organization for
adopting blockchain through performing trial, acceptance, and use case studies.
A three-stage blockchain adoption strategy is presented by [40]. The first is techno-
logical assessment of performance, capability, and costs. Second is framework
development, focusing on the processes of adopting blockchain, for example, new
business models or purchasing processes. The third stage identified for blockchain
adoption is to create trust in blockchain technology. Existing adoption frameworks
have been adopted in blockchain research, for example, [25] adopt the TOE or tech-
nological (compatibility, complexity), organisational (top management support, size of
organisation), and environmental (external pressures and support). An increasingly
popular framework in blockchain adoption is the PPT model or people-process-
technology framework. This model has been applied to assess blockchain adoption in
supply chains [16, 30, 55] PPT goes beyond technology assessment and considers the
importance of processes and people in adoption of technology.

3 Research Methodology

The overall research approach is shown in Fig. 1 and it is used to analyse the literature
on blockchain adoption with an emphasis on three key adoption considerations, a)
adoption domain and its context, b) adoption factors, and c) adoption readiness.
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Methods are not dissimilar to recent work in respect to blockchain adoption see
[55] and [16]. The aim and research objectives are developed and shown see Sect. 1.
Following this, a search protocol is developed, and a search is conducted. The papers
were screened and then analysed through a meta-review. See [56] for an example of
recent work adopting the meta-analysis approach. In Phase 1, literature review is
conducted to collect a list of blockchain adoption factors. The first and second step was
to select databases and keywords. Databases used for the research included Science
Direct, Scopus, IEEE, and Emerald Insight. The literature search used specified key-
words and search strings (TITLE-ABS-KEY (blockchain AND adoption AND “sys-
tematic literature review”). Search results were Emerald Insight n = 12, Science Direct
n = 19, IEEE Explore n = 12 and Scopus n = 59. The selection of papers was limited
to the following inclusion criteria: a) only selecting those papers that are systematic
literature reviews, b) the study focused on blockchain adoption in supply chains c) the
included papers identify blockchain adoption factors in supply chains. Figure 2 shows
the search and filtering of selected studies.

The research team assessed the quality of the selected papers, and all 33 papers
were found to be of sufficiently good quality for inclusion in the meta-review. Fol-
lowing the final selection of papers (step 3), was the content analysis and coding of
included papers. Phase 2 involves statistical analysis of journals extracted. Meta-review
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focused on the following taxonomy, 1) Distribution of publications by year. 2)
Distribution of paper by supply chains. 3) Adoption factors in supply chains. 4)
Adoption domain, and 5) adoption readiness considerations. This was done by re-
reading all included papers and extracting referenced text on blockchain adoption in
supply chains. Following the results, a proposed framework is used to summarize
adoption factors and categories. [16] and [55], in part, guided the assessment of
adoption factor categories.

4 Results and Discussion

4.1 Descriptive Analysis

33 papers are included in the meta-review. Figure 3 shows the distribution of publi-
cations by year (until May 2021). Figure 4 shows distribution papers by journal focus.

Table 2 shows the articles included in this paper, including the source, research
questions, and sample size. When research questioned were missing the research
objectives were used. If both objectives and questions are missing, the aim is used.

Table 2. Summary table of included papers

Source Review type Research question or objectives Same
size

[57] Comprehensive literature
review followed by a case
study approach

RQ1: How do organizational factors influence blockchain adoption in
organizations based in a developed country?

20

[41] Systematic review RQ1: What are the achievable and anticipated benefits of the execution of
blockchain technology for the government, financial, manufacturing and
healthcare sectors? RQ2 What are the crucial challenges confronted in the
execution of blockchain technology for the government, financial,
manufacturing and healthcare sectors? RQ3: What are the recent and
mutual areas of blockchain enabled government, financial, manufacturing
and healthcare sector functionality? RQ4 What are the outcomes of
previous studies and their execution in guiding the forthcoming
investigation?

168

[42] Systematic literature
review

RQ1: What are the main clusters of research that can be drawn from the
literature? RQ2: Which reference theories are applied or invoked in
studying the topic at hand? RQ3: What are the boundaries of implementing
BT in business today? RQ4:What are the future research avenues proposed
in the literature to extend the corpus of knowledge surrounding BT?

47

[24] Systematic review RQ1: What are the technological and management challenges and
opportunities of blockchain adoption from the lens of the TOE framework
for operational excellence in the UK automotive industry?

71

[27] Systematic review
followed by case study

RQ1: Who are the key stakeholders, and how do they collaborate and/or
cooperate? RQ1: What are the key readiness dimensions of individual
stakeholders, and how do they influence the sector? RQ3: What are the key
facilitating conditions?

20

[47] Systematric literature
review

RQ1: How is the industry structured for the transportation sector? Synthesis
of academic and trade literature? RQ2: What are the trends in published
knowledge on blockchain for the transportation sector? RQ3: How does
blockchain impact the activities in the transportation sector?

109

(continued)
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Table 2. (continued)

Source Review type Research question or objectives Same
size

[49] Systematic literature
Review

RQ1: What is the current state of the art in research and which are the main
challenges faced in adopting blockchain technologies in the domain of e-
Government?

21

[35] Systematic literature
review

RQ1: What are the main current blockchain applications in SCM? RQ2:
What are the main disruptions and challenges in SCM because of
blockchain adoption? RQ3: What is the future of blockchains in SCM?

27

[48] Systematic literature
review

RQ1: What are the main public services potentially affected by blockchain?
RQ2: What are the main potential benefits, costs and risks of blockchain in
public services for (1) governments, (2) civil servants and (3) citizens?

92

[34] Systematic literature
review

RQ1: Are blockchain-based academic transcript applications converging to
a standard? RQ2: Is the blockchain oracle problem sufficiently and
efficiently addressed within academic literature?

49

[39] Systematic literature
review

RQ1: What are the main topics and subjects of interest in supply chain
studies that utilize blockchain technology; how do they address its core
issues; and how have these topics evolved over time?

106

[26] Systematic literature
review

RQ1: How can we guarantee that the patient’s data are complete, stored
securely, and can be accessed according to the patient consent in a fast and
convenient manner?

12

[28] Systematic literature
review

RQ1: How is research on blockchain in the accounting and auditing areas
developing? RQ2: How might accountancy organizations manage
technological change in a positive, innovative manner? RQ3: What are the
main implications of this innovative technology for the everyday activities
of organizations? RQ4: What is the future of blockchain in the accounting
and auditing professions?

95

[44] Text mining literature
review

RQ1: What are the main aspects of BC technologies and how are these
becoming mainstream within consumer trust? • RQ2: What are the aspects
of BC technologies mostly addressed by the more prominent application
domains, beyond the finance area? RQ3: What are the relations between
BC application domains and the aspects of BC technologies and how can
these associations be useful to the research BC community?

432

[33] Systematic literature
review

RQ1: How does the business literature define blockchain? RQ2: What
research topics have business scholars addressed in current research on
blockchain? RQ3: What are the top benefits associated with blockchain in
the business literature?

155

[38] Systematic review of
literature and media

RQ1: Which industries are exploring blockchain technology applications?
RQ2: How has blockchain been adopted in different industries? RQ3: can
blockchain contribute to different industries in the future? RQ4: Have
people posting about blockchain on social media, also have blockchain
expertise?

116

[32] Systematic literature
review

RQ1: How will the blockchain influence future supply chain practices and
policies?

29

[36] Literature review RO1: to emphasize blockchain technology as a backbone for various
applications, its inner workings, components, security and future adoption
aspects

Not
stated

[50] Sytematic literature
review

RQ1: How is research on blockchain in the accounting and auditing areas
developing? RQ2: How might accountancy organizations manage
technological change in a positive, innovative manner? RQ3: What are the
main implications of this innovative technology for the everyday activities
of organizations? RQ4: What is the future of blockchain in the accounting
and auditing professions?

17

(continued)
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Table 2. (continued)

Source Review type Research question or objectives Same
size

[22] Comprehensive literature
review

RQ1a: Which major international regulatory regime(s) are responsible for
promoting in situ agrobiodiversity conservation and its equitable access,
use and benefit-sharing? • RQ1b: Which shortcomings, if any, in these
regimes, may be contributing to sub-optimal in situ conservation, research
and innovation with agrobiodiversity? • RQ2: Is the promotion of research
and innovation with agro-biodiversity conserved in situ an appropriate
blockchain use case? • RQ3: How, and to what extent, can a blockchain-
based solution help: – RQ3a: address the identified shortcomings and
challenges (RQ1b), and – RQ3b: provide incentives for farmers to use,
innovate with, and share traditional know-how and agrobiodiversity
conserved in situ

Not
stated

[23] Sytematic literature
review

RQ1 To review and synthesize the literature of these two technological
applications in the agricultural sector. This enables us to identify the
distinctiveness of each technological application and compile a
comprehensive understanding of relations between ICTs and BTs. RQ2 we
demonstrate possible avenues for research to (1) conduct comparative
investigations of these techniques in precision agriculture; (2) study
interactive effects of factors indicated in previous literature; (3) consider the
heterogeneity of regions in terms of technological applications.

157

[21] Systematic literature
review followed by case
study

RQ1: How much research activity in the field of blockchain applied to the
food industry has there been in the last years? RQ2: Which countries are
leading the research studies in this field? RQ3: Where have these
documents been published? RQ4: What are the main strengths and
limitations of current research?

48

[40] Systematic literature
review

Research Aim to present a systematic literature review (SLR) showing the
benefits, challenges and future research of blockchain technology (BT) for
the supply chain (SC), also suggesting how the features of BT can change
the organizational aspects of the SC

270

[29] Comprehensive literature
review

RQ1: How has blockchain technology been defined under financial
services? RQ2: How the technology was examined (i.e. the methodology)?
RQ3: What were the results of using blockchain technology in a financial
system?

77

[16] Systematic literature
review

Research Aim To specifically explore the adoption Blockchain technology
in pharmaceutical industry to look for the essential success factors.

18

[30] Systematic literature
review

RQ1: what are the blockchain adoption factors that can be used for smart
manufacturing? And RQ2: Do technology governance creates value added
for the adoption?

14

[43] Systematic literature
review

RQ2: how BT can facilitate SCMS open issues? What is the BT impact in
the SCM area?

13

[58] Systematic literature
review

RQ1: We present a comprehensive survey on BC for the diamond industry.
We highlight the opportunities and challenges for the adoption of BC in the
diamond industry. RQ2: Being a novel topic, this article explores various
limitations of the existing diamond industry, such as authenticity, forgery,
and ethical sourcing of diamonds and discusses the role of BC in
overcoming these shortcomings. RQ3: We present a solution taxonomy for
tasks, such as provenance, supply chain management, transaction, and SC
employing BC technology. Moreover, we also present their probable
extensions to the diamond industry. RQ4: Moreover, we also summarize
the main findings, emphasizing the research challenges and open issues
pertaining to the integration of BC in the diamond industry

Not
stated

(continued)
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4.2 Emerging Considerations

A) Adoption Context and Adoption Factors
The importance of pre-adoption considerations is evidenced in the studies.
Important pre-adoption considerations include the supply chain adoption domain and
its context regarding sectors, adoption factors, and adoption readiness. The supply
chain domain identified falls under food, healthcare, financial, automotive, logistics,
diamonds, sustainable and public sector supply chains, see Fig. 5. Most papers

Table 2. (continued)

Source Review type Research question or objectives Same
size

[31] Systematic literature
review

RQ1: What challenges have been addressed in the current research on
Blockchain? The blockchain is nowadays considered to be a novel and
main-stream technology. Understanding the challenges will help to mitigate
risks and barriers associated with the Blockchain technology.RQ2: What
opportunities have been addressed in the current re-search on Blockchain?
Acknowledging opportunity is a critical pathway to build Blockchain
applications and market leadership. The answer to this question helps to
understand opportunity space for utilizing Blockchain. RQ3: What
applications have been addressed in the current research on Blockchain?

89

[37] Systematic literature
review

Purpose/Aim: To present a systematic a systematic literature review
(SLR) that portraits the current state of the art to verify the nature of the
impacts of blockchain technology on sustainability in supply chains

37

[45] Literature review RQ1: What solutions and applications are being made available by
Blockchain platforms in SC? RQ2: Are the features presented in the theory
in line with the proposed solutions and applications?

92

[55] Systematic literature
review

Purpose/Aim: this research tries to elaborate the latest adoption of
Blockchain technology in SCM by using Systematic Literature Review
(SLR) methodology

40

[59] Systematic literature
review

RQ1: What BT functionalities and organisational factors are related to BT
connectivity in SC? RQ2: How do BT functionalities and organisational
factors influence interaction or vice versa? RQ3: How does the BT
connectivity affect SC interaction and resilience? Or what BT connectivity
inhibitors can negatively affect SC interaction and resilience?

89

Fig. 3. Distribution of Papers by Year Fig. 4. Distribution of papers by Journal Focus
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included has a cross-sector focus. Figure 6 shows the ranked adoption factors identified
in the research. Blockchain adoption in supply chain literature shows security, system
integration, trust, traceability, scalability, costs, privacy, and transparency as commonly
discussed adoption factors. Looking towards the diverse supply chain domains, and
supporting [60], findings show the importance of adoption context regarding sector-
specific considerations when assessing specific supply chains. For example, literature
by [21–23] focusing on food supply chains all identified traceability related to the
importance of food quality, food safety and reducing risks throughout supply chains.
While financial and healthcare supply chains identified trust as a critical factor [26–29].
In addition to context awareness, adoption factors are built to support blockchain
adoption enabling value creation in the post-adoption stages. Adoption factors consider
post-adoption considerations shown by [5], focusing on potential impacts, both positive
and negative. For example, privacy, security, sustainability, immutability, and trust are
shown ln existing literature as both positive (sources) and negative impacts of block-
chain adoption.

Fig. 5. Blockchain adoption by supply chain domain

Fig. 6. Blockchain adoption factors in supply chains
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B) Adoption Readiness
Adoption readiness is important for later stages of technology success [61] and is a
novel term in respect to blockchain technology. Existing literature identifies 8
important readiness considerations, see Table 3.

[25] and [27] provided significant insights in respect to blockchain readiness
assessment. In addition, [31] introduces operational readiness. Adoption readiness
research should consider various levels of readiness assessment. Figure 7 present an
emerging framework for considering readiness assessment factors which is a further
development of the PPT framework by [55] and [30]. Adoption readiness assessment
categories closely represent the PPT framework. People for motivational and
engagement readiness. Process for organisational, business model, value chain, oper-
ational, and structural readiness. Technology readiness focuses on the technical
adoption considerations. The term adoption readiness is introduced in only one of the
included literature reviews assessed in this study, showing the novelty of the term in
blockchain adoption setting. Eight important readiness considerations have been pro-
posed to assess adoption readiness across supply chains. The readiness considerations
can be supported through the PPT framework covering people-processes-technology
when assessing adoption readiness in supply chains. The proposed framework (Fig. 7)
contributes to the existing literature by gathering assessment factors required for the
readiness of blockchain adoption.

Table 3. Readiness categories

Readiness factor Description Source

Technology
readiness

The ability to adopt modern technologies within an organization.
Examples include availability, compatibility with existing systems,
security, infrastructure, and ability to facilitate innovative technology

[24–27,
42]

Organizational
readiness

Specific resources from an organization including human resources,
infrastructure, and financial resources specifically related to the adoption
of new technologies

[25, 31,
41, 49, 59]

Value chain
readiness

Readiness beyond that of an organization [25]

Business model
readiness

How well technologies adapt to current business models and the dynamic
capability to shift business models to facilitate new technologies

[25]

Motivational
readiness

The recognized need for change and is the key reason for the change.
Often resulting from dissatisfaction in current practices

[27]

Engagement
readiness

Clear understanding of challenges and benefits in addition to knowledge
and awareness of recent technology. This for example reflects on impacts,
costs, risks, and value

[27]

Structural
readiness

Availability of non-technical resources for example financial resources.
Experts, time, money, and personal

[27]

Operational
readiness

Institutional engagement factors that include available budget and funds,
skilled workforce and relevant infrastructure, good relationships with
buyers and suppliers, and good levels of governance

[31]
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C) PPT Framework for Blockchain Adoption
Table 4 explores the PPT framework considering adoption readiness for the top 30
adoption factors identified in the literature. The 30 adoption factors represent a rank in
the top 11 of all identified factors, as some have a tying rank. Figure 8 summarizes the
PPT framework for blockchain adoption across supply chains using existing literature,
see [30] and [16] as a guide.

Under Technology, adoption factors are security, legal, energy consumption, and
data quality and integrity. Security is discussed in research as both a potential benefit
[38], but also a challenge and is a crucial consideration throughout the adoption stages.
Under the process category is authenticity, provenance, governance, visibility, and
support infrastructure. Falling into both the technology and process category are system
integration, scalability, traceability, immutability, automation/smart contracts, relia-
bility, and resources. For example, scalability and system integration relating to both
technological and process considerations support the theory by [32, 39, 45]. Trust and
privacy fall under both people and technological categories. From a people perspective,
blockchain enables trust, however, privacy is a key concern with blockchain tech-
nologies. Falling between the people and process categories are costs, efficiency,
knowledge and skills, disintermediation, collaboration, attitude, supply chain integra-
tion, and ownership/management commitment. This category identifies critical non-
technical resources required for successful adoption [37]. The PPT Framework presents
four adoption factors in all three PPT categories. These are transparency, usability and
decentralized/distributed.

Adoption 
Readiness

Technology 
Readiness

Organizational 
Readiness

Value Chain 
ReadinessOperational 

Readiness

Engagement 
Readiness

Motivational 
Readiness

Structural
Readiness

Business 
Model 

Readiness

Technology

Fig. 7. A PPT framework for blockchain adoption readiness
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5 Conclusion

A meta-review on blockchain adoption is conducted in this paper and three main
themes are identified and discussed with some emphasis on pre-adoption. Systematic
literature review studies on blockchain adoption in supply chains were assessed
showing growth in 2021 and an upward trend. Emerging from text is the importance of
adoption context. Systematic literature reviews identified primarily take a cross-sector

Table 4. PPT assessment of blockchain adoption factors

LV Adoption Factor People Process Technology Total Sourced Percentage
F1 Security x 21 6.52%
F2 System integration x x 16 4.97%
F3 Trust x x 14 4.35%
F4 Scalability x x 14 4.35%
F5 Cost x x 14 4.35%
F6 Traceability x x 14 4.35%
F7 Privacy x x 12 3.73%
F8 Transparency x x x 12 3.73%
F9 Efficiency x x 11 3.42%
F10 Supportive and legal x 10 3.11%
F11 Usability x x x 10 3.11%
F12 Knowledge and skills x x 10 3.11%
F13 Authenticity x 9 2.80%
F14 Immutable x x 8 2.48%
F15 Automation/Smart Contracts x x 8 2.48%
F16 Disintermediation x x 7 2.17%
F17 Collaboration x x 7 2.17%
F18 Safe monitoring x x 6 1.86%
F19 Reliability x x 6 1.86%
F20 Decentralization/Distributed. x x x 6 1.86%
F21 Energy consumption x 6 1.86%
F22 Provenance x 6 1.86%
F23 Resources x x 6 1.86%
F24 Supply Chain Integration x x 5 1.55%
F25 Governance x 5 1.55%
F26 Attitude x x x 5 1.55%
F27 Visibility x 5 1.55%
F28 Support Infrastructure x 4 1.24%
F29 Ownership and management support x x 4 1.24%
F30 Data quality and integrity x 4 1.24%

Fig. 8. Adapted PPT assessment for blockchain adoption factors
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approach for review, with limited focus on specific supply chains for example agri-
food, healthcare, and financial supply chains. The adoption context in terms of sector
and related blockchain characterises related to supply chain domain is important to
several types of blockchain based supply chains, for example, traceability to enable and
ensure quality in food supply chains. The second key theme is adoption readiness, and
the importance to consider different readiness aspects. This research proposes an
inclusive adoption readiness assessment based on people-process-technology frame-
work. Adoption factors have emerged from systematic literature reviews. 64 adoption
factors are identified, and the top 30 factors are analysed using the proposed people-
process-technology framework considering adoption readiness. Security, a critical
adoption factor, is followed closely by system integration. Other important blockchain
adoption factors include trust, costs, traceability, privacy, and transparency. The pro-
posed framework contributes to the existing literature by consolidating adoption
readiness considerations into an inclusive model for blockchain technologies. Con-
ceptually, the research also provides further insight into the importance of context
awareness and adoption readiness and identifies/evaluates blockchain adoption factors.
Practitioners should consider the themes identified when adopting blockchain tech-
nologies in specific situations. An important limitation of the meta-review is the the-
oretical approach and the focus on systematic literature review papers. In addition, the
scope of the research is wide, considering different supply chains. So also, is the
subjective evaluation of the factors in terms of the PPT framework. A focused
empirical study would support the understanding of context aware blockchain adoption
in specific supply chains. In addition, further research on blockchain adoption factors
would provide more insight into their importance in respect to adoption readiness,
through a extensive field study.
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