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Abstract. The success of statistical machine learning from big data,
especially of deep learning, has made artificial intelligence (AI) very
popular. Unfortunately, especially with the most successful methods, the
results are very difficult to comprehend by human experts. The appli-
cation of Al in areas that impact human life (e.g., agriculture, climate,
forestry, health, etc.) has therefore led to an demand for trust, which
can be fostered if the methods can be interpreted and thus explained
to humans. The research field of explainable artificial intelligence (XAI)
provides the necessary foundations and methods. Historically, XAI has
focused on the development of methods to explain the decisions and
internal mechanisms of complex Al systems, with much initial research
concentrating on explaining how convolutional neural networks produce
image classification predictions by producing visualizations which high-
light what input patterns are most influential in activating hidden units,
or are most responsible for a model’s decision. In this volume, we sum-
marize research that outlines and takes next steps towards a broader
vision for explainable Al in moving beyond explaining classifiers via such
methods, to include explaining other kinds of models (e.g., unsupervised
and reinforcement learning models) via a diverse array of XAl techniques
(e.g., question-and-answering systems, structured explanations). In addi-
tion, we also intend to move beyond simply providing model explanations
to directly improving the transparency, efficiency and generalization abil-
ity of models. We hope this volume presents not only exciting research
developments in explainable AI but also a guide for what next areas to
focus on within this fascinating and highly relevant research field as we
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enter the second decade of the deep learning revolution. This volume is an
outcome of the ICML 2020 workshop on “XXAI: Extending Explainable
AT Beyond Deep Models and Classifiers.”

Keywords: Artificial intelligence + Explainable AI - Machine
learning - Explainability

1 Introduction and Motivation for Explainable Al

In the past decade, deep learning has re-invigorated the machine learning
research by demonstrating its power in learning from vast amounts of data in
order to solve complex tasks - making AI extremely popular [5], often even
beyond human level performance [24]. However, its power is also its peril: deep
learning models are composed of millions of parameters; their high complex-
ity [17] makes such “black-box” models challenging for humans to understand
[20]. As such “black-box” approaches are increasingly applied to high-impact,
high-risk domains, such as medical Al or autonomous driving, the impact of its
failures also increases (e.g., medical misdiagnoses, vehicle crashes, etc.).
Consequently, there is an increasing demand for a diverse toolbox of meth-
ods that help AI researchers and practitioners design and understand complex
AT models. Such tools could provide explanations for model decisions, suggest
corrections for failures, and ensure that protected features, such as race and gen-
der, are not misinforming or biasing model decisions. The field of explainable
AT (XAI) [32] focuses on the development of such tools and is crucial to the
safe, responsible, ethical and accountable deployment of AI technology in our
wider world. Based on the increased application of Al in practically all domains
which affects human life (e.g., agriculture, climate, forestry, health, sustainable
living, etc.), there is also a need to address new scenarios in the future, e.g.,
explaining unsupervised and intensified learning and creating explanations that
are optimally structured for human decision makers with respect to their indi-
vidual previous knowledge. While explainable Al is essentially concerned with
implementing transparency and tractability of black-box statistical ML meth-
ods, there is an urgent need in the future to go beyond explainable Al, e.g., to
extend explainable Al to include causality and to measure the quality of expla-
nations [12]. A good example is the medical domain where there is a need to ask
“what-if” questions (counterfactuals) to gain insight into the underlying inde-
pendent explanatory factors of a result [14]. In such domains, and for certain
tasks, a human-in-the-loop can be beneficial, because such a human expert can
sometimes augment the AI with tacit knowledge, i.e. contribute to an AI with
human experience, conceptual understanding, context awareness, and causal rea-
soning. Humans are very good at multi-modal thinking and can integrate new
insights into their conceptual knowledge space shaped by experience. Humans
are also robust, can generalize from a few examples, and are able to understand
context from even a small amount of data. Formalized, this human knowledge
can be used to build structural causal models of human decision making, and



From Visualizations Towards Actionable XAI 5

the features can be traced back to train Al - helping to make current Al even
more successful beyond the current state of the art.

In such sensitive and safety-critical application domains, there will be an
increasing need for trustworthy AI solutions in the future [13]. Trusted Al
requires both robustness and explainability and should be balanced with human
values, ethical principles [25], and legal requirements [36], to ensure privacy, secu-
rity, and safety for each individual person. The international XAI community is
making great contributions to this end.

2 Explainable AI: Past and Present

In tandem with impressive advances in Al research, there have been numerous
methods introduced in the past decade that aim to explain the decisions and
inner workings of deep neural networks. Many such methods can be described
along the following two axes: (1) whether an XAI method produces local or global
explanations, that is, whether its explanations explain individual model deci-
sions or instead characterize whole components of a model (e.g., a neuron, layer,
entire network); and (2) whether an XAI method is post-hoc or ante-hoc, that is,
whether it explains a deep neural network after it has been trained using standard
training procedures or it introduces a novel network architecture that produces
an explanation as part of its decision. For a brief overview on XAI methods please
refer to [15]. Of the research that focuses on explaining specific predictions, the
most active area of research has been on the problem of feature attribution [31],
which aims to identify what parts of an input are responsible for a model’s out-
put decision. For computer vision models such as object classification networks,
such work typically produce heatmaps that highlight which regions of an input
image most influence a model’s prediction [3,8,28,33-35,38,41].

Similarly, feature visualization methods have been the most popular research
stream within explainable techniques that provide global explanations. Such
techniques typically explain hidden units or activation tensors by showing either
real or generated images that most activate the given unit [4,27,35,38,40] or set
of units [10,18,42] or are most similar to the given tensor [21].

In the past decade, most explainable Al research has focused on the develop-
ment of post-hoc explanatory methods like feature attribution and visualization.

That said, more recently, there have been several methods that introduce
novel, interpretable-by-design models that were intentionally designed to pro-
duce an explanation, for example as a decision tree [26], via graph neural net-
works [29], by comparing to prototypical examples [7], by constraining neurons
to correspond to interpretable attributes [19,22], or by summing up evidence
from multiple image patches [6].

As researchers have continued to develop explainable AI methods, some work
has also focused on the development of disciplined evaluation benchmarks for
explainable Al and have highlighted some shortcomings of popular methods and
the need for such metrics [1-3,9,11,16,23,28,30,37,39].

In tandem with the increased research in explainable Al, there have been a
number of research outputs [32] and gatherings (e.g., tutorials, workshops, and
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conferences) that have focused on this research area, which have included some
of the following:

— NeurIPS workshop on “Interpreting, Explaining and Visualizing Deep Learn-
ing — Now what?” (2017)

— ICLR workshop on “Debugging Machine Learning Models” (2019)

— ICCV workshop on “Workshop on Interpretating and Explaining Visual Al
Models” (2019)

— CVPR tutorial on “Interpretable Machine Learning for Computer Vision”
(2018-ongoing)

— ACM Conference on Fairness, Accountability, and Transparency (FAccT)
(2018-ongoing)

— CD-MAKE conference with Workshop on xATI (2017-ongoing)

Through these community discussions, some have recognized that there were
still many under-explored yet important areas within explainable Al.

Beyond FEzxplainability. To that end, we organized the ICML 2020 workshop
“XXAI: Extending Explainable AT Beyond Deep Models and Classifiers,” which
focused on the following topics:

1. Ezxplaining beyond neural network classifiers and explaining other kinds of
models such as random forests and models trained via unsupervised or rein-
forcement learning.

2. Ezplaining beyond heatmaps and using other forms of explanation such as
structured explanations, question-and-answer and/or dialog systems, and
human-in-the-loop paradigms.

3. Ezplaining beyond explaining and developing other research to improve the
transparency of AI models, such as model development and model verification
techniques.

This workshop fostered many productive discussions, and this book is a follow-
up to our gathering and contains some of the work presented at the workshop
along with a few other relevant chapters.

3 Book Structure

We organized this book into three parts:

1. Part 1: Current Methods and Challenges
2. Part 2: New Developments in Explainable Al
3. Part 3: An Interdisciplinary Approach to Explainable Al

Part 1 gives an overview of the current state-of-the-art of XAI methods as well as
their pitfalls and challenges. In Chapter 1, Holzinger, Samek and colleagues give
a general overview on popular XAI methods. In Chapter 2, Bhatt et al. point out
that current explanation techniques are mainly used by the internal stakeholders
who develop the learning models, not by the external end-users who actually
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get the service. They give nice take away messages learned from an interview
study on how to deploy XAI in practice. In Chapter 3, Molnar et al. describe
the general pitfalls a practitioner can encounter when employing model agnostic
interpretation methods. They point out that the pitfalls exist when there are
issues with model generalization, interactions between features etc., and called
for a more cautious application of explanation methods. In Chapter 4, Salewski
et al. introduce a new dataset that can be used for generating natural language
explanations for visual reasoning tasks.

In Part 2, several novel XAI approaches are given. In Chapter5, Kolek
et al. propose a novel rate-distortion framework that combines mathemati-
cal rigor with maximal flexibility when explaining decisions of black-box mod-
els. In Chapter 6, Montavon et al. present an interesting approach, dubbed as
neuralization-propagation (NEON), to explain unsupervised learning models, for
which directly applying the supervised explanation techniques is not straight-
forward. In Chapter 7, Karimi et al. consider a causal effect in the algorithmic
recourse problem and presents a framework of using structural causal models
and a novel optimization formulation. The next three chapters in Part 2 mainly
focus on XATI methods for problems beyond simple classification. In Chapter 8,
Zhou gives a brief summary on recent work on interpreting deep generative
models, like Generative Adversarial Networks (GANs), and show how human-
understandable concepts can be identified and utilized for interactive image gen-
eration. In Chapter 9, Dinu et al. apply explanation methods to reinforcement
learning and use the recently developed RUDDER framework in order to extract
meaningful strategies that an agent has learned via reward redistribution. In
Chapter 10, Bastani et al. also focus on interpretable reinforcement learning and
describe recent progress on the programmatic policies that are easily verifiable
and robust. The next three chapters focus on using XAI beyond simple expla-
nation of a model’s decision, e.g., pruning or improving models with the aid of
explanation techniques. In Chapter 11, Singh et al. present the PDR framework
that considers three aspects: devising a new XAI method, improving a given
model with the XAI methods, and verifying the developed methods with real-
world problems. In Chapter 12, Bargal et al. describe the recent approaches that
utilize spatial and spatiotemporal visual explainability to train models that gen-
eralize better and possess more desirable characteristics. In Chapter 13, Becking
et al. show how explanation techniques like Layer-wise Relevance Propagation
[3] can be leveraged with information theory concepts and can lead to a bet-
ter network quantization strategy. The next two chapters then exemplify how
XAI methods can be applied to various kinds of science problems and extract
new findings. In Chapter 14, Marcos et al. apply explanation methods to marine
science and show how a landmark-based approach can generate heatmaps to
monitor migration of whales in the ocean. In Chapter 15, Mamalakis et al. sur-
vey interesting recent results that applied explanation techniques to meteorology
and climate science, e.g., weather prediction.

Part 3 presents more interdisciplinary application of XAI methods beyond
technical domains. In Chapter 16, Hacker and Passoth provide an overview
of legal obligations to explain Al and evaluate current policy proposals.



8 A. Holzinger et al.

In Chapter 17, Zhou et al. provide a state-of-the-art overview on the relations
between explanation and Al fairness and especially the roles of explanation on
human’s fairness judgement. Finally, in Chapter 18, Tsai and Carroll review
logical approaches to explainable AI (XAI) and problems/challenges raised for
explaining AT using genetic algorithms. They argue that XAI is more than a
matter of accurate and complete explanation, and that it requires pragmatics of
explanation to address the issues it seeks to address.

Most of the chapters fall under Part 2, and we are excited by the variety
of XAI research presented in this volume. While by no means an exhaustive
collection, we hope this book presents both quality research and vision for the
current challenges, next steps, and future promise of explainable Al research.
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