Chapter 8 )
Supporting Sonic Interaction in Creative, o
Shared Virtual Environments

Liang Men and Nick Bryan-Kinns

Abstract This chapter examines user experience design for collaborative music
making in shared virtual environments (SVEs). Whilst SVEs have been extensively
researched for many application domains including education, entertainment, work
and training, there is limited research on the creative aspects. This results in many
unanswered design questions such as how to design the user experience without
being detrimental to the creative output, and how to design spatial configurations to
support both individual creativity and collaboration. Here, we explore multi-modal
approaches to supporting creativity in collaborative music making in SVEs. We
outline an SVE, LeMo, which allows two people to create music collaboratively.
We then present two studies; the first explores how free-form visual 3D annotations
instead of spoken communication can support collaborative composition processes
and human-human interaction. Five classes of use of annotation were identified
in the study, three of which are particularly relevant to the future design of sonic
interactions in virtual environments. The second study used a modified version of
LeMo to test the support for a creative collaboration of two different spatial audio
settings, which according to the results, changed participants’ behaviour and affected
their collaboration. Finally, design implications for the auditory design of SVEs
focusing on supporting creative collaboration are given.
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8.1 Introduction

Music has long been produced in social and collaborative ways [16, 67], being inher-
ently multi-modal, music making includes not only the produced sound itself but
also other presentations such as body posture[25], physical activation of the instru-
ment [7], and written symbols and sketches [40, 66] to manage the joint creation and
production of music. Many of these modalities such as body position are promoted by
the physical proximity of musicians. Immersive virtual environments (VEs) provide
a great opportunity to mimic these multi-modal experiences and to explore radical
sonic interaction design spaces for collaborative music making (CMM) [17, 70],
such as telepresence for networked performance and composition. Indeed, whilst
many screen-based collaborative systems treat users as outsiders looking in [3], VEs
offer an opportunity to truly immerse people into interactions. Compared to tra-
ditional media, VEs may provide a greater sense of community and more intuitive
interactions [68], and offer new forms of human—computer interaction [36] and inter-
personal interaction [34]. Furthermore, VEs have some unique advantages over other
media to simulate multi-modal senses and enable people to interact in a natural way
that is similar to the real world.

However, although VEs have become a hot topic and have been researched in depth
and the potential of multi-user immersive virtual reality to promote social activities
has been well established (see AlterspaceVR,1 Venues from Oculus?), little attention
is paid to interpersonal interactions in creativity, which includes collaborative sonic
interactions, e.g. CMM. This raises many open research questions on how to design
user experiences in VEs to support collaborative sonic interactions, such as CMM.
In this chapter we will explore two design features of SVEs, trying to understand
their roles in supporting collaborative sonic interaction: i) visual annotation and ii)
acoustic attenuation.

We will start by reviewing the related work in related areas. Then two studies will
be presented, with each exploring one of the two features. Finally, the findings of
the two studies will be compared and implications for supporting collaborative sonic
interaction in SVEs will be proposed.

8.2 Shared Virtual Environments

The term VE can be traced back to the early 1990s [12], and it emerged as a com-
petitive term to virtual reality (VR). Both are usually equally used to refer to the
world created entirely by computer simulation [32]. In the mid-1990s, the devel-
opment of network technology made it possible to connect many users in the same
VE, prompting the shared virtual environments (SVEs) [53]. In addition to “SVEs”,
other similar terms being used include multi-user virtual environments, multi-user

I AltSpaceVR: https://altvr.com.
2 Venues: https://www.oculus.com/experiences/quest/3002729676463989/
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virtual reality [18], collaborative virtual environments (CVEs) [75] and social virtual
reality (SVR) [19]. To stay consistent, we will herein use the term SVEs to refer to
VE systems in which users experience other participants as being mutually present
in the same environment and can interact inter-personally [53]. Whilst single-person
VEs concern how to create detailed (visual) simulations, the design of SVEs usu-
ally prioritises enabling collaboration between users [41]. By providing a natural
medium for three-dimensional collaborative work [6] and allowing multiple peo-
ple to interact with each other, SVEs are considered emerging tools for a variety
of purposes, including community activities [31], online education [51], distributed
work and training [42], and gaming and entertainment [45, 47]. Despite this, there
is little research in the field of supporting collaborative creativity (such as CMMs),
which presents the necessity to explore the design space to support the rich forms
of interpersonal interaction inherent in CMMs, and leaves many open questions:
whether collaborative creativity in SVEs follows a similar pattern with real-world
collaborative creativity or not; how to design the virtual environments support cre-
ative collaboration is also unclear, see [2]. For further discussions on these issues,
refer also to Chap. 6.

8.2.1 Embodiment in Collaborative Virtual Environments

Our bodies provide continuous and immediate information about our presence, activ-
ity, attention, availability, mood, status, location, identity, capabilities and many
other factors to ourselves and others, hence using body language explicitly to facil-
itate communication is recommended [3]. Questions have been voiced in regard to
embodiment, including the impact of embodiment on users’ social communication
and behaviour [68], how the avatars’ appearances and behaviours impact users’ sense
of presence [20, 38, 57, 64] and co-presence [48, 59]. Research suggests that the
embodiment plays an important role in conveying presence, location and identity
[3, 4], all of which are crucial to the success of collaboration [16, 21]. Social inter-
actions in the real world and in virtual environments are regulated by the same social
norms [73]. An appropriate use of embodiment can enhance the sense of telepres-
ence [43], the sense of social presence (the feeling that others are present with the
user in the mediated environment) [3, 43] and promote the sense of community [52].
Having embodiment is also beneficial to achieve a better sense of co-worker’s loca-
tions, actions, intention and construction of workspace awareness, see [24]. The
embodiment can also create a strong sense of identification, which is essential in
collaboration since it is a fundamental component in creating workspace aware-
ness [24], and it can influence collaboration both positively and negatively in group
work situations [21]. Mutually engaging interactions can be significantly increased
with proper awareness of the identity of others[16], and in VEs, to a large extent,
the identification is shaped by the embodiment. As a result, embodiment decisions
are critical and can influence the quality and scope of collaboration in VR [68]. The
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avatar might be as basic as a T-shape with eyes to indicate orientation and viewing
direction, or as sophisticated as a full 3D body scan of the user [58].

8.2.2 Collaborative Music Making

As previously discussed, music making, as a collaborative activity that relies on com-
mon goals, understanding and good interpersonal communication, has long been a
key form of collaborative creativity (cf. [16, 67]). Although music making tools for
multiple users have become more and more popular with the aid of digital technolo-
gies, this field remains fairly unexplored [29]. In 2003, Blaine and Fels [8] explored
the design criteria of CMM systems and pointed out the main features including the
media used, player interaction, learning curve of systems, physical interfaces and
so on. In the same year, inspired by Rodden’s Classification Space for collaborative
software [49], otherwise known as groupware, Barbosa developed the Networked
Music Systems Classification Space [1], which classifies CMM systems in terms of
the time dimension (synchronous/asynchronous) and space dimension (remote/co-
located). Examples based on tangible user interfaces include reacTable, where mul-
tiple users can construct and play the instrument by moving the tangible objects on
the table [29], and Jam-O-Drum [9], which enables participants to join collaborative,
musical improvisation. The Music Room provides a room-scale experience, allow-
ing people without music expertise to compose original music inside an interactive
space [39]. Sync’n’Move enables two users to explore a multi-channel pre-recorded
music piece and users can generate an audio content by synchronising their move-
ments using mobile phones as a collaborative interface. Another phone-based sys-
tem is Daisyphone [13], which provides shared editing of short musical loops. Other
examples include BilliArT [11], which offers a co-located music-making experience,
and Ocarina [69], which provides a distributed experience. Though many CMMs have
been developed, most of them rely on users to be in a relatively fixed position, e.g. in
front of a computer [72]. Potentially, the head tracking and spatialised audio provided
by VEs can be applied to break this chain and free users. However, this research area
is little explored, especially for the collaborative aspect.

8.3 LeMo: An SVE Supporting CMM

To build a basis for exploring CMM in SVEs, we created Let’s Move (LeMo?),
which enables two users to manipulate virtual music interfaces together in an SVE
to create a music loop, see Fig. 8.1. LeMo was programmed in Unity, and models
and textures were made in Cinema 4D and Adobe Photoshop, respectively. The run-

3 More information is available at:
https://sites.google.com/view/liangmen/projects/LeMo
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Fig. 8.1 LeMos enable two players to work together on a music loop in VR (reproduced from [36]
and [34])

time environment includes two HTC Vive headsets (each with one Leap Motion
mounted, see Fig. 8.1c) and two PCs connected and synchronised via a LAN cable.
LeMo currently has two major versions: LeMo I and LeMo II (together referred to
as LeMos). Both LeMos have three key elements:

e Music interface—For producing music. As shown in Fig. 8.2, the matrix interface
contains a grid of grids/dots. Each row represents the same pitch, forming an octave
from bottom to top, see Fig. 8.2. Users can edit notes by tapping the grids/dots.
A vertical play-head repeatedly moves from left to right playing corresponding
activated notes. In this way, each interface generates a music loop.

e Avatars—Each user has an avatar, including a head and both hands, check Fig. 8.1.
Avatars are synchronised with users’ real movements in real time, including posi-
tion and rotation of heads, as well as gestures. So users can not only see their own
embodiment but also their collaborator’s.

e A virtual space in which users co-present. LeMos provide visual aids for collabora-
tion by synchronising the virtual environment (virtual space and music interfaces)
and avatars across a network, providing participants the sense of being in the same
virtual environment and manipulating the same set of interfaces.

LeMo I and II have three major differences, which are mainly because LeMo II
was built later on the basis of LeMo I, and thus provides more and possibly better
functionalities. These differences are:

e Size of interface matrix of LeMo I is 8*7 while that for LeMo II is 16*8. So
participants can create an 8-beat loop in LeMo I and can create 16-beat loops in
LeMo II, see Fig. 8.2.
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Fig. 8.2 The interfaces of LeMo I and LeMo II
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Fig. 8.3 a The gesture to generate a new interface; b Matrix (opened interface) and sphere (packed
interface), double-click the pop button to switch in between (reproduced from [34])

e While LeMo I only provides one stationary music interface, LeMo II allows users
to generate, remove, position and edit up to eight virtual music interfaces. Music
interfaces in LeMo II have two modes: sphere and matrix (Fig. 8.3b), with sphere
mainly for storage and positioning, and matrix for music editing. Users can gener-
ate spheres with pinch and stretch gesture, see Fig. 8.3a. The sphere and the matrix
form can be switched in between using the pop button at the central bottom of the
interface, see Fig. 8.3b. Users can have up to eight music interfaces at the same
time,* which means they can have eight music loops at the maximum at the same
time.

e Compared with LeMo I, LeMo II allows users to control more music features;
users can now use sliders to control tempo, volume and pitch, and use “erase”
button and “switch” button to erase or switch among four different instruments,
including piano, drum, marimba and guitar, see bottom part of Figs. 8.2 and 8.3b.

8.4 Study I—Visual Approach: 3D Annotation

Writing and sketching are often used in collaboration to exchange ideas, acting as
a memory aid, conveying approval, ideas, doubts and so on. In the CMM systems
Daisyphone and Daisyfield in [14], people are given a shared annotation mechanism,
which enables collaborators to draw lines that are publicly visible. This has been
suggested as an advantage to music making. Taking inspiration from this, the goal of
this study is to explore how similar visual cues (e.g. 3D annotations) might impact
the creative collaboration when it comes to VR setting. We are interested in exploring
how this capability may be used in an SVE to allow collaborative sonic interactions
(CMM in this case).

To explore this, LeMo I enables users to draw 3D lines (annotations) by pinching
their thumb and index finger together and moving their hands, see left part of Fig. 8.4.
These 3D lines are shared and visible to both collaborators, and can therefore poten-
tially be used for communication. To avoid clutter or confusion, users can flip both

4 We limit the number to 8 to achieve a proper frame rate.
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before highlighting after highlighting

Fig. 8.4 All annotations in subsequent figures have been emphasised by darkening the background
and brightening the annotation lines to enhance their legibility outside of VR (from [33])

hands downward to discard all the 3D lines. Users can add or discard lines at any
time as they wish.

8.4.1 Participants and Procedure

Thirty-two participants (16 pairs) were recruited via group emails at the authors’ uni-
versity and the authors’ social media for this study.> Of the participants, 25% had not
used VR before, 37.5% of them had tried it only once, nearly a third (28.5%) of them
played 2-5 times and nearly 10% played VR frequently. Only two rated themselves
as music experts, with the majority rating themselves as novices in musical field.
Twelve pairs of participants were familiar with their study partner prior to the study.
It took each pair of participants roughly 1 h to finish the experiment, participants
received no compensation.

After reading and signing informed consent forms, each pair of participants first
received a tutorial on how to use LeMo I and then undertook a task-free trial of LeMo
I for 5 min, during which they could change music notes and make annotations,
helping them get familiar with LeMo. After that, each pair undertook four sessions
of composing music, each lasting 5 min. They were asked to create a music loop
that sounds nice to them together. Note only two of these sessions were set for this
study, in which participants could make annotations. Participants’ annotations were
recorded and are highlighted for better readability—see an example in Fig. 8.4. The
study ended with a semi-structured interview (around 5 min). Although participants
are physically co-located during the experiment, we purposefully did not support nor
allow spoken communication. This is because the creative content is in the sound
domain and we are interested in how to design systems which foreground the creative
uses of sound whilst using complementary modalities to manage the creative process.

5 The Queen Mary Research Ethics Committee granted ethical approval to carry out the study within
its facilities (Ethical Application Ref: QMREC1592).
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Fig. 8.5 Presence annotation: “XiaoB” (a) and “it me” (b), from [33]

8.4.2 Annotation Categories

Seventy-eight annotations were post-hoc identified and categorised by the researchers
according to the annotations for Mutual Engagement classification scheme (referred
to as aME classification) in distributed music making: presence, making it happen,
quality, social and localisation [14]. We use aME classification scheme as a starting
point for understanding the use of annotations in LeMo I. The following subsections
report on the kinds of annotations participants used when making music together in
LeMo I, and later sections reflect on these annotations and the utility of the aME
classification scheme for SVEs.

8.4.2.1 Presence

The concept of presence has been defined and interpreted in different ways, e.g. [26,
62, 63, 71]. Presence is a subjective experience [26, 61] which can greatly affect
collaboration [22, 50]—having knowledge of oneself and those we are working with
is important in collaboration. An earlier study found many participants in distributed
music making used annotations as a way to express and query presence, helping
participants know about each other’s existence [14]. In this study only two users
used annotations to convey presence. One wrote “XiaoB” (the participant’s name)
and the other wrote ‘it me” to tell the collaborators their presence and identity, see
Fig. 8.5. The reason that much fewer people used annotations to convey presence
could be that the avatars provided a sense of presence and identity not available in
the original Daisy studies in [14]. Avatars intuitively show the collaborators where
they are, what they are doing and where they are looking. Another reason might be
because the collaborators were co-located and that they had previously met in the
real world before entering the virtual realm.

8.4.2.2 Making It Happen

Annotations were also used to support the process of collaborative music making in
four ways explored below:
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Fig. 8.6 Turn taking annotations: “You go ahead” (a); “you make” (b); “I make” written in Chinese
(c); “you do”(d) (reproduced from [33])

e Turn Taking: Although LeMo I allows simultaneous editing of the shared musical
loop, at some points participants took turns to contribute the musical notes and
used annotations to manage the process. As shown in Fig. 8.6, participants wrote
“Let me” or “you do” to switch who had the active role. By doing so, the active
person could either require or give away full control of the music interface until
they agree to a turn change—note that there was no explicit ownership control
of the musical interface, so in these cases participants were self-managing their
access to the shared musical loop.

e Composition Thoughts: Some annotations emerged that were expressing composi-
tion ideas at different levels, covering the highest level—music style, the medium
level—patterns formed of notes, and the most specific level- single notes. By
drawing lines aligning with possible notes on the grid, Fig. 8.7b, c, d, e sketch
out participants’ composition ideas. These are more specific communication com-
pared with annotations revealing musical ideas (e.g. “Chinese style?” in Fig. 8.7a).
These annotations were usually drawn before activating the corresponding but-
tons to make and share a plan, possibly so that the partner could help to construct
the sequence of notes. Occasionally, these compositional sketches were drawn
afterwards (e.g. Fig. 8.7e) and were used to demonstrate a musical idea. In both
cases, this kind of annotation may have helped participants to better formulate and
understand the collaborative music plan/idea. More directed use of annotations in
composition is illustrated in Fig. 8.7f where the participant made three dot markers
near the column reference system (B, G and D specifically), asking the partner
to make notes in these three columns, which resulted in the partner adding these
notes to the shared musical loop. A similar case is shown in 7 h, in which the
partner was asked to make notes in rows C, E and G. Participants also directly
wrote the reference to ask partners to change specific notes, see Fig. 8.7 h, 1, j, k.

e Area and Position Arrangement: Annotations were also used to divide the working
area and to manage participants’ work focus in the VE. Fig. 8.8a shows an example
in which participants drew a horizontal line to divide the music interface into two
parts, each for one participant. The pair was composed within their own working



8 Supporting Sonic Interaction in Creative, Shared Virtual Environments 247

Fig. 8.7 “Chinese style?” written in Chinese (a); Patterns formed of notes (b, c, d, e); Note markers
(f); References of notes (g, h, i, j, k) (from [33])

Fig. 8.8 Annotations for working area arrangement (from [33])

area after the line was drawn, and later on, a word “Switch” was written to ask to
switch positions (i.e. to swap from top to bottom and vice versa), see Fig. 8.8b.
These annotations may have contributed to participants’ working areas and space
management.

e Confusion Expressions: Participants used annotation to write “what” or to draw
a question mark to presumably express confusion about their partners’ activities
given that such annotations were made directly after their partners changed notes,
drew, wrote or made gestures. Fig. 8.10 illustrates typical indicators of confusion.

8.4.2.3 Quality

When creating the music loop, reflecting and exchanging the ideas of the quality
of the piece is crucial to smooth the cooperation and ensure a final output with
good quality. In LeMo I, participants used annotations to express and exchange
their judgments of the quality. These annotations are usually short words or simple
shapes, either positive (e.g. “OK”, “Nice”, “Cool”, “Good” and heart shape) or
negative (e.g. “No”), as illustrated in Fig. 8.9. Some of the confusion expressions
such as “?” were probably indicators of queries of quality, not just queries about
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Fig. 8.9 Quality Annotations (from [33])

Fig. 8.10 Confusion annotations (from [33])

the process. It is also interesting to note that positive words may convey different
meanings when temporal relationships change. For example, a “yes” written shortly
after a note addition means the writer’s satisfaction with the addition while an “OK”
write much later with a certain addition has fewer relation with the addition and
means more satisfaction about the whole piece. These emerging annotation-based
judgments help collaborators exchange feelings about the piece being made, reduce
the idea variation and strengthen the cooperation on the activity.

8.4.2.4 Social

Beyond music making and process management, annotations were also used for non-
task-related purposes, as illustrated in Figs. 8.11 and 8.12. As shown in Fig. 8.12, one
participant started detailed steps of a social drawing activity, their partner then saw
this and joined in with the drawing activity and they finished the drawing together.
It is interesting to note that in total five human doodles appeared, two of which were
drawn collaboratively. The possible reasons for its frequent emergence could be that
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- /\ .
Participant C Participant D

C wrote D's name D drew a ulry arrow,
started with eyes  drew the face “Gabana” pointing to D’s name, and
and mouth contour added hair

Fig. 8.12 Annotations for social purposes (reproduced from [33])

participants were inspired unknowingly by the kinetic avatar or people just naturally
love to draw faces. Although social annotations did not contribute to the music
directly, making these lighthearted drawings, as a social interaction, contributes to a
close relationship between the collaborators.

8.4.2.5 Localisation

Bryan-Kinns [14] identified the frequent use of annotation as a localisation cue
(mainly by drawing arrows), but in LeMo I we only found one similar case, in which
the participant drew an arrow, and from the review of the interaction successfully
obtained their partner’s attention, as illustrated in Fig. 8.13. However, in this case
the arrow may have been more to attract attention to the activity rather than to
highlight a specific part of the joint creation. The reason that annotations are not
used for localisation in LeMo I could be that participants could simply draw each
other’s attention to a certain location by waving their hands and then pointing to that
location.
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Fig. 8.13 A participant drew an arrow (a), and this successfully drew their partner’s attention to
the intended area (b) (from [33])

8.4.3 Interviews

Post-task interviews with participants revealed more reflective insights into the use
of the annotations. The interviews were transcribed (around 5,000 words) and a
thematic analysis was undertaken, see more information about thematic analysis
in [10, 74]. The thematic analysis started with a reading through of the transcript,
then an inductive analysis of the data was performed, and relevant patterns were
collapsed into codes. Next, these codes were combined into overarching themes,
which were then reviewed and adjusted until they were appropriate for the codes.
In total, 41 codes and 4 overarching themes emerged from the thematic analysis.
Two themes were directly related to annotation: (i) annotation’s usefulness, and (ii)
annotation’s problems.

Many participants described that they had a positive feeling when they could write
something to support their communication. They reported annotations were used to
make “signs and symbols” to support composition, or to “create drawing together
[...] like a physical warm up”. Participants also reported that annotations exceeded
vocal communication in some ways, “with the lines, [they] could just circle the notes
to say that was [note] G and go back to [note] C, from that perspective, drawing was
more effective”. Many participants reported that they successfully understood each
other’s intentions via the annotations, e.g. one participant drew a line and “used the
line to affect the partner”, guiding their partner to move notes to lower positions,
the partner fully understood and reported they “did the changes”. Other examples
mentioned are showing satisfaction by “writing an OK” or using “Hi” for greetings.

Meanwhile, writing and reading in 3D space were reported by participants to be
quite different from the real world and these differences caused inconveniences and
problems. For instance, the 3D nature of the annotations reduced their readability,
it only “makes sense to [them] from [their] perspective[s], because it was 3D”. For
ease of identifying the annotations, “[they] need to stand where the person wrote it
stood”. Furthermore, making annotations was reported as being time-consuming, and
“when [they] finish[ed] it, it [did] not make sense” anymore. Also, the low accuracy
of movement tracking led to annotations being drawn at quite a large size, which
then led to a limitation of “how much [they] [could] write”. Finally, participants
reported that it was hard to notice each others’ annotation activities, a participant
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“waved hands to [their partner], but [the partner] did not see”, the participant “had to
wave hands [closer], directly in front of [the partner]” to draw their attention to the
annotations so as to get the annotations read. This was probably due to the narrower
field of view (FOV) in VR vs real life as the FOV is about 100 horizontal degrees
with HTC Vive vs about 200 degrees binocular FOV in real life, see [28, 30].

8.4.4 Reflection of Study 1

Similar to Bryan-Kinns’ findings [14], most of the annotations that emerged in the
use of LeMo I fall into three types: making it happen, quality and social. However,
unlike the aME classification, presence and localisation appear to be well managed
through avatar interaction. This similarity suggests that 3D annotations can function
similarly in an immersive collaborative music-making system as they can in a 2D
non-immersive CMM system. However, much fewer annotations are used to convey
presence compared with the findings of Bryan-Kinns [14] which may be because
avatars already support this well, or it may also have been due to the physical col-
location of participants with LeMo I compared to the Daisy* studies which were
distributed remotely. The length of the musical loop in LeMo I is 8 beats, whereas
in the Daisy* studies the length was 48 beats which may have affected the kinds
of annotation produced as the LeMo I loop was simpler and required less temporal
organisation. Regardless of these issues, the use of aME to classify annotations in a
study of CMM indicates that the annotation classification scheme applies to media
beyond the Daisy* systems it was previously used to evaluate [14].

For sonic interaction design of VEs, the findings of this exploratory study indicate
that 3D graphical annotations of a virtual environment can support a music making
as a tool for communication where the co-produced sound is prioritised over other
modalities—CMM in our case. We specifically prevented conversation during the
creative process to allow us to explore how to support collaboration without interrupt-
ing or interfering with the music being created by collaborators. The step sequencer
used in LeMo I was intentionally simple to allow initial exploration of the role of
annotations without conflating this with the complexity of an interface. For richer
and more complex sonic creation and exploration in VR, we suggest that annotations
could usefully support communication about the process, quality and also social
aspects of interaction without compromising the joint product being produced. It
may facilitate a foregrounding of the creative sound product to such an extent that
the sounds created are able to use the full width of the sound domain at the exclusion
of all other parts of the human—human interaction necessary for collaboration.

Whilst the annotations of LeMo I supported co-creation of music, they did gen-
erate some issues. More specifically, making annotations and viewing them were
reported to be very different from real life, daily experiences. Participants needed
to get used to controlling strokes by pinching and releasing fingers. Besides, com-
pared with writing or drawing with a real pen, the LeMo I has a less accuracy in
supporting these. To increase the readability of written contents and sketches, par-
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ticipants tended to write or draw in a bigger size, which resulted in a limitation of
how much they could write/draw. But on the positive side, the larger size made it
possible to write and draw together, which expanded the range of annotating action,
making it less personal but more social-friendly and more accommodating to multi-
ple people. Another unexpected problem found in this study was that 3D annotations
can, of course, be viewed from many angles, so written text is often reversed for a
participant’s collaborator, especially if they write in the space between themselves.
This clearly decreases the readability of the annotations. Some participants wrote in
reverse to try to compensate for this issue, see an example shown in Fig. 8.9h and i.
Future development of the use of annotations in VR would need to explore how this
mirroring issue could be addressed.

8.5 Study II—Audio Approach: Augmented Acoustic
Attenuation

Sound attenuates as a result of diminishing intensity when travelling through a
medium. Acoustic attenuation is one of the primary cues for sound localisation of
distance; it enables humans to use their innate spatial abilities to retrieve and localise
information and to aid performance, see [5]. Whilst augmenting the acoustic attenua-
tion of a real medium (e.g. the air) is difficult, this can be easily done in VEs with the
aid of audio simulation (refer to Chap. 3 for modularity in the auralisation). Research
has begun to investigate the impacts of spatialised sounds on user experience in VR,
see [27]. However, little research explores how the spatialisation of sound may affect
or aid collaboration in a VR context. Considering sound is both the primary medium
and the final output of the creative task [34], by affecting sound, different settings of
acoustic attenuation can possibly affect the collaboration differently. With the ability
to modify the simulated acoustic attenuation in an immersive virtual environment,
we can possibly create sonic privacy by augmenting acoustic attenuation, and then
use sonic privacy as personal space to support individual creativity in CMM. Sup-
porting individual creativity is important as it contributes to the group creativity [37,
44, 46, 60].

8.5.1 Hypotheses

Research has suggested users should be allowed to work individually in their per-
sonal spaces at their own pace, cooperatively work together in the shared space
and smoothly transition between both of the spaces during collaboration [23, 56,
65]. In a previous study [34], following this implication, we built three different
spatial configurations (public space only, public space + publicly visible personal
space, public space + publicly invisible personal space), and tested different impacts
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of these spatial configurations on collaborative music making in SVEs. The results
show adding personal space to be helpful in supporting collaborative music making
in SVE, since it provides a chance to explore individual ideas, and provides higher
efficiency in making notes. However, several negative impacts also showed up along
with the addition of personal space, e.g. longer average distance between participants,
reduced group territory and group edits [34]. We believe this might due to: (i) the
separated stationary locations of the personal spaces forced users to leave each other
to access, causing a longer distance between participants and less collaboration; (ii)
the rigid boundary between public space and personal space made users more iso-
lated, resulting in a higher sense of isolation. Thus allowing users to access personal
space without leaving each other far away might eliminate these disadvantages.

To make the shift between personal and public spaces more fluid, inspired by the
implication that the separation between public and personal workspace should be
gradual rather than too rigid [23], the attenuation feature can possibly be applied to
form a gradual personal space, enabling a fluid transition between personal space
and public space. This is because sound is both the primary medium of collaborative
tasks and the final work of CMM [33], thus by manipulating acoustic attenuation,
we can produce sonic privacy. Thus HI was developed.

H1: Attenuation can play a similar role to personal space with rigid form in CMM
in SVE, providing collaborators a personal space and supporting individual creativity
during the collaboration.

Additionally, an acoustic attenuation, rather than a personal space with rigid
separation from public space, enables a gradual shift between personal and public
workspace, which may possibly increase the fluidity of the experience and support
collaboration better, cf. [23]. Thus we developed H2.

H2: Acoustic attenuation provides a fluid transition (no hard borders nor rigid
forms) between personal and public spaces, which introduces less negative impacts
on collaboration compared with personal space with rigid form in [34].

8.5.2 Independent Variable

Spatial configuration is an independent variable in this experiment. Two spatial con-
figurations were designed as the independent variable levels, as shown in Fig. 8.14,
including the following:

e Condition 1: Public space only (referred to as Cpup): Where players can generate,
remove or manipulate music interfaces, and have equal access to all of the space
and the music interfaces. As no personal space is provided, a shift between public
and personal space does not exist, i.e. users cannot shift to personal space.

e Condition 2: Public space + Augmented Attenuation Personal Space (referred to
as Cayg). In addition to Cpyp), the sound attenuation is augmented. The volume of
audio drops much faster, creating a sonic privacy, which can be seen as a personal
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setting setting
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Fig. 8.14 Top view of the two experimental condition settings

space. As the volume changes gradually with the changes of distance, the shift
between personal space and public space is gradual.

8.5.3 Dependent Variables

To identify how users use the space and the effect of adding augmented sound atten-
uation as personal space, dependent variables were developed. The Igroup Presence
Questionnaire (IPQ) was used to inform the design of questions about sense of
collaborator’s presence [54]. The IPQ measures the sense of presence using one
general measurement—sense of being there, plus three sub-scales covering spa-
tial presence, involvement and experience realism. Questions about output quality,
communication and contribution were adapted from the Mutual Engagement Ques-
tionnaire (MEQ) [15]. The MEQ is formed of two parts: (i) participant ratings of
the quality of the musical outcome and their interaction with musical interface; (ii)
participant choices between different conditions when being provided a series of
statements covering the music quality, enjoyment, involvement and frustration. The
rest of the questions were designed to question people’s preference for conditions.
The questionnaire included measures on:

e Presence: (i) Sense of self-presence, (ii) sense of co-worker’s presence and (iii)
sense of collaborator’s activities.

e Communication: quality of communication, which may vary as the visibility of
spaces can possibly affect the embodiment and nonverbal communication.

e Content assessment: the satisfaction of the final music created reflects the quality
of collaboration, cf. [15, 16].

e Preference: preference of the conditions, to see if users have subjective preferences
towards the settings.

e Contribution: (i) the feeling of self’s contribution; (ii) the feeling of others’ con-
tribution.
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Table 8.1 Results of Post-Session Questionnaire and the results of Wilcoxon Rank-Sum Test (two-
tailed)?

Questions (Measure) Cpub Caug Cpub Vs Caug
M SD M SD p w

PSQ1 (support for creativity)—I think the space setting in this session was extremely helpful
for creativity 855 144 877 134 05695 259

PSQ2 (support for creativity)—I feel like the space setting in this session was extremely helpful

to support the development of my own ideas ~ 7.82 192 835 1.50 0.5211 2555
PSQ3 (preference)—I enjoyed the space setting of this virtual world very much

827 1.61 865 160 0.2622 233

PSQ4 (sense of collaborator’s presence)—I always had strong feeling that my collaborator was there,

collaborating with me together, all the time 891 092 854 1.68 0.7961 298.5
PSQS5 (content assessments)—How satisfied are you with the final piece of loop music you two

created in this session 8.64 1.09  8.50 1.36  0.7644 300.5
PSQ6 (communication quality)—How would you rate the quality of communication between

you and your collaborator during the session  8.68  1.09 850 136 0.7644 300.5

PSQ7 (sense of collaborator’s activity)—I had a clear sense what my collaborator was doing
873 120 796 154 0.08094 368.5

PSQ8 (amount of contribution)—The amount of your contribution to the joint

piece of music is 8.41 144  8.15 146 04776 320
PSQ9 (amount of contribution)—The amount of your collaborator’s contribution to the joint

piece of music is 8.18 126 8.23 1.39 0.8486 276.5
PSQ10 (quality of contribution)—What do you think of the quality of your contribution to the

joint piece of music is 8.05 1.70  7.81 141 0319 3335
PSQ11 (quality of contribution)—What do you think of the quality of your collaborator’s

contribution to the joint piece of music is 7.73 152 8.19 1.20 0.3496 241.5

4 Note: statistics in this table are calculated based on the data collected from third and fourth session
to better counterbalance the learning effect

These measures are grouped into a Post-Session Questionnaire (PSQ, see items
in Table 8.1).

8.5.4 Participants and Procedure

Fifty-two participants (26 pairs) were recruited through group emails at the authors’
university for this study.® Each participant was compensated 10 GBP for their time
(roughly 1 h). Participants’ rating of musical theory knowledge is 3.92 (SD = 2.50)
on a 10-point Likert scale, where higher values indicate increased knowledge; 24

6 The Queen Mary Research Ethics Committee granted ethical approval to carry out the study within
its facilities (Ethical Application Ref: QMREC2005).
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participants play one or more instruments, and the remaining 28 do not. Twenty par-
ticipants had tried VR 2-5 times before, 20 had only tried once and the remaining 12
had no VR experience previously. Thirty-seven participants knew their collaborators
very well prior to the experiment; three met their collaborators several times, and the
remaining 12 did not know their collaborators at all prior to the experiment.

The experiment started with participants reading the information form and signing
the consent form. Then they first received an explanation of the music interface of
LeMo II (see Fig. 8.2), with all of the interaction gestures supported in LeMo II
demonstrated by an experimenter. Next, a trial (roughly 5-15 min) session was carried
out, where participants could try all of the possible interactions. The trial ended
once participants were confident enough of all available interactions. The length of
time of the tutorial session was flexible to ensure participants with diverse musical
knowledge could grasp LeMo II. Participants were then asked to have four sessions
of collaboratively composing music that was mutually satisfying and compliments an
animation loop. Two of these sessions were set for this study; each covered a condition
(Cpub/Caug), and the sequence of conditions was fully randomised to counterbalance
the learning effect. We set each session as 7 min because based on our pilot study
and a previous study [33], we found 7-8 min were sufficient for the task. In total,
four visual, silent animation loops were introduced to trigger participants’ creativity;
each to be played in one experimental session on four virtual screens surrounding
the virtual stage. These clips were played in an independently randomised sequence
to counterbalance impacts on the study. Each session ended with a Post-Session
Questionnaire (PSQ, see Table 8.1). After all the four sessions finished, a short
interview was carried out.

8.5.5 Results

Wilcoxon Rank-Sum tests were run to compare the ratings of Cpyp, with Cyyg collected
by PSQ, see results in Table 8.1. No significant effect was found between C,,; and
Chpup- Post-task interviews revealed more reflective insights. Around 41,000 words of
audio recorded interview responses were transcribed and a thematic analysis of the
transcription was undertaken (more details about the thematic analysis in Sect. 8.4.3).
As shown in Fig. 8.15, in total, 439 coded segments, 15 codes and 3 overarching
themes emerged from the thematic analysis: (i) learning effects; (ii) preferences,
advantages and disadvantages of conditions; and (iii) advantages, disadvantages of
LeMo II and suggestions for improvements. Next, we will only cover the former two
themes as the final one is not directly related to the scope of this chapter.

8.5.5.1 Learning Effects

Members of 18 groups mentioned the effect of the session sequence. Specifically, 43
coded segments contributed by 27 participants were related to learning effects. For
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Fig. 8.15 Ingredients of all the coded segments of the interview; number of coded segments are
shown in the bars

example, Participant 15A (participant A in group 15, referred to as P;s5 ) reported the
sequence is an “important factor”. The first session was felt to be hard as they were
“just being introduced to [the system and they were] still adjusting” to it (Psa ), trying
to “[figure] out how the system was working” (P64 ), as they “were progressing into
latter sessions, [they] felt easier to communicate and use gestures to manipulate the
sound, being able to collaborate more, more used to the system” (Psp), these changes
led to a higher level of satisfaction and more enjoyment in later conditions. To better
counterbalance the impact of sequence, Table 8.1 only includes data collected from
the latter two sessions (note: as aforementioned, there were four sessions that were
randomly sequenced, and two of which were related to this study).

8.5.5.2 Cpu—Simple but can be Chaotic

With no personal space, participants had to hear all the interfaces throughout the ses-
sion. In total, 16 coded segments are about the disadvantages of Cpp; some exemplars
are: “a bit troubling”—PnB,7 “music always very loud”—Py4, “it was global music,

7 Py1p refers to participant B in group 11, similarly, Poa indicates participant A in group 9.
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and there was someone annoying”—P;4, “you are not going to say anything” to avoid
being “rude”—(P;4). It was easier if there is something helpful “to perceive what I
was doing, and not get confused with what [the collaborator] was doing” (P;sp), it
was too “chaotic” (Pa), “too confusing” (P4 and Pyyp), “annoying” (P,sg). They
“can not concentrate” (P,sg) while “everything [is] open and quite noisy” (Pyep), and
they “don’t have the tranquillity to operating [their] sounds or the everything’s come
mixed, which is difficult to manage” (Pxa).

There were 25 coded segments from 14 participants reporting the positive side
of the Cpyp; some examples are: (i) pieces created in “personal space” might clash
in a musical way (Pja), “better to work when knowing how it sounds all together”
(P178), music pieces might match better; (ii) better for providing help to the other
collaborator, as reported by P4A, saying that they needed someone to lead them
and thus the ability to hear all the work all the time was helpful; (iii) “space wise”,
compared with having to work closer to “hear the sound well” (P124) in Cayg, Coup
does not have this space constraint, they could chose to work “anywhere” (Py44);
iv) “easier” to understand the condition (Pgg), fewer confusions when simply being
able to hear all the things all the time (P34); v) “collaborative wise” (P3a), less
separation, better collaboration compared with “personal space” was provided (Psg,
Piga and Pigp).

8.5.5.3 Preference on C,,,

There were 35 coded segments contributed by 24 participants favouring condition
Caug, higher than 12 segments contributed by 11 participants for Cpyp. There are 111
coded segments contributed by 33 participants from 25 groups reporting the advan-
tages of this condition, much higher than the number of segments reporting other
conditions’ advantages. These reports reveal some insights behind the popularity of
Caug- Caug’s advantages reported by participants can be grouped into 4 groups:

e Higher team cohesiveness and lower sense of separation. Participants reported
that, without the rigid personal space, they had to “work with the other person”
(Psa). With no rigid personal space, C,yg’s “forces [them] to collaborate more the
most because [they] had to stay very close to compose music ” (Pgp).

e An appropriate environment for creativity, more consistency and convenience. As
described by participants, it was “a middle point between personal space and no
personal space” (Pga), without even triggering something, “[they] could decide
in a continuous way if [they] were able to listen to the other sound sources or
not”, and “to what extent [they] want to isolate [themselves]” (Pigs). Compared
with having to hear all sounds in Cpyp, this provided them a “less stressing” (P4a)
context, and they can selectively move away to avoid “getting interrupted with
the other” (Psp) and overlapping music. Being able to still “hear a bit of it in the
background but not completely” (P94 ) was reported good as this kept them “up to
date” (P9) and helped them to “tailor what [the participant] was making” (Pyp)
to match the co-created music and to make something new and see if it “fit with”
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(P20a) the old. C,yy provided them with “a little bit of personal space” although
not a quite a “defined thing” (Pga), which provided the possibility “to work on
something individually” but also being able to “share work quite easily” (Pga)-

e Easier to identify sounds. Participants reported it was easier to “locate the source
of the sound” (P¢4) and “perceive what [they were] doing” (Psg), which helped
them “understand instruments better” (Psg) and “not get confused” (Pisp);

e More real. Interestingly, instead of C,u, which simulates the real-world sound
attenuation, C,,, was reported to be “real”. “If you want to hear something, you
just come closer, like in the real world” (P;;g and Py), “it was good like we were
feeling like the real-time experience (Py¢p)”.

It should also be noted that, along with these reports about advantage, there are
19 segments reporting C,,’s limitations, including: (i) a preference “to hear all the
instruments all the time” in Cyup (Paeg), (ii) Caye might lead to “another type of
compositions” and “influence the piece” (Pj¢p) and (iii) without being able to hear
all sounds led to a feeling of separation (P;ga).

8.5.6 Discussion

The issues from having no personal space are clear. Especially for the music-making
task in this study, participants reported that without personal space, the auditory
background could be messy to develop own ideas, and their creativity required a
quieter and more controllable environment, which could be provided by personal
space. Providing such an environment is crucial considering individual creativity is
an important part of the collaborative creativity. Having personal space was reported
to be “an added advantage” because it promoted their own creativity, which can then
be combined and contributed to the joint piece. This matches the findings in [34],
that providing personal spaces is helpful as it provides a chance to explore individual
ideas freely, which then added an interesting dynamic to the collaborative work.
However, adding personal space indeed brought a few impacts, next we discuss the
impacts of using acoustic attenuation as personal space and its characteristics.

8.5.6.1 Impacts of Adding Acoustic Attenuation as Personal Space

As mentioned above, in the previous study [34], we found the addition of personal
space located on the opposite side of the public space led to a shrunken size of group
territory, fewer group note edits, a larger size of personal territory, more personal
note edits, a larger average distance between collaborators and fewer times of paying
attention to collaborator. We argued that these negative impacts are mainly due to
the personal spaces distributed on the opposite side of the group space resulting in a
larger distance between participants. So we proposed personal space with different
features (e.g. gradual boundary—C,,¢) might reduce these negative effects. In many
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ways, Cyyg is quite similar to Cpyp, €.g. both do not have a visual boundary for spaces,
so not surprisingly, no significant differences were found in most of the statistical
measures, see Table 8.1, and most previously identified disadvantages brought by
adding rigid personal spaces have been successfully eliminated; more detailed results
are available in [35]. By making the personal space invisible and gradual, the isolation
and difficulty of coordinating that introduced by the additional personal space was
minimised. For example, in the interview, participants reported C,¢ provided a proper
level of group work as working context, making easier to create new that matches
the old.

8.5.6.2 Providing Personal Space with Fluid Boundary

Although no significant differences were found in PSQ2, see Table 8.1, which ques-
tioned the support each condition gave to individual creativity, C,ug has a higher
mean rating. The thematic analysis revealed more insights. C,,¢ provides both “an
appropriate background” with which participants felt “less stressed” and were able to
“tailor” the individual composing to match the co-work, and a space personal enough
to “work on something individually”. No major differences were found between Cpyp,
and Cye in PSQ, indicating C,, provides a very mild solution, with limited impacts
on people’s collaborative behaviour introduced, whilst still providing sufficient sup-
port for individual creativity during collaboration, thus H1 is validated.

Compared with natural attenuation in Cpyp, Caye’s augmented sound attenuation
setting forced or prompted people to work more closely in order to hear each other’s
work, as reported by some participants. Compared with adding personal space with
visible rigid boundary, by enabling participants to “decide in a continuous way”
(P16a) if they want to hear other’s work, an invisible gradual boundary in C,, led
to less separation, and higher consistency between personal and public space. H2 is
therefore supported. This finding also echos the implication proposed in [23] that
there should be many gradations between personal and public space to enable people
fluidly shift in between. Popularity—the code “advantage of C,,,” has 111 coded
segments, and the code “most favourite—C,,,” has 35 coded segments, both are
greater than what C,,;, gets. All indicate Cy,¢ is the most popular condition. The
popularity is also partially verified by that Cy,; has the highest mean in preference
measure (PSQ3 in Table 8.1). We believe the reasons behind this popularity are
mainly due to its unique advantages, which as reported by participants, include:
(1) an appropriate environment for creativity, (ii) easier to identify sounds and (iii)
perceived as more “real” (although it should be noted that Cpyp, is more similar to
real-world audio attenuation). These features of C,, made it provide better support
for collaborative creativity and therefore led to its popularity.
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Table 8.2 Comparison between the two routes

3D Annotation

Augmented Attenuation

Modality

Visual

Auditory

Type of interaction

Explicit interaction—active
drawing

Implicit interaction—passive
body movement

Supports for collaboration

Supporting communication
between users

Supporting development of
individual creativity

Characteristic

No influence introduced on
audio channel, users hear
roughly the same audio®

Influence introduced on audio
and composition, users do not
hear the same audio

Applications

Wider range of application, not
restricted to audio tasks, audio
tasks requiring precise audio
output, or users with

Application restricted to
auditory tasks with no
requirement for precise audio
outputs

hearing/speech impairment

4Strictly speaking, what users hear still slightly differs unless the realistic spatialisation of audio is
disabled

8.6 General Discussion

The two studies have explored 3D annotation and augmented acoustic attenuation’s
role in CMM. This section compares the two approaches against each other, seeking
the potential differences and finding out the usage scenarios. The comparison results
are summarised in Table 8.2.

8.6.1 Modality and Interaction Type

3D annotation is a visual approach, while augmented attenuation is an audio
approach. This fundamental difference led to their unique advantages and disadvan-
tages, which then determine their scope of usage scenarios. Specifically, the visual
approach can fully avoid influencing the audio channel, leaving that modality purely
for composers to hear the project they are working on. While on the contrary, the
audio approach imposes unavoidable effects on how the audio sounds, as the privacy
is produced by augmenting the acoustic attenuation of the medium of the sound.

Unlike 3D annotation, which requires explicit interaction to make 3D lines, the
augmented attenuation in Study II only relies on users’ passive listening and active
physical locating in space. Explicit interaction is consciously deciding to interact,
e.g. clicking a button. It is what we normally think about when we’re interacting with
a computer [55]. Compared with explicit interaction, implicit interaction does not
require users to perform conscious actions; the interaction is mainly the movement
(e.g. head movement and eye movement) of the user. As a result, the 3D annotation
introduced a higher learning cost.
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8.6.2 Key Support for Collaboration

The 3D annotation helps people to warm up at the beginning, supports the non-vocal
communication and provides help for collaborators to understand each other’s atten-
tion. In other words, it supports the social aspects of the collaboration by intensifying
the links between collaborators. While the augmented attenuation gives collabora-
tors the choice to be separated, hence provides support for individual creation. With
this flexibility, users have the choice to develop their own work and to switch fluidly
between working on own and teamwork.

8.6.3 Characteristic and Application

3D annotation completely avoids impacts on the auditory channel. This supportive
measure suits where the sonic output comes with stringent requirements, and users
must be able to hear exactly the same final output during their working. Its application
is not limited to sonic task because it provides support to communication, which is
required by many collaborative tasks in SVEs. In contrast, the augmented attenuation
has a narrower application range. It provides better support for individual activity,
with still enough context of group work and the cost of hearing (slightly) differed
output, making it only appropriate to audio related-tasks with no rigid requirements,
e.g. people are improvising music for fun.

These two supportive features do not necessarily contradict each other, and could
be applied simultaneously. To manage the simultaneous use, a manipulation system
might be needed. For example, the transparency of the visual 3D annotation and
the degree of augmentation of attenuation can be adjusted to modify their impacts
(visibility/audibility), fitting collaborators’ needs during different stages of the col-
laborative composing. When only one feature is needed, the other can be adjusted to
zero, wiping out its impacts entirely.

8.7 Conclusions and Future Work

In this chapter, two different approaches to support collaborative sonic interaction
in SVEs have been presented, one exploited visual modality and the other exploited
audio modality. The results of both studies have been presented and reflected upon. A
comparison between the two approaches has been made. Next, following the findings
and discussion above, we propose six implications for supporting collaborative sonic
interaction in SVEs, e.g. CMM.

1. Adding a system that supports 3D annotation may be considered to aid collab-
orator’s communication, especially if co-produced sound has to be prioritised
over other modalities to avoid any impacts.
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2. For audio-related tasks in SVEs, adding personal space should be considered, as
it provides sonic privacy and essential support for the development of individual
creativity, which forms a key part of the collaborative creativity. This is especially
essential when the output of the task is vulnerable (e.g. audio), and co-workers
need a space where they can think of own ideas and develop own work.

3. For audio-related tasks (e.g. collaborative music making), manipulating acous-
tic attenuation as personal space can be an effective way to allow users to shift
between personal and public working space continuously by adjusting their rela-
tive distance. With light-weight form, it introduces mild impacts compared with
the prominent negative impacts introduced by rigid personal space [34].

4. The level of privacy can be adjusted by manipulating the level of augmentation.
For instance, in C,y of Study II, participants adjusted their distance between
themselves and collaborators to achieve different levels of being personal (herein
referred to as “personalness”). Instead of changing positions, adjusting the sound
attenuation rate with distance can impact the level of “personalness” and there-
fore producing a varied level of personalness. Potentially, adding a method allow-
ing users to adjust the level might be useful so users can shift between having a
“very personal and isolated” space and a “very public” space.

5. Augmented attenuation can be exploited for creative audio privacy, which can
be then used to promote individual creativity during the collaboration. However,
augmented attenuation introduces differences in what collaborators hear, making
it only applicable to contexts with no rigid requirements on audio outputs.

6. We suggest that augmented attenuation and 3D annotation could be applied
together or chosen with a flexible switch so that users can choose the feature
fitting their needs during different stages of the collaborative composition.

Future works concern an exploration of how multi-modal approaches can be
applied simultaneously, and designing and applying tools based on other modal-
ities to support collaborative sonic interaction in SVEs, such as visual modality.
For each modality, it could be interesting to test how that sensory cue can be aug-
mented/depressed to adjust the level of its influence.
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