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Preface

This volume of Lecture Notes in Mechanical Engineering contains selected papers
presented at the 7th International Scientific-Technical Conference
MANUFACTURING 2022, held in Poznan, Poland, on May 16–19, 2022. The
conference was organized by the Faculty of Mechanical Engineering, Poznan
University of Technology, Poland.

The aim of the conference was to present the latest achievements in mechanical
engineering and to provide an occasion for discussion and exchange of views and
opinions. The main conference topics are as follows:

• mechanical engineering
• production engineering
• quality engineering
• measurement and control systems
• biomedical engineering.

The organizers received 165 contributions from 23 countries around the world.
After a thorough peer-review process, the committee accepted 91 papers for con-
ference proceedings prepared by 264 authors from 23 countries (acceptance rate
around 55%). Extended versions of selected best papers will be published in the
following journals: Management and Production Engineering Review, Bulletin
of the Polish Academy of Sciences: Technical Sciences, Materials, Applied
Sciences.

The book Advances in Manufacturing III is organized into five volumes that
correspond with the main conference topics mentioned above.

Advances in Manufacturing III - Volume 4 - Measurement and Control
Systems: Research and Technology Innovations, Industry 4.0 gathers extensive
information for both academics and practitioners on methods and tools for
metrology, measurement and control, and their applications in many fields such as
biology, chemistry and food science, material science, and manufacturing and civil
engineering. It also covers advanced computer science methods for measurement,
control, and quality assurance. Contributions were reviewed by experts from var-
ious areas to ensure a selection of high-quality content, with relevance for both
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academics and professionals. This book includes 14 chapters, prepared by 52
authors from seven countries.

We would like to thank the members of the international program committee for
their hard work during the review process.

We acknowledge all that contributed to the staging of MANUFACTURING
2022: authors, committees, and partners. Their involvement and hard work were
crucial to the success of the MANUFACTURING 2022 conference.

Magdalena DieringMay 2022
Michał Wieczorowski

Mukund Harugade
Alejandro Pereira
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Impact of the Type of Tool Holder on the Surface
Finish During Precision Machining of WCLV
Hardened Steel with Carbide Milling Cutters

Joanna Krajewska-Śpiewak1(B) , Józef Gawlik1 , Marcin Grabowski1 ,
Piotr Tyczyński2, and Małgorzata Kowalczyk1

1 Cracow University of Technology, Kraków, Poland
joannakrajewska.pk@gmail.com, malgorzata.kowalczyk@pk.edu.pl

2 Limatherm S.A, ul. Tarnowska 1, 34-600 Limanowa, Poland
piotr.tyczynski@mapal.com

Abstract. Precision milling of curvilinear free surfaces with the use of mono-
lithic milling cutters is used, among others, in dies and molds production and in
production of press-forming dies made of hardened steel. Precision milling pro-
cesses are carried out with the following milling parameters: axial depth of cut
ap < 0.33 mm and radial depth of cut ae < 0.5 mm, with the required machin-
ing accuracy below 40 µm. The surface quality of injection molds has a direct
impact on the quality of the obtained element (moulded piece). Thanks to the use
of carbide tools, high reliability and machining quality are obtained, which allows
to eliminate the grinding process. The tests were carried out on samples made
of WCLV steel with a hardness of 45–47 HRC (in the Rockwell C scale) with
double-edge end mill with a diameter of 6 mm. Two types of tool holders were
used to mount a milling cutter. Heat-shrinkable holders and holders made with
the use of incremental laser sintering technology were used. Recommendations
for the selection of tool holders and machining conditions were defined, which
allowed to obtain the required technological quality of the machining surfaces.

Keywords: Tool holder · Precision machining · Hardened tool steel

1 Introduction

A number of factors decide about the beginning of the process of disrupting the con-
sistency of the material that determines the minimal thickness of the cutting layer. The
main ones are the properties of the workpiece, the cutting-edge geometry and the rigidity
of the machining system.

Hardened WCLV steel with a hardness of about 50 HRC belongs to the group of
difficult-to-cut materials. In the process of machining, of such materials, an important
role is played by the certainty of the milling cutter fixture in the tool holder.

Carbide end mills with a diameter of 6 mm were used in the tests. Two types of tool
holders (collets) were used to mount the milling cutter: sintered tool holders made with
the incremental technology and heat-shrinkable tool holders.
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Hot work tool WCLV steel is used on dies for precise, high-pressure casting of
aluminum alloys thin-walled products. The presented research results, for the conducted
analysis of the literature, relate to the machining of difficult-to-cut materials.

The process of separating the cutting material into a chip is dynamic. The authors [1]
assessed the results of experimental studies on determining the minimal thickness of the
cutting layer during machining with single-edge tools with defined stereometry. They
developed dependencies for determining theminimal thickness of the cutting layer under
the condition of constant temperature. They pointed out that the measurement results
are influenced by a number of disturbing factors, which depend on both the properties
of the workpiece and of the tool.

The authors [2] present the results of physical tests and finite element method (FEM)
simulation of Inconel 718 face milling. A significant influence of feed and cutting speed
on the wear of a carbide insert with a TiAlN/AlCrN coating was demonstrated. It was
also stated that the type of formed chip depends on the cutting conditions. Segmented
sawtooth chip or discontinuous toothed (stepped) chip strongly influences the wear
pattern of the cutting edges.

In a paper [3], the authors emphasize that precise, finishing processing of hardened
surfaces requires the use of tools with sintered carbide cutting edges. The occurrence
of the decohesion process is decisively influenced by: the radius of the rounding of
the cutting edge and the cross-section of the cutting layer. The cutting-edge radius and
the cross-section of the cutting layer depend on the cutting parameters and influence
the occurrence of the decohesion process. The Analysis of Variance (ANOVA) Taguchi
methodology was used in the research program. Similarly, in the article [4] the authors
used the Taguchi experiment planning method to investigate the surface quality in the
process of CNC face milling.

In the experimental studies of the micro-milling process of nickel super alloy 718,
the authors [5] showed that the abrasive wear of the side face of the cutter is dominant.
The fatigue wear of cutters also occurred. It is possible to reduce the wear of the edges
by applying appropriate coatings on the working surfaces of the cutters.

The authors of the publication [6] presented the original method of identifying the
minimal thickness of the cutting layer with the use of the acoustic emission signal
under the conditions of machining with multi-edges milling cutters for Inconel 718
and Ti6Al4V alloys. The usefulness of this method has been demonstrated in a real
production conditions. The results of these tests complete and extend the methods of the
minimal thickness of the cutting layer identification [7, 8].

The authors [9] analyzed and assessed the influence of cutting parameters on the
wear topography and the efficiency of the Inconel 718 alloy machining process with the
use of various types of carbide inserts. The results of these studies can be used in the
multi-criteria optimization of the selection of machining conditions based on the criteria
for the durability of the cutting edges and the efficiency of the process.

Machining of hardened steels was the main subject of the research carried out by
the authors of the publications [10, 11]. The test results confirm that machining of hard-
ened materials, with a hardness of up to 50 HRC, with tools of defined tool stereometry
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can replace grinding operations. The authors specified some of the most important ben-
efits, regarding this solution, such as increased productivity, flexibility, lower capital
expenditure and reduction of environmentally harmful waste.

The authors of the article [12] present the results of tests of tools with uncoated
carbide edges and tools with cutting edges with a multi-layer chemical vapor deposi-
tion coating (CVD) during dry machining of the Ti-6242S titanium alloy which is used,
among others, in aircraft engines. The topography and the wear mechanism of the edges
were determined. The finite element method was used to analyze the tribological param-
eters and chip segmentation. It was the basis for proposing the mechanisms of coating
delamination.

The authors [13] presented the results of experimental and numerical research of
titanium-based alloy (Ti-6Al-4V) subjected to face milling. The predicted course of the
cutting-edge wear, based on the 3D simulation with the finite element method, shows
good compliance with the experimental measurements of the cutting edge wear. It was
also found that the residual stresses in the surface layer of the machining surface have
compressive character.

In the publication [14] the authors present the results of the study of the influence of
cutting conditions and cutting-edge wear on the surface condition of titanium alloys after
dry milling. The tests were carried out on tools with a TiAlN + TiN coating made by
the physical vapor deposition method (PVD). Samples were subjected to the following
values of cutting speeds vc = (100; 300)m/min and feeds vf = (0.03; 0.06)mm/tooth.
The use of higher cutting speed and feed as well as the cutting-edge wear caused an
increase in the microhardness of the surface layer of the workpiece.

The authors [15] conducted tests of CNC milling of the Inconel 718 alloy with solid
carbide milling cutters with TiAlN (PVD) coating under cryogenic cooling conditions.
The roughness of themachined surface was reduced from 33% to 40%.At the same time,
cryogenic cooling significantly reduced the life of carbide tools due to the occurrence
of chipping and cracks in the cutting edges.

An extensive analysis of the literature in the field of milling, quality assessment of
machined surfaces and used tools can be found in the publication [16]. The authors
emphasize that the roughness of the machined surfaces has a significant impact on the
wear resistance and fatigue strength of the obtained elements.

The test results confirm that mounting the cutters in the tool holder affects their work.
The authors of the publication [17, 18] showed that changing the stiffness of spherical
cutters by changing the extension length from the holder has a significant impact on the
displacement of the working part of the cutter. This directly affects the values of the
vibration amplitudes, and thus the roughness parameters of the machined surface.

The authors of the publication [19] showed that high-speed machining (HSM) of
tool steels in the hardened state is an attractive solution for the mold and die industry.
More than 50% of the total production time is attributed to traditional machining process
and polishing. Significant cost savings and productivity improvements can be achieved
with the use of HSM.

The conducted analysis of the literature, on precision machining of difficult-to-
cut materials, allowed the authors to notice the lack of information on the operational
characteristics of the tool holder used for mounting end mills for machining process of
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hardenedWCLV steel. Therefore, it was justified to undertake research that results from
the needs of the industry.

2 Experimental Details

The cutting tool wear in precision machining is one of the key factors which affects the
quality of the obtained details and the stability of the machining process. The emerging
cracks or chipping of the cutting edge during the cutting process are difficult to detect
and can cause deterioration of the surface quality. This may lead to the recognition of
the detail as a broken component. In order to meet the high-quality requirements, set for
injection molds, it is necessary to determine the impact of the cutting-edge wear on the
condition of the workpiece surface.

Tests were carried out on samples made of WCLV steel (Table 1) with a hardness of
45–47 HRC and dimensions of 121× 121× 11 mm with an end mill with a diameter of
F6 mm. The geometry of the carbide milling cutter was selected on the basis of previous
machine tests. A solid, right-handed carbide milling cutter with a rake angle of 3˚ was
used. Based on the preliminary experiments [20], the cutting tests were carried out under
the finishing conditions for the following machining parameters:
ap = 0.04mm, ae = 0.04mm, vf = 1200mm

min , n = 9000 rpm.

Table 1. WCLV steel chemical composition.

C Si Mn P S Cr Mo V

0.35–0.42 0.80–1.20 0.25–0.50 max 0.03 max 0.03 4.80–5.50 1.20–1.50 0.85–1.15

The cutting-edge wear was determined on the basis of the obtained 3D scans of the
tool before and after machining. Measurement of the tool wear after a certain cutting
time, taking scans and reassembling the tools, could lead to some measurement errors.
In order to avoid these errors, it was decided to measure tools that had been working
for a certain period of time in order to determine the tool wear. It allowed to eliminate
tool attachment error which, for such small cutting parameters (ap, ae), has a significant
impact on the measurement result.

In comparative studies, three carbide milling cutters were mounted in a heat shrink-
able holder and three other cutters in 3D printed holders. Specified period of a cutting
time and the same cutting parameters were applied for each cutting tool. The first tool
ran for 20 min, the second tool for 40 min, and the third tool for 60 min. To simulate
multi-axis machining the milling cutters were tilted at an angle of 20 to the spindle axis.

The surfaces obtained during the research were subjected to a qualitative analysis
in the form of photos taken with an OLIMPUS microscope, as well as a quantitative
analysis with the use of roughness measurement. Figure 1 shows examples of photos of
the surface obtained at the beginning of the milling process (first cutting marks) and the
surface at the end of the machining process (last cutting marks).



Impact of the Type of Tool Holder on the Surface Finish 5

C
ut

tin
g 

tim
e 

20
 [m

in
]

a) b)

Fig. 1. The views of the machined surface with carbide tools mounted by the 3D printed holder
a) initial surface b) the end of cutting process.

It is possible to perform a qualitative assessment of the machined surfaces based on
the images (Fig. 1). The machined surface is characterized by clear traces of milling,
which is related to the angle of the cutter. The conducted experimental studies of precision
millingwith carbide tools indicate differences in the quality of the initial and end surfaces
of the milled grooves. As the machining time increases, the surface quality improves,
which may be related to the lapping process of the cutting-edge during machining.

In the next stage, the impact of the used holder type on the tool wear process was
tested. Wear determination is required for the correct and effective production of such
components as injectionmolds. Tool wearmeasurement wasmade by 3D scanning of the
cutting-edge microgeometry in the selected area and by overlapping the scanned models
before and aftermachining. It should be emphasized that during the testedmilling process
a very small allowance was removed (ap = ae = 0.04mm) by a spiral groove cutter
inclined at an angle of 20.

The analysis of 3D scans of carbide cutting edges confirms the stable operation of
the tool. During the quantitative analysis of the wear of carbide tools, researchers should
only focus on a very small part of the cutting edge. Smaller edge wear for the printed
holders can be observed. These values differ very little from the edge wear for heat
shrinkable holders. For carbide tools, the maximum cutting-edge wear after 60 min of
work for the thermal holder is 0.08 mm and for the printed holder 0.03 mm.

3 Results and Discussion

The properties of the top layer change with the increase of the cutting-edge wear. The
assessment of the properties of the surface layer after the long-term operation of the
tool may be one of the criteria for the correct or incorrect operation of the tool. In the
carried out tests, the influence of the edge wear on the properties of the surface layer
was determined. The analysis of the geometric structure of the surface can be carried out
on the macroscopic, microscopic and submicroscopic levels. Respectively, waviness,
roughness and nanoroughness can be analyzed at these levels. The assessment, of the
impact of the cutting-edge wear and the used holder, on the geometric structure of the
surface layer was determined on the basis of the conducted experimental tests. The
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roughness of the obtained surfaces was measured in two directions: in the direction
parallel to the feed direction (longitudinal roughness) and in the direction perpendicular
to the feed direction (transverse roughness). The research plan and the obtained surface
roughness values are presented in Table 2.

Table 2. The surface roughness for the research plan.

Sample Experimental design Perpendicular Parallel

ap [mm] ae
[mm]

n
[rpn]

vf [mm/min] Cutting
time
[min]

Tool holder Ra
[µm]

Rz
[µm]

Ra
[µm]

Rz
[µm]

3 0.04 0.04 9000 1200 20 3D printing 0.192 1.1 0.072 0.389

1 0.04 0.04 9000 1200 40 0.473 2.4 0.157 0.581

5 0.04 0.04 9000 1200 60 0.338 2.1 0.0804 0.4

2 0.04 0.04 9000 1200 20 Heat
shrinkable

0.265 1.31 0.0892 0.411

4 0.04 0.04 9000 1200 40 0.428 2.4 0.087 0.368

6 0.04 0.04 9000 1200 60 0.19 1.09 0.0547 0.304

For the surface roughness measurement, a Form Talysurf Intra 50 profilograph was used,
with a head and tip for roughness measurement, a scanning table and Talymap Silver
and Ultra software. Selected parameters of the tested surface are presented in Fig. 2.
The use of the profilometer in the scanning function allowed to obtain isometric views
of the tested surfaces. 2D surface roughness was measured and Fig. 3 shows an example
of surface roughness profiles.
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Fig. 2. An exemplary isometric roughness views ofmachined surfaces for a) the 3Dprinted holder
b) the heat-shrinkable holder.
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Fig. 3. Surface roughness profiles for a) the 3D printed holder b) the heat-shrinkable holder after
60 min of cutting time.

Operational properties of the workpiece depend on the machining parameters which
change the properties of the top layer in a specific way. Long-term operation of the tool
may have a negative impact on changes in the properties of the surface layer but also on
the metallographic structure of the machining surfaces. In order to check the effect of
machining on the structure of the workpiece, the metallographic tests shown in Fig. 4b
were carried out. The sample with the lowest roughness values was selected for the tests
(sample number 6, tool cutting time 60 min).

Fig. 4. a) The area of metallographic tests of the sample after milling process b) metallographic
examination of the sample from the analyzed area after milling.

Figure 4 shows a photo of the tested sample obtained from the specified measuring
region marked in Fig. 4a. The metallographic tests did not show any structural changes
in the form of hardening.
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4 Conclusions

Wear of the cutting edge starts at the moment of first contact with the workpiece. From
the point of view of wear processes, the most dangerous is the moment of cutter entering
and exiting from the material. During machining allowance removal process, especially
in difficult-to cut materials in the range of 45–65 HRC, the cutting edge works with
high mechanical and thermal loads. These working conditions can cause changes in the
properties of the tool material, whichmay cause tool wear and deterioration of its cutting
properties. Experimental tests were carried out on the cutters wear with carbide tips
duringmachining ofWCLV steel with a hardness of 45–47HRC.Milling cutters, cutting
edge geometry and operating parameters were determined during machine research. The
tests were carried out for two different holders: a 3d printed holder and a heat-shrinkable
holder. The wear of the carbide tip was very low, which proves stable machining and
correctly selected tool operating parameters.

On the basis of the conducted research, it can be concluded that in both cases: for
the heat-shrinkable holder and the 3d printed holder, the machining process was carried
out under stable conditions.

By analyzing the obtained roughness profile results, for the printed and heat-
shrinkable holders, an increase and then a decrease in roughness parameters can be
observed with the processing time. The decrease in roughness with the increase in tool
working time is related to the lapping process of the tool. During the shaping process, the
cutting edge has its own surface roughness, which in the initial stage of the machining
process is reduced in the lapping process. The lowest roughness value measured in the
perpendicular and parallel direction to the direction of the tool movement was observed
for the heat-shrinkable holder and the tool cutting time of 60 min. Similar roughness
values were obtained for the printed holder and the cutting time of 20 min.

It can be concluded that for small values of the thickness of the cutting layer, the
differences in the surface quality will be similar for both types of holders.

It can be assumed that the advantages of the 3d printed holder, with the structure
that affects the vibration damping, will be more noticeable for higher values of the
cross-section of the cutting layer.

In order to avoid the formation of vibrations, the conditions for the stable operation
of the tool (stable machining) are established. From the point of view of machining, the
most important technological parameters that have a significant impact on the stability
of the system are the spindle speed and depth of cut ap. One way to improve machining
stability is to reduce the depth of cut. The process parameters tested during machine
tests ensured stable machining due to the use of very small cutting depths in the range
of 0.02–0.06 mm. The stability of the treatment in the tested range was also confirmed
as a result of the surface analysis (Fig. 1).

Acknowledgments. The research was financed as part of the research project POIR.01.01.01-
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Abstract. Gate valves are one of themost extremely used valves in the oil and gas
industry. However, previous researchers have found that gate valve tends to fail
before its appointed time without prior notice. The causes of failures are often due
to many factors which includes internal passing through gate even in fully closed
position, wear, and external leakage at packing area. The goal of this study is to
design a gate valve with reduced risk of failures and added intelligent functionality
which will subsequently lengthen the lifespan of the valve and prevent unnoticed
early failures. According to a previous computational study done in 2-dimension
(2D), a gate valve’swedge angle is best around 8° atwhich the fluid inside the valve
generates the lowest velocity and pressure and hence the lowest gate deformation.
To verify the claim, a 3-dimensional (3D) Computational Fluid Dynamic (CFD)
and Finite Element Analysis (FEA) method is conducted to study the fluid flow
characteristics and deformationwithin gate valves in real-world scenario. From the
CFD and FEA, the effect of varying wedge gate angle to the velocity, pressure, and
gate deformation is studied and areas within gate valve that are most susceptible
to failures are identified. Following the analysis, the valve geometry is improved
to achieve optimum working conditions and lower risk of failures. In addition to
the computational analysis, a study is also made to identify the type of sensor
and the practicability of sensor embedded in metal body to add for the intelligent
functionality of the valve, so that it is capable of early fault detection. In order to
validate the CFD result obtained, a research paper that conducted the 2D analysis
is referred to, and the analysis presented is performed identically in 2D via Altair
SimLab. The percentage error is between 1 to 5%. Results show that the 3D
analysis contradicts previous 2D research that indicated an 8º wedge angle to be
the best angle. According to the 3D analysis, the more inclined the wedge angle,
the lower the pressure, velocity, and gate deformation, implying that an angle of
9° is better than 8° and an angle of 10° is better than 9º, hence the contradiction.
The 3D result is more reliable and accurate as it is more practical in industry.
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1 Introduction

1.1 Background

Valves are an essential component of any piping system, particularly in the oil and gas
industry. Valves come in varying configurations for various operating needs. They can
be categorized specifically into two distinct operations: on/off service and throttling
service. On/off valves allow fluid to flow freely with minimal restriction in fully open
mode and completely obstructs fluid flow in fully closed position, while throttling valves
control flow by restricting or changing the area of the flow path.

Some of the most popular forms of valves used in on/off service are gate valves,
plug valves and ball valves. Meanwhile, valves used in throttling include globe valves,
diaphragm valves, butterfly valves, and needle valves [1]. Some valves can perform both
on/off and regulating functions such as ball valves, butterfly valves, and globe valves
[1]. There are also valves designed for special purposes rather than on/off or throttling.
Check valves and safety relief valves, for example, are designed to avoid backflow and
alleviate pressure in piping system respectively [1].

In this paper, a thorough study will be conducted on gate valve. Gate valves are
distinguished by a “gate” which opens and closes to provide full fluid flow through the
pipeline or to fully shut off flow. It is used either in the fully closed or fully open positions
only. Gate valve should not be used for regulation or throttling of fluid flow since accurate
fluid control is not possible. Furthermore, throttling and regulating actions also causes
the partially open gate valve to chatter and vibrate, causing degradation (erosion) of
the disk and seating surfaces, resulting in internal leakage over time. Throttling of gate
valve also creates high noise due to disk chattering thus is impractical to be implemented
(Fig. 1).

Fig. 1. Gate valve and its internal components.



12 B. Mohamad Zakir et al.

1.2 Research Problem

The operation of gate valve during on/off application involves the movement of the stem
and gate in upward and downward motion. This vertical motion of the gate is controlled
by the rotating movement of the handwheel. The rotating motion of the handwheel,
translated into the vertical motion of stem, resulting in a slow opening and closing
motion. Due to the slowmovement of the gate from fully opened to fully closed position,
there is high risk of erosion and wear of the gate from the high velocity of fluid flowing
through, resulting in the destruction of the tight faces and by time, will lead to passing
(internal leakage) due to seal damages. The high pressure generated inside the valve will
also cause external leaks through the packing of the valve.

So, an initiative has been made to modify gate valve design to lower the risk of
failures and subsequently lengthen the lifespan of the valve. The next generation gate
valve will be modified for optimum fluid flow and embedded with sensors capable of
alarming early fault detection.Metal 3Dprinting has been introduced to fabricate the gate
valve as it enables the sensors embedding process. The efficiency and the performance
are yet to be tested and validation is needed to conduct and prove the success of this next
generation gate valve.

1.3 Analysis of Gate Valve

Numerous studies have been performed to improve gate valve functionality and elimi-
nate unnoticed early failures. This can be done by improving the functionality of gate
valve which can be further improved if the fluid flow inside them is better understood
[2]. To understand fluid flow problems, three approaches can be used which comprises
of theoretical approach, experimental approach, and CFD approach [3]. Theoretical app-
roach often requires simplified model of complicated problem which often inaccurate
and deviates from actual solution. Experimental approach on the other hand, is not fea-
sible since this project is done via online platform and there is no access to university
facilities. Hence, a more reliable and feasible method is used which is CFD method.

CFD approach eliminates the expense of experimental setup and reduces the amount
of time taken to achieve solutions via theoretical approach [3]. Moreover, the CFD
method is able to return a solution that is similar to the actual result while requiring
less time and energy [3]. However, there are some aspects of the CFD approach that
should be considered. First, the numerical analysis approach used in CFD is a discrete
approximation method, which means that the final solution is derived from a finite
number of discrete points and may vary slightly from the actual solution [3]. Second, by
the nature of the numerical method, there is no analytical language that can interpret the
result in fluid dynamic problems and the conclusions are also nonspecific [3]. Finally, the
planning of the software, the selection and use of related resources, and the interpretation
of data such as what boundary conditions to be used, are all heavily reliant on the user’s
knowledge and expertise, which can easily lead to inaccurate results. Nonetheless, the
CFD approach remains indispensable across a wide range of engineering issues due to
its versatility.

Liu et al. [3] conducted a CFD analysis on subsea gate valve by varying the gate
wedge angle and observing the shift in peak velocity and gate deformation. The analysis
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is done via COMSOL software. From the analysis, he found out that the factor that
contributes to the biggest changes in fluid velocity and gate deformation is wedge gate
angle 1, α1, which further followed with gate wedge angle 2, α2, and wedge gate angle
3, α3, respectively. The characterization of gate wedge angle is presented in Fig. 2. To
demonstrate the robustness of the CFD results conducted by [4], verification is done by
reference to experimental results.

Fig. 2. Description of gate wedge angle 1, 2 and 3 [3].

Zeghloul et al. [4] conducted an experimental investigation on pressure drop inside valve
by varying the gate openings. The experiment was conducted on single phase and two-
phase flow. The result obtained from single phase flow showed an increase in pressure
drop with increasing flowrate and a declination in pressure drops with decreasing gate
opening area. Whilst in two-phase flow, in contrast to single phase, the pressure drop
was found to increase as the opening area decreases.

In other study performed by Hu et al. [5] on fluid flow pattern inside gate valve using
CFD analysis, he found that in the valve upstream, the velocity of the fluid is uniform and
stable. However, when it passes the gate with reduced flow area, the velocity increases.
Then, the velocity of the fluid abruptly decreases as it flows towards the downstream
of the pipeline due to sudden increase in flow area. Hu et al. [5] also stresses on the
accuracy of result with different turbulence model. The most accurate analysis result
based on his study is the one computed using realizable k-ε and SST k-ω turbulence
model. However, SST k-ω took too much time to converge the solution.

1.4 Analysis on Intelligent Functionality

In order to incorporate intelligent functionality into gate valve, many research and pre-
vious studies have been studied and reviewed. Based on many researchers, it has been
found that one of the most common technology used to detect valve leakage is by using
Acoustic Emission (AE) signals. It is a type of non-destructive test (NDT) conducted
to measure valve leakage even when the signal is small [6]. Most notably, the valve’s
operation is not hindered by the operation of this Acoustic Emission (AE) sensor which
makes it a superior technique to detect valve leakage.

Lee [7] conducted an experiment to study the capability of using acoustic emission
system to detect check valve failures. He uses three types of sensors to accomplish this
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experiment which is the accelerometer, ultrasonic sensor, and Acoustic Emission (AE)
sensor. The accelerometer is used for the detection of mechanical vibration of the valve.
The ultrasonic sensor, on the other hand, is used to track disc anomalies, such as when
the disc should be completely closed but is not due to a jammed or missing disk, and
finally, the Acoustic Emission (AE) sensor is used to localize signals emanating from
two distinct failure modes which is the wear of disc, and existence of foreign object. In
his study, Lee [7] has succeeded in localizing different type of failures by analyzing and
integrating the parameters from the AE signals.

Banjara et al. [8] also carried out an experiment to examine the feasibility of using
Acoustic Emission (AE) sensor to detect pipeline leakage. The study is conducted by
manipulating the rate of leakage through a pressure-relief valve with seven Acoustic
Emission (AE) sensor positioned along the pipeline at a constant distance apart. For
different rate of leakage, the seven AE sensor each captures different result due to the
difference between the location of sensor and the location of leakage. Results from the
study proves that Acoustic Emission (AE) sensor is capable of detecting pipeline leakage
by measuring the leakage signals and extracting them for machine learning.

Another experiment conducted by Ye et al. [9] to study the characteristic of valve
leakage through Acoustic Emission (AE) signal also prove that Acoustic Emission (AE)
sensor is capable of analyzing valve leakage. According to Ye et al. [9], leakage of valve
are often due to deformation and wear as a result of corrosion and vibration. This leak
would create a void, and the medium in the valve body will eject at a high rate from
the leak hole due to the large pressure differential. This vibration coming from the high
speed of fluid escaping from the leak can be detected by AE sensor, and analyzed, to
obtain detailed result.

2 Material and Methods

The methodology performed to accomplish this project is outlined in this section. There
are three primary approaches for this project: Geometrymodelling, Computational Fluid
Dynamics (CFD), and Finite Element Analysis (FEA).

For this project, three models of wedge gate valve are simulated. The parameter that
is observed are the effect of varying gate openings and wedge gate inclination angle to
the velocity, pressure, and displacement. The varying gate openings are 10 mm and 1
mm and the varying wedge gate inclination angle are 5°, 8° and 11°.

2.1 Geometry Modeling

The geometry of the gate valve is adhered to the requirement stated in the API 600 [10].
API 600 [10], with reference to other ASME standards which is the ASME B16.5 [11],
ASMEB16.34 [12], and ASMEB16.10 [13], are used to model the valve. Noted that the
gate valve used in this study is wedge gate valve with 2′′ size, 300 Class, Raised Face
(RF), and Bolted Bonnet (BB) configurations. Also, the maximum working pressure of
the gate valve is obtained from ASME B16.34 [12] by assuming working temperature
of 30 ºC and material of valve as A216 Gr. WCB.
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2.2 CFD Workflow

CFD analysis can be categorized into three main stages namely the pre-processing stage,
solver, and post-processing. Pre-processing stage is where the fluid domain within the
gate valve is established. Within this stage, the boundary conditions and fluid proper-
ties are determined, and geometry mesh are generated. The solver stage then performs
numerical calculations to numerically solve the fluid flow equation, and finally, the sim-
ulation result obtained from the solver can be visualized using post-processing tools. For
this project, Altair SimLab software is used at the pre-processing and post-processing
stage while Altair AcuSolve as the solver.

Fluid Domain. The fluid used in this study is methanol at 30 ºC with a density
of 782 kg/m3 [14], a dynamic viscosity of 0.000152 Pa.s [14], a specific heat of
2530 J/(kg.K) [14], and conductivity of 0.203W/(m.K) [14].

Meshing. The meshing size is determined through mesh independence study. An initial
mesh size of 1 mm at the edges is simulated, followed by 0.8 mm and 0.4 mm. The
reason why the mesh is only refined at edges is because that is the area of interest for this
study. This mesh independence study is performed on 5° wedge gate valve with 10 mm
opening. The results are tabulated below.

Table 1. Mesh independence study.

Mesh size at edges Total elements Computational time Peak velocity (m/s) Error

1 mm 689,917 1 h, 2s 21.536 m/s N/A

0.8 mm 783,969 1 h, 10 min, 50s 21.963 m/s 1.94%

0.4 mm 1,263,927 1 h, 53 min, 2s 22.089 m/s 0.57%

Base on Table 1, mesh size of 0.8 mm is chosen as the error between 0.8 mm and 0.4 mm
is only 0.57% which is less than 1%. Moreover, the computing time for 0.8 mm is far
lesser than 0.4 mm. Hence, considering the computing time, 0.8 mm mesh size is more
convenient and appropriate. The mesh of 0.8 mm at edge is presented in Fig. 3 below.

Fig. 3. Meshing of the fluid domain and valve geometry.

Boundary Condition. The boundary condition such as inlet velocity is decided by
referring to Methanol Safe Handling Manual [15] which stated that the maximum pipe
velocity for the transfer of gasoline/methanol is 23 ft/s which is equivalent to 7 m/s.
Hence, a value lesser than 7 m/s should be chosen as the inlet velocity. For this anal-
ysis, Standard k − ε turbulence model is used for solving considering the rapidity and
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convergence of the solution. The velocity inlet is 5 m/s and the pressure outlet is 0 MPa
assuming the outlet is exposed to atmosphere. As for the outer wall of the valve, convec-
tion with heat transfer coefficient of 100W/(m2.K), atmospheric temperature of 298 K
and valve temperature of 293.15 is used.

Validation of CFDMethod. To validate the CFD result obtained, a research paper that
conducted a similar analysis is referred to, and the analysis presented is performed identi-
cally. Obtaining a similar outcome with previous conducted research would demonstrate
that our approach to the problem is on the right track. For this validation stage, CFD
analysis conducted by Liu et al. [3] using COMSOL software on subsea gate valve is
chosen as reference. Using the same fluid properties, boundary conditions, and valve
geometries obtained from Liu et al. [3], the analysis is conducted using Altair SimLab
software. However, it is noted that the simulations made by [3] are of 2D geometries.
In Altair SimLab, it is not possible to simulate a 2D geometry, hence a constant cross-
sectional area is made in Altair SimLab to create similar effect to 2D geometry. An eye
to eye comparison is made from the result that is generated and the results obtained from
Liu et al. [3]. Based on the analysis on 110 mm stroke, peak velocity was found to be
17.6 m/s while Liu et al. [3] obtained a velocity of 17.4 m/s. The deviation of the result
is compared by calculating the % error (Table 2).

%error =
∣
∣
∣
∣

Theoretical − Experimetal

Theoretical

∣
∣
∣
∣
× 100% (1)

Table 2. Percentage error between simulated result and results from Liu et al. [3].

Stroke Simulated peak velocity Actual peak velocity from [3] Percentage error

110 mm 9.21 m/s 8.74 m/s 5.4%

120 mm 17.6 m/s 17.4 m/s 1.1%

The calculated value of percentage error is between 1% to 5% which is considered low.
Hence, it is proven that our approach to the solution is correct. Figure 4 below shows
the velocity profile generated from the analysis in comparison from Liu et al. [3].

Fig. 4. Velocity profile at 120mmgate stroke (a) Simulated peak velocity (b) Actual peak velocity
from Liu et al. [3].
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2.3 FEA Workflow

After finishing the CFD analysis, the temperature and pressure obtained from the CFD
analysis are mapped into the structural analysis of the valve. For the analysis, the faces
of the bolt holes at flanges of the valve are assigned as fixed support. The bolt holes for
fixed support are highlighted as in Fig. 5.

Fig. 5. Faces assigned as fixed support.

The material properties of A216 Gr. WCB for the FEA analysis is obtained from [16]
with density of 7800 kg/m3, Young’s Modulus of 1.9E + 11 Pa, and Poisson’s ratio
of 0.29. For FEA, the same software is used in the pre-processing and post-processing
stage meanwhile the solver used is different which is OptiStruct.

3 Results and Discussion

3.1 CFD

The fluid flow pattern is analyzed in wedge gate valve from fully open position (0 mm
stroke) to 1 mm to closure (49 mm stroke). The result is plotted in Fig. 6 below.
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Fig. 6. Graph of peak velocity vs stroke for 5° wedge angle gate valve.

Based on the graph in Fig. 6, it is found that the velocity that passes through the gate
decreases with increasing stroke. The graph also shows that the velocity increases dra-
matically from 40 mm stroke to 49 mm stroke, with the 49 mm stroke having the highest
velocity.
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Due to the aforementioned reason, it is very crucial in the operation of gate valves
that the operator avoids from halting the movement of the gate in midst of closing or
opening the gate, particularly during the 40 to 49 mm stroke. This is to avoid the gate
from being subjected to extremely high velocity for an extended length of time, which
could cause excessive wear thus inflicts failure before its time.

Next, a CFD simulation is made to verify the claim from Liu et al. [3] which stated
that an optimal gate valve wedge angle is 8°. Liu et al. [3], in his study, has found that
velocity, pressure, and gate deformation is minimum at 8° wedge inclination. However,
based on the simulation made through Altair SimLab, the results differ in such a way
that the higher the wedge angle, the lower the peak velocity and pressure. The findings
from Altair SimLab for gate at 40 mm stroke are presented in Fig. 7. Meanwhile, Fig. 8
and 9 shows the proof of result for velocity and pressure distribution respectively.
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Fig. 7. Graph of (a) Peak velocity (b) Peak pressure vs wedge angle at 40 mm stroke.

Fig. 8. Velocity distribution at 10 mm valve opening (40 mm stroke) for (a) 5° wedge angle (b)
8° wedge angle and (c) 11° wedge angle.

Fig. 9. Pressure distribution at 10 mm valve opening (40 mm stroke) for (a) 5° wedge angle (b)
8° wedge angle and (c) 11° wedge angle.



Analysis and Modelling of Intelligent Gate Valve 19

The simulation is continued for gate valve of 1mm opening (49 mm stroke) since peak
velocity occurs here. This time, the difference in velocity and pressure between different
wedge angle is quite big. However, the trend remains the same: the more inclined the
angle, the lower the velocity and pressure. Again, the claim from [3] failed to be proven.
The results are presented in Fig. 10.

In addition, it is found that the peak pressure at 49 mm opening for 5° wedge angle
exceeds the acceptable pressure limit for class 300, 2′′ valve, standard class, withmaterial
A216 Gr.WCB and 30 °C working temperature. The limit for the aforesaid specification
is 51.1 bar while the peak pressure generated is 61.9 bar. The result that exceeded the
limit is highlighted in yellow in Fig. 10b. This result indicates that a velocity of 5 m/s is
not suitable for a 5° wedge angle gate valve as it exceeded the allowable pressure limit
at 49 mm stroke.
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Fig. 10. Graph of (a) Peak velocity (b) of peak pressure vs wedge angle at 49 mm stroke.

In order to substantiate the assertion stated in [3], a further in-depth investigation is
conducted to determine the cause of the disparity in results obtained. Figure 11a depicts
a gate valve with a welded-in seat ring that is oriented 90° from the gate, while Fig. 11b
depicts a valve with a built-in seat ring that is oriented 82° from the gate. Both Fig. 11a
and Fig. 11b is of an 8° wedge angle gate valve with different configurations of seat ring.

Fig. 11. (a) Welded-in seat ring. (b) Built-in seat ring.

For the record, all our previous simulations used built-in seat rings, which implies that
instead of being inserted into the valve body by means of weldment or screw thread,
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all seat rings are integrated into the valve body. It is suspected that the discrepancies in
our result with [3] is due to the difference in orientation of seat ring used in both our
study. Hence, a new set of CFD simulation that uses welded-in seat ring is created to
observe the changes in fluid flow pattern. To prove that the assumption is correct, a new
set of CFD simulation are made to study the fluid flow pattern inside all the three-wedge
angle: 5°, 8°, and 11° valve, with welded-in seat rings. The results are as in Fig. 12.

22.77
20.24 19.52

18
20
22
24

5 8 11

Pe
ak

V
el

oc
ity

 
(m

/s
)

Wedge Angle (°)

Fig. 12. Peak velocity vs Wedge angle at 40 mm stroke for welded-in seat ring.

The results for the welded-in seat ring showed that the steeper the angle inclination, the
lower the peak velocity, which followed the same trend as the built-in seat ring results.

The results obtained still fail to validate the findings discovered by [3] which stated
that 8° wedge angle produces minimum peak velocity compared to 5° and 11°. It can be
concluded that the simulation made by [3] is inaccurate to be referenced in our study as
it utilizes 2D simulation instead of 3D simulation. By using 2D simulation, many of the
cross-sectional areas of the valve are disregarded which yields inaccurate result.

3.2 FEA

FEA results are generated for 5°, 8°, and 11° wedge inclination at 49 mm stroke as it
is the region that yields the highest peak velocity and pressure. Based on the results in
Fig. 13, it was found that the steeper the wedge angle, the lower the deformation of the
gate. These results are crucial to study the behavior of the gate when subjected to peak
velocity and pressure during the action of opening and closing the valve (Fig. 14).
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Fig. 13. Graph of peak deformation vs Wedge angle.
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Fig. 14. Gate deformation at 1 mm opening (49 mm stroke) for (a) 5° wedge angle (b) 8° wedge
angle and (c) 11° wedge angle.

3.3 Final Geometry

Based on the CFD and FEA analysis generated, it is known that the steeper the angle,
the better the performance as it produces lower velocity, pressure, and gate deformation.
However, an experimental study should be further made to assess how steep a gate can
be made without compromising the practicability of the gate valve in terms of shape,
weight, maintenance, etc. Figure 15 below is the geometry of an 8° wedge angle gate
valve assuming that it is an optimal angle. Even though the 11° wedge angle gate valve
produces the lowest peak pressure and velocity, through naked eyes observation of the
3D model, its gate shape seems bulky which may make it heavier and more difficult to
lift. However, as stated earlier, a further investigation should be made to look into this
matter.

Fig. 15. CAD model of the final gate valve geometry and its internal components.

3.4 Sensor Type and Placement

As discussed in Sect. 1.4, the most suitable sensor that could detect early failures due
to leakage and passing is Acoustic Emission (AE) sensor. In industry, valves that leak
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internally (passing) can result in major losses of valuable product or unintended transfer
of process constituents [17]. These can cause process upset due to contamination or
even unwanted reaction leading to explosions or fire [17]. In addition, passing could
also cause personnel injury if workers assume the upstream pipe is holding (not passing)
and open piping for maintenance or repair [17].

By integrating an AE sensor into the valve body, these failures could be detected
earlier before it happens. This is because, when leaks or passing occurs, they create gaps
or openings to the gate valve that is supposed to be tightly closed, creating a small flow
passage that led to the flow of fluid through it. The fluid that passes through the small
passage will then create high velocity turbulent flow, which generates solid particles that
are impacting on the valve body [8]. Due to the impact, elastic waves are generated and
can be detected by AE sensor [8].

Early detection of gate valve passing, or leakage could prevent many disastrous
accidents or losses. Today, there is absolutely no way of detecting potential of valve
passing before it happens. Thus, by embedding this AE sensor into the valve body, valve
passing, and leakages could easily be detected prior to its happening and preventive
measures could be properly scheduled.

A study made by [18] has found that wireless AE sensor is indeed possible even
though it is not commercialized. The components needed to build this wirelessAE sensor
are AE sensor module, amplifier, microcontroller, wireless converter, and monitoring
system [18]. Firstly, theAE sensor converts themechanical vibration propagated through
the material into electrical signal [18]. The signal will then be amplified by the amplifier,
making it usable by the specific software stored in the microcontroller memory [18].
Then, the microcontroller type PIC 18F452, the central unit of the module, commands
the amplifier gains and make appropriate analogue-digital conversion [18]. Lastly, the
output signal form microcontroller is converted by wireless converter and transmitted
in air by antenna (433 MHz) to another antenna (433 MHz) connected to monitoring
system at a distance [18]. Figure 16 below shows the wireless AE sensor module.

Fig. 16. Wireless AE sensor module [18].

Sensor placement in the valve body needs to be carefully decided as to maintain valve’s
reliability and integrity. After much consideration, it is decided that sensor placement
should be at downstream of the valve as in Fig. 17a. To ensure that the standard thickness
of the valve is not compromised, an extra thickness to the valve body is added as in
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Fig. 17b. This sensor’s location is ideal because it is close to the gate and located at
downstream of the valve, where passing frequently happens.

Fig. 17. (a) Sensor position in valve’s body. (b) Extra thickness to the valve body to accommodate
sensor.

3.5 Method of Intelligent Valve Prototyping

In conventional technology, valves are manufactured by casting method. This makes
it impossible to embed sensor into the valve’s body. However, today’s technology of
metal 3D printing which is the Selective Laser Melting (SLM) technology, enables
user to produce even the most complex geometry part where there are practically no
constraints in fabrication of any complex shaped geometries. SLMworks by solidifying
metal powder through laser beam, layer by layer according to the geometry of the
model. After every solidified layer, a new layer of metal powder is put on top of the
preceding hardened layer. The laser beam(s) can be directed and focused through a
computer-generated pattern by carefully designed scanner optics [19]. Therefore, the
powder particles can be selectively melted in the powder bed and form the shape of 3D
objects according to the CAD design of the valve prototype [19].

4 Conclusion

This paper summarizes previous articles and studies on gate valves. CFD and FEA
analysis are also carried out. Based on CFD and FEA, the causes of gate valve failures
are addressed which is generally due to high velocity of fluid near gate closing state.
The velocity, pressure, and gate deformation were found to reach their maximum value
at 49 mm stroke of the gate which is 1mm approaching fully closed state. This high
velocity fluid will subsequently create higher pressure and increase gate deformation.
By modifying the wedge angle of the valve, a significant reduction in velocity and
pressure is obtained hence lowering the risks of internal leaks (passing), wear, and
external leakage which will subsequently lengthen the lifespan of the valve. It was found
that the steeper the angle, the lower the peak velocity, pressure, and gate deformation.
Valve’s improvement and enhancement was planned according to the causes of failures.
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An 8º wedge angle gate was chosen for the improvement as it seems less bulky when
observed with naked eyes hence making it easier to lift and operate compared to an 11°
wedge angle gate, despite the fact that 11º yields lower peak values. However, further
experiments should be conducted to investigate the bulkiness of 11° wedge angle gate
compared to 8° to validate the previous statement. Serving its purpose as an intelligent
gate valve, a wireless AE sensor will be embodied into the valve’s body and fabricated
using SLM 3D printing technology.
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Abstract. The paper describes the role of electrochemical assistance in micro-
turning process of difficult-to-cut materials. Scaling down a subtractive manufac-
turing processes introduces many limitations associated with number of physical
phenomena and obstacles. The most crucial are forces, allowances and machine
tool design as well as cutting tool size and shape. Therefore, it is very important to
create appropriate processing conditions enabling optimum results in the form of
process flow, parameters, indicators, surface quality and dimensional and shape
accuracy of the machined parts and their features. The current research presents
basic handicaps appearing in scaling down themicroturning process and the results
of application of three variants of electrochemical assistance in order to improve
size, shape and surface roughness of the machined surfaces. The machining pro-
cess was investigated for microturning by electrochemical dissolution, microturn-
ing by cutting and electrochemically assisted microturning. The presented results
confirm important role of hybrid manufacturing due to synergetic effects enabling
development and scaling down subtractive processes.

Keywords: Microturning process · Precision machining · Electrochemical
assistance · Electrochemical microturning

1 Introduction

In mechanical engineering a concept of miniaturization is related to production of ever
smaller parts or their features by using appropriately modified production systems. In
industrial practice the basis for classification of manufacturing technologies is a work-
piece characteristic dimension. Therefore, methods connected with parts manufacturing
where at least one characteristic dimension is less than 1000 μm are used with prefix
micro (i.e. microcutting, microturning). The manufacturing in microscale is mainly con-
nected with increase of machining resolution and increase of machine tools and tooling
accuracy. Scaling down the turning process means the changes in process andmachining
characteristics (scale effect occurs) [1]. A decrease of unit removal, that is the reduction
of depth-of-cut makes that connection between the cut chip size and the forces of cut-
ting non-linear. The specific energy of cutting also increases (higher energy has to be
delivered for material removal). The strength of this result is related to the properties of
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machined material (stress and strain), so effective application of turning in microscale
is convenient for shaping pieces made of relatively not hard materials only (i.e., mild
steel, brass or plastic).

The disadvantageous influence of the size effect could be overpassed if additional
energy source was included at machining zone [2, 3]. Developing of a hybrid machining
technology by suitable combination of thermal, mechanical and chemical interactions in
material removal mechanisms allows obtaining synergetic or economic benefits for the
machining. The application of additional energy to the process can improve machinabil-
ity of the processed material or change the mechanism of material removal. The example
of the first strategy for turning in microscale is the thermal-assisted machining [4] while
another one can be assisting the cutting process with ultrasonic vibration [5]. However,
it is worth emphasising that the solutions mentioned above are not easy to implement in
micromachining. Laser assisted machining introduces excessive heat dissipation issue,
while vibration of the workpiece or the cutting tool can affect accuracy of the machining.
This is why the Electrochemical assistance (ECA) appears to be a noteworthy solution
to improve micromachining process.

The idea of combining the electrochemical and mechanical interactions during
removal of material was developed in the 1960’s as the electrochemical grinding (Abra-
sive Electrochemical Grinding - AECG) process. Simultaneous mechanical and electro-
chemical material removal improves the surface layer quality while the tool wear and
energy consumption is decreased. The results presented in [6] demonstrate the posi-
tive aspect of AECG process assistance for micromachining. Authors concluded thata
balance between electrochemical and mechanical means of material removal can be
defined with tool feed rate and rotation speed, together with voltage as a set of major
parameters for the machining there. Another example is Electrolytic In-Process Dress-
ing (ELID) technology [7], where an electrolytic action (passivation) enables to expose
sharp edges of abrasive grains and thus grinding performance is improved. The same
solution for improvement of microturning process efficiency was proposed in [8–10].
Concluding from [8], electrochemical passivation of workpiece surface introduces dif-
ferences in microhardness and topography of the top layer observed after the passivation
as compared to prior. In [9, 10] the application of ECM in microturning was investi-
gated. In such a process, depending on ECA parameters material can be removed: (first)
with simultaneous mechanical and electrochemical treatment or (second) by application
of electrochemical reactions in order to trigger a change of the mechanical conditions
for material machining. In both of the above-mentioned cases, electrochemical assis-
tance reduces the mean cutting force value by over a dozen to a few millinewtons, which
translates to a reduction of a dozen to several percents (Fig. 1). Additionally–for selected
machining parameters–the application of ECA has impact on lower wear of the tool tip
and main cutting edge.
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Fig. 1. Correlation between force sensor load F without and with ECA for two following variants
ofmicrocutting: variantA -material is removedwith simultaneous electrochemical andmechanical
action and variant B – ECA is applied to change the mechanical conditions of the machined
material; ap – depth of cutting, vc – cutting speed, f – machining feed [10].

2 Research Problem

The electrochemical processing is considered as a process, which allows to obtain work-
piece with high quality of the surface layer. Therefore, one can expect, that application
of ECA in microturning would allow to improve surface integrity in comparison to the
classic (i.e. mechanical) process. It is worth mentioning that in classic process cutting
depth is in range of minimal chip thickness and the significant role during the machining
plays the ploughing effect. It has a negative effect on surface integrity of microparts
machined in such an operation.

The experimental part of this paper consists of research methodology and a compari-
son of straight turning results in the case of 1.4301 stainless steel machining in following
three variants: (A) -microturning by electrochemical dissolute (B) -microturning by cut-
ting and (C) - electrochemically assisted microturning. The analysis of obtained results
was focused on workpiece surface roughness after machining.

The concept of ECA for microturning process was verified in straight turning kine-
matics,where both the cutting process andECAcould act simultaneously. Themachining
process was investigated for presented in Fig. 2 variants i.e.: microturning by electro-
chemical dissolution (variant A) microturning by cutting (variant B), and electrochem-
ically assisted microturning (variant C). Variants A and B represent two extreme cases
where machining force is equal to zero (A) and maximum value (B). The following
conclusions can be drawn:
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• microturning by electrochemical dissolution (variant A) is connected with material
removal by electrochemical dissolution without additional mechanical or thermal
forces and no tool wear occurs. Efficiency and surface quality is much higher than
during cutting. The process allows to obtain smaller shaft diameters. However, it’s
accuracy is limited due to problems with localization of electrochemical reactions,

• microturning by cutting (variant B) is connected with typical scaling problems i.e.
increased tool wear, increased specific cutting energy with decrease of cutting depth
or workpiece deformation. However, in comparison to variant A micro turning by
cutting allows to obtain better accuracy.

The electrochemically assisted microturning (variant C) is connected with simulta-
neous mechanical and electrochemical removal of the machined material. Solutions like
this combine crucial advantages of both processes: high accuracy of mechanical machin-
ing with no tool wear and absence of mechanical forces in electrochemical microturning.
This solution also simultaneously reduces the major disadvantages of both processes:
relatively high specific cutting energy of mechanical microturning and relatively low
accuracy of electrochemical microturning.

The test stand for the research presented belowwas detailed in [9]. The tests described
below were planned in accordance with Design of Experiment theory. The input param-
eters were presented in Table. 1. It is noteworthy that the workpiece diameter was 3 mm,
which is out of range of micromachining, however selected depth of cut (<10 μm) is
typical for microturning operations. While the main goal of the research was to develop
main technological characteristics of the investigated processes [11], only issues of sur-
face roughness will be addressed in the next paragraphs. Surface profile was measured
with application of Taylor Hobson Form Talysurf Series 2 device.

Table 1. Input machining parameters during experiments (scheme of investigated variants in
Fig. 1).

Variant A Variant B Variant C

Cutting speed
Vc [m/min]

30 and 90 3 and 11 40–120

Feed rate, f [μm/min] (1 and 5 μm/rev) 200–500 (1–5 μm/rev)

Depth of cut, ap [μm] 1–10 1–10

Initial interelectrode
gap thickness, S [mm]

0.005 0.25

Interelectrode voltage,
U [V]

10–20 (pulse voltage, ti
= tp = 10 μs)

10 (pulse voltage, ti =
tp = 10 μs)

Workpiece rotation
speed, n 1/min

3183–9550 300–1200 4245–12733

Number of machined
layers

10 1 3 + 3 (first 3 layers
without ECA)
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Microturning by cutting (variant A) Microturning by electrochemical 
dissolution (variant B)

Description of symbols and constant 
machining parameters:

• w – workpiece rotation
• f – cutting feed 
• fk – cathode feed
• S – initial interelectrode gap size
• Workpiece material: 1.4301 Stainless 

Steel
• Workpiece diameter: 3 mm
• Cutting tool: Mitsubishi Turning 

Insert DCET070200R-SN NX2525 
• Cathode: material – tungsten carbide, 
• Cathode Diameter - 0,4 mm
• Electrolyte: 1% NaNO3 deionized 

water solution
• Length of turning: 4 mm

Electrochemically assisted 
microturning (variant C)

Fig. 2. Schemes of investigated variants of microturning process.

3 Results and Discussion

3.1 Microturning by Cutting (Variant a)

During the experiment the relevant influence of technological parameters (i.e. cutting
speed and tool feed) on surface roughness was found [11]. Application of small value of
depth of cuts favors the plastic deformation and ploughing in material removal mecha-
nism, what is especially noticeable for small values of cutting speed. Below only results
for ap = 1 μm and extreme values of other investigated parameters will be discussed
(Figs. 3, 4 and 5).
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Fig. 3. Summary of 2D profiles and roughness values for machined shafts (variant A).

Fig. 4. 3D and 2D profiles of the shaft surface
machined in variant A; f = 1μm/rev, cutting
speed vc = 90m/min.

Fig. 5. 3D and 2D profiles of the shaft
surface machined with in variant A; feed
f = 5μm/rev, cutting speed vc = 90m/min.
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One can state that the surface roughness decreases with increase of cutting speed, while
with feed rate increase roughness increases too. The higher cutting speed means more
stable process with reduced tool vibrations, however relation of surface roughness with
cutting speed relates to mechanical properties of machined material. For small values of
cutting speed the plastic properties play important role in material removal mechanism
and are reason of built-up edge phenomena. The increase of cutting speed decreases
share of plastic phenomena and surface roughness increases. It is worth to mention, that
surfaces machined with small values of feed has traces of strong plastic deformation,
what indicates occurrence of ploughing phenomena. Probably, for selected machining
parameters and feed f = 1 μm/rev, machining take place in range of minimal depth of
cut.

3.2 Microturning by Electrochemical Dissolution (Variant B)

The research of electrochemical microturning was carried out according to research
plan with five repetitions for central value. The mean and variance value were calculated
for whole investigated cases and only for center of the plan were similar and had the
following values:

• mean value of Ra = 0.082 μm with variance 0.012 μm,
• mean value Rz = 0.545 μm with variance 0.1 μm.

Total correlation coefficient R between U, F and n and values of Ra and Rz was
0.36 what indicates poor relation of surface roughness to process parameters. It is worth
to mention, that selected parameters of electrochemical microturning was typical for
finishing. The electrochemical process carriedwith small interelectrode gap is connected
with high current density (in investigated case it was in range 400–700 A/cm2) and
results in high quality of surface layer (examples presented in Figs. 6 and 7) for full
range of investigated parameters. The obtained in electrochemical microturning surface
roughness varies slightly and is not related to the process efficiency.
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Fig. 6. Summary of 2D profiles and roughness values for machined shafts (variant B).

Cathode feed f=261 μm/min, rotation 
speed n=1018 rev/min, voltage U=18 V

Cathode feed f=439 μm/min, rotation
speed n=482 rev/min, voltage U=18 V

Fig. 7. 3D and 2D profiles of shaft surface machined in variant B.
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3.3 Electrochemically Assisted Microturning (Variant C)

According to the results presented in [10, 11] for investigated range of cutting parameters
the electrochemical assistancegave themost benefits for ap=1μm. Increase of ap caused
that influence of ECA becomes negligible, while for small values of ap electrochemical
dissolution carried simultaneously with cutting decreased width of cutting layer and
decreased cutting force. The same effect was noticeable for small values of cutting
speed (Vc = 40 m/min), when plastic deformation played important role. In such case
ECA improved condition of material removal by change of dislocation density in surface
layer.

The measured with Taylor Hobson Surtronic 25 surface roughness for all samples
was in range: Ra = 0.08–0.15 μm and Rz = 0.5–1.15 with standard deviation σRa =
0.02 μm a σRz = 0.22 μm. Considering the values of Ra and Rz obtained for classical
process (variant A, paragraph 3.1) one can state that in ECA microturning phenomena
connected with electrochemical dissolution has dominant influence on the formation
of technological surface layer. It is worth mentioning, that for all variant C tests the
same parameters of ECA were applied and current density was ≈10 A/cm2. Such value
was taken as boundary for the correctly designed electrochemical machining process.
Figure 8 and 9 shows the surface resulting from the cutting process in variant A and C.
An improvement in the machined surface was obtained because of the electrochemical
support.

Fig. 8. Comparison of surfaces after micro turning a) without electromechanical assistance b)
with electromechanical assistance.

Fig. 9. 3D profiles of the shaft machined in mechanical microturning (a) and electrochemical
assisted microturning process (b).
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4 Conclusions

Considering the above-mentioned results one can conclude that values of surface rough-
ness after microturning (variant A) are several times higher than in case of electro-
chemical microturning (variant B) and electrochemically assisted microturning process
(variant C). Machining with variant Ameans, that surface roughness is in strong relation
with other machining parameters, while in variant B and C varies slightly. In case of elec-
trochemical - based machining variants surface roughness is not related to mechanical
properties of material (scale effect), therefore ensuring of typical for finishing process
condition guarantees good surface quality.

The research presented in the paper shows the potential benefits of ECA during
cutting. However, it is worth mentioning, that ECA is effective only when the depth-of-
cut is≤1μm, therefore such a solution is not very effective in this case. Accordingly, its
application should be considered only at the micropart final stage machining, especially
when cutting depth is in the minimal chip thickness range and the ploughing effect plays
amain role inmaterial removalmechanism. It is alsoworth to underline that the proposed
solution can be applied to machine only conductive materials.

The presented combined process is promising machining technology, however its
further development is connectedwith explanation of physical nature of synergy between
mechanical and electrochemical action.Taking into accountmentioned above advantages
one can also suggest to carry out research for other variants of machining i.e. grinding.

References

1. Vollertsen, F., Biermann, D., Hansen, H., Jawahir, I., Kuzman, K.: Size effects in manufac-
turing of metallic components. CIRP Ann. Manuf. Technol. 58, 566–587 (2009)

2. Lauwers, B., Klocke, F., Klink, A., Tekkaya, A.E., Neugebauer, R., Mcintosh, D.: Hybrid
processes in manufacturing. CIRP Ann. Manuf. Technol. 63, 561–583 (2014)

3. Chavoshi, S.Z., Luo, X.: Hybrid micro-machining processes: a review. Precis. Eng. 41, 1–23
(2015)

4. Sun, S., Brandt, M., Dargusch, M.S.: Thermally enhanced machining of hard-to-machine
materials a review. Int. J. Mach. Tool Manu 50, 663–680 (2010)

5. Brehl, D., Dow, T.: Review of vibration-assisted machining. Precis. Eng. 32, 153–172 (2008)
6. Zhu, D., Zeng, Y., Xu, Z., Zhang, X.: Precisionmachining of small holes by the hybrid process

of electrochemical removal and grinding. CIRP Ann. Manuf. Technol. 60, 247–250 (2011)
7. Rahman, M., Kumar, A.S., Biswas, I.: A review of electrolytic in-process dressing (ELID)

grinding. Key Eng. Mater. 404, 45–59 (2009)
8. Skoczypiec, S., Grabowski, M., Spychalski, M.: Experimental research on electrochemically

assisted microturning process. Key Eng. Mater. 611–612, 701–707 (2014)
9. Skoczypiec, S., Grabowski, M., Ruszaj, A.: The impact of electrochemical assistance on the

microturning process. Int. J. Adv. Manuf. Technol. 86(5–8), 1873–1880 (2016)
10. Grabowski,M., Skoczypiec, S.,Wyszynski,D.:AStudyonmicroturningwith electrochemical

assistance of the cutting process. Micromachines 9, 357 (2018)
11. Grabowski, M.: Wspomagany elektrochemicznie proces toczenia mikroelementów. Praca

doktorska, Politechnika Krakowska, Kraków (2014)



Evaluation of the Fidelity of Additively
Manufactured 3D Models of a Fossil Skull

Miroslaw Rucki1(B), Yaroslav Garashchenko2, Ilja Kogan3,4, and Tomasz Ryba5

1 Faculty of Mechanical Engineering, Kazimierz Pulaski University of Technology and
Humanities in Radom, ul. Stasieckiego 54, 26-600 Radom, Poland

m.rucki@uthrad.pl
2 Department of Integrated Technologic Process and Manufacturing, National Technical
University «Kharkiv Polytechnic Institute», Kyrpychova Street 2, Kharkiv 61002, Ukraine
3 TU Bergakademie Freiberg, Geological Institute, Bernhard-von-Cotta-Street 2, 09599

Freiberg, Germany
4 Institute of Geology and Petroleum Technologies, Kazan Federal University, Kremlyovskaya

4/5, 420008 Kazan, Russia
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Abstract. The paper presents a comparative analysis of the 3D-printed models
of a complex geometrical object obtained using different Additive Manufacturing
technologies. The object of interest is a unique fossil skull of a ‘reptiliomorph
amphibian’Madygenerpeton pustulatum. Twelve different copieswere 3D-printed
using the same (reference) digitized model and then scanned with a Mitutoyo
Coordinate Measuring Machine (CMM) CRYSTA-Apex S 9166. Fidelity of each
copy was assessed through the comparison with the reference digital model and
with each other in couples. Statistical analysis of the distances between compared
surfaces provided good background for the choice of the most accurate copies.

Keywords: Additive manufacturing · Madygenerpeton · Optical measurement

1 Introduction

Additive manufacturing (AM) technologies are relatively new methods using an incre-
mental layer-by-layer materialization of a digital model. The AM methods referred to
also as 3D printing (3DP), rapid prototyping (RP), or solid-freeform (SFF) became
an exponentially evolving manufacturing technology [1]. The estimated average global
value of the 3D printing market is recording a 25% year-to-year increase since 2014,
and is expected to reach 35.0 billion USD by 2024 [2]. A good review of these methods
can be found in [3], as well as in more recent works related to Industry 4.0 and Internet
of Things concepts [4, 5]. It is emphasized that the cost of Additive Manufacturing is
a crucial factor [6]. There are also works that discuss design principles, constrains and
optimization for AM techniques [7].
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At present, a large variety of individual additive processes are available depending
on a material and machine technology, which can be classified into the seven main
categories: material jetting, binder jetting, vat photopolymerization, material extrusion,
powder bed fusion, sheet lamination, and direct energy deposition [8]. AM allows for
hybrid- and multi-material (MM) manufacturing of metals and is especially suitable
for functionally graded materials (FGMs) [9]. There are well-established and rapidly
emerging applications of AM technologies, such as rapid fabrication of a prototype,
micro-scale manufacturing for aerospace and motor industries, medical applications,
rapid tooling, direct digital manufacturing, as well as an increasing number of new
applications far beyond the initial intent of prototyping [10].

From the literature review it can be concluded that among the main directions of 3D-
printing development are geometry and material design for AM, computational tools
and interfaces development, as well as manufacturing tools and processes development
[11]. In most of published research papers, attention is paid to the optimization tasks
of AM-process planning [12], CAD-AM (RP) programs [13], choice of AM technolo-
gies [14], the synthesis principles applied during the manufacturing process [15], design
of cladding layers, the proper choice of building materials, as well as finally obtained
surface quality [16], dimensional accuracy [17], as well as microstructures and proper-
ties [18]. The objective of this paper is to assess fidelity of the 3D-printed models of
a natural complex geometrical object with no initial documentation, fabricated using
different Additive Manufacturing technologies. The object of interest is a fossil skull
of a ‘reptiliomorph amphibian’ Madygenerpeton pustulatum [19] from the Triassic of
Kyrgyzstan. The skull is somewhat deformed and lacking the lower jaw, but because of
its uniqueness it is of great interest to the paleontological community, and its 3D-printed
models are intended for exhibitions, teaching and research purposes.

2 Materials and Methods

The replicated object is the holotype ofMadygenerpeton pustulatum [19], an incomplete
fossil skull that was recovered in 2007 from the fossil deposit Madygen in southwest
Kyrgyzstan [20], world‘s arguably richest non-marine finding locality of Triassic fossils
(ca. 237 million years before present). This unique skull has been deformed by fossiliza-
tion processes and lacks the lower jaw. Figure 1 presents the overall view of the fossil
and the close-up image of its surface morphology with bony tubercles covering the skull.
No complete remains of Madygenerpeton pustulatum individual has been found. Bony
carapace shields (osteoderms) discovered next to the skull belonged to at least three indi-
viduals of the same species.Madygenerpeton is a member of the extinct Chroniosuchia,
a group of derived amphibians close to the origin of all higher vertebrates (mammals and
reptiles including birds), and is reconstructed to have been a crocodile-like predatory
animal adapted to both terrestrial and aquatic locomotion. It can be assumed that the
osteoderms would act as an additional trunk support while walking on land, but at the
same time, their weight would push the body below the water surface when dwelling in
water [21].
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Fig. 1. Fossil skull of Madygenerpeton pustulatum (holotype FG 596/V/4, housed at the TU
Bergakademie Freiberg): a) view, and b) close-up picture of surface morphology.

To reach the main objective of the research, following steps were undertaken:

• Preparation of the 3D-printed copies of the object using the same digital model (later
used as a reference), but different AM techniques,

• Scanning of the physical copies of the object to obtain their digital models,
• Visual and statistical analysis of the differences between the initial (reference) digital
model,

• Detailed statistical analysis of the differences in order to determine peculiarities of
the applied AM methods and to point out the most suitable one for the investigated
Madygenerpeton fossil skull.

After scanning of the object with different scanning techniques, rating of the digital
models was made [22]. In the rating, the digitization with AICON SmartScan exhibited
the lowest distances to the models obtained from other scanners. Nevertheless, for the
3D-printing of the copies, Artec Space Spider digitized model was chosen. It was in the
third place of the rating, which can be considered as proof for high accuracy.Moreover, it
was advantageous for practical reasons, namely, it provided better the detailed geometry
of the smallest elements of the fossil skull. As a result, the digitized ‘Artec surfacemodel’
was 20,978.512mm2,whichwas by 11.8% larger than that obtained fromAICONdevice.
Thus, the reference digital surface in this research was themodel obtained from scanning
the fossil skull with the Artec Space Spider device.

Next, 12 physical copies of the object were 3D-printed using a wide range of the
available AM techniques. Table 1 shows the main data of the devices and parameters
used in experiments, while the Fig. 2 presents the photo of model #7 made out of the
apricot kernel flour.

The 3D-printed copies were then scanned with a Mitutoyo Coordinate Measuring
Machine (CMM) CRYSTA-Apex S 9166 at Mitutoyo Polska, Wrocław. The maximum
permissible error of the CMM was MPEE = ± (1.7 + 3L/1000) μm. The surface
scanning was performed with non-contact line laser probe SurfaceMeasure 606 with
scanning error 12 μm [1σ / sphere fit]. Its accuracy was found satisfactory after prelim-
inary analysis [23]. The scanning procedure was performed in a single fixation in order
to minimize the error generated by the formation of a points cloud.
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Table 1. Technologies and devices used for manufacture of the fossil skull copies.

Copy No Technologies Equipment model Material Layer
thickness,
mm

#1 Extrusion-based
FDM

Ultimaker 2 + PLA 0.100

#2 Multijet fusion HP jet fusion 3D
4210

Polyamid PA 12-HP 0.080

#3 Extrusion-based
FDM

Prusa i3 MK2 PLA 0.050

#4 Powder-based 3D
printing with inkjet

Canon ProJet
460Plus

White gypsum 0.125

#5 UV-resin-Inkjet Continuous inkjet
printers keyence

Yelllowish transparent 0.100

#6 Powder-based 3D
printing with inkjet

ZCorp 310(R) Gypsum, ZP151 0.088

#7 Powder-based 3D
printing with inkjet

ZCorp 310(R) Apricot kernel flour 0.088

#8 Polyjet Stratasys J55 Standard material 0.019

#9 Polyjet Stratasys J55 Vivid material 0.019

#10 ColorJet
printing

3D Systems ProJet
CJP 460Plus

VisiJet PXL 0.100

#11 ColorJet printing 3D systems
Zprinter 650

VisiJet PXL 0.089

#12 UV-curable inkjet
printing

Mimaki 3DUJ-553 SW-100 0.032

Fig. 2. Example of the 3D printed model, #7 made out of apricot kernel flour.
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The comparative analysis of the 3D-printed copies fidelity was performed using
�s distances between the reference ‘Artec surface model’ and each of the surfaces
obtained from the scanning of the respective physical copies. For the analysis, the system
Geomagic Studiowas used. Initial comparison consisted ofminimization of the distances
between two digital surfaces based on 2000 points. Further, detailed statistical analysis
of the preliminary data was performed using CAD system PowerShape and Statistica
software.

3 Results and Discussion

Analysis of �s distances between the reference model and the respective scanned sur-
faces was somewhat limited by the application of a single fixation during the scanning of
copies. As a result, the measuring points were collected from the upper side of the object
only. The reference model, in turn, was a closed 3D surface, since the scanning proce-
dure was performed from sides and the top with a further connection of the obtained
points to one digital model. It caused somewhat overestimated values of �s in some
areas of the surface. In order to minimize overestimation, maximal distance between
two compared surfaces was limited down to 5 mm. This limitation excluded from the
statistical calculations some 24.7% of the surface at average, with maximal and minimal
percentage 58% and 12%, respectively.

3.1 Results of Preliminary Comparison

The results of comparison between the reference digital surface and each of the scanned
models were presented visually in form of a colored deviation map. Calculated maximal
values of �s distances above and below the reference surface were denoted as posi-
tive and negative, respectively. The average, apart from the overall one, was calculated
additionally for negative and positive values. These results are shown in Table 2.

Table 2. Calculated distances�s (mm) between the reference digital surface and scanned copies.

Copy no. Maximum Average Standard deviation

Positive Negative Overall Positive Negative

#1 1.443 −1.894 −0.012 0.259 −0.193 0.273

#2 5.000 −2.272 0.044 0.165 −0.082 0.349

#3 2.445 −4.673 −0.015 0.069 −0.088 0.151

#4 2.494 −3.923 −0.053 0.093 −0.130 0.189

#5 – – – – – –

#6 1.529 −2.240 −0.016 0.085 −0.096 0.116

#7 2.891 −3.675 −0.031 0.251 −0.232 0.299

#8 0.748 −2.860 −0.002 0.057 −0.061 0.075

#9 0.564 −0.696 −0.009 0.065 −0.073 0.086

#10 1.196 −2.971 −0.016 0.070 −0.078 0.094

#11 2.025 −3.570 −0.012 0.054 −0.067 0.089

#12 1.577 −3.637 −0.010 0.071 −0.088 0.105
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Figures 3 and 4 present examples of the colored maps of �s distances between the
reference digital surface and scanned surfaces of copies #1 and #9, respectively. Large
values of�s distances above±1 mm are seen in Fig. 3, while only minor areas lay more
than 0.2 mm above or below the reference surface.

Fig. 3. Example of the coloredmapof�s distances between reference digital surface and scanning
results of copy #1.

From the visual analysis of the collected colored maps of deviations, copies #1, #4,
#6, and #7 were found the most inaccurate. Especially copy #1 shown in Fig. 3 exhibited
large areas inaccurately represented by the 3D-printing process.

Fig. 4. �s deviations between reference digital surface and scanning results of copy #9.
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Based on the average distances from the reference model, it was found useful to plot
a graph of the obtained standard deviations versus average distances. This is presented
in Fig. 5.

Fig. 5. Graphical analysis of the accuracy of scanned models based on distances �s.

Model #2 exhibits the largest standard deviation combined with the largest average
distance from the reference surface, hence, it can be considered the less accurate rep-
resentation of the object. On the other hand, model #8 shows the smallest respective
values, and as such it could be considered the most accurate one. However, because
of small standard deviations close to 0.10 mm, some other models can be considered
satisfactory and undergo further detailed analysis. The ones grouped as ‘poor results’
may be recommended against the use for 3D-printing of the analyzed fossil skull.

3.2 Statistical Analysis of the Results

Further statistical analysis of the obtained data was carried out using CAD system Pow-
erShape. Due to the fact, that in different CAD systems different algorithms can be
applied for calculations of the distances between digital surfaces, this approach provides
reasonable ground for evaluation of the fidelity of the fossil skull copies.

Figure 6 presents graphically the results of the analysis of �s distances distribution
by means of the ‘Box Whiskers’ diagrams. The boxplot of multiple variables does not
contain outliers and extremes because they bear no useful information. Their real values
apparently do not fit the algorithm. Results in Fig. 6 allow for including copies #3 and
#6 to the group of satisfactory results. In fact, this analysis demonstrates the complexity
of the issue, so that decision on the feasibility of an AM method should not be based on
a single parameter.
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Fig. 6. Results of the statistical analysis of distances between the reference surface and scanned
copies.

Thus, one more comparative analysis was performed. Namely, the scanned surfaces
of the 3D-printed copies were compared to each other in couples in order to point out the
surfaces closest to each other. Graphical presentation of the obtained standard deviations
versus average distances between surfaces of each two copies is shown in Fig. 7.

Based on the results fromFig. 7, it was possible to arrange the copies in the rating list.
The main criterion was the square root distance σ{�s} between the digitized surfaces of
the respective copies. First, each couple was ascribed a number according to the value
of σ{�s}, and then the sum of these numbers determined the rating of each model. As
a result, the copies were put in the following row from the closest one down to the one
most distanced from others: #11 → #12 → #9 → #6 → #10 → #3 → #8 → #4 → #7
→ #1.
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Fig. 7. Standard deviations versus average distances between the reference surface and scanned
copies.

3.3 Detailed Statistics for Chosen Copies

From the abovementioned rating list, four of the first copies were chosen for the detailed
statistical analysis using the Statistica software. Distances�s between the reference dig-
ital surface and each scanned copy were taken from the results obtained from Autodesk
PowerShape analysis. Figure 8 presents histograms and main statistical characteristics
of the respective copies.

It is noteworthy that the obtained histograms are quite similar to one another, except
for copy #6 that exhibits slightly different distribution of the distances�s. For the square
root distance σ{�s}, for copies #6, #9, #12, and #11 the dispersion is rather narrow, from
0.0134 to 0.0159 mm. At the same time, median Me{�s} changes between −0.128 and
−0.0979 mm, which can be considered a narrow range. These results confirm that the
printed copies are close to each other in terms of surface reproduction fidelity.

Hence, all these four methods can be recommended as feasible for additive manu-
facture of the copies of a fossil skull similar to that ofMadygenerpetonwith an accuracy
of ±0.4 mm over the most of its surface. Reference to the abovementioned rating can
be helpful, and other factors can be considered, such as price, availability, time, etc.
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Fig. 8. Statistical parameters and histograms of distribution of distances�s between the reference
surface and scanned copies: a) #6, b) #9, c) #12, d) #11.

It can be presumed that a more accurate scanning method would provide better
digital surfaces for the comparative analysis and, hence, would give more unequivocal
recommendations. However, the optical surface properties of different copies, related
to the surface texture, material characteristics, etc., make it impossible to find a single
scanning method of the highest accuracy for all the printed copies.

Further research will cover a wider spectrum of the AM technologies able to produce
reasonably accurate copies of theMadygenerpeton fossil skull. Additionally, it is inter-
esting to consider different methods of scanning in order to find statistical background
for comparison of the accuracy of the 3D-printed objects.

4 Conclusions

From the performed analysis of �s distances between the reference model and the
respective scanned surfaces of 3D-printed copies of Madygenerpeton fossil skull, the
following conclusions can be derived.

First of all, there are certain limitations of the evaluation of the copies’ accuracy due
to different optical properties of the surfaces obtained from different AM methods. The
same scanning method may provide highly accurate results for one 3D-printed copy, but
not so accurate for another.
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Next, the analysis based on �s distances and on the standard deviation of their
distribution throughout the scanned surface provided reliable results. From this analysis,
a group of the copies of poor fidelity was identified. Further detailed statistics proved that
the models identified as satisfactory accurate had similar distribution histograms, and
based on the criterion of the square root distance σ{�s} between the digitized surfaces,
the rating list was created.

And finally, it was demonstrated, that the proposed methodology was helpful in
evaluation of the fidelity of additively manufactured copies of such a unique object as
a Madygenerpeton fossil skull. Similar methodology can be applied for any paleonto-
logical object or a unique artifact where some individual features have to be copied and
reproduced with high fidelity.
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Abstract. The paper presents results of investigations on the direction-dependent
accuracy of the point identification during contact probe measurement with a
Coordinate Measuring Machine (CMM). Considering the contact point identified
by orthogonal to the surface probe movement, transformation of coordinates was
made in order to calculate the displacement of the measured point. As a result,
positioning accuracy was estimated in three axes. The experiments demonstrated
strong dependence of the displacement on the declination angle. Moreover, it was
found that the directional surface texture which provided different roughness in
perpendicular directions, had impact on the positioning accuracy.

Keywords: Coordinate measuring machine · Accuracy · Probing point

1 Introduction

Coordinate measuringmachines (CMMs) perform a vast range of complexmeasurement
tasks, from the simple length measurement to the verification of complex geometric tol-
erance including free-form surfaces [1]. CMMs are widely used for three-dimensional
industrial measurement of workpieces using tactile probing systems. It is widely recog-
nized that contacting CMM is rather favorable because it provides higher accuracy than
the non-contacting one [2].

Usually, a stylus used for the contact measurement is equipped at the end with a ball
tip to maintain the same form in all the directions. In such a complex system as CMM,
“component errors overlap each other, determining the error vector for every point in the
measuring volume” [3]. In this context, stylus tip has certain effect on the measurement
results [4], and the point of contact between the ball tip and the surface of a measured
object is of crucial importance in terms of measurement accuracy [5].

In order to increase accuracy of CMM measurement, many efforts are undertaken
in various directions. Some researchers propose a procedure for selecting the most ade-
quate probe orientations for measurement of parts with several elements being inspected
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[6]. Others established the theoretical contact equation between the probe tip and the
measured surface of the gear to evaluate the uncertainty of the gear measurement [7]. In
the case of accurate measurement of aspheric surfaces, novel transformation algorithm
for compensation of the error caused by the inaccurate radius of the probe tip, as well
as the pre-travel errors compensation was presented [2]. This paper describes a radius
compensation of the probe tip together with compensation of a slipping displacement
from the predicted contact point for each measured point.

There can be found also a proposition of a new method of the trigger probe error
compensation based on the Abbé measurement principle [8]. The authors proposed
to measure the probe error directly, and thus to obtain the calibration error of each
performance parameter of the probe, which made possible the error compensation of the
measurement value in the measurement process.

The knowledge of CMM principles, and basic rules of operation is very important
when assessing the measurement accuracy [9]. Considering importance of the single
point uncertainty [10], the present study is focused on the difference between the real
contact point and its identification by the CMM in the case when the movement of the
probe ball tip is not perpendicular to the measured surface.

2 Materials and Methods

The experimentalmeasurementswere performedusing aCoordinateMeasuringMachine
CNC Mitutoyo Crysta-Apex C7106 with the measurement head Renishaw PH10MQ.
Its maximum permissible error according to ISO 10360-2 can be expressed asMPEE =
1.7 + 0.3 L/100 [μm]. The scanning probe SP-25M was used in measurement, with a
ball tip of 2 mm diameter and turning arm length 173.35 mm.

The sample surface used in the experiments was made out of steel finished by face
milling. In the area of planned contact with the CMM probe tip, the surface roughness
was measured in the respective directions along probe tip movement denoted as α =
0° and perpendicular to it at α = 90°. To perform the roughness measurement, Mitu-
toyo SJ-500P profilometer was used with diamond stylus. Evaluation length was 4 mm,
with sampling length 0.8 mm, and respective cut-offs were λc = 0.8 mm and λs =
0.0025 mm. Ra parameter was measured 8 times in two perpendicular directions for α

= 0° and α = 90°, 4 times in each direction. It should be noted that substantial differ-
ences were found between Ra values obtained in these two directions, as it is shown
in Table 1.

Table 1. Roughness of the measured surfaces.

Direction Steel surface α

Along probe movement Ra = 0.8 μm 0°

Perpendicular to probe movement Ra = 0.3 μm 90°
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Substantial differences in Ra parameters of the same surface measured in different direc-
tions can be explained by the directional texture caused by movement of the finishing
tool.

Themeasurementswere performed in twoperpendicular directions, atα= 0° andα=
90°, using the local coordinate system. Itwas definedby themain plane x-y corresponding
with the upper surface of the measured sample, measured in the automatic mode from
8 probing points evenly distributed on the circle of 10 mm diameter. The center of this
circle was used as an initial point of the coordinate system xyz and denoted A as a contact
point for the experiments. It was decided that the direction of x-axis corresponded with
direction of maximal roughness (along probe movement in Table 1), while y-axis was
determined by the direction of minimal roughness (perpendicular to probe movement in
Table 1).

In the CMM’s coordinate system, position of the point A was determined as X =
410, Y = 410 due to central position of the measured sample. The coordinate Z = 184
corresponded with the height of the sample.

3 Results and Discussion

3.1 Theoretical Calculations

The initial point of the further measurement assumes that the direction of movement v
takes place along the z-axis perpendicularly to the sample surface. From this measure-
ment illustrated in Fig. 1a, the reference point A was defined. Theoretically, when the
v movement direction is not perpendicular, correction can be introduced. There is an
option in the CMM software to rotate local coordinate system by angle β around the
x-axis and to determine the position of reference point A from the real point A′. This
geometrical operation is shown in Fig. 1b.

From the Fig. 1b it is seen that when the angle β �= 0°, probe tipmovement along new
axis z′ requires correction of the contact point position along new axis y′. The correction
value is (+R ✕ sin β), where R is the radius of the ball tip. In addition, to keep the same
approaching distance, correction along the new z′-axis is required by the value (−R ✕
sin β ✕ tg β). Due to this correction, after declination by different values of β different
points on the ball tip surface got in contact with the measured surface exactly in the same
point A. Moreover, approaching distance was similar in all the measurements.
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Fig. 1. Contact point between the ball tip and the measured surface: a) obtained from the probe
tip movement along the z-axis, defined as a reference point A, b) corrected from the real contact
point A′ through the rotation of the local coordinate system by angle β.

Comparison of the measurement results after declination of the probe with the ref-
erence results obtained for orthogonal direction of movement, it was necessary to work
out the relevant equations. These equations were t transform coordinates of the points
in x′ y′ z′ system to the xyz system after subsequent rotations around z-axis by the angle
α = 0° or α = 90°, and then around x-axis by the angle β, as shown in Fig. 2.

Fig. 2. Scheme of the rotations around z-axis by the angle α = 0° or α = 90°, and around x-axis
by the angle β.

The values of angle α = 0° and α = 90° correspond with directions where the
maximal and minimal roughness Ra were detected, respectively.
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The first partial transformation can be described by the matrix Az while the second
one by the matrix Ax , as follows:

Az =
⎡
⎣

cosα sinα 0
−sinα cosα 0

0 0 1

⎤
⎦ (1)

Ax =
⎡
⎣
1 0 0
0 cosβ sinβ
0 −sinβ cosβ

⎤
⎦ (2)

When the transformation consists of two subsequent rotations described above, it can be
written in form of Eq. (3), then all the coordinates of a point [x′, y′, z′] can be transformed
to the xyz coordinate system using the Eq. (4).

Azx = Ax · Az (3)

⎡
⎣
x
y
z

⎤
⎦ = [Ax · Az]

T

⎡
⎣
x′
y′
z′

⎤
⎦ (4)

From the Eq. (4), the final equations for x, y, and z can be derived, as follows:

x = x′ cosα − y′ sin α cosβ + z′ sin α sin β (5)

y = x′ sin α + y′ cosα cosβ−z′ cosα sin β (6)

z = y′ sin β + z′ cosβ (7)

In addition, to assess the positioning accuracy, the parameter AP was considered as
it was defined in the standard PN-ISO 9283 [11], which is very useful for the indus-
trial robots [12]. It was calculated from 25 repetitions of each experiment in the same
conditions. The following formula was applied:

AP =
√
AP2x + AP2y + AP2z =

√√√√√
⎛
⎝ 1

25

25∑
i−1

xi − xc

⎞
⎠
2

+
⎛
⎝ 1

25

25∑
i−1

yi − yc

⎞
⎠
2

+
⎛
⎝ 1

25

25∑
i−1

zi − zc

⎞
⎠
2

(8)

where xc, yc, zc are coordinates of the reference point A. Since these coordinates are
different for α = 0° and α = 90°, two sets of the results will be obtained.

3.2 Measurements for Different Angles B

The measurements were repeated for different angles β, starting from reference point at
β = 0°, and continuing with 2°, 4°, and 8°. Each measurement was repeated 25 times.
Example of the averages and standard deviations of points A and A′ is shown in the
Table 2.
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Table 2. Averages and standard deviations of the coordinates for 25 repetitions at α = 0°.

β = 0° (reference) β = 2° β = 4° β = 8°

x′ −0.0220 −0.0220 −0.0220 −0.0221

y′ −0.0241 0.0140 0.0526 0.1286

z′ 0.0001 0.0002 −0.0012 −0.0078

±3sx’ 2.12 × 10–17 2.12 × 10–17 2.12 × 10–17 0.000831

±3sy’ 0.000831 0.001364 0.00147 0.002722

±3sz’ 0.000831 0.001308 0.001122 0.001122

X −0.0220 −0.0220 −0.0220 −0.0221

Y −0.0241 0.0140 0.0526 0.1285

z 0.0001 0.0007 0.0025 0.0101

In order to minimize impact of the probe pretravel [13–15], in all the measurements, the
procedure was started from the point where tip ball center was distanced 5 mm from
the reference point Ameasured along the movement path. This value corresponded with
the reference point at β = 0° and ensured pretravel value of 4 mm. The same pretravel
value was kept for all other directions, where β �= 0°, which required recalculation of
the probe ball tip center start point but ensured the same pretravel and the same contact
point.

The results of the measurements are presented graphically in Fig. 3 in three planes,
x′-y′, x′-z′, and y′-z′, respectively. In the graphs, usually results are grouped together
for a particular declination angle β, but in some cases these groups overlapped without
distinguishable differences between them.

The series of themeasurements exhibited very close results for each value of β angle.
It can be noted that for β = 0°, i.e. for the reference point A, results were close to the
point (0, 0, 0) in the planes x′-y′ and y′-z′, namely (−0.022, −0.024, 0.001) for α = 0°
and (−0,024; 0,022, 0,002) for α = 90°. The next series collected for β = 2° is grouped
around a point with larger absolute values of coordinates, demonstrating that the larger
β is, the longer is distance from A’ to the reference point A. It should be noted that the
points lay along the direction of the probe movement oy’ in the plane x′-y′ around A
point, and for each increasing value of angle β they are displaced farther from A. No
distinguishable displacement was found along ox′ axis, perpendicular to the movement
direction.

Corrected results for the respective reference points A are shown in Fig. 4.
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Fig. 3. Uncorrected results of the measurements in the coordinate system x′y′z′.

Fig. 4. Corrected results of the measurements in the coordinate system xyz.

3.3 Positioning Accuracy

Since position errors associated to the CMM axis displacement are important [16, 17],
of higher interest was the calculation of the positioning accuracy AP from the Eq. (8).
In the Table 3, there are collected results for each axis, APx , APy, APz, calculated for α

= 0° and α = 90°, respectively.
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Table 3. Analysis of positioning accuracy.

α = 0° α = 90°

β = 2° β = 4° β = 8° β = 2° β = 4° β = 8°

APx 0 0 −0.0001 −0.0394 −0.0789 −0.1577

APy 0.0381 0.0767 0.1526 0 0.0002 × 10–4

APz 0.0006 0.0024 0.01 0.0003 0.0024 0.01

AP 0.038105 0.076738 0.152927 0.039401 0.078937 0.158017

From the Table 3 and the graph x-y in Fig. 4 it can be noted that the respective
coordinates are displaced along the probe movement both for α = 0° and α = 90°.
However, the displacements are not uniform, since higher roughness in direction α =
90° caused smaller values of displacement than that for α = 0°. At small angles β,
the corrected points are displaced from the reference point (0, 0, 0), but still lay in the
plane x-y, i.e. on the measured surface. However, larger declination β caused increase
of the calculated value z, moving the point away from its real position. It was calculated
initially, that at β = 30°, APz can be as high as 0.13 mm.

It should be noted also that positioning accuracy in the direction perpendicular to
the probe movement kept small values, while in other directions AP was increasing for
larger angles β, indication the worsening of measurement accuracy. For both angles α

= 0° and α = 90°, AP values are similar at the same declinations β, respectively.

4 Conclusions

From the presented analysis, the following important conclusions can be drawn. First of
all, clear dependence of the point identification on the probe ball tip movement direction
was demonstrated. The higher declination angle is, the larger is the displacement of the
identified point from its real position.

In terms of positioning accuracy, it was found that increase of declination angle β

caused displacement also in z-axis,moving the identified point away from its real position
on the measured surface. Noteworthy, AP values were similar at the same declinations β,
irrespective on the actualmovement angleα = 0° orα = 90°, that determinedmachining-
dependent directional roughness. It is important to investigate in further researches the
impact of other materials and surface texture on the positioning accuracy.

Moreover, it is planned to perform additional measurements and calculations for
other dimensions of a probe ball tip. To obtain better insight to the phenomena, it will
be necessary also to widen the range of the angles β in further researches.

Acknowledgement. The paper was prepared in the frames of mutual academic training between
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4. Zelinka, J., Čepová, L., Gapiński, B., Čep, R., Mizera, O., Hrubý, R.: The effect of a stylus tip
on roundness deviation with different roughness. In: Diering, M., Wieczorowski, M., Brown,
C.A. (eds.) MANUFACTURING 2019. LNME, pp. 147–157. Springer, Cham (2019). https://
doi.org/10.1007/978-3-030-18682-1_12

5. Ito, S., Tsutsumi, D., Kamiya, K., Matsumoto, K., Kawasegi, N.: Measurement of form error
of a probe tip ball for coordinatemeasuringmachine (CMM) using a rotating reference sphere.
Precis. Eng. 61, 41–47 (2020). https://doi.org/10.1016/j.precisioneng.2019.09.017

6. Martínez-Pellitero, S., Barreiro, J., Cuesta, E., Fernández-Abia, A.I.: Knowledge base model
for automatic probe orientation and configuration planning with CMMs. Robot. Comput.
Integr. Manuf. 49, 285–300 (2018). https://doi.org/10.1016/j.rcim.2017.08.012

7. Yin, P., Han, F., Wang, J., Lu, C.: Influence of module on measurement uncertainty of gear
tooth profile deviation on gear measuring center. Measurement 182, 109688 (2021). https://
doi.org/10.1016/j.measurement.2021.109688

8. Ren, G., Qu, X., Chen, X.: Performance evaluation and compensation method of trigger
probes in measurement based on the Abbé Principle. Sensors 20(8), 2413 (2020). https://doi.
org/10.3390/s20082413
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zuzanna.konieczna@doctorate.put.poznan.pl,

ewa.stachowska@put.poznan.pl

Abstract. This paper presents non-destructive detection of defects in metal-
polymer laminates using digital shearography. A shearography setup built from of
the shelf components was used together with self-written data evaluation software.
Testing was performed on a polymer strap glued to a metal one of the same size,
with purposely made breaks in the glue layer. Connection defects, their location,
size and shape could be detected using three different defect sizes; the smallest
defect was 6mmwide. Testing required 10 s of heating; the data evaluation needed
less than a minute. The temperature of the samples was raised by about 2 °C on
the metal side and 0.5 °C on the polymer side. Relaxation of the samples was also
observed. The small rise of temperature and the fast return to a state of equilibrium
allows for multiple testing of samples without causing damage.

Keywords: Digital shearography · NDT · Connection defects · Laminates

1 Introduction

Over the last decade composite materials became not only common, but almost ubiq-
uitous. They are widely used in cars, aero-space, wind turbines and many more appli-
cations. The use of specific composite materials depends on their properties, including
reliability. In the case of laminates, the reliability of the material depends on the connec-
tion quality between its components, often polymers and metals [1, 2]. There are many
testing methods to examine the strength of that connection; unfortunately, in many cases
it is unavoidable to destroy the object investigated. That makes it impossible to further
test or reuse it.

With the development of many industries comes not only the need to develop new
and better performing materials, but also the need for new methods to test them. It is
very desirable to use Non-Destructive Testing (NDT) when looking for hidden (from
sight) defects such as delamination, disbonding, fiber breakage and more. While inves-
tigating different testing methods it is common to use composites made with cuts in the
woven fibers or polymers glued to metal plates with local gaps in the glue layer. The
use of ultrasonic measurements, thermography, vibrometry and shearography is well
established [3–6]. Shearography proves to be a fast method, it also allows to change
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loading techniques to whichever is most appropriate for a given material. The use of
shearography for materials testing is well established, also for different composites. We
used it to investigate the possibility to detect defects of bonding in layered materials,
especially metal-polymer laminates [7–11]. The load used is usually pressure (up to
0.5 atm) or mechanical deformation (tens of μm) and the defect sizes investigated range
from 15 mm to 40 mm in width or diameter [12–15]. We investigated the possibility of
detecting smaller defects in bonding of metal-polymer laminates, using small and fast
thermal loading.

2 Experimental

The goal of our research was to detect unknown and invisible defects of the glue layer
connecting polymer and metal using shearography and thermal loading. We aimed to
detect defects smaller than 15 mm, but at the same time we wanted our shearography
setup to be as versatile as possible when it comes to defect or object size or structure.
The modular character of the setup allows just that.

2.1 Digital Shearography Setup

Shearography is a non-destructive measuring method that provides information about
the gradient of the surface deformation. This deformation is the effect of applying a load
to the object under investigation. This load can be mechanical, thermal or pressure or
vibration. In digital shearography an image of the surface of the object in unloaded
as well as loaded state is registered by a solid-state sensor such as a CCD or CMOS
sensor array. Each time the speckle pattern is imaged through a shearing device such as a
Michelson interferometer, so the camera records an interferogram. The two shearograms
are subtracted and a fringe pattern is obtained. The quantity measured is actually the
first derivative of deformation that corresponds to an underlying defect [16–18].

Our shearography system is a self-built modular setup. It consists of opto-mechanical
elements and a CMOS camera (1280× 1024 pixels) from ThorLabs [19], a He-Ne laser
(λ 632.8 nm) and a computer (see Fig. 1) with our own software. The He-Ne laser
guarantees stable illumination. A cylindrical lens and a diffusing lens mounted on cage
system construction rods allowus to illuminate samples of different sizes by changing the
distances between the lenses and the mirror reflecting light into them. The imaging lens
is also mounted on rods, so the object distance can be changed to alter the magnification.
Also, the distances between the beamsplitter, the mirrors, the imaging lens and the
camera can be changed in a similar way. It is therefore possible to easily adjust the setup
for observation of samples from millimeters wide to tens of centimeters wide. While
the design of the shearography system is consistent with known and established setups,
building it from simple opto-mechanical elements allows us to adjust the system in an
easy and fast way to adapt to the object under study. Building our own setup this way
is also a cheaper solution and allows us to use our own software making the way the
results are obtained more transparent.
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To record images an in-house modification of the C++ program uEye provided by
Imaging Development Systems GmbH was used. It allows for automatic registration of
a series of images with a user defined time step between them. A program to subtract
images, filter and present the results was written in “R” [20], an open-source program-
ming language with very well developed statistical and visualization facilities. It allows
to use the matrix containing the information about the pixel intensity provided by the
camera software in a fast and efficient way. The R-packages “plot3D” and “EBImage”
were used for the visualization of results. The size of the object in the visualization is
given in pixels. The ratio between mm’s on the object and pixels on the camera can
easily be determined using a grid of known dimensions as object. The pixel intensity
corresponds directly to the light intensity in the interferograms.

Fig. 1. Scheme of our shearography setup with a Michelson interferometer.

2.2 Sample Preparation

The samples used for the experimentweremade from injectionmolding grade polyamide
6 Tarnamid T-27 and non-alloy quality steel DC04 glued together with epoxy Araldite
2011 as described in the paper by Nowak-Grzebyta et al. [21]. The size of the samples
was 150 mm × 10 mm × 5 mm (length × width × height). Edge to edge defects of
three different widths (resp. 18 mm, 12 mm and 6 mm) were created in the epoxy layer
approximately in the middle of the samples (see Fig. 2). After a closer inspection under
a microscope and through the polyamide layer, illuminated from the side of the sample,
we noticed that the defect in the glue layer was not rectangular: near the edges of the
samples the polymer part and the metal one were not fully glued together.
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Fig. 2. Side view of a sample with a defect in the epoxy glue layer.

2.3 Sample Mounting and Loading

The mounting setup was placed on a pneumatic vibration-isolated optical table. The
sample was mounted with clamps at each end. The polymer side was facing the inter-
ferometer (see Fig. 3). The whole shearography setup was mounted on the same table.
The surface of the sample was coated with scanning spray from AESUB to obtain the
roughness needed for the speckle pattern to appear. The spray does not affect thematerial
beneath it and can be easily washed off. The area of the sample under observation was
71 mm × 10 mm (length x width), the mounting wasn’t visible (see Fig. 4). For our
experiment thermal loading was used. The sample was heated on the metal side using
a 150 W infrared lamp through a mask allowing for even heating of the sample and
preventing heating the rest of the setup. Heating lasted 10 s, raising the temperature of
the steel surface by 1.5–2 °C and the polyamide surface by 0.5 °C (measured with a
Termio 31 temperature recorder connected to a thermocouple). Image registration was
done during both heating and cooling.
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Fig. 3. Top view (left) and front view (right) of the sample mounting.

Fig. 4. Visible area of the sample.

3 Results and Discussion

3.1 Defect Detection

Using an image in the unloaded state and one captured after 10 s of heating all defects
were detected as shown on the figures below (see Fig. 5, 6 and 7). In such a short period
of heating the larger defect can be seen as an edge to edge defect; the smaller ones
show deformation only closer to the edges, but are still detected. Also, the deformation
(correlated with the pixel intensity and using the color scale in the visualization of the
result) is larger for the wider defects and gets smaller and smaller with the reduction of
the defect width. The not fully connected edges are also visible, proving that the optical
resolution of our shearograph is at least 1 mm. The detected defects are consistent with
defects detected using vibrometry [21] and the defect sizes are smaller than known from
literature for composites testing using digital shearography [12–15].
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Fig. 5. Samplewith an 18mmdefect: a photowith the defect indicated (upper) and the shearogram
(lower); both images show the same area; 1mm is 18 pixels.

Fig. 6. Sample with a 12mm defect: a photo with the defect indicated (upper) and the shearogram
(lower); both images show the same area; 1 mm is 18 pixels.
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Fig. 7. Sample with a 6 mm defect: a photo with the defect indicated (upper) and the shearogram
(lower) both images show the same area; 1 mm is 18 pixels.

3.2 Relaxation

Relaxation was also investigated, using three times longer heating time. The sample was
heated for 30 s, then an image was registered every 2 s during 30 s cooling. Subtracting
subsequent images (first and second, second and third and so on) made it possible
to investigate the change of deformation in steps of two seconds; i.e. observing the
relaxation of the sample (see Fig. 8 and 9). During the first ten seconds the changes are
rapid, although slowing down. After 15 s the level of the unloaded setup is reached (the
deformation observed without applying a load during measurement). The relaxation is
fast, suggesting that not much load is put to the sample. The sample quickly returns to
its normal state even after long heating. To detect defects only 10 s of heating is needed,
so the samples are even less affected.

Fig. 8. Change of maximum pixel intensity during cooling.
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Fig. 9. Change of deformation of the polymer side during the third (a), seventh (b), eleventh (c)
and twenty-first (d) second of cooling (the white colors represent areas where the pixel intensity
is smaller than 0.10).

4 Conclusions

Even small defects change the way the laminate behaves under vibration [21], which can
lead to possible construction failures. It is therefore important to detect such defects, also
in components during production. Using a simple, inexpensive modular shearography
setup it is possible to detect defects, their location, shape and size in metal-polymer
laminates. It is also possible to observe the relaxation process of the material, which can
important to predict long-term damage. The results are comparable with vibrometry,
which is a much more complicated setup and is not suitable for relaxation observation.
Considering the temperature rise and the relaxation time we can conclude that digital
shearography is a useful non-destructive method to test for small defects in laminate
structures. Using a measuring system constructed from of the shelf opto-mechanical
parts, adaptation to different sample sizes is easy. It is also a fast testing method. It is
therefore useful not only for laboratory measurements, but also as an in-line measuring
system during production.
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Abstract. In power industry, surfaces suffer from various kinds of degrada-
tion caused by external mechanical loading, increased temperature and corrosion
aggressive environment. To protect the critical components’ surface from such
a degradation, various surface treatments are applied. The selected High Pres-
sure/High Velocity Oxygen Fuel (HP/HVOF) sprayed coatings were tested in
terms of mechanical, tribological and corrosion behavior and their performance
was compared to the performance of the competitive types of surface treatment
relevant to the aimed applications – a laser clad coating and a PVD thin film. The
HP/HVOF sprayed coatings were chosen on the basis of their potential to resist
wear, high temperature oxidation and corrosion in an aggressive environment. The
completive types of surface treatment were chosen according to their relevance to
a specific type of loading.

Keywords: Thermally sprayed coatings · HVOF · Wear resistance · High
temperature · Corrosive environment

1 Introduction

The power generation industry is one of the most demanding areas in terms of material
requirements. To protect the critical components surface from such a degradation, surface
treatments are applied. With respect to the type of the component, its shape complexity
and requirements given by the type of the loading, different types of surface treatment
are chosen: surface hardening and nitriding for increased hardness in the case of low-
temperature sliding wear suitable for small complex-shaped components, hard surfacing
for the protection from oxidation, corrosion or wear, applicable on large components,
where the temperature influence of a substrate material is not limitation, Physical Vapour
Deposition (PVD) layers protecting the surface from wear, etc.

One of the applicable surface treatment technologies is a thermal spraying. This
technology enables to create coatings from a wide range of materials including ceram-
ics, metals and their alloys or hardmetals. Based on the used coating materials, different
functionalities of the surface can be addressed. Thickness of the thermally sprayed coat-
ings usually reached 0.2–0.3 mm, which is comparable to hard surfacing. The advantage
of thermal spraying lies in the absence of the thermally affected zone in the underlying
substrate. On the other hand, mechanical locking of the coating on the surface asperities

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Diering et al. (Eds.): MANUFACTURING 2022, LNME, pp. 67–78, 2022.
https://doi.org/10.1007/978-3-031-03925-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-03925-6_7&domain=pdf
http://orcid.org/0000-0002-7354-3888
http://orcid.org/0000-0002-0386-5670
http://orcid.org/0000-0002-7304-988X
https://doi.org/10.1007/978-3-031-03925-6_7


68 Š. Houdková et al.

does not provide the adhesive strength comparable to e.g. the laser or the electron beam
cladding [1].

In the group of thermally sprayed technologies, High Velocity Oxygen Fuel (HVOF)
offers the possibility to deposit coatings of metal alloys and hardmetals in a superior
quality [1]. The kinetic energy of the coating materials´ particles impacting against the
substrate is responsible for creating the coating of a low porosity and a high cohesive
strength. Moreover, the relative low flame temperature (in comparison with e.g. atmo-
spheric plasma spraying) keeps the undesirable phase changes in the coating material at
a low level [2].

The hardmetal coatings are characterized by the combination of hard carbide parti-
cles with a tough metal matrix. While the carbides ensure the wear resistance, the matrix
is mainly responsible for the corrosion and the oxidation resistance. Two types of hard-
metal systems are widely spread: WC-based hardmetals suitable for low temperature
applications up to 350 °C and Cr3C2-based hardmetal for the application up to 900 °C
[3]. As the intended coatings application requires the oxidation resistance of the coating
material in the hot steam environment (up to 610 °C), attention is paid to the Cr3C2-
based hardmetals with 3 different types of matrix: NiCr; NiCrMoNb and CoNiCrAlY.
From this group, the Cr3C2-25%NiCr composition is the most investigated one, both
the HVOF and the Atmospheric Plasma Sprayed (APS) [4–7]. Up to now, less attention
was paid to the coating of a variable matrix composition. The effect of thermal treatment
on the tribological properties of Cr3C2-50%CoNiCrAlY was evaluated in [8]. Recently,
the HVOF and the High Velocity Air Fuel (HVAF) sprayed Cr3C2-50%NiCrMoNb was
analyzed in detail in [9].

For high temperature applications, the superalloys based on Co and Ni are used. A
typical representative is a Co-based alloy known as Stellite®, the Hastelloy® Ni-based
alloy or the NiCrBSi alloy. These materials often serve as coatings deposited using a
laser cladding technology [10–12]. Alternatively, they can also be thermally sprayed,
with the benefit of maintaining the original chemical composition without diluted zones
typical for cladding.

The goal of the paper is to test the response of the above-mentioned coatings to
the relevant loading conditions and to compare it to the alternative surface treatments
to select the best surface treatments for specific applications. The coating materials
were chosen on the basis of their potential to resist wear at a high temperature and
in corrosive environment [13, 14]. The completive types of the surface treatment were
chosen according to their relevance to the specific type of loading [15].

2 Materials and Testing Methods

The investigation involved the coating materials based on CrC-based hardmet-
als: Cr3C2-25%NiCr (Amperit 588.074); Cr3C2-25%CoNiCrAlY (Amperit 594.074);
Cr3C2-50%NiCrMoNb (Amperit 595.074), Co-based alloys: CoCrW-Stellite (FST
484.33); CoCrAlTaCSi (Amperit 469.001) and Ni-based alloys: NiCrBSi (FST 341.33);
NiCrMoW-Hastelloy C-276 (FST 771.33).

The coatings were deposited using the HP/HVOF TAFA JP5000 spraying device.
The thicknesses of the sprayed coatings were set to 400 µm. For detailed information
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about the spraying process see [15–17]. The carbon steel substrates of dimensions in
agreement with requirements of each test were grit blasted by Al2O3 (F22) media prior
to the spraying to ensure coatings-substrate sufficient adhesion.

The types of competitive surface treatment were laser cladding of Co-based alloy
(Stellite 6), PVD thin film TiAlN and gas nitrided X22CrMoV12-1 steel. Laser clad
Stellite 6 coating was chosen for the comparison of microhardness HV 0.3, abrasive and
sliding wear resistance and corrosion resistance in the aggressive 18% Na2SO4 82%
Fe2(SO4)3 environment. The PVD layer was tested and compared with the HP/HVOF
sprayed coatings for hard particle erosion resistance andwater droplet erosion resistance.

Evaluation of microstructures was performed on cross sections of coatings prepared
by standard metallographic procedure. The microstructure was evaluated by optical
(OM) and the scanning electron (SEM) microscopy. Using the HV 03 method, the
microhardness was measured on the polished cross-sections of the coatings. At least 7
indents were made into each surface, from which the average value was calculated.

The Dry Sand/Rubber Wheel test was used to measure the abrasion resistance of
three bodies in accordance with ASTMG65, using 22 N load, solid particle erosion was
evaluated by the centrifugal erosion test [18]. Erosive media (Al2O3; F70) impacted at
angles from15° to 90°. For both tests, themass losswas the starting point for determining
the volume loss of the coatings using the density values previously obtained by the
Archimedean method. Three independent measurements were made for each coating
and the average value is given. SEM was used for subsequent observation of worn
surfaces.

TheBall-on-Flat testwas a criterion for evaluating the slidingwear resistance accord-
ing to ASTM G133.The test parameters were as follows: AISI 440C steel; 25 N load;
5Hz oscillating frequency; 6mmdiameter ball counterpart; 10mm stroke length; 1,000 s
testing time. For each coating were made three varied measurements. The KLA-Tencor
P-6 Profiler profilometer was used as an instrument for measurement wear tracks’ pro-
files at three different places and the rate of wear was calculated. The coating surface
was ground and polished to the 0.04± 0.02 µm Ra value and subsequently subjected to
sliding-wear tests.

The water droplet erosion test was performed in Doosan Škoda Power Ltd. Company
in accordance with the company internal test prescription. The testing apparatus consists
of a cylindrical vessel, in which a fixed strength disk is rotated, with the test pieces
attached to the periphery. The nozzle creates a stream of droplets, through which the
samples pass, causing the droplets to strike the samples at a prescribed velocity. Standard
testing parameters are as follows: absolute pressure in the chamber: 3 kPa; shaft speed:
12,000 RPM; impact velocity: 524 m/s; droplet size: 0.41 mm; total test duration: 3 h 30
min. The samples were weighted in the defined period. The tested samples´ surface was
smoothed prior to the testing using a metallographic procedure. Four samples of each
type of coating were tested and the average value is reported.

Protective properties of the coatings in the high temperature aggressive environment
of 18%Na2SO4 82%Fe2(SO4)3 were tested. The thermal cycling from the room temper-
ature up to 600 °C was repeated 50 times, the weight gain was recorded and evaluated.
The high temperature test is described in detail in [14, 19].
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2.1 Coatings Microstructure

Fig. 1. Microstructure of coatings´ cross-sections: (a) Cr3C2-25%NiCr; (b) Cr3C2-
25%CoNiCrAlY; (c) Cr3C2-50%NiCrMoNb; (d) Stellite HVOF sprayed coating; (e) NiCrBSi
HVOF sprayed coating; (f) Hastelloy C-276 HVOF sprayed coating; (g) Stellite laser clad coating.

The coatings’ cross-section microstructures can be seen in Fig. 1. No macro-defects,
such as cracks or delamination, are visible in the observed coatings. The porosity is also
negligible, except the Hastelloy C-276 coating (Fig. 1f), where pores are recognizable
between the individual splats. The laser clad Stellite coating (Fig. 1g) has a dendritic
structure consisting of the Co-based solid solution. Solitary small pores are concentrated
in the interdendritic areas. As they do not connect each other, they do not represent a
thread regarding the protection of the substrate from the corrosive environment.
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2.2 Mechanical Properties Evaluation

Microhardness
The microhardness values measured on coatings cross-section are summarized in Fig. 2.
While the Cr3C2-based hardmetal coatings and the NiCrBSi coating, whose microstruc-
ture is strengthened by fine hard boride and carbide particles, are comparable, the alloy
HVOF sprayed Stellite and Hastelloy coatings are softer. The laser clad Stellite coating
showed a lower hardness than the HVOF sprayed coating of a similar composition.

Fig. 2. Microhardness of the HVOF sprayed coatings and the laser clad stellite coating.

Abrasive Wear Resistance
Generally, the abrasion resistance of the HVOF coatings correlates with the microhard-
ness values (Fig. 3). HardCrC-based coatings show the highest abrasive resistance. From
this group, the most resistant is the conventional Cr3C2-NiCr coating. Resistance of the
Cr3C2-CoNiCrAlY coating is degraded by the lower cohesive strength of the coating,
given by the high porosity and the weak bonding between the carbides and the surround-
ing matrix. In the case of the Cr3C2-50%NiCrMoNb coating, the lower resistance is a
consequence of the higher matrix content. The NiCrBSi coating is of lower resistance,
compared to the CrC-based coatings. Hardening particles in the coating (borides, car-
bides) are small in size compared to the abrasive particles and thus their effect is not
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Fig. 3. Coefficient of abrasive wear resistance of the HVOF sprayed coatings and the laser clad
Stellite coating.

as significant as the effect of larger carbides in the CrC-based coatings. The NiCrMoW
coating alloy (Hastelloy C-276) consists only of a solid Ni solution without the presence
of any reinforcing particles. Being the softest, its resistance to plastic deformation and
wear is the lowest. Both Co-based coatings provide almost identical resistance to the
abrasive wear. The laser clad Stellite coating was less abrasive resistant than the HVOF
sprayed Stellite coating in agreement with its lower microhardness.

Sliding Wear Resistance

Fig. 4. Coefficient of sliding wear resistance of the HVOF sprayed coatings and the laser clad
Stellite coating.



Performance of Selected Thermally Sprayed Coatings 73

Sliding wear resistance of the carbide-based coatings is by an order of magnitude higher
compared to the alloy coatings (Fig. 4). The CrC-based coatings sliding wear resistance
is generally consistent with the data reported in other studies. The wear resistance of the
most frequently evaluated Cr3C2-NiCr material ranges from 1·10–6 to 1·10–5 [4, 9], the
value of 7.2·10–6 was measured for the Cr3C2-CoNiCrAlY coating [8] and the value of
2.2·10–6 [9] for the Cr3C2-NiCrMoNb coating, nevertheless these data originate in the
pin-on-disc sliding wear test according to ASTM G99.

Fig. 5. SEM of the coatings´ wear tracks: (a) NiCrBSi HVOF sprayed coating; (b) Hastelloy
C-276 HVOF sprayed coating; (c) Stellite HVOF sprayed coating; (d) Stellite laser clad coating.

Significant difference can be seen between two Ni-based alloy coatings. While NiCrBSi
benefits significantly from the presence of fine reinforcing particles, the soft NiCrMoW
coating is subject to the massive wear loss. The performance of the two Co-based coat-
ings is similar as in the case of abrasive wear. The performance of the laser clad Stellite
is also weaker compared to the HVOF sprayed Stellite coating. During the interpreta-
tion of the Co-based coatings wear resistance results the issue of deformation-induced
transformation of which must be taken into account. It was discussed in the previous
work [15] in more detail.
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The difference in the sliding wear resistance is closely related with the differences
in wear mechanisms. The wear mechanism in the CrC-based coatings was described
many times. The cracks of carbides, their release from the matrix and the consequent
cutting of matrix are the most frequent. In some cases, delamination of a larger part of
the coating and the associated adhesive wear mechanism were observed [4].

The wear mechanism variability is demonstrated in Fig. 5. While only a groove from
the released hard particle can be seen in the wear track of NiCrBSi coating (Fig. 5a), a
massive plastic deformation and ploughing of NiCrMoW is responsible for high wear
rate. While a delamination of whole splats appeared in the case of the HVOF Stellite
coatings (Fig. 5c), a significant adhesive wear can be observed in the laser clad ones
(Fig. 5d).

Erosion Wear Resistance
The solid particle erosion test reveals the poorer erosion resistance of the brittle CrC-
based coatings while ductile alloy coatings showed from a lower erosion (Fig. 6). The
CoCrW coating and the NiCrMoW coating achieved the best results for all angles of
the erodent impact. In the case of a perpendicular impact of the erodent, the dominant
properties of the coating are particularly the toughness and the cohesive strength of the
splats, while the impact at an angle rather simulates the abrasive wear. Therefore, hard
and brittle coatings break when the erodent strikes perpendicularly, while tough coatings
are able to accumulate the impact energy in a better way. Although the erosion tests of the
laser clad Stellite coating were not provided a high erosion resistance could be expected
based on the previous experience.

Fig. 6. Solid particle erosion of the selected HVOF sprayed coatings in comparison to the bulk
Cr chrome and the PVD TiAlN layer.

Comparing to the base material and the PVD TiAlN layer, the HVOF sprayed coatings
are less erosion resistant. It is caused probably by a lower cohesive strength of the coating,
where delamination of individual splats can appear as a result of repeated impacting of
hard erosive particles. Similarly, the water droplet erosion revealed poorer resistance of
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the HVOF sprayed coating compared to the basic material or the PVD layer under such
a type of loading (Fig. 7, Fig. 8).

Fig. 7. Water droplet erosion of the selected HVOF sprayed coatings in comparison to the bulk
Cr chrome and the PVD TiAlN layer.

Fig. 8. The surface of eroded surfaces after 130 min of the water droplet erosion testing: (a) base
material; (b) PVD TiAlN layer; (c) HVOF sprayed Hastelloy C-276 coating.

High Temperature Corrosion Test in the Aggressive Environment
Results of the high temperature corrosion testing in the aggressive environment of 18%
Na2SO4 82%Fe2(SO4)3 are shown in Fig. 9. This environment simulates real conditions
in the combustion boilers of thermal power plants. All the tested HVOF sprayed coatings
proved their ability to protect the underlying substrate and improve their lifetime. Their
protective ability was even better than that of the laser clad Stellite 6 coating (Fig. 10).
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Fig. 9. Cumulative mass gain in dependence on the number of cycles at the high temperature
corrosive aggressive environment.

Fig. 10. SEM of the corroded coatings cross-sections: (a) HVOF CoCrW (Stellite) coating; (b)
laser clad CoCrW (Stellite) coating.

3 Conclusions

Based on the above reported results, the superior behavior of the HVOF sprayed coat-
ings, namely the Cr3C2-based hardmetals, was proved under the abrasive and the sliding
wear loadings. On the other hand, the lamellar structure of the thermally sprayed coat-
ings consisting of individual splats weakens the resistance of the HVOF coating under
repeated loading, such as the solid hard particle erosion or the water droplet erosion. In
this type of loading, the alloy coatings provide better results than the hardmetal coat-
ings, but lower than the alternative PVD layer. Regarding the protection of the substrate
from the corrosive environment they are comparable to the laser clad Stellite coatings.
Based on these findings, the application on the components suffering from oxidation and
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corrosion can be recommended if the parts are mostly loaded with sliding or abrasive
wear.
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Abstract. This document examines the manufacturing accuracy of AISI 316L
corrosion steel material with 3D printing across geometric tolerances with a focus
on angle formation with and without support. The measured data were compared
with a CAD model, which also served as an input element to a 3D printer. The
experiment points out the possibilities of creating angles without support up to
certain degrees and their deviation from the ideal body.

Keywords: Additive manufacturing · Steel AISI 316L · Laser method
measurment

1 Introduction

3D printing technology is a modern science that works on the principle of melting
materiál in the from of powder and applying layer by layer in the height axis Z, to create
a finished product. Using the selective laser melting (SLM) methods, geometrically
complex componentswith highermechanical properties are produced compared to ypical
production by machining [1, 2]. Additive technology includes, for example, sintering
or sintering of powders of various chemical composition, grain size, physical, chemical
and other useful properties. Directly due to is character advantages, the SLM method is
the most widely used method of metal powder printing, where it has found i tis presence
in many scientific fields such as the aerospace industry, medicine, automotive or energy,
and many others [3, 4]. A typical unfavorable phenomenon for the SLM method is the
high temperature of the transition areas between each layer. This phenomenon manifests
itself in the final product as poor surface microstructure or unmet requirements and
mechanical properties, this has a direct effect on the surface integrity for 3D printing
[5–7]. When it comes to design parts and not for functional use, the most common use
is the tumbling process, for parts with functional use and exact dimensional values and
geometric tolerances, the parts are machined. These post-process operations serve to
improve surface size and roughness. Only the tumbling method is used for the complex
surface treatment of printed components, there is a lot of experimental study on this topic
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and the surface roughness of printed components is a very rich topic in the category of
additive technology. Tumbling itself is very time consuming and economically raises
the cost of components [8].

In order to ensure the functionality and required accuracy of products made with
additive technology, it is necessary to specify the methodology, types of meters and
measuring devices that are able to cover the requirements determining the range of
required tolerances, or selecting themost optimal measurement methods for the purpose.
In our case, the optical method was chosen, a type of laser scanner that can record 48,000
data points per second with an accuracy of 20 µm [9] (Fig. 1).

Fig. 1. Development and process of creation of a real component.

In order to ensure the functionality and required accuracy of products made with
additive technology, it is necessary to specify the methodology, types of meters and
measuring devices that are able to cover the requirements determining the range of
required tolerances, or selecting themost optimal measurement methods for the purpose.
In our case, the optical method was chosen, a type of laser scanner that can record 48.000
data points per second with an accuracy of 20 µm [9].

The experiment was focused on the material AlSi 316L with the detection of produc-
tion accuracy in comparison with the CAD model, where the geometric deviations will
be evaluated, specializing in angles and their creation in the working chamber of a 3D
printer [10–12]. Investigation of the influence of angle formation in various spaces and
print positions. Additive metal powder technology allows us to create external and inter-
nal shapes of components of any complexity, which ultimately brings direct production
of complex and geometrically complex parts - making parts at once and in many pieces
in one work chamber, saving production costs, shortening assembly time, increasing
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reliability, etc. [12]. The work experiment examined only the accuracy of production
in comparison with the CAD model. Mrs. Monková and Mr. Monka [13] from TUKE
Košice dealt with qualitative parameters of a complex component made by an additive
approach, where from the beginning of the study it was clear that the surface will not be
smooth with low surface roughness due to the principle of technology. Consistent with
this prediction, the results also showed relatively large differences between the parame-
ters measured at different points in the study areas. In order for 3D printing technology
to be part of the industrial production of real components, it is necessary to achieve
high quality properties of manufactured parts. Based on the above, it is clear that the
final properties (quality and accuracy) of the product strongly depend on the production
speed, part orientation, layer thickness and need for support structures, cut thickness,
assembly orientation, support structures and hatching pattern [13]. For example, Allen
and Dutta [14] see Chapter 2, deal with the issue of component placement in the working
chamber and their exact location in the working chamber, the placement of components
has a great influence on its geometric and mechanical properties. It is an effort to achieve
as few supports on the component as possible so that it does not bend due to internal
stress during removal of supports.

This experiment was focused on the geometric accuracy of production with a focus
on radius production. We investigated to which angular sizes we do not need to create
internal supports and we can use internal supports in the form of powder in the chamber
of the surrounding substrate and from which angular sizes we need to create external
fixed supports, see Fig. 3, which must be cut after the production process.

Fig. 2. Design CAD model.



82 O. Mizera et al.

Fig. 3. From the left is support for the production of arch and from the right is not support for
product.

2 Fitting Best Fit

When inspecting the manufactured part, it cannot be assumed that we will scan it and
automatically obtain the result from the program with deviations for comparison with
the CAD model. Inspection programs cannot know exactly how a given part is to be
manufactured, what its functional properties are and which points are important for the
correct placement of a part in the overall assembly. For these reasons, it is essential that
the inspector correctly selects points at the beginning of the part inspection to create a
blend of the scanned data relative to the CAD model. Subsequent deviations will reflect
reality. The most commonly used alignment is BEST Fit, which seeks the best fit of
the shape of the scanned and CAD model on selected (local) surfaces corresponding to
each other on the scanned and reference model. In this case, it is necessary to use the
machined surfaces of the resulting part; for surface casting without machining, signif-
icantly higher deviations can be expected [15]. This alignment is used in cases where
we do not know what the starting points are in the work. The program seeks to achieve
minimum deviations at all points on both models by aligning the measured points or a
set of real elements matching as close as possible to its nominal position or theoretical
counterpart. In some cases, it is also possible for the Best Fit alignment to optimally
match the clouds of the scanned points to the CAD curve or surface [16].

After fitting to the selected points, there will be an overlap of both models with color
transitions. The richer the color, the closer it is to the deviation value. The color scale of
deviations is fully adjustable in terms of the size of the deviation (mm), as well as the
color design of the thermographic map, which is colored different colors from the size
of the deviation [16, 17]. This graphic determines the deviation from the actual model.
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In addition to the color spectrum, another type of display often uses a certain type of
isoline [17, 18].

The Best Fit least squares algorithm aligns two sets of points by transforming one of
the sets so that the sum of the squares of the distances between the corresponding points
in the two sets is minimal [17, 18].

All experimental work will take place on a 3D CMM Wenzel LH 65 X3Premium
with a laser head SHAPETRACER II from Wenzel (Fig. 4).

Fig. 4. Best fit method.

3 Part Orientation

Messrs. Masood and Rattanawong [19] have developed an algorithm for calculating
the magnitude of the volume error caused by cutting a CAD model. Volume errors are
calculated for various rotations around the specified axes. The best orientation is then
determined as the component with minimal volume error [19, 20]. At the University of
West Bohemia in Pilsen, Mrs. V. Čapková [20, 21] conducted research focusing on the
limiting parameters of 3D printing technology used for the production of metal com-
ponents. The aim of this work is to collect as many critical parameters as possible and
perform their theoretical analysis. Depending on these limiting parameters, a compo-
nent was designed that contains a number of geometric elements on which the critical
parameters were measured [22]. The position of the component or its orientation during
construction has a great influence on its accuracy, surface quality, construction time, the
required number of support structures and also on the costs associated with production.
Therefore, the most appropriate orientation must be determined with respect to the var-
ious parameters in order to achieve all the requirements that the user prefers. Probably
the most important criterion when choosing an orientation is the final quality of the
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printed part. As already mentioned, this is an additive method of production, so there is
often a so-called stair effect, which affects the quality of the final assembly. This effect
most often occurs on curved and inclined surfaces and adversely affects their dimen-
sional accuracy [20–22]. For example, Messrs. Allen and Dutta developed a method
for the automatic calculation of the load-bearing structure and a decision method for
the most appropriate choice of orientation, which was chosen from a selected list of
different orientations. Frank and Fadel designed an expert system that takes into account
various parameters that affect the production of a component. This system works with
the specified input parameters and the created decision matrix, according to which the
system will recommend the most suitable direction of construction and orientation of
the component in the workspace.

The part was oriented during production (see Fig. 5 - orientation of production in
the construction room) and both versions of the part with support and without support
(see Fig. 2 - Design CAD model) orientation was different to find out what effect the
orientation of the formed element for geometric deviations of shape and position. During
the experiment, we focused only on the evaluation of the arc and the evaluation of the
angle. This arc element had the largest geometric deviations in production compared to
the CAD model. The CAD model served as a standard for evaluation.

Fig. 5. Orientation of production in the construction chambre.

4 Experiment Production

The construction was carried out chronologically according to the technological produc-
tion sequence of additive production according to the standard ČSN EN ISO 17 296-4
[23]. Volume models in the computer program Inventor Professional were processed for
the production of components [24]. Due to the experimental design of the component,
the technological maximum of printing by the SLM method was reached. During the
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printing of the arc, destructive defects began to occur, at a plane angle in the range from
40° to 50° of curvature. It was necessary to introduce static support into the vault of the
arch. The supports ensured stabilization of the print for the full arc model (see Fig. 3 -
From the left is support for the production of arch and from the right is not support for
product). Technological parameters for printing have been changed for printing stabil-
ity. The initial plan was to set the beam power to 400 W when printing the first part.
The laser power was adjusted to a final value of 200 W due to insufficient printing.
The printing was stabilized for other new parts after correction of the laser power. The
printing speed of individual sections of experimental components was 650 mm/s. The
construction height of the higher part is 49.98 mm, the model is printed in individual
layers after 50 µm, the cutting part was divided into 999 layers of printing. The total
printed volume of both components with supports is 88077 mm3 (Figs. 6 and 7).

Fig. 6. Geometric deviations with the marking of the thermographic map of the part with full arc.

Fig. 7. Geometric deviations with the marking of the thermographic map of the half-
circumference part.

At the interface of 30° to 40°, the tolerance for an angular deviation of 0.421° is
positive 0.176 mm (Tables 1, 2 and 3).
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Table 1. Angle values on partially arced parts.

Angle Angle on
the part

Deviation Measured
angle

Angle Angle on
the part

Deviation Measured
angle

10° 10.383° 0.383° 79.617° 0° 0.516° 0.516° 89.484°

20° 21.058° 1.058° 68.942° 15° 15.413° 0.413° 74.587°

30° 31.440° 1.440° 58.560° 30° 30.421° 0.421° 59.579°

40° 41.509° 1.509° 48.491° 45° 45.724° 0.724° 44.276°

Table 2. Deviations of measured values on components with a partial arc of the device.

Measurement number (labels) Deviation Measurement number (labels) Deviation

19 0.0994 mm 25 0.0155 mm

16 0.1203 mm 43 −0.1006 mm

13 0.2829 mm 40 −0.1479 mm

10 0.3101 mm 28 −0.2797 mm

Table 3. Angle values on parts with a full arc.

Angle Angle on
the part

Deviation Measured
angle

Angle Angle on
the part

Deviation Measured
angle

10° 10.478° 0.478° 79.522° 0° 0.275° 0.275° 89.725°

20° 20.850° 0.850° 69.150° 15° 15.146° 0.146° 74.854°

30° 31.069° 1.069° 58.931° 30° 30.134° 0.134° 59.866°

40° 39.917° 0.083° 50.083° 45° 44.873° 0.127° 45.127°

60° 60.454° 0.540° 29.546° 60° 60.027° 0.027° 29.973°

For an angle of 60°, the angular deviation is 0.027° and is also positivewith ameasure
of 0.357 mm (Table 4).

Table 4. Deviations of measured values on components with a complete arc of the device.

Measurement number (labels) Deviation Measurement number (labels) Deviation

27 −0.1238 mm 19 −0.2115 mm

21 0.1358 mm 26 −0.1254 mm

18 0.2878 mm 13 −0.1146 mm

32 0.0935 mm 8 −0.1107 mm
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5 Conclusion

Great influence on the quality of the process of adjusting the power of the laser beam
from 400 W to 200 W. By fitting the part with the BEST FIT method, the body periods
(attempting to place the same points) for the circulating componentswere selected.Areas
of tolerance differences are symmetric for circulating methods. There were 3 pieces of
each type and they were compared. A model with a partial arch of the arch is more
suitable for expressing geometric tolerances. The measuring device was detected for an
area with a 45° angle of negative deviation from the CADmodel – 0.2797mm. The static
support used for printing solid arc parts is highly reflected in the degree of deviation
from the CADmodel. A part with a full arc is also a precise production made than a part
with a partial arc. The deviation values on surfaces at an angle of 30° are 1.440° and
0.421° for parts with a partial arc. For a part with a full arc on surfaces with an angle of
30°, the measured deviations take the values of 1.069° and 0.134°.

5.1 Plan

We plan with the team to continue research into the creation of the angle of additive
technology using the SLM method, the research will be integrated into the metrological
and mechanical fields.
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Abstract. The article summarizes the literature review in terms of currently used
measuring methods for the evaluation of selected features of external threads. The
work focuses on high quality requirements for threads produced for the needs of the
aviation industry. The authors noticed that the classic measurement methods are
mainlymanual, but in recent years attempts have beenmade to automate the control
of this type of elements. Selected methods found in the world literature, both
manual and automatic as well as contact and contactless, have been described and
compared in this paper. The authors attempted to examine selected measurement
methods on three test pieces with different thread profiles: triangular, trapezoidal
symmetrical and trapezoidal asymmetrical. A coordinate measuring machine, an
automatic optical measurement device and a three-wire method were used in the
research. The obtained results are presented and briefly summarized. It can be
confirmed that it is possible to automate the measurement of selected features of
external threads. The need for further research has been noticed.

Keywords: External thread ·Measurement · Quality control · Aerospace
industry

1 Introduction

Threaded connections are themost commonly used detachable connections in the assem-
bly process of mechanical parts and are practiced in the manufacturing and aerospace
industries [1]. These extremely important constructional elements account for about 50%
of all mechanical connections [2]. This connection is based on the cooperation of two
threaded components and their mutual operation is possible due to the frictional forces
occurring at the interface between the surface of the external thread and the internal
thread. A thread is a ridge evenly spaced along a helix on the side surface of a cylinder
or a straight rotating cone [3]. In addition to the assembly function, the threads can also
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be movable connections to transform a rotary movement into a linear movement and
vice versa, or a force transmission to generate more force by using less.

The improvement of technological processes influenced the significant spread of
the introduction of threaded connections in the construction of machines and devices.
It should be noted that these mechanisms play an extremely important role not only in
simple applications, but also are widely used in critical connections that undoubtedly
occurs in the aviation industry, e.g. in jet engines. The specificity of these products
requires themaintenance of the highest quality of all elements, as they are responsible for
the correct operation of the aircraft propulsion. This allows tomaintain the efficiency and
reliability of the engine, and thus ensure the safety of passengers throughout the flight,
when the parts are exposed to extreme changes in operating conditions. It should not be
forgotten that apart from external conditions, there is also the aspect of fuel combustion
inside the engine compartment where the temperature can reach almost 1600 °C [4]. For
this reason, engine components are often made of difficult-to-machine, high-strength,
heat-resistant alloys, e.g. nickel-based alloys (Inconel 718), cobalt, molybdenum [5, 6].
These materials, combined with high dimensional and shape requirements, makes the
production of threads that meet safety demands definitely a difficult task, which forces
the aviation industry to introduce and comply with extremely restrictive regulations and
quality standards.

Therefore, companies from the aerospace industry use and constantly implement
modern and innovative solutions for machines, tools and machining methods. In recent
years, a growing problem of the manufacturing industry is the lack of qualified employ-
ees, so this is the reason why continuous improvement of processes, and automation
are becoming indispensable activities which allow to remain competitive on the global
market. In modern production plants, one of the key goals in recent years is the imple-
mentation of the Industry 4.0 concept, according to which machining processes are
performed in the technology called “closed door machining”, i.e. without operator inter-
ference [7, 8]. This action allows to increase the production efficiency, and also ensures
greater repeatability, which in turn affects the quality of the final products. Threaded
elements are one of such products. However, in addition to the commonly known metric
and inch connections, aero-engines contain more sophisticated symmetrical and asym-
metrical special solutions, e.g., buttress threads. The quality and precision requirements
for this type of product are much higher than in the case of traditional threads used when
joining machine parts. For example, the tolerance of the pitch diameter of an external
thread on an engine shaft made of Inconel 718 could be ±50 µm. This results in the
need for precise control of such products, and following the philosophy of “closed door
machining”, the control process should also take place without operator intervention.
This would allow to shorten the measurement time, increase its repeatability and elim-
inate the fallibly human factor. Due to the specificity of this products, removing them
from a numerically controlled lathe practically excludes, in production conditions, the
introduction of any corrections.

For this reason, themeasuring process is increasingly becoming an integral part of the
manufacturing process. If it is possible to implement it directly on the machine, process
time is reduced by eliminating transport to the measuring station, costs are reducing by
eliminating measuring stations and the possibility of direct product corrections appear.
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Moreover, if themeasurement process is carried out in automaticmode, then the negative
influence of the human factor on the correctness of the obtained results is eliminated.
Solutions of this type are found in relation to simple geometric characteristics (and
this in a much smaller range than measurements carried out on a coordinate measuring
machine in laboratories), however, in the case of making threads on a CNC machine,
measurements of this type have not been carried out so far.

This paper is an introduction to further considerations on the selection of an appro-
priate measuring method and integration it with the machining process, which would
allow measuring turned threads in automatic way directly on a CNC lathe.

2 Methodology of External Threads Measurement

Due to the fact that the thread is described by a number of dimensions, considering the
measurementmethods, it should first of all be specifiedwhich of the geometrical features
requires control. Threadmeasurementmethods can be classified in twoways. Depending
on the interpretation, there are manual and automated measurements as well as contact
and non-contact measurements. Typical methods described in classic handbooks are
based on devices that require operator support. When analyzing scientific articles from
recent years, it can be noticed that attempts are made to automate thread measurements.
In many cases, described by researchers, measurement methods have been developed
that allow to obtain a result with an acceptable measurement uncertainty.

It is known, that the range of dimensional tolerances of threads has been defined in
general standards. Sometimes, as already mentioned in the introduction, these require-
ments may be tightened due to the use of the product in a responsible application. In the
case of critical connections, high emphasis is placed on the quality of the thread surface,
the absence of scratches and cracks. These damages are often ignored in the dimensional
inspection, therefore an important condition for the approval of parts before shipment to
the customer is visual inspection, which ultimately eliminates components containing
surface defects.

In most cases, in order to check the correctness of the thread, it is sufficient to control
it using dedicated gauges: go and no-go. The main advantage of this solution is the speed
of verification, low operator skill requirements and the ability to check the functionality
of the entire thread at once [9]. Unfortunately, this method has many disadvantages. First
of all, the test gives only a binary result and in the case of detecting an irregularity, we are
not able to identify which feature it relates to. Moreover, Kosarevsky [10] noticed that
it is easy to overlook the incorrectness of the thread if despite the dimensional deviation
it meets the functionality, e.g. the pitch error may be hidden by making a larger pitch
diameter. In the same work, he also pointed out other disadvantages of the gauges,
such as high cost of production and susceptibility to wear, which necessitates regular
calibration. Suliga [11] noticed that, based only on checking by gauge, it is possible to
ignore defects which in some situations may be critical, e.g. cracks.

Traditional measuring methods have been clearly described by Malinowski [3] in
the handbook dedicated to the thread measurements. The flank angle and the root radius
could be measured by optical technique using a microscope or a projector. One of the
helpful solutions in the case of small dimensions or invisible, hard-to-reach threads is



92 B. Krawczyk et al.

to recreate its profile on the basis of replication [12]. For measuring geometric elements
of the thread profile, it can be also using a contourograph equipped with a thin and stiff
tip with a small radius (approx. 0.01 mm). However, the author emphasizes, that in this
way only information about the total thread angle α is obtained, not the angles of the
individual flanks α1 and α2. In difference to the optical technique, this contact device it is
not able to measure the contour on both sides of the axis. The value of the pitch diameter
can be evaluated using a microscope or a projector, as well as by touching method with
a micrometer with a special, interchangeable tips with a conical and prismatic shape
selected depending on the nominal thread pitch. However, the most accurate in this case
will be an indirect method called the three-wire method. Properly selected measuring
wires are placed in the thread groove and their outer diameter is measured perpendicular
to the thread axis. The relationship between the direct measurementM and the value of
the pitch diameter d2 is given by the formula (1) [3].

d2 = M − dw
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α
2

)
]
+ P

2
ctg

(α

2

)
+ p1 + p2 (1)

where:dw –wire diameter,α – thread angle,P –pitch,p1 – rake correction,p2 –correction
due to deformation caused by measurement force.

For a better illustration, this relationship is shown in the below figure (Fig. 1).

Fig. 1. Three wire method for pitch diameter measurement [3].
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The major diameter of the external thread could be measured with the same devices
that are used to measure the external diameters of the shafts. In the case of the minor
diameter, both optical and contact measurements are used, e.g. with a thread micrometer
or a projector.

The continuous development of a coordinatemeasuring techniquemade it possible to
measure selected thread features at CMMstations. Despite the high price of themachine,
its universalism causes that more and more companies decide to use these devices in
measuring centers [13]. It is worth to notice that the expensive gauge is dedicated to a
specific, one thread, while the measuring machine has no such limitations and is much
more universal. The measurements of threads on the CMM are primarily limited by the
size of the ball, which is often unable to reach the bottom of the groove [11]. Carmignato
[14] performed the test using a special needle-shaped tip with a radius less than 0.1 mm
(see Fig. 2). These tests resulted in obtaining the uncertainty of measuring the pitch
diameter at the level of 2 µm.

Fig. 2. Needle-like probe [14].

When measuring the threads on the CMM, specific dimensions should be indicated,
and what is more, the measurement takes place only in selected sections, which makes
it possible to omit a defect that affects the functionality. In that case the advantage of
gauges are highlighted, however, in the case of an assembly problem, the gauge control
will not give us information where the problem exist, the CMM does [9]. Preparation
a program for CMM is certainly time-consuming and requires a qualified operator, but
subsequent measurements are made automatically, which eliminates the human factor
that occurs with manual methods [15].

Despite the many advantages of CMM, when analyzing the latest literature, a con-
clusion is drawn that more and more attention and research concerns the non-contact
measurement of threads. The arguments for them are speed, the ability to measure many
features at the same time, and the ease of collecting and storing data in a digital form.
By choosing the non-contact method, the possibility of scratching the thread surface
is eliminated due to its non-invasive character. One of such methods, based on laser
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triangulation, was described by Suliga [11]. The researcher emphasized that the mea-
surement accuracy is limited by the resolution of the light sensor, but increasing the
resolution affects the time of data processing. In his experiment, Suliga drew attention
to the occlusion effect, i.e. the occurrence of blind spots that are not registered by the
measuring system. In the work, he pointed out the advantages of the rotational motion
of the measured detail in relation to the measuring system in relation to the classic app-
roach of linear displacement. Light reflections, depending on the type and quality of
the measured surface, and the light beam scattering at the edges are a great difficulty in
optical measurements [8, 16].

In recent years, there has been a rapid development of information technologies sup-
ported more and more often by artificial intelligence. Due to the development of image
processing algorithms, vision systems regularly support quality control processes. The
measuring system developed by Gadelmawla [17] allows the evaluation of as many
as 18 thread features with an accuracy deviating from standard measuring methods by
±5.4 µm. He, Zhang et al. [18] proposed a method for assessing the extent of damage
as well as for measuring of damaged tapered threads based on the linear array CCD.
Chen et al. [19] noticed that with non-contact detection of thread profile boundaries,
the challenge remains to ensure that the thread axis intersects the CCD camera axis
perpendicular. Researchers have described an algorithm that can reduce the workpiece
inclination error by 50%. The literature also describes attempts to introduce a measuring
system based on vision systems directly into the machining space [20]. Unfortunately, at
present, a big problem that makes such a solution practically impossible on an industrial
scale is the influence of the lubricating oil and cooling liquid on the obtained measure-
ment results, and it depends on the viscosity of the oil as well as the measured feature.
The greatest error was observed when measuring the minor diameter of the external
thread [21]. The occurrence of chips and temperature fluctuations are also factors that
make it difficult to use an automatic measuring system in the processing environment.

Currently, in industrial factories, devices aimed at improving and accelerating mea-
suring processes are more and more often found. An example can be a series of optical
scanners dedicated to shafts and other rotating elements - Opticline produced by the
Jenoptik company (Fig. 3). The measurements are based on cameras with high resolu-
tion 0.1 µm and light sources moving along the axis of rotation of the workpiece, which
guarantees the rapid collection of the contour and the calculation of many measurement
features. Dedicated software provides the ability to measure both the features of geo-
metric dimensions and deviations of shape and position, where one of the options is
also thread profile measurements. It should be noted that these measurements certainly
depend on both external factors and the quality of the device itself, but also the software
and image analysis algorithms play an extremely important role here.
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Fig. 3. The measuring station designed for rotating parts measurement [22].

The authors of this study decided to carry out a comparative test of traditional manual
methods with the selected method of automatic measurement.

3 Material and Methods

The research was carried out on three test pieces with an external, inch threads. Each
of the samples had a different thread profile, triangular (UNJ), trapezoidal symmetrical
(ACME) and trapezoidal asymmetrical (BUTTRESS). The dimensional tolerances of the
tested elements were specified on the basis of the American standards [23–25]. Nominal
dimensions are presented in the table (Table 1).

Two features were measured on each thread, the major diameter and the pitch diam-
eter. In the first step, manual measurements were made. For the external diameter, for

Table 1. Nominal dimensions of tested threads.

2.750-16 UNJ-3A 2.875-16 ACME-3A 4.5590-12 BUTT-3A

Number threads per inch 16 16 12

Major diameter [mm] Ø69.73±0.11 Ø72.96±0.08 Ø115.8±0.07

Pitch diameter [mm] Ø68,767±0.05 Ø71,878±0.08 Ø114.64±0.07

Wire [mm]/Mp measurement
[mm]

Ø0.914
Ø70.14±0.05

Ø0.914
Ø73.373±0.08

Ø1.093
Ø116.12±0.07
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UNJ and ACME threads, a Mitutoyo digital micrometer with a measuring range of 50–
75 mm (No.: 293-232) was used, while for the BUTTRESS thread, a device of the same
manufacturer with a range of 100–125 mm (No.: 293-250). The pitch diameters were
measured using the three-wire method (Fig. 4). Wires with a diameter of Ø0.914 mm
(UNJ, AMCE thread) and Ø1.093 mm (BUTTRESS) were used.

Fig. 4. The view of wires in roots of ACME thread.

The indirectmeasurementwas evaluatedwith a passameter by setting the recalculated
nominal dimension on the stack of gauge blocks (Fig. 5).Mitutoyo 50–75mm (No.: 523-
123) for UNJ and ACME and Steinmeyer 100–125 mm (No.: 276016) for BUTTRESS
dial snap meters were used in this experiment. Measurements were made three times for
each element in places distributed on the circumference of the parts every 60°. Each of
the above micrometers and passameters has a step of 1 µm.

Fig. 5. Measurement devices used to measure pitch diameter ACME thread.
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For comparison, the same features were measured with the use of automatic devices.
Symmetrical threads were measured optically with Opticline C1214 (Fig. 6). Maximum
permissible error – MPE, for diameter 1.0+D/200 µm and for length 2.6+ L/200 µm.
Dimensions was measured in ten sections, evenly spaced around the circumference. The
average values are given as a result. For an unsymmetrical trapezoidal thread, the pitch
diameter cannot be calculated due to the strong obscuring of the sides of the thread
profile in the profile image. For this reason, the buttress thread was measured by a
different method. For this purpose, Zeiss ACCURA II 12/30/10 coordinate measuring
machinewith lengthmeasurement error 1.9+L/300µmwasused.Themeasurementwas
performed with the touching probe with the ruby stylus with diameter Ø1 mm (Fig. 7).
The pitch diameter was measured by scanning the groove along the full circumference of
the shaft in one section. The self-centering probing function available in the Calypso 6.2
software was used [15]. The major diameter was also checked with a full circumference
crest scan. In both cases, the average values were evaluated.

Fig. 6. The view of ACME thread measurement on Opticline C1214.

Fig. 7. The view of buttress thread measurement on CMM.



98 B. Krawczyk et al.

4 Results and Discussion

The results of the measurements are presented in the table below (Table 2).

Table 2. Measured dimensions of tested threads.

2.750-16 UNJ-3A 2.875-16 ACME-3A 4.5590-12 BUTT-3A

Major diameter
[mm] –micrometer

Avg. Ø69.753 Ø72.957 Ø115.793

Min. Ø69.752 Ø72.955 Ø115.784

max. Ø69.753 Ø72.961 Ø115.805

Major diameter
[mm] – Opticline

Avg. Ø69.756 Ø72.954

Min. Ø69.754 Ø72.951 –

Max. Ø69.757 Ø72.959

Major diameter
[mm] – CMM

Avg. – – Ø115.796

Min. Ø115.781

Max. Ø115.816

Pitch diameter
[mm] – three wires

Avg. Ø68.773 Ø71.866 Ø114.632

Min. Ø68.771 Ø71.863 Ø114.626

Max. Ø68.775 Ø71.870 Ø114.640

Pitch diameter
[mm] – Opticline

Avg. Ø68.786 Ø71.877

Min. Ø68.783 Ø71.873 –

Max. Ø68.788 Ø71.882

Pitch diameter
[mm] – CMM

Avg. – – Ø114.647

Min. Ø114.631

Max. Ø114.655

Each of threads has been made in accordance with the dimensional tolerance. When
comparing the average results of measuring major diameters for three types of threads,
it was noticed that the maximum difference between the manual and automatic methods
is 3 µm, which confirms the validity of the interchangeability of both methods. In the
case of comparative studies on pitch diameters, both for Opticline and CMM, greater
differences were obtained, reaching a maximum of 15 µm. This measurement is an
indirect measurement, certainly with a greater error. Moreover, the manual measurement
was limited to three results, while the average results obtained automatically included
many more points. It has been noticed that the applied optical method also does not
ensure full accessibility to the thread profile in the section dividing shaft along the axis
because of the obscuring. In the case of the optical method, the cause can also be found
in the software itself and in the algorithm for calculating the pitch diameter value. When
analyzing theminimum andmaximum values of the buttress threadmade of Inconel 718,
it was noticed that the diameter had an oval of 35 µm, which is a common phenomenon
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for this material. Certainly, the cleanliness of the surface, the calibration of devices, as
well as the determination of the base surface in the case of CMM, have an influence on
themeasurement results. To sumup, the testedmethods are suitable formeasuring details
in industrial production, but in the case of narrow tolerances, the selected method should
certainly verify and their correctness should be confirmed, e.g. by the third method. Due
to the many advantages, the requirements of the modern manufacturing industry mean
that measurements should be performed automatically.

Further research into automatic thread measurement methods are planned. In the
next stage, the tests carried out will be extended to a larger number of samples and
measurement methods like e.g. laser line [26]. Tests of measuring the pitch diameter will
also be performed directly on a CNCmachine e.g. with a Renishaw RMP600 measuring
probe.

5 Conclusions

1. Quality assurance of threaded elements is an extremely important and complex task,
especially if they are used in aviation applications.

2. Research on the automation of the measurement of external threads is described in
the literature to a very limited extent, especially when it comes to unsymmetrical
trapezoidal threads.

3. Automatic measurements based on optical technology are faster and more universal
than contact measurements, but they are more susceptible to external factors, such
as cleanliness or light reflections.

4. On the basis of the obtained results, it can be confirmed that it is possible to automate
the measurement of selected features of external threads.

5. According to the literature, attempts are being made to automate the measurement
of external threads on CNC machines, but currently there is no ready-made solution
used on an industrial scale.
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Abstract. In the article is presented research results of deviations in various longi-
tudinal sections (measured parallel to feed direction) and deviations in transverse
sections (measured perpendicular to feed direction) during face finish milling.
It was found that diversification of deviations in various sections is a result of
geometrical action of the mill relative to workpiece movement. Original method
of improving flatness by compensation path preparing and assigning the path to
facemill was presented. Compensation was realized in interrupted way, consisting
in determination of compensation path on the basis of machined surface profiles
measurement in the pass before compensation one. It has been proposed to carry
out pass with tilted axis of the mill before compensation to avoid back cutting
and obtain correct compensation path. Then in compensation pass axis of the mill
should be set perpendicular and compensation path should be assigned to front
part of the mill, which formed machined surface in previous pass. Face mill cuts
on length higher than length of workpiece. So it has been proposed to take not only
single longitudinal profile but also fragment of longitudinal profile distanced the
most from axis of the mill as a compensation path shape. The developed compen-
sation technique is more advantageous in relation to applied to date ones, during
milling with large diameter of mills and for large longitudinal deviations.

Keywords: Face milling · Flatness · Compensation · Tool path correction

1 Introduction

Since machined surfaces of many workpieces, e.g. deck faces of engine blocks or mould
joints, meets role of sealing faces, flatness of the faces is of great practical importance
[1]. Simultaneously from many years is visible tendency of replacing some grinding
operations with precision turning and milling.

Methods ofmachined surfaceflatness error assessment are often based on registration
of profiles in consecutive sections parallel or perpendicular to feed direction (deviations
�w in longitudinal sections or deviations�p in transverse sections respectively) [2]. This
is justified by different arisingmechanisms of deviations presenting in the two directions.
The longitudinal deviation arises mainly from workpiece and wedge expansion due to
cutting heat [3, 4], regret of wedge corner due to its wear [4], elastic deformation of
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machined system due to cutting forces [5–12] and geometric errors of the system [7, 11,
13]. As a main reason for the transverse deviations arising is mentioned tilt of face mill
axis [1, 8].

In facemilling process deviations�w in various longitudinal sections and deviations
�p in various transverse sections are diversified. Literature sources indicate that the
deviations can have various run. Reasons for the diversification are recognized weekly.
Common feature of research results of [1, 6] concerning modeling of cutting forces
impact on flatness error after face milling by the FEA method, is the surface rising at
face mill exit in right corner of the surface (looking from beginning of milling length).
Authors of [2] investigated real deviations after face milling in conditions assumed in
modeling in [1]. They obtained the lowest profiles in transverse sections distanced from
clamping elements of workpiece, inversely than in [1], what they supposed to be result
of another face mill and its tilt angle application.

Due to the shape error identification scheme, two types of compensation can be
distinguished: “off-line” (passive) and “on-line” (active). In off-line compensation, errors
are first measured or identified, and then corrected in successive passes. In off-line
compensation, the identification of errors and their control are carried out simultaneously
during machining.

The error profile shape and its value can be identified in the “off-line”method: before
machining process, after the process or intermittently. With pre-process identification, a
model of the influence of various factors on formation of the errors is first created, which
is then used to increase accuracy during machining. In after process method errors are
identified by measurement. The idea of an intermittent process is to measure workpiece
errors on the machine after replacing cutting tool with a measuring tool. In the “on-line”
method, two main approaches to identifying of errors can be distinguished: registration
of errors during cutting or their identification using mathematical prediction.

The use of the mathematical model during face milling is used when one or two
sources of errors, e.g. cutting forces [7–9, 11–15] or geometric errors of the machine
tool [7, 11, 13] dominate the others. The advantage of identifying errors on the basis
of measurements of the machined surface [13, 16] is that all error sources are taken
into account, except for the random errors that can only be taken into account in active
compensation.

After identifying errors, compensation should be performed. There are three main
methods of its implementation in face milling: by means of variable feed along the
milling length [14, 16–18], deformation of the workpiece [3, 10] and correction of the
tool path [7, 9, 12–14, 16, 18]. The authors [14, 16, 18] proposed compensation by
combination of the variable feed strategy and modification of the vertical position of the
cutter.

Each of the compensation methods has some disadvantages. The use of variable
feedrate to achieve a specific face mill deformation affecting form errors is difficult
to implement and the errors reduction is limited. In turn, the use of deformation of
workpiece by clamping forces is only suitable for improving flatness of workpieces with
selected shapes. During compensation by path correction method, the main problem is
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back cutting by face mill [13, 14, 16, 18]. Authors of [13] compensated deviation in
longitudinal section during face milling by tool path assigned to axis of small diameter
end mill. In the authors opinion assigning of compensation path to axis of large diameter
face mills could cause “undercutting” by back of the mill problem, especially when
component of longitudinal deviation from geometrical errors of machine tool is large.
In order to otain flat surface after face milling it is necessary to set axis of the mill
perpendicular to feed direction, when bi-directional lay on machined surface occur. At
Fig. 1 is visible that when axis of the mill is perpendicular to feedrate, another profile of
machined surface is obtained than the path shape during movement of the mill according
to curvilinear path, due to back cutting effect.

Fig. 1. Contact of wedge in various points of machined surface during face milling with
curvilinear path and non-tilted axis of the mill.

2 Range and Conditions of Research

The research was divided into three parts. Description of phenomena connected with
arising of machined surface deviations in various longitudinal and transverse sections is
presented in part 3.1 of the work. Minimization of the deviations by correction of face
mill path is presented in part 3.2 and results analysis of the compensation in part. 3.3.

Research we carried out during symmetrical dry face milling of hot work tool steel
55NiCrMoV in hardened state. Constant cutting parameters vc, f z, ap and constant
ratio of milling width to mill diameter ae/d = 0,9 were applied in each research parts
(Table 1). There was applied fly milling, for the sake of possible difficulties in results
interpretations in conditions ofwedges run out. Passes in the deviations diversity research
and compensation testswere carried out bybrandnewwedges.Wedgewear characterized
by band width of the corner wear VBc was changing in range given in Table 1.
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Table 1. Selected machining conditions

Machine tool: FND32F made of AVIA (in part 3.1),
FYN50ND made of JAFO (in part 3.3)

Workpiece: 55NiCrMoV (52HRC), ae = 78,5 mm, l = 215 mm (in part 3.1), l =
250 mm (in part 3.3),

Face mill: 4.01006R232 made of Kennametal d = 87 mm, z = 1, αp = 6º, γ p =
−6º, γ f = −11º

Machining parameters: vc = 306 m/min, ap = 0,15 mm, f z = 0,125 mm/wedge

Cutting insert: RNGN 120700 T01020, KY4300 (Al2O3 + SiC) grade made of
Kennametal

Wedge wear: VBc = 0–0,055 mm

For registration in time of machined surface profiles incremental length gauge
MT12B made of Heidenhain with resolution 0,0005 mm and own measuring program
was used (Fig. 2). The gauge was fixed to frame of milling machine and it was moving
during measurement in axes X and Y of the machine and workpiece coordinate system.
It was assumed that during registration of the profiles on milling machine geometrical
errors of its movable units not superimposed to the profiles (it was found that milling
machine geometrical errors impact was less than 2 µm [9]). The deviations values �w
and�pwere gave as a distance between maximal and minimal position of approximated
profiles Z = f(X) and Z = f(Y) measured relative to movement path of the gauge.

Fig. 2. Research stand for face milling and registering of machined surface profiles at FND32F
milling machine.
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3 Results and Analysis of Research

3.1 Deviations Diversity in Various Sections

Understanding of deviations arising in various sections is necessary to carry out the
compensation. The deviations were analyzed parallel and perpendicular to feed direction
due to different factors that have impact on their arising.
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Fig. 3. Deviations in various longitudinal a) and transverse b) sections (pass 1–5 is the repeating
of milling and measurements).

In middle longitudinal section intersecting axis of face mill deviation �w had the
highest value (Fig. 3). The phenomenon can be explained by delay in generation of
machined surface by wedge of face mill in side longitudinal sections relative to middle
section. From the moment the wedge was begun to cut work material in middle section
II to the moment cutting has begun in side sections I and III, distance lψ passes (Fig. 4).
During applied symmetrical milling the lψ length can be calculated from Eq. 1. During
the lψ distance has been running deviation�w(lψ ) was arisen in section II. Because only
just from the moment cutting has begun in sections I and III, deviations in the sections
will can attain fewer values than in section II.

lψ = 0, 5
(
d −

√
d2 − 4b2

)
(1)
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Fig. 4. Forming of machined surface in various longitudinal sections.

As it wasmentioned course of transverse deviations can be various onmilling length.
The course can be explained by variability of face mill axis tilt relative to real path of the
mill. When feed direction is parallel to the X axis deviation component �p(α) caused
by tilt of face mill axis by α angle, can be calculated during symmetrical milling from
relationship (2) But tilt of face mill axis in the XZ plane changes by dα value in relation
to tangent to the profile Z = f(X) in longitudinal section due to the profile curvature
(Eq. 3, Fig. 5). Assuming that lψ = 0 mm deviation value �p(α + dα) caused by the
curvature can be written down by formula 7.

Fig. 5. Influence of profile Z = f(X) in longitudinal section shape on deviation in transverse
section component �p(α + dα) caused by real tilt of face mill axis.
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�p(α) = 0, 5

(
d −

√
d2 − a2e

)
sin α (2)

dα = tan−1 dZ

dX
(3)

�p(α + dα) = 0, 5

(
d −

√
d2 − a2e

)
sin(α + dα) (4)

Theoretical value of deviation �p(α + dα) on milling length is presented against the
background of real longitudinal profile Z = f(X) in Fig. 5. A bit another real course �p
= f(X) (Fig. 3b) than course �p(α + dα) = f(X) at Fig. 5 can be explained by the lψ
delay. At the figure is given the α angle, measured by incremental length gauge. Tilt by
α angle was applied intentionally to give unidirectional lay on whole machined surface,
because it was easier case for analysis of the deviations arising.

3.2 Compensation Method

There was analyzed passive compensation, with identification of errors in previous pass
and their correction in next one. Identification of the errors was performed intermittently,
consisting in performing milling, then replacing the cutting tool with a measuring tool.
Then, after developing the compensation path, a milling pass was made with the same
parameters and tool path correction. Measurement of machined surface on the machine
tool in the intermittent method takes into account all error influencing factors, except
the machine geometric errors. It is effective in serial production of the same parts due to
time consuming procedure of compensation path determination before right machining.

It was found that in pass before compensation axis of the mill has to be tilted in
feed direction by angle α > 0° (1 in Fig. 6), to be sure back of the mill will not be
cut again surface formed by its front. Only then there is certainty the movement path
of the mill will corresponds to machined surface profile. Axis of the mill has to be set
perpendicular to feed direction in compensation pass only 8. Setting of the axis relative
to feed direction should be done at the beginning of milling length for l = 0 for the
two passes, because real feed direction is changeable and causes variability of the tilt
on length l by dα angle (Eq. 4, Fig. 5). For the sake of various tilt settings necessity in
the passes before and during compensation the presented procedure cannot be applied
in active compensation.

After pass before compensation 2 longitudinal profiles in axis of the mill and dis-
tanced by b from axis of the mill should be registered 3. It needed for creation of
compensations path shape by connecting of registered profiles fragments (Fig. 7).

Onmilling length segment (0; l) the path shape should be assumed to be longitudinal
profile crossing axis of the mill (or placed the nearest to the axis if no profile crossing it
during non-symmetrical milling) 4. Facemill cuts at length higher than workpiece length
l by the lψ value. If compensation path shapewould be assumed to be longitudinal profile
crossing axis of the mill only, area in exit phase of the mill at length (l; l + lψ ) will
not be compensated. So at the (l; l + lψ ) length compensation path can be fragment
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of longitudinal profile registered at distance b from axis of the mill 5. It can be done
because geometrically every point of the mill moves with the same path.

To obtain compensation path created shape should be reflected relative to nominal
machined surface profile 6. Beginning of compensation path should be assigned to point
on front part of the mill, which cut longitudinal profile the nearest to axis of the mill
7, because front part of the mill cut machined surface in pass 2 before compensation.
Assigning of compensation path to other point of the mill will caused shift of the path
on milling length.

Fig. 6. Scheme of flatness improvement method by correction of mill path.

Over length l + lψ the mill can still cut by its back. If geometrical errors were
not earlier inputted to control system of machine tool, deviation component from the
geometrical errors should be took into account over the length, because other factors are
equal to zero.

Giving consideration only to impact of geometrical movement of the mill it can
be stated that other versions of longitudinal profiles fragments joining to determine
compensation path shape than presented in Fig. 6 and 7 are possible. For instance,
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compensation path shape can be equal to profile registered the closest to axis of the mill
on milling length (0; lψ ) and profile the farthest from the axis on length (lψ ; l + lψ ).

Fig. 7. Creating of compensation path shape.

3.3 The Compensation Effects

In machining tests beginning of compensation path was assigned to point in front of the
mill crossing axis of the mill, like at Fig. 7. Compensation path shape was assumed to
be longitudinal profile registered in axis of the mill on length (0; l) and profile distanced
by b = 36 mm from the axis on length (l; l + lψ ). Tilt of face mill axis by angle α > 0
in pass before compensation and by angle α = 0 in compensation pass were applied.
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Fig. 8. Deviations �w and �p obtained before and after compensation in various longitudinal
and transverse sections for three repeating of the experiment.
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Figure 8 shows the results of the deviations �w and �p in different sections for
the three compensation tests performed. Correction of face mill path in relation to the
workpiece allowed to reduce to about 5 µm and to equalize values of deviations �w in
all longitudinal sections. It is probably limited capability of machine tool used. It can
be assumed that flatness improvement takes place when decrease not only longitudi-
nal deviations but also transverse ones. After compensation transverse deviations also
decreased, but this is mainly result of reduction of face mill axis tilt angle α.

Figure 9 shows the longitudinal machined surface profiles recorded in three dif-
ferent sections before and after compensation, and the compensation path for one of
the performed tests. At the figure is pointed out deviation �w(lψ ), which will not be
compensated if vertical position of the mill would be corrected at length l only.

The error component�w(lψ ) could be large especially in the case of high longitudinal
deviations, large diameter face mills and milling widths.
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Fig. 9. Influence of compensation path on machined surface profiles in various longitudinal
sections.

The smallest reduction of transverse deviations after compensation occurred at the
beginning of the milling length. It is caused by rising compensation path, what can be
proved by performing milling with a constant inclination angle α > 0 in both passes,
before and during compensation (Fig. 10). At the figure is visible that rising of compen-
sation path by 5 µm on length X = lψ caused rising of transverse profile at the ends of
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workpiece width measured on length X= 1mm by similar value. It is caused by increas-
ing of the mill axis tilt angle α + dα measured relative to tangent to compensation path
in contact point of tool with workpiece.
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Fig. 10. Influence of face mill path on profile in transverse section.

4 Conclusions

In longitudinal section forming by axis of face mill deviation �w often has the high-
est value. It is caused by shift in generation of machined surface by the mill in side
longitudinal sections.

Curvilinear profile in longitudinal section, which is a real path of face mill, causes
local changes of face mill axis tilt by dα angle. It has effect on deviations in transverse
sections �p variability, measured in various places on milling length.

In order to obtain flat surface after face milling axis of the mill have to be set perpen-
dicular to feed direction. But then face mill path (which is wanted to be compensated)
can be different frommachined surface profile. So it has been proposed original concep-
tion to carry out pass with tilted axis of the mill before compensation to be sure back of
the mill will not cut again already machined surface. Then in compensation pass axis of
the mill should be set perpendicular and compensation path should be assigned to front
part of the mill, which formed machined surface in previous pass.

Facemill cuts on length higher than length l ofworkpiece. It causes that compensation
path shape cannot be equal to single longitudinal profile of machined surface, since some
area of the surface will not be compensated. So it has been proposed new strategy to take
longitudinal profile in axis of themill at length (0; l), and to take fragment of longitudinal
profile distanced by b from axis of the mill as a compensation path shape at length (l;
lψ ). Beginning of compensation path should be assigned to the same point of the mill,
which cut longitudinal profile in axis of the mill in pass before compensation.
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The developed compensation technique can be more advantageous in relation to
applied to date ones, especially during face milling with large diameter mills, milling
widths and longitudinal deviations.
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Abstract. This paper presents a specially designed contact measuring probe for
the 3D scanner. It also presents stages of development of the handheld measuring
probe including adjustment on coordinate measuring machine. The test proce-
dure of the system was performed according to VDI/VDE 2634. This procedure
involved the determination of probing error, sphere spacing error and flatnessmea-
surement error. The performance of the system was verified according to the test
procedure. The maximum permissible errors of the system were determined and
the measurement uncertainty was taking into account. The accuracy of the system
has been improved thanks to the use of the probe calibration on the coordinate
measure machine.

Keywords: 3D scanner · Validation · Handheld probes ·Markers

1 Introduction

The popularity of three-dimensional 3D scanning technologies have increased over the
last few years. This is a result of technological progress for example, scanners are
smaller, more portable and more powerful. Furthermore, we can observe increasing
range of different applications in multiple industries [1, 2].

The test results described in this article are based on measurements taken by the
scanner, such as MICRON3D green stereo (Fig. 1). Depending on the technology we
use, there are scanner based the projection of structured light and laser projection. In
this research we use structured light scanner with two cameras and one projector. In
this scanner, the principle of operation is based on passive triangulation between each
camera, projector and measuring point. Geometry mapping is carried out by projecting
structured light onto the scanned surface according to the Grey code principle and phase
shifted fringes. The MICRON 3D green stereo scanner uses to measure green LED
light, with a wavelength of around 500 nm, which enables increase the accuracy of the
measurement; even 30% in relation to the traditionalmethod ofwhite lightmeasurement.
The use ofmonochrome cameras enable to create bettermapping of the surface structure.
In addition, the usage of LED light source reduces energy consumption and increases
the service life of the entire system.
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All results are based on measurements using the contact probe with determined
markers and the 3D scanner. The markers placed on the probe are necessary to determine
the position of the probe in the measuring space of the optical scanner - the markers
are tracked by the scanner. The handheld probe is used to measure elements most often
invisible to the scanner for example internal holes. This contact probe is useful for
measuring process in which the scanner may have an obstacle to measure complicated
objects [3–9].

Fig. 1. Scanner MICRON 3D green stereo.

2 Stages of Development of the Tactile Probe

Development of contact probe had several important stages. The first step was the choice
of appropriatemarkers. This part of researchwas aimed at selecting amaterial that would
ensure the most appropriate representation of the marker in the image made by the
scanner detector. Research work was carried out for cameras operating in the visible and
infrared beams. The selection of markers was influenced by the shape of the probe and
the number of points needed for a reliable identification on the probe in the measurement
space. The possibility of their calibration on a more accurate device than the designed
system was also taken into account.

At the beginning, tests were carried out with passive markers (Fig. 2), which were in
the form of stickers or a printout on the probe. After testing, it turned out that the passive
markers were insufficient, themain problemwas the inability to precisely calibrate them.
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Fig. 2. Probe with passive markers.

Therefore, it was decided to choose active markers - diodes placed in conical holes
on the surface of the probe (Fig. 3).

Fig. 3. Probe with active markers.
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The next aspect considered was the shape of the probe. Various variants of the
measuring probe were developed: due to their design and the arrangement of markers
on the probe. Work was carried out on ergonomics, functionality and the appearance of
the probe.

The next stage was to calibrate the probe. In the probe with active markers, the
measurement of markers was performed with the Leitz PMM 12106 with increased
MPE = 0.6 µm + 0.7 L µm/m with a contact probe head. After mounting the matting
plate, a stand for measurements was made so that the plate would not bend. Then, the
markers were measured from both sides of the probe to determine the centers of the
markers (Fig. 4). These coordinates were created at the intersection of the axis of the
inner cone with the matting plate.

Eachmeasurement was performed using an accreditedmethod of calibrating objects,
the so-called multi-position method. This method consists of measuring an element in
four positions: base, object rotated about the x axis, object rotated about the y axis, object
rotated about the z axis. Probes with active markers were calibrated with an uncertainty
of 1.1 µm.

Fig. 4. Probe with active markers measured by WMP PMM.



Development of the Handheld Measuring Probe for a 3D Scanner 119

An important element in the development of the probe is to define the algorithmof the
x, y, z coordinates of the probe tip center. It must be calculated in relation to the centers
of the markers obtained from CMM (Coordinate Measuring Machine) measurements.
Measurements carried out on coordinate measuring machine was a key to improvement
the accuracy of the measuring probe [10, 11]. For further research, it was necessary to
develop a computer program allowing to determine the probe tip center based on the
markers.

3 Validation of the Alignment of Coordinate System

In order to increase the accuracy of the measuring probe, a number of tests were carried
out to check the algorithms used by the probe. The alignment of the coordinate system
has been validated. The validation consisted in converting 4 points measured in the
coordinate system (local system B) using the contact probe to the coordinate system
of the scanner (global system A). The standard shown in Fig. 5 was used during the
research. This standard consists of 3 balls and 3 cones.

Fig. 5. Validation standard.

Two possible methods of solving the problem were validated:

– method 1 - in this method, using a contact probe, the centers of three spheres (Fig. 5.)
and the points to be converted to the coordinate system of the scanner are measured.
On the other hand, in the coordinate system of the scanner, the centers of three spheres
should be determined, which enables the conversion of points from the contact system
to the contactless system.

– method 2 - in this method, three cones (one point in each of the three cones) and the
points to be converted to the coordinate system of the scanner are measured using the
contact probe. On the other hand, in the coordinate system of the scanner, the centers
of three spheres should be determined, which enables the conversion of points from
the contact system to the contactless system.
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4 Validation of the Developed Program

VALIDATION METHOD 1.
Four points were measured using a contact probe (local system B) (Table 1):

Table 1. Input data.

x [mm] y [mm] z [mm]

1 −114.08241 145.11110 481.95486

2 16.65738 135.72185 828.41166

3 216.00668 140.53416 719.08103

4 −3.15570 147.95254 417.38023

These points were entered into the reference software (PC-DMIS). They were then
transformed according to method 1. The Table 2 shows the coordinates of the four
points after conversion in the reference software (PC-DMIS). These results were taken
as reference results (PC-DMIS software is certified metrology software).

Table 2. Reference results.

x [mm] y [mm] z [mm]

1 110.58510 –118.43115 100.41587

2 189.05822 91.48571 −194.52522

3 395.10355 93.15632 −98.30144

4 225.75765 −119.41121 157.13459

The next stepwas to recalculate the input data (Table 1) in the validated software. The
converted coordinates of the points obtained from the validated software are presented
in Table 3. The differences between these results and the reference results are listed in
the Table 4.

Table 3. Results from validated software.

x [mm] y [mm] z [mm]

1 110.58509 −118.43115 100.41587

2 189.05823 91.48572 −194.52522

3 395.10356 93.15631 −98.30144

4 225.75765 −119.41122 157.13459
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Table 4. Differences between the results of the validated program and the reference results
(method 1).

x [mm] y [mm] z [mm]

1 −0.00001 0.00000 0.00000

2 0.00001 0.00001 0.00000

3 0.00001 −0.00001 0.00000

4 0.00000 −0.00001 0.00000

The largest differences observed were± 0.01µm. Software errors can be considered
as irrelevant.
VALIDATION METHOD 2.
The same input data presented in Table 1 was used to validate method 2. And
the same reference data (Table 2). The next step was to recalculate the input data
in the validated software. The converted coordinates of the points obtained from
the validated software are presented in Table 5. Table 6 shows the differences between
the results from Tables 2 and 5.

Table 5. Results from validated software.

x [mm] y [mm] z [mm]

1 110.04645 −118.47225 100.11343

2 190.78408 91.61205 −194.09633

3 396.07815 93.24531 −96.27933

4 224.77652 −119.47480 157.72157

Table 6. Differences between the results of the validated program and the reference results
(method 2).

x [mm] y [mm] z [mm]

1 −0.53865 −0.04110 −0.30244

2 1.72586 0.12634 0.42889

3 0.97460 0.08899 2.02211

4 −0.98113 −0.06359 0.58698

The biggest difference that was observed between the results obtained from the
validated program and the reference results in method 2 was 2.022 mm. The errors of
the second method are much bigger than that of the first method.
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5 System Calibration Procedure

To check the accuracy of the measurement, an accredited calibration procedure of the
optical system was used, based on VDI/VDE 2634. This section presents the accuracy
of the contact head. According to VDI/VDE, parameters are measured: probing error
(form) PF, probing error (size) PS, sphere spacing error SD and flatness measurement
error F [12, 13].

The probing error describes a characteristic error in 3D optical measuring systems
based on surface scanning in a smallmeasuring range. It is the distance between the center
of the sphere determined using the Gaussian criterion (the method of least squares) [14].

As a standard, spheresmade of ceramics, steel or othermaterials adequately diffusing
light with a diameter of:

d = (0, 1 . . . 0, 02) • L0 (1)

where:
L0 - diagonal of the smallest rectangular parallelepiped encompassing the measure-

ment space. The procedure consists inmeasuring the ball in at least 10 settings throughout
the measurement space (Fig. 6).

Fig. 6. Distribution of the test ball throughout the measurement space of the system during the
measurement.

Another qualitative parameter, the sphere spacing error, is used to verify the ability
of the system to reconstruct the length. It is the difference between the measured value
and the calibrated distance between the balls:

�l = lm − lk (2)

where:
Δl - error of the distance between the centers of the spheres,
lm - measured length value,
lk - calibrated length value.
To test the error of the distance between the centers of the spheres, a ball-bar standard

witch two spheres made of steel, ceramics or other appropriate materials can be used.
In order to investigate the error of indication along the length, the standard is measured
in six settings (Fig. 7).



Development of the Handheld Measuring Probe for a 3D Scanner 123

Fig. 7. The arrangement for determination of the sphere spacing error.

Flatnessmeasurement error is defined as the range of distances of the pointsmeasured
from the plane constructed according to the least squaresmethod by the best fit. Standards
in the form of cuboids made of steel, ceramics, aluminum or other material with low
reflectivity are used here, the width of which cannot be less than 50 mm, and length than
0,5 • L0. In order to determine the flatness measurement error, a measurement should be
made in min. six settings (Fig. 8).

Fig. 8. The arrangement for determination of the flatness measurement error.

6 Results of Calibration

A reference ball was used to determine the error of the probing error (form) PF and
the probing error (size) PS. During the measurement, this sphere was positioned so
as to cover the entire measuring space. Each time, 25 points were collected evenly
distributed on the sphere. As can be seen from the values presented in Table 1, MPE
(PF) is 0.031 mm, while MPE (PS) is 0.026 mm. MPE values take into account the
measurement uncertainty of the standard during its calibration (Table 7).
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Table 7. The results of the determination of the probing error. Nominal value of the reference
ball diameter is 24.98093 mm.

Position PF U(PF) Measured diameter PS U(PS)

[mm] [mm] [mm] [mm] [mm]

1 0.0241 0.0014 24.9717 0.0092 0.0006

2 0.0173 0.0014 24.9778 0.0031 0.0006

3 0.0183 0.0014 24.9608 0.0201 0.0006

4 0.0292 0.0014 24.9612 0.0197 0.0006

5 0.0021 0.0014 24.9590 0.0219 0.0006

6 0.0119 0.0014 24.9554 0.0255 0.0006

7 0.0277 0.0014 24.9622 0.0187 0.0006

8 0.0176 0.0014 24.9608 0.0201 0.0006

9 0.0211 0.0014 24.9747 0.0062 0.0006

10 0.0282 0.0014 24.9717 0.0092 0.0006

Max(PF) 0.0292 mm Max(PS) 0.0255 mm.
MPE(PF) 0.0310 mm MPE(PS) 0.0260 mm.

Another parameter checked was the sphere spacing error SD. Setting the standard
during the measurement was consistent with Fig. 6. For each of the 7 measurements, the
parameter was calculated as the absolute value of the difference between the measured
value Lz and the nominal value Ln, SD= |Lz− Ln|. TheMPE (SD) value was determined
at the level of 0.0290 mm (Table 8).

Table 8. Measurement results of the length standard.

Position Lz Ln SD U

[mm] [mm] [mm] [mm]

X 269.3813 269.4036 0.0223 0.0007

Y 269.3893 269.4036 0.0143 0.0007

Z1 269.3955 269.4036 0.0081 0.0007

D1 269.4247 269.4036 −0.0211 0.0007

D2 269.4234 269.4036 −0.0198 0.0007

D3 269.4254 269.4036 −0.0218 0.0007

D4 269.4315 269.4036 −0.0279 0.0007

Max(SD) 0.0279 mm.
MPE(SD) 0.0290 mm.
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The last of the determined parameters was the flatness error, where the standard
was set in the measurement space as shown in Fig. 7. The maximum flatness error was
determined at the level of MPE (F) = 0.034 mm (Table 9).

Table 9. Flatness error results.

Position F U

[mm] [mm]

1 0.0138 0.0026

2 0.0232 0.0026

3 0.0312 0.0026

4 0.0282 0.0026

5 0.0186 0.0026

6 0.0277 0.0026

Max(F) 0.0312 mm.
MPE(F) 0.0340 mm.

All the parameters of the tested system have been determined according to VDI/VDE
2634. The parameters such as maximum permissible errors (MPE) was determined.

7 Conclusions

Optical measurements are very important in industry today. They are very profitable
from an economic point of view.We can measure many features at once in a short period
of time. However, 3D scanners are not able to measure all dimensions. Sometimes the
measurements require collecting points in places not visible by the 3D scanner. The
contact measuring probe is more suitable for such applications.

Many problems have been solved during the research. Passive markers are easier to
apply than active markers. On the other hand, active markers allow you to achieve more
accurate results.

The correct determination of the marker centers allowed to improve the accuracy
of the measuring probe. This was made possible by measuring the marker centers on
coordinate measuring machine.

The measuring system consisting of the 3D scanner and the handheld measuring
probe was successfully tested according to VDI/VDE 2634 [14]. The system parameters
were determined in accordance with metrological requirements and the measurement
uncertainty was taking into account.

The software module responsible for the alignment of coordinate systems was val-
idated. The software enables alignment by two methods. The validation of method one
showed that the software had negligibly small errors. The validation of the secondmethod
showed that the errors are much larger than for the first method, so it is recommended
to use method 1 as it gives less errors. The biggest limitation of using handheld probe is
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the reduced measuring space in relation to the space of the entire system. If the markers
on the probe (even one) are invisible to the system, the algorithm is unable to calculate
where the measuring tip is located.

Further work will involve the preparation of a correction matrix for the described
probe, using reference measuring machines.

Acknowledgments. This work was supported by Ministry of Economic Development in Poland
grant number: POIR.01.01.01-00-0376/15, co-financed by Smart Growth Operational Programme
in the years 2014-2020.
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Politechnika Krakowska (2007)

11. Bernal, C., de Agustina, B., Marín, M.M., Camacho, A.M.: Performance evaluation of optical
scanner based on blue LED structured light. Procedia Eng. 63, 591–598. The Manufacturing
Engineering Society International Conference, MESIC (2013)

12. Bonin, R., Khameneifar, F., Mayer, J.R.R.: Evaluation of the metrological performance of a
handheld 3D laser scanner using a pseudo-3D ball-lattice artifact. Sensors (2021)

13. Ostrowska, K., Szewczyk, D., Sładek, J.: Optical systems calibration according to ISO stan-
dards and requirements ofVDI/VDE.Wzorcowanie systemówoptycznych zgodnie z normami
ISO i zaleceniami VDI/VDE. Technical Transactions. Mechanics (2012)

14. VDI-VDE-2634-Systeme mit flaechenhafter Antastung (2013)

https://doi.org/10.12913/22998624/59092


Comparison of Measurements Realized
on Computed Tomograph and Optical Scanners

for Elements Manufactured by Wire Arc
Additive Manufacturing

Michał Wieczorowski1 , I. P. Yago2, Pereira Domínguez Alejandro2 ,
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Abstract. Additive techniques become more and more common in manufactur-
ing processes. Among metallic materials an interesting technique for depositing
metallic layers is the use of Wire Arc Additive Manufacturing process, where
3D metallic structures are created using welding technologies, i.e. Gas Metal Arc
Welding. In the paper an analysis of measurement devices for surfaces after that
kind of manufacturing was presented. A computer tomograph as well as two types
of scanners were used, respectively with a high and low resolution. For dimen-
sional measurements the results showed that a CT is a good option, enabling to
properly represent the real work piece. The results obtained with a high resolution
scanner were usually pretty close, except for few cases. On the other hand, a low
resolution scanner due to a large distance between points was not able to show
good dimensions. Pores in structures were also inspected. The biggest problems
with pores occurred where path of a robotic arm was the most complicated.

Keywords: Wire Arc Additive Manufacturing · Scanner · Computed
tomography

1 Introduction

Additive techniques are gaining popularity in manufacturing processes [1–3]. Both tech-
niques using plastics [4] and metal materials [5] are used. The multitude of techniques
associated with manufacturing include methods of Selective Laser Sintering (SLS),
Digital Light Processing (DLP), Fused Filament Fabrication (FFF), Direct Metal Laser
Sintering (DMLS), VAT Photopolymerization (VPP), Material Jetting Additive (MJT),
Binder Jetting (BJT), Powder Bed Fusion (PBF), Material Extrusion (MEX) or Directed
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Energy Deposition (DED). Among metallic materials, powder sintering [6], laser [7] or
electron beam forming [8] and deposition [9] are the dominant methods. In the latter
group of methods, an interesting technique for depositing metallic layers is the use of
Wire Arc Additive Manufacturing (WAAM) process [10], where 3D metallic structures
are created using welding technologies [11], i.e. Gas Metal Arc Welding (GMAW) [12].
Generally speaking, Additive Layer Manufacturing, including Wire and Arc Additive
Layer Manufacture (WAALM) became an interesting and important technology which
is more and more often used in industrial processes. It can be used to manufacture work
pieces out of many different materials, answering a demand for sustainable, low cost and
environmentally friendly manufacturing processes with very high geometric flexibility.
Deposition of materials withWire and Arc Additive Layer Manufacture comprise of e.g.
steel [13], Ni alloys [14], and Ti alloys [15]. The process can be run with various welding
parameters [16] and - as a usual modern welding operation - is usually performed with
a robot [17].

In order to demonstrate the methodology and measurement capabilities (digitaliza-
tion) of the structures described above, various macro-scale measuring devices were
used. The aim of the study was to determine the possibility of mapping thin walls and
irregularities occurring on the surface, as well as pores in the material. This type of
research is important from the point of view of practical applications of measurement
systems in additive techniques and the associated need to determine the appropriate
accuracy parameters.

2 Measurement Techniques in Additive Manufacturing

Additive techniques do not always allow the use of classical measurement methods
[18]. Some features obtained as a result of them also require a special mathematical
approach [19]. Measurements of structures obtained by these techniques on a macro
scale more justify the use of measurement methods based on electromagnetic radiation
than contact techniques. Therefore, in this paper, optical scanners of different resolution
and a computer tomograph were used for measurements.

Coordinatemeasuringmachines inmacro scale have gained popularity over a number
of years and have become indispensable in various industries. But coordinate measuring
technology has gone much further in recent years. The variety of measurement tasks
and complex shapes of workpieces have led to the development of optical measuring
tools that allow to solve problems that are difficult to realize with contact methods.
These include 3D scanners. Their great advantage is the speed of acquiring an enormous
amount of information on the product being measured and the clarity of the presentation
of the results. They are based on the principle ofmeasuring the light reflected or scattered
from the surface of the measured object and triangulation. We divide them basically into
structural light scanners and laser ones. Structured light scanners [20, 21] are based on
the projection of structured light, i.e. their projectors project patterns of e.g. Grey codes,
phase shifted bars or other code forms (free shapes, circles, etc.) onto the measured
surface. They are usually mounted on tripods. They are quite common in many different
applications, including not only mechanical engineering [22], but also biomedicine [23],
surface defects [24], concrete [25] or casting cores [26]. In many applications, structured
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light scanners are being increasingly replaced by newer solutions, namely laser scanners
[27, 28]. Initially, solutions based on laser action were just laser scanning heads [29,
30] or laser triangulation heads, that were placed, for example, on CMMs or measuring
arms. Currently, they function as stand-alone laser scanners [31] operating in manual
or automatic mode and are one of the most common and effective data acquisition
methods in a wide variety of applications [32], including also analysis of wire arc hybrid
manufacturing process [33] or even very large work pieces [34]. The working principle
of laser scanning heads is based on emitting a point, a line or a set of laser lines on the
surface of the scanned object. These elements are observed by the CCD camera giving
coordinates of measurement points. They avoid problems associated with vibration and
scanning from the so-called “free hand” and are less sensitive to light reflections. A
schematic picture of example laser scanners is shown in Fig. 1 [35].

Fig. 1. Schematic image of laser scanners.

Electromagnetic radiation can be used in metrology not only in the visible range.
Computed tomography [36], which is based on X-rays, is increasingly used not only
to analyze defects but also geometrical features. Technical tomographs, allow imaging
with a resolution even below a micrometer [37]. The classical system consists of a
measured object placed on a rotating table and the lamp and detector that are stationary
or perform linearmotion. The radiation beam is attenuated as it passes through the object,
and this process depends on the thickness of the absorbing medium and the absorption
coefficient. During themeasurement, a number (usually hundreds or thousands) of 2DX-
ray images are taken for different angular positions of the lamp-detector system relative
to the measured object [38]. As a result of reconstruction from 2D shots, a spatial image
is obtained. Technical tomographs are used for the analysis of very different elements,
including objects made of plastic [39], foam [40], and metal, also those made with
additive techniques [41]. In this case, the analytical results are often better than those
obtained by metallography [42]. Also, the accuracy parameters [43] and the results of
comparisons with other measurement methods used in coordinate technology [44] make
this application future of computed tomography look very positive.
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3 Materials and Measures

A robotic additive manufacturing system using GMAW was used in this study. The
test samples were made out of S235 JR steel using AWS ER70S-6 wire material and
15% CO2 and 85% argon gas composition. The torch provided a flux of gas during the
welding process and also during a brief period, before arc establishment and after the
end of it. It ensures that the material is protected from oxidation every time. The samples
were made with 40 A intensity, 5 V, 310 mm/min feed rate and 1,7 m/min wire speed.

There were three different shapes of samples, prepared to show various opportunities
of GMAW. Their nominal forms are presented on Fig. 2.

Fig. 2. Nominal shapes of samples.

For each type of shape (cylinder, cross and rectangle) three specimens were
manufactured. The examples are presented on Fig. 3.

Fig. 3. Images of samples with cylindrical, cross and rectangle shape.

Cylinders were prepared to a nominal inner diameter of 22mm and an outer diameter
of 33 mm, assuming maximum inscribed element for inner diameters and minimum
circumscribed element for outer diameter. Crosses had an inner diameter of 18 mm and
an outer diameter of 33 mm, evaluated the same way. For rectangles, X and Y directions
were determined, for which the nominal dimensions were: outer dimension X - 28 mm,
inner dimension X - 21 mm, outer dimension Y - 26 mm, inner dimension Y - 19 mm.

To investigate possibilities of digitization three different measurement devices were
used; two optical structural light scanners and a computer tomograph. The scanners
were selected with different resolutions, to verify an influence of resolution on image
and data quality. The low resolution scanner (LRS) had a resolution of 0,5 mm, while
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the high resolution scanner (HRS) enabled to collect data with 0,115 mm measuring
point distance. These values imply the minimum size of 3D structures that may be
identified by each of scanners. For computed tomography (CT) measurements, a 320 W
directional open-type lamp with a 200 µm pixel size detector was used. Measurements
were performed at 230 kV and 200µA current, and 1000 images were taken per rotation.
Data were collected with a voxel size of 50,375 µm.

4 Results and Discussion

The first study examined the differences in shape representation and dimensions for each
type of work piece. All the samples were aligned to their nominal shapes using a best fit
method. The alignments were shown on Fig. 4.

Fig. 4. Examples of alignment for different geometries: cylinder, cross and rectangle.

The results obtained for the cylinders are presented in Tables 1 and 2.

Table 1. Comparison of inner diameter (in mm) for cylinders (nominal 22 mm).

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Cylinder 1 21,607 21,592 21,743

Cylinder 2 23,823 23,855 23,772

Cylinder 3 22,521 22,538 23,089

Table 2. Comparison of outer diameter (in mm) for cylinders (nominal 33 mm).

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Cylinder 1 33,089 33,167 32,808

Cylinder 2 32,805 32,831 33,642

Cylinder 3 33,875 33,830 33,296

The images of work pieces are presented on Fig. 5.
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Fig. 5. Examples of diameter measurement for cylinders, from left to right: computed tomograph,
high resolution scanner, low resolution scanner.

As can be seen from the presented data, the differences in dimensions between HRS
and CT except for one case do not exceed 30 µm. However, for LRS the deviations are
much larger and exceed even 0.5 mm. The images of cylinders retrieved by measuring
devices showsimilar shapes forCTandHRS,whileLRShadproblemswith identification
of upper regions.

The same procedure was applied to cross shaped elements. The obtained results are
presented in Tables 3 and 4.

Table 3. Comparison of inner diameter (in mm) for crosses (nominal 18 mm).

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Cross 1 17,706 17,676 18,396

Cross 2 18,268 18,296 18,793

Cross 3 18,272 18,255 18,946

Table 4. Comparison of outer diameter (in mm) for crosses (nominal 33 mm).

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Cross 1 33,088 33,120 32,506

Cross 2 33,184 33,191 32,478

Cross 3 33,061 33,087 32,078

The images ofworkpieces are presentedonFig. 6. For these surfaces, the dimensional
difference between HRS and CT is similar to that for cylinders and ranges from 7 to
32 µm. For LRS the deviations are again much larger and reach up to 1 mm. The images
of surfaces obtained bymeasuring devices similarly as before show similar shapes for CT
and HRS, also here LRS had problems with identification of upper fragments, although
smaller than in case of cylindrical surfaces. This is due to the fact that the surfaces are
wider in places where the robot changes direction of its movement, making the LRS
measurement task easier.
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Fig. 6. Examples of diameter measurement for crosses, from left to right: computed tomograph,
high resolution scanner, low resolution scanner.

A measurement procedure for rectangles included measurements of internal and
external dimensions in two mutually perpendicular directions, perpendicular also to the
sides of the figures. The obtained results are presented in Tables 5 and 6.

Table 5. Comparison of inner dimensions (inmm) for crosses (nominal X= 21mm;Y= 19mm).

Computed Tomograph
CT

High Res Scanner HRS Low Res Scanner LRS

X Y X Y X Y

Rectangle 1 21,099 18,840 21,401 18,113 22,171 20,004

Rectangle 2 20,932 18,784 20,698 19,188 21,519 20,077

Rectangle 3 20,858 18,483 21,105 19,216 21,603 20,020

Table 6. Comparison of outer dimensions (inmm) for crosses (nominal X= 28mm;Y= 26mm).

Computed Tomograph
CT

High Res Scanner HRS Low Res Scanner LRS

X Y X X Y X

Rectangle 1 27,569 26,116 27,529 26,285 26,841 25,557

Rectangle 2 28,111 26,773 27,672 26,532 26,958 25,345

Rectangle 3 28,058 26,444 27,538 26,173 26,925 25,409

The images of work pieces are presented on Fig. 7.

Fig. 7. Examples of diametermeasurement for rectangles, from left to right: computed tomograph,
high resolution scanner, low resolution scanner.
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For these surfaces, the inner and outer dimensionwere analyzed in two directions. For
the inner dimension, the differences betweenHRS andCTwere large, up to 0.7mm in the
Y axis. The LRS on the other hand differed from the CT even more, up to about 1.5 mm.
These differences show that for both scanners, the correct representation of the inner
surface of a relatively small hole was a difficulty, which is natural when triangulation
of this type of surface is concerned. The differences in the outer surfaces measured by
CT and HRS were smaller and in most cases did not exceed 0.2 mm, which however is
still significantly larger than the corresponding differences for the cylindrical and cross
shaped surfaces. The reason for this phenomenon can be seen in the surface images,
because HRS much less reliably reproduced the irregularities of the outer surface, i.e.,
phenomena occurring at the meso and micro scale. LRS also in this case showed large
differences from the dimensions obtained with CT, with values reaching almost 1.5 mm.
Also on these objects the LRS had great problems in identifying the top fragments.

From the images, it can be seen, that the thickness is growing when the layers are
superposing. Due to that, there is the thinnest part in every sample located close to the
plate. The values of thickness were calculated for each sample, as maximum, minimum
and average. For cylinders, the results are presented in Table 7.

Table 7. Comparison of thickness values (in mm) for a cylinder.

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Maximum 3,461 3,250 3,413

Minimum 1,317 1,835 2,061

Average 2,663 2,715 2,625

The images of work pieces are presented on Fig. 8.

Fig. 8. Examples of thickness measurement for the cylinder, from left to right: computed
tomograph, high resolution scanner, low resolution scanner.
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The obtained differences show relatively good convergence for all three devices
for maximum and average thickness. Bigger differences can be seen in the minimum
thickness, and the larger values for HRS and LRS than for CT show that the scanners
cannot quite good represent some of the valleys on the surfaces, tending to filter them
out (LRS obviously filters out more). The surface images similarly show that the LRS
resolution was not sufficient to represent the wall thickness of the cylinder.

The same procedure was also applied to cross shaped elements. The obtained results
are presented in Table 8.

Table 8. Comparison of thickness values (in mm) for a cross shaped element.

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Maximum 3,592 3,553 3,003

Minimum 1,149 1,790 2,036

Average 2,881 2,895 2,490

The images of the cross shaped work piece are presented on Fig. 9.

Fig. 9. Examples of thickness measurement for the cross shaped element, from left to right:
computed tomograph, high resolution scanner, low resolution scanner.

The differences obtained show a relatively good convergence for CT and HRS for
maximum and average thickness, in this case LRS showed smaller values, what - as
previously - is related to the difficulty of mapping a complex surface. Big differences
can again be seen in the minimum thickness, and here too larger values were obtained for
HRS and LRS than for CT. On cross shaped surfaces there are more valleys and pitches,
making it even more difficult for the scanners to image correctly, causing a filtering
effect (again the LRS filters more). In the surface images, also in this case, the problems
of LRS with the resolution and - consequently - the representation of the wall thickness
of the element are clearly noticeable.
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An analogous procedure was used to measure the wall thickness of elements made
in rectangular shape. The results obtained for this element are presented in Table 9.

Table 9. Comparison of thickness values (in mm) for a rectangle.

Computed Tomograph CT High Res Scanner HRS Low Res Scanner LRS

Maximum 3,685 3,345 3,097

Minimum 0,865 1,810 1,815

Average 2,813 2,737 2,329

The images of the cross shaped work piece are presented on Fig. 10.

Fig. 10. Examples of thickness measurement for the rectangle, from left to right: computed
tomograph, high resolution scanner, low resolution scanner.

The differences obtained show good convergence for CT and HRS for the average
thickness, a little worse for the maximum thickness. The image obtained from HRS
shows a very smoothed outer surface compared to reality. The LRS again showed smaller
values related to mapping difficulty, although the differences are less significant than
for the previous surfaces. The big differences are again in the minimum thickness, with
larger values for the scanners. Interestingly, both showed very similar values, which may
indicate similar problems in identifying the interior of the object. As in all cases there
are also LRS problems with mapping the wall thickness of the part.

A crucial feature that is relatedwith an additive process of production, is the porosity.
For that reason, an analysis of the entire sample using a CTwas performed.What is clear,
this analysis is not possiblewith optical scanners. Table 10 shows the volumeof voids that
the was found during the scanning process. In the table, vacuum volume (mm3) means
the summation of voids volume in the whole specimen, vacuum volume (%) represents
the percentage of the summation of voids volume in relation to the total sample volume,
and maximum pore diameter shows maximum diameter of the biggest internal void.
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Table 10. Porosity of samples.

Vacuum volume (mm3) Vacuum volume (%) Maximum pore diameter
(mm)

Cylinder 1 No voids No voids No voids

Cylinder 2 No voids No voids No voids

Cylinder 3 No voids No voids No voids

Cross 1 0,001 0,000 0,194

Cross 2 5,176 0,093 2,120

Cross 3 No voids No voids No voids

Rectangle 1 No voids No voids No voids

Rectangle 2 0,018 0,001 0,460

Rectangle 3 No voids No voids No voids

The X-ray images of the samples with pores were presented on Fig. 11.

Fig. 11. X-ray images of pores for different geometries: cylinder, cross and rectangle.

The analysis of the occurrence and size of the pores showed that the process was
mostly correct and therefore the number and size of pores is not large. For cylindrical
surfaces, the easiest for the depositing robot, no pores were found at all. It should be
noted, however, that the power of CT lamp required to overexpose the steel caused
the resolution to deteriorate, making the detection of very small pores impossible. The
largest number of pores was observed for cross shaped surfaces, the most difficult from
the point of view of the kinematics of the metal depositing system.

5 Conclusions

The presented measurement results have shown the possibilities of applying measure-
ment techniques using electromagnetic waves to the analysis of structures made with
the GMAW method. These structures - as shown by the samples - allow relatively free
shape forming, especially if the surfacing head is guided by a robotic arm.
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The CT scanner made it possible to reflect the shape of the measured parts and per-
formed the measurement task very well. X-rays moving through the measured object
made it possible to find even narrow pockets, naturally occurring after the application
of layers in the GMAW technology. It showed also the pores occurring in the structures
and in this respect CT is the only non-destructive measuring method. Optical scanners
were able to show external structures to varying degrees. The high-resolution scanner
reproduced the shape of the objects relatively faithfully. However, it had problems with
mapping internal surfaces and in some cases external ones at meso and macro scales,
which unfortunately also had some effect on themacro scale. The low resolution scanner,
on the other hand, proved to be essentially useless for this application, the dimensions
obtained with it were only a very rough estimate of reality. Thin walls made represen-
tation of the height of the analyzed elements very difficult, as the measurement device
had a problem with detecting the upper part of the walls. This shows how the resolution
of the scanner affects the reliability of the reproduced shapes.

Another issue that can be observed is generally rather low repeatability of thewelding
work blank. In GMAW it is an effect of the difficulty of controlling the arc forming
position. This is why the element is usually machined afterwards in the and a hybrid
manufacturing process is applied.
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Abstract. Radiation, is one of the ways of energy transfer by emission of elec-
tromagnetic waves or particles from a radioactive source. X-ray images make it
possible to observe the internal structure of virtually any object and the only limita-
tion is the ability to overexpose it. Tomography is a technique that allows imaging
on the basis of sections or cross-sections obtained by means of a wave penetrating
the object. The devices used in X-ray computed tomography consist of four basic
components: the X-ray tube, the detector, the manipulator, and shielding to protect
against the negative effects of X-rays on the operator. Measurements of geometric
quantities carried outwith aCT scanner are classified as coordinatemeasurements,
and they are subject to the same conditions as, for example, contact or optical mea-
surements carried out with other coordinate systems. Since that, the methods of its
verification are derived from themethods applied to other devices operating in this
technique. In the paper a metrological approach to computed tomography from
verification and reverification point of view was presented. Documents related to
it were briefly described and a practical example of inspection performed with
standards was presented.

Keywords: Computed tomography · Verification · Standard

1 Introduction

Since the dawn of time, man has been trying to learn more about himself and the world
around him. This desire is a mechanism of continuous development causing progress in
all areas of life. Practically in every such case an indispensable “tool” is metrology in its
broadest sense, giving the possibility of reliable description of reality with the help of
definitions and units that are specific to it. Each correctly conductedmeasurement allows
for confirmation or negation of the validity of theses and classification of phenomena
or assessed objects. For centuries, in the field of metrology of geometric quantities,
measurements could be divided into two main groups: contact measurements - that is,
measurements where physical contact with the test object takes place, and non-contact
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measurements, where this contact does not occur. The results obtained by different tech-
niques are not always consistent with each other [1]. In non-contact measurements,
the most widely represented group are optical measurements. Apart from many advan-
tages, their certain disadvantage is the necessity to observe the measured object, which
excludes, for example, the evaluation of internal inaccessible closed spaces. In such a
situation, the only solution some years ago was the necessity to destroy the tested object
and the measurement, based on specially prepared sections.

Radiation, is one of theways of energy transfer by emission of electromagneticwaves
or particles from a radioactive source. One of the special features is that there is no need
for a material medium between the source of emission and the receiver [2]. Taking
into account the above arguments it can be stated that radiation penetrating the matter
and enabling observation of internal structure of objects described by Wilhelm Röntgen
was a breakthrough discovery. X-ray images make it possible to observe the internal
structure of virtually any object and the only limitation is the ability to overexpose
it. Thus, electromagnetic radiation can be used in metrology not only in the visible
range [3]. X-rays discovered by Röntgen are electromagnetic waves [4]. The wavelength
is assumed to be in the range 10–12 ÷ 10–8 m and can be further divided into more
penetrating hard radiation (10–12 ÷ 10–10 m) and less penetrating soft radiation (10–10

÷ 10–8 m). However, the boundaries set by wavelength are not sharp and in some areas
the wavelength of X-rays overlaps with gamma rays.

X-rays - in addition to medical applications have also become important in technical
sciences. They allow not only to find pores and identify different materials, but also
to measure dimensions. However, in order to reproduce the measure correctly in this
respect, metrological verification of the tomographs is necessary. Therefore, the paper
presents steps in this direction and examples of activities-based.

2 Computed Tomography

In general, tomography is a technique that allows imaging on the basis of sections or
cross-sections obtained by means of a wave penetrating the object. The image resulting
from the measurement is obtained as an effect of reconstruction resulting from mathe-
matical calculations. Tomography is used in all areas of science and life, and the choice
of wave source depends on the application and safety conditions.

One of the best known varieties of tomography is X-ray based computed tomogra-
phy (CT) or more precisely known as x-ray CT [5]. Its first application was related to
medicine, however, it is gradually paving its way for application in technology and is
increasingly used not only for defect analysis but also for measurements of geometrical
features [6]. Computed tomography is called X-ray tomography in medical applications
[7, 8]. In contrast, technical tomographs are often called microtomographs (micro-CTs),
as they allow imaging with a resolution even below a micrometer. Since they are not
designed for the study of living organisms, it is possible to increase the exposure time to
X-rays by increasing the number of images, increasing the recording time, and the power
of theX-ray tube.Micro-CTs are also used inmedical and biologicalmeasurementswhen
images with adequate resolution are sought [9, 10].

In X-ray CT measurement, the radiation beam is attenuated as it passes through
the object, and this process depends on the thickness of the absorbing medium and



144 B. Gapiński et al.

the absorption coefficient related to the same length units. During the measurement,
a number (usually hundreds or thousands) of 2D X-ray images are taken for different
angular positions of the lamp-detector system relative to the measured object [11]. As a
result of reconstruction from 2D shots, a spatial image is obtained. X-ray tomography is
classified as non-destructive testing. However, one should always remember about the
negative influence of X-rays on living organisms.

Of the tomographic techniques, X-ray computed tomography is the most widely
used worldwide [12]. Allan MacLeod Cormack and Godfrey Newbold Hounsfield are
considered to be its creators. The devices used in the technique are characterized by
better resolutions and/or higher powers of radiation sources [13]. They consist of four
basic components: the X-ray tube, the detector, the manipulator, and shielding to protect
against the negative effects of X-rays on the operator. In a more automated version,
the tomograph can also be equipped with a robot that feeds and receives objects for
measurement, as shown in Fig. 1.

Fig. 1. Schematic image of the tomograph with the supply robot [14].

Since the beginning of CT as the youngest branch of coordinate measurement tech-
nology, attempts have been made to determine the parameters characterizing the perfor-
mance of these devices from the point of viewof accuracy features [15]. X-ray techniques
previously used exclusively for the analysis of defects and flaws were limited to quality
functions (good/bad) and the assessment of the object as in accordance with the require-
ments (flaws - if they could be detected, they are small enough not to disqualify the
object) or not (defects occurred that are large enough to make the object unusable). This
assessment was very often made by an operator, rarely supported by decision-making
software, having a possibility of comparing a defect found in an object to a defect classi-
fied in a limit defects catalog. The development of tomographic techniques has allowed
their use for both evaluation andmeasurement in a wide variety of fields, includingmetal
components [16], plastics [17], foams [18], and even building components [19]. They
have also become an important tool for verification of work in reverse engineering [20]
and in the multi-criteria evaluation of components made by incremental techniques.

Measurements of geometric quantities carried out with a CT scanner are classified as
coordinate measurements, and they are subject to the same conditions as, for example,
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contact or optical measurements carried out with other coordinate systems [21]. Similar
conditions apply from ISO 17025 point of view, which concerns accredited testing and
calibration laboratories.

3 Errors and Different Concepts of CT Verification

Since the technical tomograph is a device operating as a coordinate measurement system
(CMS), in a natural way, the methods of its verification are derived from the methods
applied to other devices operating in this technique. In this respect, the basic function-
ality of the tomograph covers the macro scale, although there are situations in which it
can also be used for analyses on the micro scale [22, 23], as well as for data prepara-
tion for surface modelling [24]. The essential standard in this field describing methods
for checking coordinate measuring systems in the macro scale is ISO 10360, whose
individual parts concern, among others, verification of contact coordinate measuring
machines [25], optical devices [26, 27], laser trackers [28], or articulated arms [29]. A
part of standard for computed tomographs is currently in preparation and this part will
have the number 11. But until it is published, the basic document describing the oper-
ation and metrological verification of a technical computed tomograph is the German
recommendation VDI/VDE 2630.

The four parts of this elaboration [30–33] comprehensively discuss issues related to
the design, capabilities, and accuracy characteristics of computer tomographs used for
geometric analysis. This document was prepared by the German industry, which first
saw in tomographs the opportunity to realize evenmore thorough dimensional inspection
of objects and assembly groups, thanks to the active Association of German Engineers
(VDI) and the Association of Electrical, Electronic and Computer Engineering (VDE).
Its primary purpose is to define conditions and methods to ensure the comparability and
traceability of measurement results performed with CT. This document was created in
2009–2010 and, as already mentioned, until now it is the only one addressing so com-
prehensively the issues presented above. Despite the passage of almost ten years, during
which individual elements of CT scanners have developed, sometimes very dynamically,
this study has not lost its relevance.

A number of factors influence the reliability of tomographic measurements. They
can be divided according to their source, so we distinguish between factors related to
the device itself (tomograph), the measurement task, the analysis procedure, as well as
the environmental conditions and the operator. Among the factors related to the mea-
surement device, we can further distinguish between factors originating from different
elements of the tomograph. Those related to the X-ray tube, i.e. the radiation source, are
primarily voltage and current and their stability over time, as well as the size and shape
of the spot in focus, its position and stability, the material used for the material filters
and their thickness, and any kind of abnormal beam propagation. The factors that cause
inaccuracies related to lamp performance refer to drifts, namely, focus drift, lamp output
drift, and temperature drift. Linear and rotational axis inaccuracies are another compo-
nent of the device that affects its reliability. These include the orientation of the rotary
axes, the perpendicularity of the source axis and the detector plane, interference from
control and heating, and static and dynamic guidance errors of the linear and rotary axes.
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The detector and the errors associated with it are also a very important element affecting
the accuracy parameters of theCT scanner. There are a lot of different influencing factors,
the most significant of which are internal scattered radiation, filter, cooling, pixel size
and number of pixels (including errors), grey scale resolution, exposure time, stability,
and even operating mode. When analyzing a CT scanner, one must also not forget about
its environment and the changes that occur within it. Ambient conditions have such an
impact as on any length measurement regardless of the measurement system used and
refer not only to temperature and humidity, but also to vibrations and contamination
in the air during the measurement and the influence of scattered radiation. On the side
of the measurement task, the accuracy characteristics are of course influenced by the
object itself and the measurement conditions, i.e. the parameters set on the tomograph.
The object is characterized by both geometry (shape) andmaterial data (ease of radiation
penetration through the object), and influencing factors further include mounting, angu-
lar position, scattering and radiation hardening. On the other hand, pre-filtration, number
of angular positions and vertical resolution, magnification and object position are among
the important conditions. The analysis procedure, i.e., the capabilities and operation of
the reconstruction software, as well as the data analysis related to the voxel size, are also
crucial for the tomographic accuracy parameters and measurement uncertainty. Here
we distinguish between voxel and surface data reduction, surface extraction, as well as
object basing and the functioning of algorithms for reconstruction, correction and anal-
ysis. The last group of influencing factors are those resulting from the operator’s work,
i.e. the selection of the measurement strategy (resulting from the specific measurement
task) and its implementation and experience, especially important in the case of items
made of materials of very different densities and complex shapes. In addition, many of
the factors described above influence not only the measurement uncertainty itself, but
also other factors, resulting in complex relationships and the occurrence of dependent
variables.

The standardization approach and the idea of creating a standard for the verification
of tomographs as part of ISO 10360 includes - also from a standardization point of view
- computer tomographs into the group of coordinate measuring systems and unifies the
metrological approach to the verification of the functioning of these systems. The tomo-
graph will thus be able to be a stand-alone measurement system, but it will also be able
to be part of a multi-sensor system [34], and its errors will be governed by the relevant
normative provisions. Treating the verification of these devices as part of ISO 10360
also makes it possible and necessary to use terms generally accepted throughout the
standard. Part 11 of the ISO standard is therefore intended to give the definitions of the
metrological characteristics and methods of their verification for coordinate measuring
systems using the principle of computed tomography intended for the measurement of
technical objects and appearing as a single-sensor device (if the system has two tubes it
is treated like two lenses in optical coordinate measuring machines or two sets of lenses
for different measuring fields for optical coordinate measuring scanners). The listing of
technical subjects is intended to separate tomographs for industrial use from medical
imaging andmeasuring devices and from tomographic material applications (e.g., defect
analysis).Many standardization ideas related to standards are based on previous research
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work [35, 36]. The characteristics likely to be found in this part of the standard will there-
fore allow the specification of the parameters of coordinate measuring systems using
the principle of computed tomography (attenuation of the signal when passing through
material elements of different density) and any related comparisons. This applies to both
planar and conical beam measuring systems, as well as systems collecting data along a
spiral, which are considered by some to be the future of dimensional control, for example
in the analysis of the wall thickness of castings. It is further assumed that the standards
used for verification of CT-based coordinate measuring systems will be homogeneous
(without obvious gradients in X-ray attenuation) andmade of uniformmaterials. In addi-
tion, the effect of surface irregularities is determined to be negligible and not the subject
of this part of the standard. However, it can also be applied to other CT systems, after
appropriate adaptation and mutual acceptance (supplier/customer). Thus, the introduced
standard addresses length and sampling errors. Additional aspects in the calibration of
the systems described therein are expressed, among others, in the use of alternative length
standards to gauge blocks and the comparability of features when using these standards,
and the comparability of features when using different measurement strategies. It also
introduces the term “artifact” as an error in an image being a consequence of the use of
the term in the field of computed tomography. Errors that verify CT performance can be
unidirectional and bidirectional. As elsewhere in the standard, any error should be less
than the maximum allowable error. Maximum allowable values are generally provided
by the coordinate measurement system manufacturer. This is always the case for new
systems; if it is a reverification, the user can specify different values. Verification and
reverification tests can also be carried out with a load on the load cell of the maximum
mass allowed for a particular system. The manufacturer can also specify a maximum
table load, expressed per unit area. In addition, the measurement time is important in the
verification of CT systems and should be specified after verification. The manufacturer
should specify a maximum time for the test and optionally also a minimum time.

4 Research Setup

A practical way of verifying the basic accuracy parameters of a CT scanner was realized
by means of sample standards. A Waygate Technologies v|tome|x s 240 CT scanner
equipped with two 240 kV/320 Wmicrofocus and 180 kV/15 W nanofocus X-ray tubes
was selected for the study. A temperature stabilized DXR 250RT detector array with
20 fps for real-time inspection, 200 µm pixel size, 1000 × 1000 pixels on a 200 mm
× 200 mm large active area with 2x virtual detector enlargement was used to capture
the X-ray images. It enables measurements of components made of both plastics and
metals. As the CT scanner is classified as a coordinate measuring system, it was decided
to carry out tests on a dedicated ball-bar type gauge with a sphere diameter of 5 mm
and centre distance of 39.9715 ± 0.0010 mm. These two ruby spheres have the same
nominal diameter. However, during the CT scan, one of them (sphere 1 at the top) is
visible all the time, while sphere 2 (at the bottom) is sometimes obscured by the rod
(pin). This situation may affect the obtained results. The second measurement cycle was
to test gauge blocks with nominal sizes of 1, 5, 10 and 20 mm (Fig. 2). Gauge blocks
are commonly used for dimensional inspection of CMMs, among others, so their use in
this case is an analogy between CT and CMS.
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a) b)

Fig. 2. Test standards used in the study: a) Ball-bar, b) 1, 5, 10 and 20 mm gauge blocks.

As the measured object moves away from the x-ray tube toward the detector, the
magnification decreases. The ball-bar pattern was measured at three positions. In the
first case, the standard was examined for the maximum possible position corresponding
to the situation in which the object occupies the entire available detector space. This
corresponds to a voxel size of 43.993 µm. The second position corresponded to the
lowest possible magnification (for a feature distance of 500 mm from the lamp) and
in this case the voxel has a size of 123.007 µm. The third position corresponded to
the middle position between the two extremes, and the voxel size was 83.616 µm. In
each case, measurements were made with a current of 190 µA, a voltage of 170 kV,
and an exposure time of 200 ms for a single image. For each position, the measurement
was performed with a different number of measurement images (1500, 1000, 800, 600,
400, 200, 100 images) uniformly distributed over a full rotation of the sample. The
measurement for each condition was repeated 10 times.

In the second study, gauge blockswere evaluated.All elementsweremeasured for the
sameX-ray tube parameters, i.e., 220 kV voltage and 245µA current. Themagnification
was 5.099, which corresponds to a voxel size of 39.221 µm. For each gauge block, 1000
measurement shots were taken and each measurement was again repeated 10 times.

5 Results and Discussion

5.1 Ball-Bar Measurements

For each standardmeasured according to the procedure given, the diameter and sphericity
of each of two spheres with a nominal diameter of 5 mm was determined. In addition,
the distance between the centres of the reference spheres was calculated. Figure 3 shows
the results for the diameter measurement of spheres 1 and 2.



Verification of Computed Tomograph for Dimensional Measurements 149

a)

b)

2.90

2.92

2.94

2.96

2.98

3.00

3.02

1500 1000 800 600 400 200 100

Sp
he

re
 d

ia
m

et
er

 [m
m

]

Number of projections

maximum magnification middle magnification minimum magnification

2.90

2.92

2.94

2.96

2.98

3.00

3.02

1500 1000 800 600 400 200 100

Sp
he

re
 d

ia
m

et
er

 [m
m

]

Number of projections

maximum magnification middle magnification minimum magnification

Fig. 3. Results of diameter measurement: a) sphere 1; b) sphere 2.

Analyzing the data presented in Fig. 3 it can be stated that in both cases the spheres
measured with the lowest magnification are also characterized by the lowest diameter
value. Also for those spheres the decrease of the diameter is most distinct, which is
correlated with the reduction of the number of measurement images. The range of the
diameter values for the individual number of shots is similar and reaches about 0.005mm.
The smallest values of the range can be observed for spheresmeasuredwith themaximum
magnification, while the largest values were recorded for measurements with a small
number of measurement images. It should be added here that 100 or even 200 shots
are very small numbers and in practice may give far insufficient information about the
measured object. In all cases the influence of the rod is not visible.

Figure 4 shows the shape deviation (sphericity) values for both measured reference
spheres. In this case, some stability can be observed in the shape deviation results, for
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the standard measured with maximum and minimum magnification. This occurs in the
range of 1500–600 measurement images. For the medium magnification there is a sharp
increase in the shape deviation value between 1500 and 100 shots. Then its stabilization
is observed up to 600 measurement images. In each of the measurement variants at the
number of 400 images and less there is a sharp increase in the sphericity error resulting
from less and less accurate reproduction of the shape of the reference spheres.
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Fig. 4. Results of form measurement: a) sphere 1; b) sphere 2.
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The last parameter that was determined for the ball-bar was the distance between the
centres of its spheres. The results are shown in Fig. 5. Analyzing the data presented on
the graph it can be observed that the difference of the average dimension in relation to
the real value does not exceed ±0.005 mm in the range of 1500-400 measuring images.
In the case of 200 and 100 images these values change significantly, which confirms that
measurement with such a small number of projections can lead to erroneous information.
When measuring the standard for the average magnification value, significant deviations
in the obtainedmeasurement results were observed. Sphericity is similar for both spheres
- the measurement parameters were chosen correctly and the influence of the rod is not
noticeable.

Tests conducted for a ball-bar type standard demonstrate its usefulness in the evalua-
tion ofCT scanner accuracy.What is important, such a construction of the standard allows
to obtain a very wide range of standards in terms of dimensions, allowing verification
of devices with different measurement ranges.
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Fig. 5. Results of measurements of the distance between the centres of the ball-bar spheres.

5.2 Measurements of the Gauge Blocks

According to the methodology presented in chapter 4, gauge blocks with lengths of 1,
5, 10 and 20 mm were evaluated. The centre length of the gauge block was calculated,
and the results are shown in Fig. 6.

Analyzing the obtained results, a strong increase in the dimensional difference can
be observed as the length of the gauge block increases. This is due to the difficulty of
penetration of “thick” gauge blocks by X-rays. During the passage through themeasured
object, there is a strong attenuation of the beam and an increase in the beam hardening
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Fig. 6. Results of gauge blocks measurements.

phenomenon. This clearly shows that the use of gauge blocks to evaluate the accuracy of
CT scanners is not proper and standards that do not cause such a significant obstruction
during X-raying should be used.

6 Conclusions

From a verification and reverification point of view, it seems interesting to approach
tomography as a single type of measurement and to be able to combine the results
obtained by this technique with other coordinate methods, both optical and contact. In
this way, it is possible to achieve smaller measurement uncertainty in areas where it is
of particular interest, and to obtain a full set of coordinates (with larger uncertainty) in
the rest of the measured object. This type of data fusion is possible not only at the macro
scale, but also between scales, using macro-scale tomography and micro- or meso-scale
surface roughness analysis techniques. Solutions combining traditional contact CMM
and optical techniques and tomography in a single measuring device are also possible.

In this case the verification and reverification of the accurate functioning of the device
requires the use of the guidelines of the already mentioned part 9 of ISO 10360. This
standard distinguishes certain errors of a device or multisensor assembly, the systematics
of which are similar to those used in its other parts. When analyzing the performance of
multisensor assemblies, it has to be taken into account that not every software installed
on a measuring system may have all the functions necessary to determine the geometric
elements resulting from the definition of individual errors. In such a case, one can use a
substitute evaluation or make an evaluation in external software.

Metrological approach to computed tomography allows fully reliable application of
these devices for metrological analyses related to length and angle, and to some extent
also to topography parameters in micro scale. Computed tomography also allows for the
evaluation of surface irregularities in the way which is unattainable for other devices, as
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it makes it possible to assess reentrant features on the surface of printed elements made
of sintered metal powders [37]. The influence of temperature on the measurement results
is also very important with tomography, as in other parts related to coordinate techniques
on a macro and micro scale [38]. This is especially important considering the multitude
and variety of tasks that tomographs face. Looking into the future, the development of
this measurement technology will further increase its application possibilities and it can
be assumed with high probability that this technique should be expected to develop in
the future similar to computed tomography in medicine.
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Technology to Material Moisture with a Fast Test
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Abstract. The growing popularity of the Fused Deposition Modeling method
in the industry and among individual users motivates to constantly research its
potential. In particular, the influence of the moisture of the material on the result
of the process has not yet been sufficiently described. The article presents a test
that allows to determine this effect in an experiment requiring a relatively small
number of repetitions. As a case study, a test for identifying the effects of mate-
rial temperature, ply thickness, extrusion rate and material flow on dimensional
accuracy, tensile strength and surface quality was presented. As a result of the
conducted research, the possibility of using the method with a constant change of
factors in the development of parameters of additivemanufacturingwas confirmed.
In the tests performed, a significant increase in the dimensions of the produced
samples was also noted with the filament moisture content at the level of 0.74%.
For the given humidity, a significant deterioration of the visual condition of the
surface was also noted. The moisture of material does not significantly affect the
mechanical strength of the samples.

Keywords: Fused Deposition Modeling · FDM · Filament moisture · Design of
experiments

1 Introduction

Materials used in Fused DepositionModeling (FDM) are mostly polymers characterized
by significant hygroscopicity. When stored, such a material absorbs moisture from its
surroundings and water molecules are attached to polymer molecules, forming an inter-
molecular bond. Such a connection may cause microcracks that weaken polymer fibers
and form empty spaces between layers. This phenomenon creates problems in polymer
processing and in the quality of manufactured parts, for example in [1–5]:

– extruder jamming - water absorbed in the filament evaporates while melting in the
heater block, which may result in material supply interruption

– deterioration of mechanical properties of product (material strength)
– large discrepancies in dimensions
– defects and high surface roughness
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Material used for FDMprocessing is delivered in the form of a wire and is commonly
referred to as filament. One of the most common filaments is made of a polymer known
as ABS. The recommended moisture of this material is 0.2–0.3% [6, 7]. To reduce
moisture absorption, it is recommended to store ABS filament in special containers. If
the moisture is too high, the filament should be dried. The recommended drying time
and drying temperature depend on the type of material properties. For ABS, they are on
average about 6 h and 80 °C [8, 9].

The effect of filament moisture on the properties of FDM products depends to a
large extent on the printing conditions, primarily on the type of printing device [10].
Therefore, it is reasonable to develop an easy, cheap and fast test to determine how
significant this effect is and how much it depends on FDM parameters, such as filament
temperature, layer thickness, and filament speed. This information can be viewed as a
kind of process diagnostics [11] and should be helpful for an operator when setting the
process parameters of the stability of the filament moisture is uncertain.

2 The Test Methodology

The test presented in this paper is based on an experiment with a systematic change
of process parameters (P) [12]. These parameters are referred to as “factors” in the
terminology of design of experiments [13]. The advantage of this type of experiment
is the small number of trials needed to obtain reliable data on the influence of a large
number of factors (i.e. four or more) on the results of the process. Its weakness is the
lack of information on the interaction between factors, which can be identified, for
example, in a factorial experiment. However, for the purpose of the presented test, these
interactions are irrelevant. Such a limitation means that the test can be used mainly in
the case of basic materials (filaments) that are used in additive manufacturing with the
FDM method. Thanks to the application of the presented test, the operator can make an
unambiguous decision regarding the modification of the process parameters or putting
the filament for drying in order to obtain the required print parameters.

For each factor, two levels of its setting are determined:

– level (+) - giving potentially better process results (YB)
– level (−) - giving potentially worse process results (YW )

In the first part of the experiment, two trials are carried out:

1. with all factors on the level “ + “ (All (+))
2. with all factors on the level “−” (All (−))

Two statistics are calculated:

– the difference of average values obtained in the trials:

D = YB − YW



158 A. Hamrol et al.

– the average range of results in each of the trials:

R = RB + RW

2

If the ratio:

q = D

R
> qc

it can be concluded that the difference (D) of averages YW and YB is a result of the
process parameter settings. The value of qc is adopted as the critical value of a test for
averages difference in t-Student distribution.

Based on the value of R̄. and for the given significance level α, upper and lower limits
of confidence interval (UCL and LCL) of YW and YB. are calculated.

In the second part of the experiment, two series of trials are carried out:

1. with all factors set on (+) but with one factor Pi set on (−)
2. with all factors set on (−) but with one factor Pi set on (+)

If the value Y in a trial is located outside the confidence interval of YW and YB, it
can be concluded that the influence of this factor on process outcomes is important.

The number of trials necessary to carry out the experiment is n= 2k+ 2, where k is
the number of process parameters investigated. Each trial should be replicated at least 3
times. For example, this means that k = 3, the number of trials is 8, and the number of
all replications 18.

The test is carried out in the following steps:

1. Preparation of at least two sets of filaments – one of the moisture recommended by
the manufacturer, and the other with a maximummoisture expected in the conditions
in which it is stored.

2. Selection of properties important for the manufactured product.
3. Selection of process parameters that have significant impact on the product properties

selected.
4. Scheduling the plan of the experiment.
5. Conducting a set of the planned experiment trials.
6. Calculation of the average values confidence intervals.
7. Analysis of the obtained results.

3 Case Study

3.1 Tested Object

The tests were carried out on a Zortrax M200 Plus additive manufacturing 3D printer.
Samples of a standardized shape intended for mechanical tests PN-EN ISO 527-2:2012
were printed [8] (Fig. 1).
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Fig. 1. Sample shape and dimensions.

The model of the sample for printing was designed in Autodesk Inventor, exported
to.zprojx format, and launched in Z-SUIT,which allowed for the preparation of executive
files for the Zortrax device.

The moisture content of the material for printing was tested on a RADWAG MA
50/1.R moisture analyzer.

3.2 Product and Process Parameters

The following properties of the sample were measured:

– sample width - B [mm].
– Rm tensile strength [MPa]
– appearance of the surface (visual evaluation); three states of surface quality were
distinguished:

1. good
2. acceptable
3. nonacceptable

The sample width (B) was measured by electronic caliper Mitutoyo 500-181-30,
with a measuring accuracy to ±0.01.

A statistical stretch test was carried out on a SunPocWDW-5D-HS device according
to the procedure described in EN ISO-527 [8, 9].

A Delta Optical Smart 5MP Pro microscope was used to assess the quality of the
surface structure.
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Four process parameters were adopted as experiment factors:

– P1 - material temperature during extrusion
– P2 - the thickness of the applied material layer
– P3 - extrusion speed - nozzle moving speed, that extrudes the plastic relative to the
table

– P4 - material flow - amount of molten polymer flowing through the nozzle in the unit

Based on the results of previous tests [1] and literature data, the levels (+) and (−) of
factors (i.e. process parameters) were defined (Table 1) at which the sample proper-ties
should presumably be better (YB) or worse (YW ).

Table 1. Parameter (i.e. factors) and levels of their setting.

Mark Parameter type (+) (−)

P1 Material temperature 245 °C 255 °C

P2 Layer thickness 0.09 mm 0.39 mm

P3 Extrusion speed 27 mm/s (0%) 30 mm/s (10%)

P4 Filament flow 0% 10%

The ABS filament was tested in three humidity states: 0.25%, 0.34% and 0.75%.

3.3 Plan of the Experiment

The plan of the experiment is presented in Table 2.

Table 2. Plan of the experiment.t

Factor No. of trial Level No. of trial Level

All factors (+) 1a All (+) 1b All (−)

Hotend temperature 2a P1 (−) All (+) 2b P1 (+) All (−)

Layer thickness 3a P2 (−) All (+) 3b P2 (+) All (−)

Extrusion speed 4a P3 (−) All (+) 4b P3 (+) All (−)

Filament speed 5a P4 (−) All (+) 5b P4 (+) All (−)

The experiment was carried out according to the plan in Table 2. Three replications
were performed in each trial.

3.4 Presentation of Results and Calculations

The results of the experiment in regard to the width, strength and surface quality of the
sample are summarized in Table 3.
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Table 3. Results of the experiment.

No. of trial Factor
level

Width - B [mm] Strength Rm [MPa] Surface quality 1, 2 or 3

Filament moisture

0.25% 0.32% 0.74% 0.25% 0.32% 0.74% 0.25% 0.32% 0.74%

1 a All (+) 10.07 9.96 10.07 32.91 28.04 30.26 1 1 2

b All (−) 10.27 10.31 10.51 24.19 23.89 21.08 2 2 3

2 a P1 (−) All (+) 10.06 10.04 10.12 31.6 32.29 29.22 1 2 2

b P1 (+) All (−) 10.27 10.28 10.38 23.83 23.97 21.57 1 2 2

3 a P2 (−) All (+) 10.23 10.17 10.26 17.38 17.22 17.98 1 2 3

b P2 (+) All (−) 10.23 10.26 10.29 32.73 33.55 31.71 1 2 2

4 a P3 (−) All (+) 10.01 10.02 10.11 30.24 28.12 30.36 1 2 3

b P3 (+) All (−) 10.26 10.28 10.44 24.43 22.33 20.67 1 1 2

5 A P4 (−) All (+) 10.17 10.26 10.25 28.73 30.52 32.61 2 3 3

b P4 (+) All (−) 10.16 10.19 10.34 16.96 18.00 18.65 1 2 2

The results of the significance tests of the ratio q and limits of confidence inter-
vals regarding the average values of width and strength of the sample are presented in
Tables 4 and 5.

Table 4. Significance tests and confidence intervals for width

Moisture Y R R̄. D q qkr = 0.89 UCL LCL

α = 0.05; Student’s t-distribution

0.25% All (+) 10.07 0.08 0.080 0.2 2.5 Significant 10.20 9.94

All (−) 10.27 0.08 10.40 10.14

0.34% All (+) 9.96 0.07 0.075 0.35 4.67 Significant 10.08 9.84

All (−) 10.31 0.08 10.43 10.19

0.74% All (+) 10.07 0.06 0.055 0.44 7.33 Significant 10.16 9.98

All (−) 10.51 0.05 10.60 10.42

Table 5. Significance tests and confidence intervals for strength

Moisture Y R R̄. D q qkr = 0.89 UCL LCL

α = 0.05; Student’s t-distribution

0.25% All (+) 32.91 0.61 0.480 8.72 18.16 Significant 33.67 32.15

All (−) 24.19 0.35 24.95 23.43

0.34% All (+) 28.04 1.28 1.480 4.15 3.29 Significant 30.40 25.68

All (−) 23.89 1.68 26.25 21.53

0.74% All (+) 30.27 3.0 2.350 9.18 3.91 Significant 34.01 26.53

All (−) 21.09 1.7 24.83 17.35
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In order to facilitate the analysis of the results obtained they are presented graphically
in Figs. 2 (a–d), 3 (a–d) and 4.

Fig. 2. Sample strength depending on the level of factors for different filament humidity
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Fig. 3. Sample width depending on the level of factors for different filament humidity.
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Fig. 4. Surface quality depending on the level of factors for different filament humidity.

4 Analysis of the Results

The results of the experiment can be used as a basis to decide about the need to dry
filament, or to give guidance on parameter settings that allow you to reduce the negative
impact of filament moisture on the printing results.

Material moisture had a significant impact on the dimensional accuracy of the sam-
ples. With an increase in filament moisture, the width of a sample increases, thus the
difference between the actual dimension and the nominal dimension increases. How-
ever, the differences at moisture levels of 0.25% and 0.34% are quite irrelevant. A strong
increase in the sample width for the 0.74% moisture level was measured. The dimen-
sional accuracy of the sample affects the thickness of the layer and the speed of the
filament supply.

The moisture of material does not significantly affect the mechanical strength of
the samples. However, as with the width of a sample, the sample strength is affected
by the layer thickness and filament flow speed – the highest strength is achieved at the
parameters setting All (+) and P2 (+) All (−).

A deterioration of surface quality for samples printed with filament with 0.74%
moisture is noticeable. The individual material paths and surface damage are more
visible, which can be directly translated into a greater surface roughness.

The final decision on the need to dry filament depends on the process operator or the
customer that needs themanufactured products. In this case study, it would be reasonable
to dry the filament in cases where the dimensional accuracy and the surface quality of
the product are crucial.

In addition, in a case of suspected high humidity of filament, and in the absence of
proper preparation ofmaterial for production (i.e. drying), it is recommended to adjust the
process using thematerial speed. Increasing this parameter, while maintaining a constant
flow, causes in practice a reduction of the amount of material. It can be presumed that
a similar effect can be obtained by decreasing the flow of filament through the nozzle,
but in the above example, such a case was not analyzed.
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Krajewska-Śpiewak, Joanna, 1
Krawczyk, Bartłomiej, 89
Kupiec, Robert, 115

M
Mathia, Thomas G., 142
Mazur, Tomasz, 48
Meijer, Frans, 57
Mesicek, Jakub, 79
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