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Preface

This volume contains the papers presented at ICECENG 2022, the first International
Congress of Electrical and Computer Engineering, which was held online during
February 9–12, 2022, in Bandirma, Turkey. It is a great privilege for us to present
the proceedings of ICECENG 2022 to the authors and delegates of the event. We hope
that you will find it useful, exciting, and inspiring.

The aim of ICECENG is to bring together researchers, developers, and students in
computing, technology trends, artificial intelligence, and security who are interested in
studying the application of formal methods to the construction and analysis of models
describing technological processes at both micro and macro levels. ICECENG also aims
to provide a platform for discussing the issues, challenges, opportunities, and findings
of computer engineering research. The ever-changing scope and rapid development of
engineering create new problems and questions, resulting in the real need for sharing
brilliant ideas and stimulating good awareness of this important research field. Our
conference seeks to provide some answers and explore the processes, actions, challenges,
and outcomes of learning and teaching.

In response to the call for papers, the Program Committee received 48 submissions
and selected 17 of them to be included in the conference program. Unfortunately, many
manuscripts from prestigious institutions could not be accepted due to the reviewing
outcomes and our capacity constraints. Each paper was reviewed, on average, by three
referees and the selection was based on originality, quality, and relevance to the confer-
ence. The scientific program consisted of papers on a wide variety of topics, including
IoT, machine-to-machine, biometrics, and, more generally, deep learning and machine
learning.

We would like to thank the people, institutions, and companies that contributed to
the success of this first edition of ICECENG 2022. We would like to extend our thanks
to the keynote speakers, Ali Can Karaca, Yildiz Teknik University, and Ilyas Ozer,
Bandirma Onyedi Eylul University, for their hard work. We would also like to express
our gratitude and appreciation for all of the reviewers for their constructive comments on
the papers.We acknowledge Springer for publishing the proceedings of ICECENG 2022
and Microsoft CMTmanagement system for providing a useful platform for conference
administration.

We hope this first edition of the conference will serve as a springboard for
collaborations, projects, and all future editions of ICECENG 2022.

March 2022 Muhammet Nuri Seyman
Adem Dalcali
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Feyzullah Temurtaş Bandirma Onyedi Eylul University, Turkey
Onursal Cetin Bandirma Onyedi Eylul University, Turkey

Web Chair

Fatma Kebire Bardak Bandirma Onyedi Eylul University, Turkey



viii Organization

Technical Program Committee

Feyzullah Temurtaş Bandirma Onyedi Eylul University, Turkey
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User Reactions About Wildfires on Twitter

Ridvan Yayla(B) and Turgay Tugay Bilgin

Bursa Technical University, Yildirim, Bursa 16310, Turkey
{ridvan.yayla,turgay.bilgin}@btu.edu.tr

Abstract. Forests are the most important part of nature that provides the global
balance within the ecosystem. Therefore, wildfires are one of the natural disas-
ters that mostly affect the ecological balance. As an interdisciplinary study, the
aim of this study is to measure the reactions of users by classifying comments
about wildfires on Twitter with machine learning methods and to investigate the
measures against wildfires. In the study, the user comments on wildfires were
used on Twitter, which is used by all segments of the society and provides data
analysis. A pre-processing has been firstly made for the comments about wildfires
by performing word-based text analysis. Sentiment analysis has been realized as
positive, negative, and neutral. Moreover, each sentiment group has been evalu-
ated by dividing into four mostly expressed categories. The classification model
accuracies have been compared by analyzing with the standard statistical scales.
In the study, 58% of Twitter users wish that the wildfires would be ended imme-
diately, approximately 34% of users think that firefighting related to government
is enough, 7% of users think that the firefighting is insufficient. Moreover, all
Twitter users have frequently referred to firefighting, global warming, support,
and sabotage probability in their comments for wildfires. This research supported
with sentiment analysis, reveals that wildfires create an alarming situation for all
segments of society and it is necessary to act together against wildfires.

Keywords: Wildfires · Machine learning · Sentiment analysis

1 Introduction

The forests that create the energy dynamic within the ecosystem are one of the most
important elements that provide global balance. The ecological effect of fires, when
combined with the human factor, leads to irreversible hazards for forest health. These
hazards merged with the human factor have spread to large areas with the effector the
abiotic factors in especially the areas that have high-temperature risk. The deficiency
to the response of the emergency, sabotage probability, the effect of the wind and tem-
perature are seen as the main factors. The wildfires that especially start in July 2021 in
Turkey left a deep mark on society and led to tangible and spiritual loss. In this period,
wildfires all over the world became the most spoken topic on Twitter that is a social
media platform. While some users support to responding the wildfires, some thought of
the sabotage probability. All users specified that the forest sources should be protected

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
M. N. Seyman (Ed.): ICECENG 2022, LNICST 436, pp. 3–14, 2022.
https://doi.org/10.1007/978-3-031-01984-5_1
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4 R. Yayla and T. T. Bilgin

by all society in this period. In this study, the opinions of the Twitter users on wildfires
are analyzed in threemain sentiments and 4 categories, and the performance of themodel
accuracies are compared within three different classifiers.

Forest resources are used inmany areas from furniture to paper productionwith a rich
usage source in the ecosystem. In addition, many studies such as waste paper, low-cost
fiber production are being done for the protection of these resources. İmamoğlu et al.
analyzed the waste paper problems for avoiding of decrease of forest sources [1]. How-
ever, forests can become beneficial and convenient with controlled usage of the resources
when they are protected in ecological balance. On the other hand, uncontrolled wildfires
that create with unknown reasons significantly restrict the usage of forest resources. The
unfavorable results of the wildfires within the ecosystem have caused the destruction of
the settlement areas, the death of human and alive organisms, air pollution, and disrup-
tion of ecological balance [2]. Beşli & Tenekeci contributed to avoiding the wildfires by
using decision trees that predicted higher accuracies from satellite data [3]. Çoşkuner
determined that future wildfires will cause forest protection problems for region-forests
by analyzing with long-termmeteorological parameters to Eastern Black Sea forests [4].
Küçükosmanoğlu made a statistical analysis of wildfires that existed between 1960 and
1987 in Turkish Republic [5]. The wildfires can be quickly detected with the develop-
ment of information technologies in nowadays. Moreover, the wildfires are followed by
all sections of the society.

Twitter is a social media platform used by all ages and walks of society all over
the world [6]. The wildfires that existed on July 2021 in Turkey were observed by all
segments of society and Twitter users showed different reactions about a lot of topics
from wildfire fighting to global warming. As an interdisciplinary approach, the Twitter
user comments during wildfires were classified by sentiment analysis in our study, and
the traces of the wildfires on society were examined.

2 Materials and Methods

2.1 Feature Extraction

In our study, the Turkish tweets onwildfires of the Twitter users between July andAugust
2021 are examined and a classification approach based on sentiment analysis is proposed.
Initially, tweets are extracted based on Python language by a free Twitter developer
account. Secondly, the tweets are divided into three main sentiments as positive, neutral,
and negative. At the same time, the sentiment analysis is evaluated by three different
classifiers. Thirdly, eachdivided tweetwith sentiment analysis is divided into 4 categories
by the most reaction expressions. Finally, according to the category topics, the most
reaction expressions are analyzed by each sentiment group.
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2.2 Sentiment Analysis

Sentiment analysis has been performed based on three main emotions as negative, pos-
itive, and neutral [7]. The sentiment analysis is basically made by English language. In
the literature, there are a few non-English sentiment analysis algorithms such as Spanish
or German language but these non-English sentiment analysis algorithms don’t reflect
sentiments as English as due to the word limitation. Instead of usage of the non-English
sentiment analysis, sentiment analysis based on English language is useful for reflecting
sentiments. In this study, the Turkish tweets are firstly translated to English and sentiment
analysis is made by English translation text. The original Turkish tweets are evaluated
by 4 categories for the user reaction in each sentiment group.

2.3 Baseline Algorithm

Sentiment analysis is examined based on three baseline algorithms. The classifiers are
determined three main baseline models. The models are used for the sentiment accuracy
and all tweet text are performed three classifier models as below:

1. Linear Support Vector Machine (Linear-SVM)
2. Logistic Regression
3. Naïve Bayes

In machine learning, support vector machines (SVMs support vector networks) are
supervised learning models with associated learning algorithms that analyze data used
for classification and regression analysis. SVM, which is a binary classification model,
is basically divided into two classes. For multi-class classification, the same principle is
utilized after breaking down the multi-classification problem into smaller subproblems,
all of which are binary classification problems [8]. It is called as Linear SVM. In this
study, Linear SVM is used for three sentiment analysis in the tweet texts.

Logistic Regression analysis is a method that provides the opportunity to make
classification according to probability rules by calculating the estimated values of the
dependent variable as probabilities [9]. Regardless of the fact that linear regression is a
binary classification method, logistic regression is a useful method for multi-class clas-
sification. Because three sentiment analysis is examined in this study, logistic regression
analysis is used as multi-class classification.

Naïve bayes is a supervised learning method based on Bayes’ theorem [10]. In the
Naïve Bayes model, an example is handled with the different features and it can be
classified as independent from each feature. All tweet text is performed with these three
different classifiers and the algorithm steps are also shown in Fig. 1.
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Fig. 1. Algorithm steps.
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2.4 Classification

The pre-processed tweet text is evaluated with Term Frequency – Inverse Document
Frequency (TD-IDF) algorithm. TD-IDF is defined as the calculation of how relevant a
word in a series or corpus is to a text. TD-IDF is a calculated weight factor of a word
that shows the importance in a text by using a statistical method [11]. TD-IDF weights
are computed as Eq. 1 [12].

weightw,t =
{
log(tfw,T + 1) log n

xw
⇒ fw,T ≥ 1

0 ⇒ otherwise
(1)

tf w,T is the frequency of word w in tweet. T and n is the number of tweets in
“#OrmanYangınları” (#WildFires) Turkish hashtags and xw is the number of tweets
where word w includes. In each sentiment, the tweet texts have been examined by
TD-IDF algorithm and the tweet text is categorized by the frequency of the word counts.

2.5 Model Accuracy

The accuracy of the proposed model has been evaluated with standard metrics that are
called precision, recall and F1-Score [13]. The model accuracy is calculated by standard
accuracy parameters. The accuracy parameters are TP (true positive), TN (true negative),
FP (false positive), and FN (false negative).
Precision represents the model’s ability to correctly predict the positives out of all the
positive predictions it made. The precision score is a useful measure of the success of
prediction when the classes are very imbalanced. The precision is shown as Eq. 2 [14].

precision = TP

TP + FP
(2)

Recall represents the model’s ability to correctly predict the positives out of actual
positives. This is unlike precisionwhichmeasures howmanypredictionsmade bymodels
are actually positive out of all positive predictions made. Recall is shown as Eq. 3 [15].

recall = TP

TP + FN
(3)

F1-Score represents the model score as a function of precision and recall score. F1-
Score is a machine learning model performance metric that gives equal weight to both
the Precision and Recall for measuring its performance in terms of accuracy, making it
an alternative to Accuracy metrics. F1-Score is calculated as Eq. 4 [16].

F1Score = 2 × (precision × recall)

(precison ± recall)
(4)

Model accuracy is a machine learning model performance metric that is defined as the
ratio of true positives and true negatives to all positive and negative observations. Model
accuracy is calculated by Eq. 5 [17].

accuracy = TP + TN

TP + TN + FP + FN
(5)
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2.6 Dataset

Twitter is a social media platform that provides scraping tweets to natural language
processing researchers [18, 19]. In this study, 4647 Turkish tweet texts about wildfires
between July and August 2021 have been used for sentiment analysis and classification.
The tweets have been extracted by the Twitter developer account with scraping methods
based on Python language [20]. Additionally, all process and evaluations have been
applied by the same Python script and they have been completed in 3 h, 52 min, and
27 s.

2.7 Categorization

The tweets about onwildfires are examined among text and themostly commented topics
are divided into 4 categories.

The users have mostly discussed firefighting, global warming, support, and sabotage
probability about wildfires during the active wildfires. While the categories are searched
with the originalwords, they are also searchedwith the relationalwords and their prefix&
suffix words. The searched Turkish words are also shown in Table 1.

Table 1. Categories.

No Category name (Translation) Searched words (Translation)

1 Yangınla Mücadele
(Fire Fighting)

su (water), tanker (tanker), uçak (airplane), ucak (airplane), helicopter
(helicopter), mücadele (fighting), ekip (team), itfaiye (fire service),
yangın (fire), söndür (quenching), sondur (quenching), soğutma
(cooling), tahliye (discharge), control (control), havadan (from air),
çıkarma (landing), gemi (ship), yetersiz (insufficient), arama
(research), kurtarma (save), acil (emergency)

2 Destek
(Support)

Kızılay (Turkish Red Crescent), kizilay (Turkish Red Crescent), destek
(support), yara (wound), ucak (airplane), uçak(airplane), helicopter
(helicopter), mucadele (fighting), mücadele (fighting), yardım (aid),
yardim (aid), kampanya (campaign), sahra (field), bagis (donation),
bagış (donation), Azerbaycan (Azerbaijan), itfaiye (fire service), azeri
(azeri), kardeş (brother), malzeme (equipment)

3 Küresel Isınma
(Global
Warming)

iklim (climate), değişikliği (change), küresel (global), kuresel (global),
ısınma (warming), isinma (warming), dunya (world), dünya (world),
nesil (generation), gelecek(future), doğa (nature), doga(nature), sera
(greenhouse), ekosistem (ecosystem), çevre (environment), ekoloji
(ecology), hayat (life)

4 Sabotaj
(Sabotage)

sabotaj (sabotage), ateş (fire), ates(fire), tartışma(discussion),
tartisma(discussion), idam(execution), asayiş (safety), asayis (safety),
imar (zoning), kundak (arson), gozalti(custody), gözaltı(custody),
algı(perception), çakmak (gaslighter), provokasyon (provakation),
terror (terror), terör(terror), soruşturma (investigation), sorusturma
(investigation), çocuk (child), cocuk(child), ceza (punishment)

A Turkish comment text is assumed for an example as follow:
Turkish Tweet:
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“Bakan son durumu paylaştı: 7 bölgede yangınla mücadele devam ediyor. 4
helikopterle destek veriyoruz. Sabotaj ve terör olasılığını değerlendiriyoruz.”

English Translation:

“The minister shared the latest situation: Firefighting is continuing in 7 regions.
We give support with 4 helicopters. We are evaluating the sabotage and terrorism
probability.”

In this sample Turkish tweet, “Firefighting” word belongs to “firefighting” category,
“support” and “helicopter” words belong to “support” category, “sabotage” and “ter-
rorism” words belong to “sabotage” category. By this way, the root of the word is also
evaluated for the categories.

3 Experimental Results

3.1 Statistical Analysis of User Reactions

The wildfires between July and August 2021 in Turkey became the most commented
trend topic in Twitter. While most users made neutral comments about wildfires for
wishes, some users supported firefighting in favor of the Turkish government. Some
users complained about the lack of fire equipment. According to the sentiment analysis,
because the users immediately wanted wildfires immediately to end, most users thought
neutral and positive about wildfires. The sentiment analysis is shown as Fig. 2.

Fig. 2. Sentiment analysis of the twitter users on wildfires.

The tweet analysis has been performed by the most observed comment texts. The
text-classification is made by using TD-IDF algorithm and the most used words are
investigated. The categories are determined by the most used words as a result of the
text-classification. The categories are listed below:

• Sabotage
• Support
• Fire Fighting
• Global Warming
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According to the text-classification, the categories have been investigated for each
sentiment class. The positive, neutral, and negative user reactions by the categories are
also shown in Figs. 3(a), 3(b), and 3(c), respectively.

Fig. 3. The positive (a), neutral (b), and negative(c) user reactions by the categories.

According to these analyses, 85.6% of the positive Twitter users mostly wrote about
wildfires for firefighting. 7% of them thought global warming, 4.5% of users support
firefighting, and 2.9% have thought sabotage probability. Additionally, 77.9% of the
neutral users have wished to be terminated the fires, 11.5% of neutral users have thought
that fires consisted of global warming, 8.7% of neutral users thought that firefighting
should be supported with more fire equipment. Moreover, 1.9% of neutral users empha-
sized the sabotage probability. Additionally, the number positive, negative, and neutral
tweet text by the categories are also shown in Table 2.
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Table 2. The number of tweets by the categories.

Category Negative tweet text Neutral tweet text Positive tweet text

Sabotage 5 63 48

Support 16 282 74

Fire fighting 241 2528 1408

Global warming 9 374 115

On the other hand, when the negative comments are investigated by the analysis,
88.9% of the negative users complained of the firefighting. When the text-classification
is analyzed, themost usedwords are also investigated. Themost usedwords in comments
have been drawn in the word clouds. A word cloud is a collection, or cluster, of words
depicted in different sizes [21]. The most used words in positive, neutral, and negative
sentiment are shown in Figs. 4(a), 4(b), and 4(c) separately. The users mostly shared
their comments with the specified words in the word clouds. The text-classification is
made by TD-IDF algorithm for the word cloud drawing.

Fig. 4. The positive (a), neutral (b), and negative (c) word clouds.

3.2 Model Evaluation

In the study, the sentiment analysis based on three different classification models are
performed with standard metrics which are precision, recall, and F1-Score. The model
evaluations are shown in Table 3. Due to the model evaluations; the highest accuracy
model is firstly linear SVM, secondly Logistic Regression and thirdly Naïve Bayes
classifier. The classifiermodels aremeasured by sklearnmetrics in Python. Themeasured
precision, recall, and F1-Score metrics are also shown in Table 3 for each sentiment
group.
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Table 3. Model evaluations.

Classifier Metric Negative Neutral Positive Total
accuracy

Naïve bayes Precision 1,00 0,86 0,91 88%

Recall 0,39 0,97 0,82

F1-Score 0,56 0,91 0,86

Support 31 260 174

Logistic regression Precision 1,00 0,85 0,97 89%

Recall 0,42 1,00 0,82

F1-Score 0,59 0,92 0,89

Support 31 260 174

Linear SVM Precision 0,68 0,91 0,90 90%

Recall 0,49 0,93 0,92

F1-Score 0,57 0,92 0,91

Support 35 271 158

4 Conclusion and Results

In this study, the reactions of Twitter users on wildfires are investigated by using a free
developer account. According to the Twitter policy, Twitter has a few limitations to
the researchers for scraping the tweets such as date or count limitations. At the same
time, some translation errors cause by the meaning slipping due to the allusive words
and sentences, but the translation method gives more accuracy results than sentiment
analysis of the original language due to the word limits. These situations make it difficult
to detection of sentiment analysis.

Today, the protection of forest resources plays an important role in the industrialized
world. The wildfire is a big problem for the protection of the ecological balance and
forestry sources. Moreover, the global effect of the wildfires is another reason for the
global warming. The user reactions on wildfires have been investigated and classified
based on basic three sentiments in this study. The measures against forest fires can
be carefully taken by considering the social media user reactions. Moreover, the latest
situation of wildfires can be learned with real-time social media analysis. The measures
in the future can be evaluated via user reactions in social media. The ideas of the society
on forest sources can be considered by the sentiment analysis. It can be determined
whether or not the sabotage and provocation probability by investigating doubtful social
media accounts. All measures can be evaluated for the forest health by investigating of
the specified comments in social media. Nowadays the virtual effect of society plays an
important role for the authorities. While some authorities reply immediately to the user
reactions as a whole, some can evaluate the measures that are expressed by the social
media users. In the near future, social media will not only become importance for the
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protection of forest sources, but it will also become an indispensable element with the
user opinions for the contributions of ecology protection.
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Fakültesi 37(3), 103–106 (1987)

6. Twitter: #OrmanYangınları, #ormanyanginlari [#WildFires]. Twitter International Company.
Accessed July – August 2021

7. Prakruthi, V., Sindhu, D., Anupama Kumar, S.: Real time sentiment analysis of twitter
posts. In: 2018 3rd International Conference on Computational Systems and Information
Technology for Sustainable Solutions (CSITSS), pp. 29–34. IEEE, Bengaluru, India (2018)

8. Baker, O., Liu, J., Gosai, M., Sitoula, S.: Twitter sentiment analysis using machine learning
algorithms for COVID-19 outbreak in New Zealand. In: 11th International Conference on
System Engineering and Technology (ICSET), pp. 286–291. IEEE, Shah Alam, Malaysia
(2021)

9. Diwakar,D.,Kumar,R.,Gour,B.,Khan,A.U.: Proposedmachine learning classifier algorithm
for sentiment analysis. In: 2019 Sixteenth International Conference on Wireless and Optical
Communication Networks (WOCN), pp. 1–6. IEEE, Bhopal, India (2019)

10. Ramanathan, V., Meyyappan, T.: Twitter text mining for sentiment analysis on people’s feed-
back about Oman tourism. In: 2019 4thMEC International Conference on BigData and Smart
City (ICBDSC), pp. 1–5. IEEE, Muscat, Oman (2019)

11. El-Rahman, S.A., Al-Otaibi, F.A., Al-Shehri, W.A.: Sentiment analysis of twitter data. In:
2019 International Conference on Computer and Information Sciences (ICCIS), pp. 1–4.
IEEE, Sakaka, Saudi Arabia (2019)

12. Hassan,R., Islam,M.R.: Impact of sentiment analysis in fake online reviewdetection. In: 2021
International Conference on Information and Communication Technology for Sustainable
Development (ICICT4SD), pp. 21–24. IEEE, Dhaka, Bangladesh (2021)

13. Jiang, L., Suzuki, Y.: Detecting hate speech from tweets for sentiment analysis. In: 2019 6th
International Conference on Systems and Informatics (ICSAI), pp. 671–676. IEEE, Shanghai,
China (2019)

14. Vanaja, S., Belwal, M.: Aspect-level sentiment analysis on e-commerce data. In: 2018
International Conference on Inventive Research in Computing Applications (ICIRCA),
pp. 1275–1279. IEEE, Coimbatore, India (2018)

15. Woldemariam, Y.: Sentiment analysis in a cross-media analysis framework. In: 2016 IEEE
International Conference on Big Data Analysis (ICBDA), pp. 1–5. IEEE, Hangzhou, China
(2016)

16. Pholo, M.D., Hamam, Y., Khalaf, A., Du, C.: Combining TD-IDF with symptom features
to differentiate between lymphoma and tuberculosis case reports. In: 2019 IEEE Global
Conference on Signal and Information Processing (GlobalSIP), pp. 1–4. IEEE, Ottawa, ON,
Canada (2019)



14 R. Yayla and T. T. Bilgin

17. AlSalman, H.: An improved approach for sentiment analysis of Arabic tweets in twitter social
media. In: 2020 3rd International Conference on Computer Applications and Information
Security (ICCAIS), pp. 1–4. IEEE, Riyadh, Saudi Arabia (2020)

18. Wagh, R., Punde, P.: Survey on sentiment analysis using twitter dataset. In: 2018 Second Inter-
national Conference on Electronics, Communication and Aerospace Technology (ICECA),
pp. 208–211. IEEE, Coimbatore, India (2018)

19. Mandloi, L., Patel, R.: Twitter sentiments analysis using machine learning methods. In: 2020
International Conference for Emerging Technology (INCET), pp. 1–5. IEEE, Belgaum, India
(2020)

20. Djatmiko, F., Ferdiana, R., Faris,M.: Review of sentiment analysis for Non-English language.
In: 2019 International Conference of Artificial Intelligence and Information Technology
(ICAIIT), pp. 448–451. IEEE, Yogyakarta, Indonesia (2019)

21. Dharaiya, S., Soneji, B., Kakkad, D., Tada, N.: Generating positive and negative senti-
ment word clouds from e-commerce product reviews. In: 2020 International Conference
on Computational Performance Evaluation (ComPE), pp. 459–463. IEEE, Shillong, India
(2020)



Green Energy-Based Efficient IoT Sensor
Network for Small Farms

Amit Mishra1(B) , Sandeep Singh1 , Karun Verma1, Parteek Bhatia1 ,
M. Ghosh1, and Yosi Shacham-Diamand2

1 Thapar Institute of Engineering and Technology, Patiala, Punjab, India
{amit_mishra,karun.verma,parteek.bhatia,mghosh}@thapar.edu

2 School of Electrical Engineering, Tel Aviv, Israel
yosish@tauex.tau.ac.il

Abstract. The recent advancement in the Internet of Things (IoT) makes crop
management much smarter and helps optimize resource consumption in the agri-
culture industry. However, due to the high deployment and operational cost of
IoT-based infrastructure, it becomes pretty expansive to be afforded by small farm
holders. In this paper, an energy-efficient, low-cost, in-house wireless sensor net-
work has been developed and established for collecting important field parameters
directly from small household farms. The sensor nodes equipped with in-situ sen-
sors were placed in the test field. The parameters such as atmospheric temperature,
humidity, and soil moisture are measured through various sensors. Consequently,
the sensors’ data is transferred from the sensor nodes to the Gateway via Long-
range (LoRA) communication. The Gateway is designed to push the sensor data
to the application server (ThingSpeak) through the Long-range wide-area net-
work (LoRAWAN) protocol. The performance of the proposed LoRaWAN based
WSN was tested over the 868 MHz unlicensed ISM indoor network setup for an
entire season of rice crop and found satisfactory even in the harsh propagation
environment.

Keywords: Sensor network · Sensor node · Gateway · LoRAWAN

1 Introduction

According to one of the recent reports of the UN Food and Agriculture Organization, the
world will need to produce 70% more food in 2050 due to the exponential growth of the
world population. Moreover, slowing the yield trends and depletion of natural resources
such as fresh water and arable land have aggravated the problem. Several innovations
have been introduced to improve the agricultural yield with optimized resources and
workforce, such as Greenhouse farming [1], precision agriculture [2, 3], smart farming
[4, 5], etc. The concept of ‘smart farming’ enables farmers to reduce their agriculture
waste and enhance productivity with the help of IoT-based technologies [6]. These
solutions sense the vital parameters of soil and crop using sensors, monitor the crop
field, and automate the processes such as irrigation [7], spraying precise amounts of the
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herbicide, pesticide, etc. The IoT-based technology in agriculture comprises specialized
electronic equipment,wireless sensor network connectivity, firmware, and cloud services
[8, 9].

IoT applications can be realized using various frameworks, such as sensor cloud, edge
computing, and wireless sensor networks (WSNs) [10]. There are several competing
LPWAN technologies commercially available, such as LoRa [11], Sigfox [12], RPMA
[13], Telensa [14], andWeightless [15], each employing a different technique to achieve
long-range low-power operation. These technologies are required to provide connectivity
formanyheterogeneous IoTdevices scatteredover awidegeographic area,where devices
may communicate over distances exceeding 10 km [16].

Neumann et al. [17] conducted a measurement study of the performance of LoRa for
indoor deployments using a single device and a single gateway with three channels at
the EU ISM 868 MHz band. The measurement study on the coverage range of various
LPWAN technologies for a single-cell LoRa deployment is conducted in Padova, Italy
[18]. A sensor devices-based forecast mechanism for yield production and growth is
proposed by Chen et al. [19] that also helps to stabilize the demand and supply chain of
agronomic yields. Petäjäjärvi et al. [20] studied the performance degradation of LoRa
under the Doppler effect in different mobility scenarios.

Petäjäjärvi et al. also developed a channel attenuation model for evaluating the com-
munication range of LoRa based technology over the EU ISM 868 MHz band [21]. To
measure the soil moisture, humidity, pH, and macronutrients NPK (Nitrogen, Phospho-
rus, Potassium), Goswami et al. [22] proposed an IoT-based monitoring system. Salam
[23]motivated the industry farmer to adopt sustainable agro production practices through
contemporary communication archetypes, primary sensor devices, and communication
tools.

In our paper [6], ‘on-the-ground’ sensing is one of the essential building blocks
required to complete the Holistic Integrated Precision Agriculture Network (HIPAN)
for smallholder farms. There are low-cost mesh network-based U-sensor and M-sensor
nodes available commercially for agriculture applications from the cold chain Logis-
tics industry, such as CartaSense, Ltd [24]. However, these sensors are less expensive
and affordable but have a low range of data transmission between nodes, nearly 200–
250 m, and a short battery life of approximately 8 to 10 months. Moreover, there is
no alternative power source backup for sensor nodes installed in the agriculture field.
Unlike the CartaSense sensors, a LoRA-based wireless sensor network technology
offers a robust solution to these agriculture applications and green power source backup
with solar panels. Unfortunately, the commercial-grade LoRa-based systems use high-
performance advanced concentrator chips that cost several hundred to several thousand
dollars depending on their features, e.g., 8-channel or 64-channel.

It is critical to keep the cost low, especially in the scenarios of deploying commercial-
grade LoRa-based solutions in smallholder farms. However, the commercial-grade 2G-
3G technology-based sensor nodes such as Libelium [25] offer sensor data communica-
tion with solar-based power backup. But these are too costly to be affordable by small
farmers. Fortunately, several low-cost microcontrollers such as Arduino (ATmega328P),
Node-MCU (ESP8266), and ESP32 are available commercially, providing comparable
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performance along with cost-effectiveness. Therefore, this paper aims to design a cost-
effective, efficient, green energy-operated LoRA-based single-channel communication
system. The novelty of this work is to implement a generalized and robust LoRA based
sensor node that can be interfaced with resistive, capacitive, volumetric, and other types
of soil parameters sensors. This system uses low-cost microcontroller modules and can
easily replace costly commercial-grade devices for small agriculture farms. The perfor-
mance of the proposed sensor network system is analyzed in the test field powered with
green energy for a complete rice crop season.

2 Network Topology

LoRa is the wireless platform of the Internet of Things (IoT) developed by Semtech.
LoRa defines the lower physical layer, whereas LoRaWAN is a cloud-based medium
access control (MAC) layer protocol. It acts mainly as a network layer protocol for
managing communication between LPWAN gateways and routing protocol for sensor
node devices, supported by the LoRa Alliance.

To keep the complexity of the network low, LoRa relies on a star topology in which
sensor devices directly communicatewith a gateway in a single-hopmanner. The network
topology of LoRAWAN is shown in Fig. 1. The mesh or multiple-hop network topology
for LoRA technology is in the testing phase.

Fig. 1. LoRAWAN network topology.
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2.1 LoRA Technology

LoRa is a proprietary communication technique based on the Chirp Spread Spectrum
modulation (CSS) scheme. The CSS modulation is widely used in radar, military, and
secure communications due to its relatively low transmission power requirements. It also
offers robustness against channel degradation effects such as Doppler, in-band jamming
interferers, and multipath fading.

LoRa operates in the unlicensed ISM (Industrial, Scientific, and Medical) radio
frequency bands available worldwide. For example, IN865-867 (865–867 MHz) in
India; EU433 (433.05–434.79 MHz) and EU863-870 (863–870/873 MHz) in Europe;
AU915-928/AS923-1 (915–928 MHz) in Australia; US902-928 (902–928 MHz) in
North America.

A typical LoRAWAN mote is classified into three categories. Class A supports bi-
directional communication in which the devices use un-slotted random access during
uplink transmission, whereas the receive window of dedicated time slot in downlink
transmission. However, Class A consumes the lowest energy in a small load network
scenario but provides long delays in the downlink. Class B offers bidirectional commu-
nication with scheduled downlink receive slots. The Gateway disseminates the schedule
information via beacons. In Class C, the device continuously connected to the channel
provides the lowest downlink latency but requires high power consumption.

2.2 Physical Layer Parameters

The basic parameters of LoRA modulation are bandwidth (BW), code Rate (CR),
chirp Rate (ChR), bit rate (Rb) symbol duration (Ts), and spreading factor (SF). The
chirp (Compressed High-Intensity Radar Pulse) is a sinusoidal signal whose frequency
increases or decreases with time. A LoRa symbol covers the entire frequency band and
comprises 2SF chirps. The chirp rate equals the bandwidth, i.e., one chirp per second
per Hertz of bandwidth.
The relationship among symbol duration, bandwidth, and the spreading factor is given
as:

Ts = 2SF

BW
(1)

TheLora uses forward error correction code, and the value of code rate is defined as 4
(4+n) ,

with n ∈ {1, 2, 3, 4}. Therefore the value of CR is chosen as 4
5 ,

4
6 ,

4
7 , and

4
8 . A LoRA

packet transmitted with a lower code rate will be more tolerant to interference than a
signal transmitted with a higher code rate. The bit rate (Rb) can be computed as:

Rb = SF

Ts
CR (2)

The sensitivity of the LoRA receiver is influenced by its parameters and measured
in dBm, i.e., the higher the negative dBm value, the better is the receiver sensitivity.
In general, receiver sensitivity increases by decreasing the bandwidth, whereas it also
decreases as the value of the spreading factor decreases.
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3 Methodology

This section describes an overview of the proposed hardware of the single-channel
LoRa-based system. The Lora-based network, including gateway and sensor nodes, is
developed and deployed in the institute campus, having large buildings and open areas
suitable for the testing of the system. One of the proposed LoRA nodes deployment
sites is shown in Fig. 2. The respective Gateway is also mounted in one of the institutes’
laboratories, approximately 800 m away from the nodes.

Fig. 2. Installation site of LoRA based sensor node.

3.1 Proposed Model

The proposed LoRAWAN Gateway is developed as a single channel, class A-type, and
operated at 866.06 MHz frequency. The schematic diagram of Gateway is designed
through the EasyEDA tool, and the respective gerber file is created. The customized
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PCB is then fabricated from JLCPCB, Hong Kong, using the same gerber file prepared
in the institutes’ lab. Figure 3 shows the front view of the customized PCBwith its layout.
The bespoke PCB design makes the interfacing circuit simple and reduces the need for
multiple external wire connections. It further reduces the need for frequent maintenance
in remote areas, especially in agriculture applications.

Fig. 3. The layout of customized PCB.

The cost of the proposed system is reasonably lower than the commercial devices
due to the low-cost, open-source ESP32 microcontroller and RFM95W LoRA commu-
nication module. Moreover, we can use a similar customized PCB to implement both
Gateway and sensor nodes with a few modifications. The proposed approach is flexible
enough to control the transmission of sensor data because of the open-source nature of
the programming language. When the high-quality commercial sensors are interfaced
with the sensor nodes, the sensor node’s cost may rise and depend on the type of sensor
used.

3.2 Sensors Used

The sensor nodes are designed to measure three parameters of the field: air temperature,
air humidity, and soil moisture of the target field usingDHT22 and resistive soil moisture
sensor. DHT22 sensor includes a high-precision temperature measurement device and
capacitive sensor wet components, which provides air temperature in the range of 40–80
degrees centigrade and air relative humidity (RH) in 0–100%.

Similarly, a watermark soil moisture sensor (Irrometer 200SS) works by using elec-
trical resistance and water content to gauge the soil’s moisture levels. An electrical
current is allowed to pass from one probe to the other, which makes the sensor mea-
sure the resistance of the soil between them. When the water content in the soil is
high, it shows higher electrical conductivity, and therefore, a lower resistance reading
is obtained, which indicates high soil moisture and vice versa. Regressive lab testing of
Gateway and sensor node pair is done before deploying the complete system in the test
field. Figure 4 shows the lab testing process of the resistive soil moisture sensor module
and data transmission through the LoRAWAN communication.
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Fig. 4. Laboratory testing of LoRa-based sensor node.

3.3 Experimental Setup

The LoRA-Based end node and gateways are implemented using a dual-core module
microcontroller ESP-32S. The microcontroller is also enabled with the features such as
WiFi, Bluetooth, and Ultra-Low Power Consumption. To initiate the LoRA communi-
cation, RFM95W 868S2 LoRa Ultra-long Range Transceiver Module is interfaced with
ESP32. The LoRA module supports 868 MHz SPI and can communicate data using
GFSK, GMSK, LoRa OOK modulations.

An RTCmodule keeps the sensor node module in sleep mode for a fixed period, such
as an hour, to make the system energy efficient. At the end of each hour, the sensor node
becomes active and transmits the sensors reading in the form of a data packet towards the
Gateway using LoRA protocol. This task is implemented with the help of I2C enabled,
precise Real-Time Clock DS3231. The microcontroller (ESP32) circuit draws almost
58 mA in active mode in the sensor node module. However, in deep sleep mode, this
current consumption is approximately 150 uA. Therefore, this low-power or sleep state
mode achieves substantial energy savings, making the sensor node energy efficient.

Once the sensor node is paired with the Gateway, the LoRA signal communication is
verified through a spectrum analyzer. Figure 5 shows the LoRa data packet transmission
at 866.06 MHz. The data is then pushed from Gateway to the application cloud through
LoRAWAN protocol.
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Fig. 5. LoRA data packet transmission at 866.06 MHz.

A solar-based power source is designed to charge the Li-Ion battery placed in the
sensor node. The eHUB2S3A7.4–8.4V18,650BMSbattery protectionmodule protects
the battery from overcharging. The complete interfacing circuit for the solar panel is
shown in Fig. 6.

Fig. 6. Interfacing circuit for the solar panel.

In this work, the ‘ThingSpeak’ is used as a cloud-based application server, to where
the sensors data is pushed and recordedwith time stamps. It is a cloud-based IoT analytics
platform that allows aggregating, visualizing, and analyzing live data streams of the
sensors placed in the test field. The field sensor data, i.e., air temperature, humidity, and
soil moisture, is integrated at the ‘ThingSpeak’ server and visualized in Fig. 7.
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Fig. 7. Visualization of air humidity, temperature, and soil moisture sensor readings pushed on
ThingSpeak server.

4 Result and Discussion

The LoRA-based LPWAN is implemented and tested using the parameters as shown
in Table 1. The localized communication between the sensor node and Gateway is
established using theWiFi protocol, i.e., IEEE 802.11n, available in the institute campus.
The ESP32s use time-division multiplexing (TDM) to avoid collisions between gateway
and sensor nodes during the data transmission. The Gateway transmits the data of each
sensor node to the cloud server only for 10 min duration in every one hour of the entire
day.A time difference of 30min ismaintained between the consecutive data transmission
from the two sensor nodes. After completing the sensor data transmission for 10 min,
each node goes back to sleep mode using the real-time clock (RTC) module. It saves the
power requirement and makes the system energy efficient.

As mentioned in Sect. 3 earlier, the implemented LoRAWAN network system is
installed and tested in the institute’s fields. The sensor’s data is pushed to the cloud for
the entire season of the rice crop from July to November 2021. The various parameters
of the testing field saved on the application server show dependency or relationship
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Table 1 Testing parameters.

Parameter Details

Number of sensor nodes 2

Spreading factor (SF) 8

Receiver sensitivity –132 dBm

Data rate 38.56 Kbit/s

Distance between the sensor node and Gateway 800 m (approx.)

WiFi protocol IEEE 802.11n

throughout the season. In this paper, the mutual affinity between three field parameters
is analyzed for September 2021 and found alike for the whole rice crop season. The
graph between the measured field parameters such as air temperature, air humidity, and
soil moisture are plotted and visualized in Fig. 8 to Fig. 10.

Fig. 8. Air temperature vs. Air humidity plot.

Figure 8 shows a plot between the targeted field’s air temperature and relative humid-
ity. As the air temperature of the field increases, the air relative humidity (%) tends to
decrease, which is a natural phenomenon. The rise in air temperature also indicates the
need for irrigation in the field.

Based on the irrigation requirement, the graph between soil moisture and air tem-
perature is shown in Fig. 9. As the air temperature increases, the corresponding soil
moisture value increases to indicate the low soil moisture contents, suggesting the need
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for irrigation required for the rice field. This phenomenon can be observed through fre-
quent irrigation in the targeted area. Higher soil moisture values in the graph indicate
less soil moisture contents in the field and vice versa.

Fig. 9. Air temperature vs. Soil moisture plot.

Fig. 10. Air humidity vs. soil moisture plot.
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Similarly, the air relative humidity (%) and soilmoisture vary approximately linearly,
depicted in Fig. 10. The variations in these parameters are also observed under the
influence of irrigation of the field. The low value of soil moisture indicates the time
instances of the irrigation, which also shows the rise in the air relative humidity (%)
values.

5 Conclusion

In this paper, a low-cost, robust, energy-efficient LPWAN solution is implemented.
The proposed LoRAWAN system is deployed in the test fields of the institute, and
its performance is tested under the multiple nodes-single gateway scenario in the star
network. The sensor data is pushed to the cloud-based application server (ThingSpeak),
recorded, and visualized successfully. The proposed LoRAWAN solution suits small
farms due to its low cost and robustness. As part of the ‘Digital Village’ project, the
developed LPWAN systems will be deployed in the actual fields in the village and
collect the vital soil parameters for a complete season for data analytics. The analysis
based on the yield of the farms will provide a few critical recommendations about the
quantity and frequency of irrigation, thereby helping to save irrigated water.
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Abstract. As new environmental challenges continue to rise, E-bikes have been
gaining popularity due to their efficiency over cars in regard to fuel usage and
especially when compared with their practicality over regular bikes when it comes
to speed. A mobile application can help to get the most out of a transportation
device such as an E-bike, whichmay, in turn, aid in lessening the traffic congestion
problem in Cairo, the city in which this project is based. A smart bike app is
meant to make life easier for those who own E-bikes as well as for those who
need one temporarily for a ride. Most E-bike apps are made for personal usage;
therefore, we’ve implemented a smart bike app that combines the features of both
a bike sharing app and a personal bike app by creating an Android application that
lets the user use either their own E-bike or a shared one, set a goal for the ride
(destination or exercise), obtain their live location, and communicate with their
personal E-bike.

Keywords: Mobile development · E-bike · Android · Sharing · Bike-sharing
system · Autonomous vehicles · Raspberry Pi

1 Introduction

Infrastructure within the city, traffic congestion has become a pressing issue according
to [1]. That is one reason why switching from an automobile to a bike as a form of
transportation is an excellent idea. Furthermore, due to the recent COVID-19 pandemic,
having a robust immune system is one of the most valuable assets a person can have to
ensure his or her safety, according to Matheus Pelinski da Silveira et al. in their study
[2]. Such immunity requires a decent amount of exercise which can easily be achieved
through biking on a daily basis. A number of people, according to [3], argue that one
of the reasons an ordinary bike, as compared to a car, is not the best option for them
is due to its relatively slow speed and the time it takes for them to make their daily
commutes. That is where E-bikes come into play. E-bikes allow their users to travel
faster with less effort than they would on a regular bike due to the assistance of their
electric motors, according to Sustrans [3]. An excellent way to encourage more people
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to switch to E-bikes is to create a user-friendly mobile application for both those who
own an E-bike as well as those who do not. Bikeroons, the Android mobile application
created specifically for this purpose employs Open Street Maps as the tool to track both
the user and their bike, to plot the desired ride destinations on, and to log the rider’s
tracks during a ride.

The rest of this paper is organized as follows. Section 2 explores the literature review
on Bikes and E-bikes Apps. Section 3 introduces the proposed system in this paper and
lists its features. Section 4 explains the details of the implementation of the proposed
system. Section 5 shows results and graphs created from data collected from the app.
Finally, conclusions and future work follow.

2 Literature Review

Extensive research on shared autonomous vehicle services has been conducted in recent
years and therefore, a plethora of smart E-bike sharing and using apps have been pub-
lished in prior years. Ouyang et al. [4] has conducted a study revolving around bike
sharing apps and their popularity, which according to their research is related heavily to
the features provided by the apps and further aspects.

Upon searching for specific bike sharing apps, we have discovered Inabike. InaBike
is an Indonesian smart bike-sharing platform published in the Google Play Store by
Warlina et al. in their paper [5]. It provides services for Yogyakarta, Denpasar, and other
cities within Indonesia. It uses a QR-code system, a sign in/out system, an anti-theft
system, a live location system, and a smart-lock. Likewise, BOSEH (Bike On Street
Everybody Happy) is an Indonesian bike sharing app based in Bandung published by
Rifiki et al. in their paper [6]. It features Google Maps, a sign in/out system, and other
systems similar the ones utilized in InaBike.

Another app thatwas created for a similar purpose isUnicycleApp, published byAzir
et al. mentioned in their paper [7]. It is used for the purpose of roaming around campus
on a bike. It is based in Malaysia and it uses Bluetooth as a means of communication
between the bike and a user’s phone, a sign in/out system, a QR-code-based system for
security, and a payment system.

Similarly, GreenBikeNet is a mobile application published by Abu-Sharkh et al. in
their paper [8] that provides cyclists with services that enhance and facilitate their riding
experiences with their bikes. It uses ZigBee as a method of communication between the
bike and a user’s phone. It also features user- to-user multilingual voice communication
via a translation system. It employs maps provided by Open Street Maps.

Pertaining to accident detection systems, which are useful in E-bike apps,Md.Mota-
harul et al. created an accident detection system based in Bangladesh. It uses a Raspberry
Pi 3 and Arduino Uno. According to [9] in the event of an accident, the system con-
tacts the nearest police stations, hospitals, and family members added by the user. The
system does not contact them unless the user does not stop the alarm process after five
seconds. In this paper we propose an Android smartphone application that offers a set of
features that includes an amalgamation of those employed by the other apps in addition
to enhanced/altered versions of them.
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3 Proposed App: Bikeroons

The Bikeroons App proposed in this paper has many features.

3.1 General Features

The application’s features are designed to be multifaceted to fit users’ needs to the
greatest extent. Bikeroons provides a number of features that are accessible for every
ride. These features are:

– Sign in/Register: The user has to use the sign in/register feature before using
Bikeroons.

– Password change: The user has the option to change their password. For the password
change feature to alter the user’s password successfully, the old password has to be
entered correctly and the new password has to be between 8–20 characters long.

– Forgot password: The user has the option to reset their password by re- questing a
random code to be sent to their email for the purpose of the user to access their email
and type in the sent code. The code is then hashed and saved in the users’ database.
If the code matches the one saved in the database, the user gets the change to pick a
new password.

– Remember me: The user has the option to save their login information in case of a
successful login.

– Pause and resume ride: The user is able to pause the ride and resume it any time they
wish.

– Ride log: The user can view their ride history. Every ride has the following information
stored:

1. The ride number.
2. The route the user took during the ride.
3. The duration of the ride in hours and minutes (HH:MM).
4. The start time and date of the ride (DD/MM/YYYY HH:MM).
5. The end time and date of the ride (DD/MM/YYYY HH:MM).

– Display ride information: throughout the ride, the following information which is
constantly being updated will be displayed to the user:

1. Speed, in kilometer per hour, of the bike.
2. Distance, in kilometers, covered by the user.
3. Total time, in minutes and seconds, elapsed during the ride.
4. Power, in watts, of the user’s pedaling.
5. Revolutions per minute, which is obtained by the following Eq. (1), found in [10]:

rpm =
meters
miute

wheelCircumferences(inmeters)
(1)

where the wheel circumference is set as 2.07, the circumference in meters of a
26-inch wheel-diameter, which is the wheel size of the bike we ran all of our tests
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on. According to [11], this is the most common wheel size for modern mountain
bikes and is also common in hybrid bikes.

6. Live information of the temperature, in Celsius, and the humidity of Cairo
7. Battery percentage of the E-bike in use.

3.2 Charging Stations

Bikeroons offers the following set of features related to charging stations:

• View nearby charging stations: Upon clicking the button with the charging station
icon, the locations of charging stations appear on the map.

• Display distance and route to station: when a user clicks on a charging station location,
Bikeroons sends a brief notification showing the distance, in kilometers, between the
user and the station. Bikeroons also simultaneously displays the route to the chosen
station.

• Price of charging: The price of charging the bike will be displayed next to the charging
station button at all times. The price depends upon both the E-bike’s battery percentage
and Cairo’s electricity market prices.

• Hide stations: Upon the second click of the button with the charging station icon, all
of the displayed stations and their routes become hidden on the map.

3.3 Emergency

The emergency feature is a simple function offered by Bikeroons to deal with accidents.
The set of features of the emergency function includes:

• Emergency timer: A 5-s timer which will start once an accident is detected. If the user
does not tap the screen to stop the alarm within a 5-s window, the app will sound an
alarm in an attempt to attract the attention of passersby within the vicinity and send
out an SMS, displayed in Fig. 1, to the user’s emergency numbers with a message
indicating that the user has been involved in an accident along with the exact location
of the accident.

• Add emergency number: Enter an Egyptian phone number, it will be added to the
user’s emergency numbers list.

• Edit emergency number: Edit a previously added number, the number that was edited
shall be replaced with the new one.

• Delete emergency number: Removes a previously added number.

3.4 Destination Mode

This application is designed for users who would like to ride a smart E-bike to their
preferred destination. An example of a destination mode-based ride is shown in Fig. 2.
Therefore, Bikeroons includes the following features:

– The user can choose their target location by pressing on the desired spot on the map.
The selected location will be marked and the distance, in kilometers, between the user
and the designated location will be displayed above the marker.
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Fig. 1. The SMS sent from Bikeroons to the added emergency numbers

Fig. 2. A destination-based ride in Bikeroons, displaying various live information to the user

– The user will be prompted to either end or resume the ride when they reach their
selected location. This is to inform the user that the destination has been reached.

– After choosing a target location, the user will have the option to display the travel
route from the user’s active location to their chosen destination.

– During the ride, the route between the user’s active location and the destination will
be displayed on the screen.
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– During the ride, the distance, in kilometers, between the user and the destination will
be displayed and updated regularly every five seconds.

3.5 Workout Mode

When a user chooses to workout using Bikeroons, they are given the option to choose
from four possible workout goals which, upon completion, will prompt the user to either
end the ride or to resume their workout.

The user can choose to set a goal based on how many calories they are aiming to
burn. The user has to input their goal for how many calories they intend to burn. The
number of calories burnt on a regular bike is computed by the following Eq. (2), which
can be found on [12]:

c = (P ∗ h)/4.18

0.24
(2)

where c is the number of calories burnt, P is the average power in watts, and h is the
time elapsed in hours.

However, according to [12] people who use a pedal-assisted bicycle as opposed to a
traditional bicycle burn around 25% less calories. Since Bikeroons is meant to function
with E-bikes, the final number of calories burnt is calculated by the following Eq. (3):

Ec = c ∗ 0.75 (3)

where c is c from 2 and Ec is the approximate number of calories burnt on an E-bike.
The user can choose to set a goal based on how many hours, minutes, and seconds

they want the ride to last. Once the designated time has elapsed, the user gets prompted
to either end the ride or resume it.

The user can choose to set a goal based on the amount of distance, in kilo- meters,
they want to cover. Similarly, once the chosen distance has been covered, the user will
get prompted to either continue the ride or end it.

– If the user has no specific goal in mind, they can pick the “Freestyle” option. This
option allows the user to log a ride on the E-bike with neither a workout goal nor a
destination goal.

3.6 Rent My Own Bike

This feature lets a user, who owns a bike, share it and make a profit by allowing the user
to set a price for the bike, track its location, and be informed as to whether or not it is
in use. The renting fare is calculated as follows: The owner of the bike is asked to input
the base, time based, and distance-based fares of their choice, as shown in Fig. 3. Any
unchecked fare will be considered a zero. The total price is calculated by the formula 4.

TotalPrice = Basefare + (Distancefare ∗ Kms) + (Timefare ∗ H) (4)

Where Kms stands for Kilometers traveled during the ride, while H stands for the length
of the ride in hours.
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Fig. 3. User setting the fare of their choice for others renting their bike.

4 Implementation Details

Bikeroons functions by connecting a user to a database of bikes so the user, in turn, can
have access to the bikes available as well as their own personal bike, if applicable. This
system is implemented at both the level of hardware and software.

4.1 Hardware

– To create a connection between Bikeroons and an E-bike, we attached a Raspberry
Pi to our E-bike. A Raspberry Pi is a compact computer that is able to run Python
scripts, according to [13]. These scripts are what will be used to run the software that
handles the communication.

– To display QR codes, we used a 128 × 64 OLED GRAPHIC DISPLAY: ac- cording
to [15], this is a small 0.96-inch Organic Light Emitting Diode (OLED) display screen
with a size of 128 × 64 pixels. Each Raspberry Pi has an OLED display attached to
it.

– E-bikemodel STVTX250: the E-bike used to test the functions of Bikeroons in Fig. 4.
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Fig. 4. Project’s prototype.

4.2 Software

To communicate with the Raspberry Pi attached to the bike, we use MongoDB, a
database program according to [14].We decided it is best to use a decentralized database
plan which creates one main server connecting multiple sub-servers each with its own
database, thus the sub-databases are separate and are able to function independently of
one another. This arrangement is preferable for this project since if a database malfunc-
tions with such a plan, the rest of the databases will not be affected, and it likewise
adds room for horizontal scalability. There are four sub-databases and the main server
responsible for running all of them. The sub-databases are: Users, Bikes, Cars, and Base
Stations. Bikeroons deals with only the Users and Bikes sub-databases. The database
plan is illustrated in Fig. 5. The way the communication works is by the E-bike’s Rasp-
berry Pi running a Python script continuously (every five seconds) to access the database
to check for any new commands from the app. Such commands are essential to link a
user to the available bike of their choice through the following method: as the user taps
on a bike to choose it, Bikeroons generates a random code. This code then gets hashed
and saved in the bike database. Meanwhile, since the bike is constantly listening for new
commands, it will receive the randomly generated code, use it to create a QR code, and
display it on the screen mentioned in 4.1. Bikeroons then checks if the scanned code
is equal to the code it created. On one hand, if it is correct, the user database will be
updated to include the newly linked bike name to the user, unlock the bike, and start the
ride. On the other hand, If the code is incorrect the user will be asked to try again.

5 Results

The app was developed with Android Studio and tested on an Android phone (Huawei
Y9 2019) version 9. In this part, we will analyze and assess the results to inspect the
effectiveness of the framework. We used Heroku [16] to deploy our servers. Bikeroons
depends on WiFi as its means of communication with the servers, therefore Bikeroons
requires the user to have a stable connection to the internet. We will start by measuring
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Fig. 5. The database plan of the project. Bikeroons deals only with the Users and the Bikes
databases.

response times. Given the nature of our proposed device, we will be focusing on three
following main aspects:

– General response times
– SMS send delay
– Live location refresh delay

Whenwe tested Bikeroons for the response time of various requests throughHeroku,
we produced the following data in Figure 6 and found that the average time in seconds
is 3.525. Furthermore, we tested the SMS sending feature and the time it took for the
emergency numbers to receive the SMS through the app.We ran five tests and found that
the values varied widely, displayed in Fig. 7. We concluded that the average time is 9.8 s.
Moreover, to measure the time it takes, in seconds, to receive the E-mail containing the
code for the password change feature, we ran five tests and concluded that the average
amount of time is 2.436 s as shown in Fig. 9. Lastly, we measured the time it takes for
the user’s location to get updated. The results are displayed in Fig. 8. We found that, in
average, the user’s location gets updated every 5.75 s on the map.

5.1 Discussion

It is worth noting that since Bikeroons can access its user’s location and communicate
with their owned/rented bike in a reasonable amount of time, it also has the potential to
call the bike to move to the user. This feature is developed from the app’s end but not
yet developed and tested on a smart E-bike. This proves that Bikeroons has the potential
of carrying out such feature with a smart E-bike in the future.

In addition to possessing such potential, Bikeroons stands out from other similar
bike sharing apps for several reasons. One being is its ability to allow the user to link
their own smart E-bike to their account using a QR code. This lets the user track their
bike as well as rent it to other users in addition to setting their own fares and in turn,
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Fig. 6. Bikeroons’ response times, in seconds, of various requests the app provides.

Fig. 7. The time, in seconds, it took for the emergency numbers to receive the SMS sent from
Bikeroons.

earn money if desired. Another being its potential to show the user their bike’s battery
percentage, since it communicates with the bike, and calculate the price of a full charge
according to the electricity market in Cairo. Bikeroons also stands out by having the
optional alarm feature in case of an accident, for the chance of grabbing passersby’s
attention. Furthermore, we believe Bikeroons quite appeals to a wide range of people;
such as those who own E-bikes, those who do not, athletes, and tourists. This is because
Bikeroons supports features that would benefit such users.
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Fig. 8. The time, in seconds, it takes for the user’s live location to get updated on the map.

Fig. 9. The time, in seconds, it took for the user to receive the password change code.

6 Conclusion

E-bikes could play an important role in reducing the environmental challenges facing the
world today, most notably in overpopulated cities such as Cairo. Apps for bike sharing
systems could have a lot of potential benefits. In this paper, these aforementioned benefits
are illustrated using the Bikeroons App as an example. Bikeroons’ main objective is to
enhance the riding experiences of the riders of both personal E-bikes and shared E-bikes.
The user is then required to select the purpose of their ride, whether it’s for the purpose of
reaching a certain destination, exercising, or roaming freely. Bikeroons refines a user’s
experience with E-bike riding by displaying information to the rider such as the user’s
speed, the bike’s revolutions per minute, the power output, the external temperature and
humidity, the user’s active location, the total duration of the ride, the battery percentage
of the bike in-use, and the information about the location of charging stations. In the
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event that the user chooses a destination, the distance and the route to the destination
will be displayed. If the user selected a workout mode with a set goal, their progress
until they reach said goal will be displayed. In addition, the user will be prompted to end
or resume the ride when their goal has been reached. Apart from rides, Bikeroons lets
the user communicate with their smart E-bike if they possess one. Therefore, Bikeroons
could prove to be useful for E-bike users as well as people who are interested in making
a foray into the E-bike world!
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Abstract. During the COVID-19 pandemic, the government decided to suspend
all arts cultural events to prevent the spread of the virus. This situation is a chal-
lenge for batik artisans to survive. This research aims to develop a virtual try-on
platform that is an alternative medium for artisans to solve their problems. Devel-
opment platforms based on augmented reality technology can be an option for
the problems. Platform designed based on mobile devices has advantages in the
practicality of use that is not limited by space and time. Implementation of human
motion capture and hand gesture recognition provides an immersive experience
for users. Motion capture is used for a virtual try-on scheme for batik apparel
that can make users try batik apparel virtually and can automatically fit the user’s
body. In addition, the implementation of hand gesture recognition allows users to
apply batik motifs to virtual apparel interactively combined with material fitting
function, which can assist users in positioning batik motifs. Apart from technical
matters, this platform also provides information about the history of batik motifs.
Alpha testing is used in testing the platform and confusion matrix to validate the
accuracy of implementing the functions that exist on the platform. The results of
testing the accuracy of hand gesture recognition reached 97%, and human motion
capture reached 93%, which means the system can run well. This paper describes
the initial efforts made to develop a virtual try-on platform for batik apparel based
on Augmented Intelligence Technology.

Keywords: Augmented reality · Batik · Body tracking · Cultural computing ·
Hand gesture · Virtual try-on

1 Introduction

Batik is one of the works of art that is the identity of Indonesia and one of Indone-
sia’s unique cultural heritages. Batik has become a part of people’s lives. The Covid-19
pandemic has recently become problematic in many aspects, one of which is batik exhi-
bitions. Batik exhibition is one of the means to introduce and market what is used by
batik businesses. However, to stop the spread of Covid-19, the authorities temporarily
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suspended arts and cultural events [1]. Over the last decade, an increasing number of
mobile applications have included augmented reality (AR) technologies that dynami-
cally match virtual content and information with physical displays based on the user’s
environment. Mobile guides and instructional games are only a few examples of the
types of apps available, which also include new media art and virtual exhibits [2]. AR
is a technology that enables a user to better comprehend and interact with the area in
which they are currently located via the application of artificial contextual information.
UtilizingAR technology as a pedagogical [3] and didactic [4] tool may be very beneficial
since it offers an engaging [5], attractive [6], and educational experience [7].

Augmented Intelligence is a new chapter in the history of augmented reality (AR) and
artificial intelligence (AI), inwhichAI augments the functionality ofARand collaborates
with humans to improve cognitive performance, learning, decision making, and provide
new experiences in the world of technology [8, 9]. In this research, we implement the
hand gesture recognition function and a virtual try-on system to apply the concept of
Augmented Intelligence.

We started this research by collecting data, analyzing related research and similar
existing platforms, as well as information and digital images of batik motifs, and then
modelling the 3D platform objects used. Mobile Augmented Reality (MAR) was devel-
oped using the Unity 3D game engine which has rendering support features optimized
for mobile known as the Universal Render Pipeline (URP). This is necessary to improve
the realistic graphics, as it can potentially affect the level of immersion when using the
platform. The realistic level of graphics can affect the level of virtual presence perceived
by the user, as has been recognized in the relevant literature [10].

This study aims to develop an interactive virtual batik apparel trial platform using the
concept of augmented intelligence. Furthermore, in Sect. 2, the materials and methods
contain data collection needed for development, such as related work, reference tech-
nology such as mobile motion capture and hand gesture recognition, usage scenarios,
and platform design. In Sect. 3, the results and discussion contain alpha testing on the
platform. The confusionmatrixmethodwas used to determine the accuracy level of hand
gesture reading and the human body on the platform. Finally, conclusions and future
work are discussed.

2 Related Works

The reference in this research in the scope of mobile augmented reality (MAR) can
be specifically classified into three categories: virtual try-on (VTO), hand tracking, and
Gesture Recognition. The development of the VTO platform has been done a lot to
support the fashion world. According to Hyunwoo et al. [11], virtual try-on technology
can increase sales and reduce product return losses due towrongpurchases by consumers.
Consumers are given the facility to try the product virtually to provide size and suitability
guidelines in real-time [12].

Virtual Try-on (VTO) is a new technology concept used by some fashion apparel
applications to help customers mix apparel without a dressing room [11]. Not only
apparel but can make-up, accessories, jewelry, and others. The main techniques involved
in 3D virtual dressing are modelling and fitting of users and apparel with body tracking



42 A. Firmanda et al.

technology. It is usual to model users by employing scanning devices, such as webcams,
phone cameras, and depth cameras. In related previous works, the use of Microsoft
Kinect to be a solution to this topic [12, 18].

The use of Microsoft Kinect is not in accordance with the research design, because
this system is intended to runonamobile platformand requires portability in its use. Since
the motion capture feature was integrated into Apple’s ARKit 3 Framework two years
ago, it has allowed developers to implement body tracking on mobile platforms without
the need for a Microsoft Kinect and a computer. Apple’s ARKit framework enables the
development of Augmented Reality applications on iOS devices by integrating camera
and gesture features on the device [19–21]. As a result, in this study, researchers used
Apple’s ARKit Framework as a human motion capture framework. The application of
virtual try-on technology is currently not only applied to clothing simulation trials [13]
but has developed to virtual try-on watches [14] and virtual try-on of Footwear [15].
This technology works using a skeletal tracking algorithm to detect the human body
using computer devices and human motion capture such as Kinect. Seeing on previous
research, researchers want to bring this virtual try-on technology to the realm of mobile
augmented reality.

In addition to virtual try-on, hand gesture recognition technology has also entered
the realm of augmented reality, especially in the mobile field. Previous research [16, 17]
proved the use of hand gesture recognition in an AR system to get a good response from
the user’s side. This technology works using a database of gestures and hand models and
approach algorithms based on these 2D and 3D hand models. The system can detect a
hand caught by the camera and knowwhat gesture is being done. Research conducted by
Shahrouz Yousefi [16] compared the touch screen technology that has been widely used
in various MAR interactions, which is limited by more minor different touch gestures
in 3D space. Therefore, the application of HT and GR in 3D physical space is exciting
and is a technology update that can maximize 3D interaction.

3 Research Method

We present a new approach in cultural computing, especially batik, to provide a unique
interactive experience in textured batik and try on batik apparel that have been textured
virtually with augmented reality technology usingARKit SDK andManomotion SDK to
support human body tracking and hand gesture recognition. The contribution from this
research is an implementation of hand gesture recognition for simulating giving batik
textures to 3D apparel objects. Tracking a person’s motion in the physical environment
and then visualizing body motion using 3D apparel objects that have been set according
to AR platform scenarios.

Platform development using Unity 3D Game Engine with Unity’s ARFoundation
Framework. ARFoundation allows working with augmented reality platforms in amulti-
platform way within Unity 3D. So, if we want to develop the platform to run on other
mobile operating systems like android, we can easily integrate it by updating the platform
and rebuilding the app entirely from scratch. Figure 1 is the architecture of the Virtual
Try-On Platform for Batik Apparel; the platform is divided into three parts.
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Fig. 1. Architecture design mobile vto platform.

First, a platform optimized for use on mobile devices equipped with augmented
reality technology. There are Three SDK used on this platform according to the system
design. The Augmented Reality SDK serves as the system’s primary layer. Apple’s
ARKit is used as the augmented reality SDK on this. In ARKit, there are building
augmented reality elements to make it look attractive and blend with the natural world,
such as audio, lighting, digital assets, and texture. Motion capture and hand gestures
SDKs are also integrated to provide an interactive and immersive platform experience.

The second is a web service that includes a web and database for managing online
data. This scheme is used to avoid the rebuild process on the mobile platform, which
takes time if the texture data and information from the batik used are changed. Mobile
platform can communicate with the server and retrieve data from the database. The third
is the development of a web UI that is used to simplify the process of adding, changing,
and deleting existing data in the database. The data includes batik texture and batik
texture information. Two types of users can use it, such as Admin and Batik Artisan,
where Batik Artisan can manage batik data management and Admin can manage whom
Batik Artisan can the development of a web UI that is used to simplify the process of
adding, changing, and deleting existing data in the database. The data includes batik
texture and batik texture information. Two types of users can use it, such as Admin and
enter and use the system using the Web UI facility.

3.1 Human Body Motion Capture

For Apple’s ARKit to function properly, it requires a supporting framework such as
Apple’s RealityKit. RealityKit developed byApple is a framework for high-performance
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3D simulation and rendering [22]. Figure 2 illustrates how human motion capture works
with ARKit and RealityKit on the system. ARKit includes several Entity Classes that
enable it to recognize objects in the physical environment using a camera called ARAn-
chor. This research used ARBodyAnchor, which is capable of tracking the position and
movement of the human body on the rear camera. In Fig. 1 process 2, the system can
recognize the structure of the human body using the information provided by ARKit by
activating ARBodyTrackingConfiguration (). ARBodyAnchor is required to optimize
body tracking accuracy and to ensure that the batik apparel 3D Virtual Object remains
in place while accommodating changes in the human body’s position from the initial
position to the final position, which is updated every frame.

Fig. 2. Human motion capture process in ARKit and RealityKit.

ARKit’s body-tracking functionality requiresmodels to be in a specific format.Mod-
els that do not match the expected format may not work correctly [23]. Several essential
thingsmust be considered in the skeletal model format, such as joint names, rig structure,
axis orientation and skeleton hierarchy for human motion capture. The model must use
a scene coordinate system in which +Y represents up, +Z represents forward, and +X
represents right. On the +Z axis, the model must also face forward.

Matching Model to 3D Batik Apparel. What makes it unique from the rest of the
skeleton is that the spine must have seven joint and the neckmust have four joint (Fig. 3).
The skeleton structure cannot be changed unilaterally due to the possibility of affecting
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A. Rigging Axis Orientation

B. Spine and Neck Structure Required

Fig. 3. Requirements of the skeleton specification.

the human motion capture of the working function. However, importing 3D assets that
are used as virtual objects can be used to modify the body mesh component. 3D assets
are imported in a standard T or A pose and then manipulated by shifting the original
position to match the ARKit skeleton model’s orientation like on Fig. 4.

Fig. 4. Merging virtual assets and skeleton.

The skeleton does not have to bind the 3D object to every bone, even though it must
contain all of the expected joints in the correct hierarchy. The example in this study,
using human motion capture is intended for visualization using batik apparel, so the
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researcher only uses the torso, neck, arm, and shoulders joints. However, because virtual
objects are bound in a single mesh that contains all of the connections required in the
correct ARKit hierarchy, this does not pose an obstacle to tracking human bodies.

3.2 Hand Gesture Recognition

Hand gesture recognition is a common technology for hand detection. However, most
hand gesture recognition runs on expensive systems like a computer with high specifi-
cations as a tool for recognition processing and an RGB-D camera for hand recognition
sensors. Researcherswant to implement hand gesture recognition technology intomobile
device. A standard mobile device like smartphone equipped with an integrated camera
is utilized to generate the video sequence required for hand gesture analysis. The gesture
analysis step usually includes feature extraction, gesture detection, motion analysis and
tracking. The step starts by capturing the RGB frame and converting it to YCbCr color
space (see Eq. 1).

zi = αHCri − βHCbi (1)

In this case, the value Luminance channel (Y) is ignored on YCbCr color space
since its values change between frames, interfering with the hand segmentation process.
Parameter z on Eq. 1 indicates the weighted image of the hand and background samples
respectively.HCr andHCb represent theCr andCb color information of the hand samples
for the background. By adjusting the adjustable parameters α and β, it is possible to
optimize hand segmentation [16].

ALGORITHM 1: HAND GESTURE RECOGNITION
Input: Read Human Hand
Output: Hand Recognition with Hand Trigger

1 Initialize: Grab;
2 Pointer;
3 Release;
4 IF (Camera Read Human Hand = True) THEN
5 Hand Trigger = On DO
6 IF Trigger = Grab THEN
7 Hand Can Grab Batik Texture;
8 END IF
9 IF Trigger = Pointer THEN
10 Hand Can Split Batik Texture;
11 END IF
12 ELSE
13 Trigger = Release;
14 END IF
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Manomotion SDK is a hand gesture recognition library that can work on mobile
devices and cameras without needing a depth sensor [24]. This SDK supports the use
of the Unity 3D integrated development environment (IDE) for system development as
in this research. The hand gesture recognition database provided is quite complete and
can be used. The current version of the database features data of four different gesture
types: pinch (thumb and index finger), point (using the index finger), as well as grab
normal (hand’s back facing the user), and grab palm (hand’s palm facing the user) [25].
In the platform created, researchers used 2 types of gestures such as grab and point. The
following is the pseudocode Algorithm 1 scenario used.

Figure 5 illustrates a design scheme using pointer gestures. As can be seen, the
point gesture function is used to trigger the batik texture object, which starts out as a
single object and splits to four when the hand makes a pointing gesture and touches the
batik object. This process aims to provide the user with a more varied and interactive
experience when interacting with the system.

Fig. 5. Workflow from point gesture.

The use of grab gestures aims to apply batik texture to 3D apparel object interactively.
Figure 6 illustrates a design scheme using grab gestures.

The platform will recognize hand gestures then the user grabs the 3D batik texture
ball object. After touching the 3D object, the user can activate the grab gesture by holding
hands in the second step. In the third process, users can bring texture objects such as
holding a ball in the real world and then bring them closer to the 3D Shirt object. The
last process the system will perform is a mesh renderer on the 3D shirt object after the
texture hits it.
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Fig. 6. Workflow from grab gesture.

3.3 Augmented Reality

Augmented Reality is a technology that combines the real world with digital objects
generated by computers in real-time. Augmented Reality works by adding layers of
programmed digital objects on top of actual Reality and creating a dynamic experience
level. At the advanced level of augmented reality technology, apart from just viewing the
information provided, users can interact with programmed digital objects and receive
immediate feedback from Actions performed in real-time.

From the augmented reality explanation before, it takes supporting elements such
as lighting, audio, digital assets, and textures to create the desired immersive reality.
Unlike on computer devices, platforms that run on mobile systems, there are processing
limitations on existing hardware. The addition of elements must be selective so that the
platform can run well. One of the steps taken is the selection of low polygon 3D digital
assets [26, 27].

3.4 Web Service

Implementing a web service on this platform aims to make it easier to manage infor-
mation and batik textures used on the mobile platform without having to recompile the
platform. Information management and batik texture can be done separately through a
PHP-based website. In addition, not including information data and batik textures on
the mobile platform when compiled can reduce the size of the installer for the mobile
platform so that it can be distributed easily.

Fig. 7. Unity 3D AssetBundel workflow [28].

Researchers use AssetBundle from Unity 3D on this platform. AssetBundle is one
of the asset management methods in Unity 3D, where non-coded assets such as models,
textures, prefabs, and audio can remain connected to the platform even though the asset
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location is in cloud storage. The asset will be downloaded automatically if the mobile
platform requires the asset. As described earlier, this method can reduce the initial install
size of the mobile platform, load assets optimized for the end user’s mobile platform,
and reduce runtime memory pressure.

4 Experimental Result

Currently, the development has reached the stage of developing a mobile platform
(Fig. 1). The system is usable, but all 3D asset data, textures, and information are accessed
offline. For the platform development environment, researchers used tools such as
Table 1.

Table 1. Development environment.

Development device

Device MacBook Pro mid 2014

OS OS X 11.6 BigSur

Development software

IDE Unity 3D LTS 2020.3.x

Compiler XCode 13

AR Library ARFoundation 4.1 & ARKit 4

Hand Gesture Library Manomotion SDK CE

Human Motion Capture Library ARKit XR 4.2.1

Test device platform

Device Apple iPhone XS

Chipset Apple 12 Bionic (7 nm)

CPU Hexa-core (2 × 2.5 GHz Vortex + 4 × 1.6 GHz Tempest) +
Neural Engine

GPU Apple GPU (4-core graphics)

Main Camera 12 MP, f/1.8, 26 mm (wide), ½.55′′, 1.4 μm, dual pixel
PDAF, OIS

In addition to the development environment described in Table 1, the test also was
conducted under standard lighting conditions of 275 lux (lx). Measurement of exposure
using the AMS, Inc. TMD4906 sensor. This chapter discusses the results of the plat-
form’s development and implementation of human motion capture and hand gestures
recognition. The researchers used alpha testing to determine and quantify the accuracy
of reading hand gestures and body motions, which is the primary objective of this test.
Researchers use confusion matrix to determine the level of accuracy. Confusion matrix
is one method to compare the classification results of the system with the predicted
classification results to determine how well the system is built [29].
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Table 2. Confusion matrix.

Predicted

Actual Positive Negative

Positive TP FN

Negative FP TN

Confusion matrices represent counts from predicted and actual values. The term
symbol letters in Table 2 can be represented as follows.

TP = True Positive
A test result that correctly indicates the presence of a condition or characteristic

TN = True Negative
A test result that correctly indicates the absence of a condition or characteristic

FP = False Positive
A test result that wrongly indicates that a particular condition or attribute is present

FN = False Negative
A test result that wrongly indicates that a particular condition or attribute is absent

The accuracy of the system is calculated Eq. 2. However, Eq. 2 used for a binary
classificationproblemhas only twoclasses to classify, preferably a positive and anegative
class. Because there are more than two test classes in this study’s confusion matrix, Eq. 3
is used to determine accuracy; this is a confusion matrix for multiple classes.

Accuracy = TP + TN

TP + TN + FP + FN
(2)

Accuracy = TP

TP + TN + FP + FN
(3)

In the confusion matrix for multiple classes, referring to Eq. 3 the value of True
Positive (TP) is the result of the sum correct classified [30]. In Tables 3 and 4 the values
of TP are marked with green boxes, and red boxes indicate True Negative (TN), False
Positive (FP) and False Negative (FN). The value of TP + TN + FP + FN denotes the
total number of experiments conducted. It is denoted in the Table by the Total of Trials.

Table 3. Confusion matrix hand gesture recognition.

Predicted Condition
Actual Condition Grab Point Release

Total of
Trial

Grab 20 1 0

Point 0 18 0

Release 0 1 20

Total of Trial 60

Hand Gesture Accuracy = (20 + 18 + 20)

60
= 0.97 = 97% (4)
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Table 3 results from the alpha test data on the hand gesture recognition function,
which is poured into the confusion matrix table. There are three hand gesture parameters
used on the tested mobile platform: grab, point, and release. Testing is done by making
a hand gesture and then directing the mobile camera that to capture the hand gesture.
For each gesture, twenty tests were carried out, grab and release gestures there were no
errors in recognition, while for point gestures there were two recognition errors. The
recognition error occurs in the first second when the hand is within the camera’s range,
then a fewmoments later, the platform corrects the recognition error. However, we count
this as inaccuracy of detection, because this data can be a record for improving detection
accuracy performance in the future. The application of hand gestures on the platform
like point gesture can be seen in Fig. 8 according to the workflow point gesture (Fig. 5).

a) Point gesture de-

tected by platform

b) Hand touching 

Batik texture ball

c) Batik texture balls 

are starting to split

d) The condition of 

the batik texture ball is 

finished splitting

Fig. 8. Point gesture simulation on the platform.

The application for grab gestures can be seen in Fig. 9. This is following the Grab
Gesture workflow in Fig. 6.

a) Grab gesture detected 

by platform

b) Hand touching 

Batik texture Ball

c) Take batik texture 

to the 3d apparel 

model

d) Texture batik is 

automatically applied to 

3d apparel models

Fig. 9. Grab gesture simulation on the platform.
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Accuracy testing is also carried out on the humanmotion capture function. In Table 4,
we can see the results of the tests carried out.

Table 4. Confusion matrix human body motion capture.

Predicted Condition
Actual

Condition Front Back Raise Right 
Hand

Raise Left 
Hand

Raise Two 
Hand

Total of 
Trials

Front 12 3 0 0 0

Back 0 9 0 0 0

Raise Right
Hand 

0 0 12 0 0

Raise Left 
Hand 

0 0 0 11 0

Raise Two 
Hand 

0 0 0 1 12

Total of Trial 60

MotionCapture Accuracy = (12 + 9 + 12 + 11 + 12)

60
= 0.93 = 93% (5)

Of the five parameters tested, there is one parameter whose accuracy level is smaller
than the others, namely the recognition of the back position of the body. The platform
sometimes reads the rear position of the body into the front position. This is because in
2D, the front and back of the human body look almost the exact (Fig. 2). The platform
must read other parameters such as the face of the human to be able to detect the front
or back view of the body.

According to the results of tests conducted using the alpha testing method, as well
as calculating the accuracy of hand gesture recognition and human motion capture using
a confusion matrix, a value of more than 90% was obtained, indicating that the mobile
platform can operate normally and that development of the next platform design can
continue.

5 Conclusion

We aim to provide alternative solutions to issues facing batik artisans impacted by the
COVID-19 pandemic and introduce technology that benefits the community’s interests.
The development of a mobile-based platform enables distribution to be simplified and
used anywhere and anytime. The addition of hand gesture recognition and humanmotion
tracking capabilities to the virtual try-on experience for batik apparel creates an entirely
new interactive and immersive experience for users.

From the current stage of the result, the implementation of hand gesture recognition
and human motion tracking can run well. The results of the accuracy calculation using
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the confusionmatrix, which gets an average value of above 90%, indicate that the mobile
platform can read hands and humans as desired.

Other future work will include integrating web services on the mobile platform,
according to the architectural design of the platform in Fig. 1. Web service integration
canmake it easier to update existing batik data on themobile platformwithout rebuilding
the platform, which tends to take a long time longer.
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Abstract. The images which are captured in indoors and/or outdoors may be
badly impacted when sufficient light does not exist. The pictures’ low dynamic
range and high noise levels may have an impact on the overall success of com-
puter vision systems. Computer vision applications become more powerful in low
light situations when low light picture augmentation approaches are used to boost
image visibility. Low light photos have a histogram that is very similar to hazy
photographs. As a result, haze reduction techniques can be utilized to increase
low light photo contrast. An image improvement approach based on inverting low
lighting images and applying picture dehazingwith an atmospheric light scattering
model is suggested in this paper. The suggested technique has been implemented
on the Android operating system. The proposed method delivers about 3 frames
per second for 360p video on theAndroid operating system. It is extremely feasible
to increase this real-time performance by employing more powerful hardware.

Keywords: Dynamic range · Poor vision · Clear image · Light

1 Introduction

In online and offline computer vision applications in transportation, security, military
and video surveillance, low light image and video improvement is critical. As a result,
the number of image enhancement research has significantly grown in recent years [1].
Due to inescapable environmental and/or technical restrictions, many photographs are
taken in inadequate lighting settings. Insufficient and unbalanced light source in the
region, poor item placement against excessive back light, and capturing an image with
an under-exposure are just a few examples. The obtained quality of such low light images
are harmed, and the information transfer is inadequate. The dynamic range of a picture is
expanded using histogram- enhancement based technologies. There are both global [2, 3]
and local [4, 5] improvement techniques. Histogram Equalization improves the contrast
and brightness of a picture by stretching its dynamic range by uniformly distributing
pixel values. However, because the correction is made globally, it causes unanticipated
local overexposure and noise amplification. A variety of techniques based on the Retinex
theory [6], which decomposes a picture into two components: reflectance and illumina-
tion, are also available. Naturalness preserved enhancement (NPE) [7] was presented for
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the improvement of non-uniform illumination image, and Multilayer Fusion (MF) [8]
advocated using multi-layer fusion to improve image quality under various lighting situ-
ations. Dehazing-based methods [9, 10] consider the inverted low light image to be hazy,
and use dehazing to enhance visibility. Gamma correction adjusts the gamma character-
istic of a picture to perform nonlinear color editing, identifying the obscure and bright
sections of the image signal and boosting the contrast ratio between them. [11] proposes
a dynamically defined adaptive gamma correction technique based on the image’s sta-
tistical features. The research has been dominated by learning-based methodologies in
terms of low light photo improvement. The study in [12] introduces the first convolu-
tional deep network (LL-Net) for low light image enhancement, which perform image
contrast augmentation and denoising techniques based on deep auto-encoders. Kindling
the darkness (KinD) which is introduced in [13] demonstrated a novel decomposition
system, a reflection image improvement network, and an illumination map enrichment
network that excelled in low light picture augmentation. Image-to-image translation is
now an essential approach to accomplish image augmentation, which is performed by
transforming distorted images to crisp images, thanks to General Adversarial Networks
(GAN)’s excellent generative capabilities. Cycle-Consistent Adversarial Networks (Cyl-
ceGAN) is suggested in [14], and it shows remarkable capability in the field of picture
domain transfer. Unsupervised Image-to-ImageTranslation (UNIT) is suggested by [15],
and it learnt shared-latent representation for heterogeneous picture translation. Figure 1
is an example to low light imagery enhancement. There can be seen the ground truth,
the degraded image and the enhanced image.

Fig. 1. Ground truth, low light and enhanced images.

This study presents a method based on low light image enhancement by using dehaz-
ing. For applying dehazing, the light scattering atmosphere model which is shown in
Fig. 2 is used in this study.

The atmospheric scattering model is introduced in Eq. 1–3, where H (x, λ) stands for
the hazy picture, T (x, λ) is reflected illumination from scenery and transmitted through
haze andAL (x,λ) is the reflected air light from haze. The sensor accumulates the incom-
ing lights and the output is the hazy imagery. In Eq. 2, t (x, λ) is transmission of haze, RL
(x, λ) is the reflected light from the scenery and atmospheric light is L∞. Transmission
component is introduced as e−α(λ)d(x) RL (x, λ) where d (x) is the scene depth map
and α (λ) is coefficient of scattering term related to capturing wavelength. Equation 3
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Fig. 2. Model of atmospheric scattering.

shows that when the distance between the sensor and the ground increases, transmis-
sion decreases and when the distance between the sensor and the ground decreases,
transmission increases.

H(x,λ) = T(x,λ) + AL(x,λ) (1)

= t(x,λ)RL(x,λ) + L∞(1 − t(x,λ)) (2)

= e−α(λ)d(x)RL(x,λ) + L∞
(
1 − e−α(λ)d(x)

)
(3)

The precise computation of the term of transmission and atmospheric light is the crucial
issue here. One of the most often utilized strategies is the Dark Channel Prior (DCP)
Method [16]. The per-pixel dark channel prior is utilized for haze estimation in basic
DCP.

There are several research on low light picture enhancing in the literature. When
it comes to real-time or near-real-time applications, however, there are always bottle-
necks such as algorithm complexity, hardware limits, and high financial expenditures.
Nonetheless, some successful investigations are now underway.

The study in [17] proposes a real time low light video enhancement method based
on Dark channel subtraction, illumination map estimation, gain estimation and finally
tone mapping to the input image. This method is implemented on Texas Instruments’
TDA3x processor [18] and achieves 18 ms per frame processing time. In [19], an Field
Programmable Gate Array (FPGA) is used to create a real-time low light image enhanc-
ing technique. This approach aims to increase picture accuracy while simultaneously
minimizing image noise. The study in [20], proposes a real-time low light improvement
approach for insightful analysis. To begin, an improvement model for Red-Green-Blue
(RGB) tone space is created. Then, in order to assess the impact of light intensity, photos



60 Y. Çimtay and G. N. Yılmaz

of the Color chart created with ColorChecker are taken in a variety of lighting circum-
stances. Finally, the collected photos are used to evaluate the enhancement factor in the
suggested model. The suggested method can process at a rate of 28.3 frames per second
on average. The study in [21] introduces video improvement using enhanced histogram
equalization and denoising via a unique technique that uses a Hidden Markov Model
(HMM) to conduct probabilistic temporal averaging. It applies this algorithm on IOS
Operating System and achieves 24.8 ms on Central processing Unit (CPU) and 3.66 ms
by using Graphics Processing Unit (GPU) and CPU together.

2 Materials and Method

Low light images and hazy images are similar in terms of poor contrast. Since dehazing
methods improve the contrast of hazy images, this approach is adopted to enhancing low
light images. An example of hazy-Ground Truth and low light-Ground Truth images and
their corresponding histograms are given in Fig. 3. As seen from the figure, low light
image and hazy image exhibits the similar poorness of contrast comparing with Ground
Truth (GT) images. Therefore, enhancing the contrast and brightness is aimed by low
light image enhancing methods.

Fig. 3. Low light-GT and Hazy-GT image pairs and corresponding histograms.

In this work, we develop amethod based on the study implemented in [10] with addi-
tional steps of, applying the dehazing method in [22] and filtering the result with guided
filter. The work in [22] estimates atmospheric light and map transmission using the DCP
technique, information fidelity, and picture entropy. Prior estimate of the dark channel
picture, atmospheric light estimation, transmission estimation, transmission refinement
using guided filter, and reconstructing the haze free picture are the steps. Reconstruction
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is done using Eq. 2. To improve the visual quality of the resulting recovered image of
[10], a guided filter is applied as well.

Two examples of ground truth image, low light image, recovered images by using
[10] and proposed approach are given in Figs. 4, 5 and 6. The image pairs are selected
from the low light image dataset called ‘LOL’ [23].

Fig. 4. Low light image enhancement [10] for Sample 1. First row, left to right: Low light image,
Ground Truth Image. Second row, left to right: Result of [10], Result of proposed approach.

Fig. 5. Low light image enhancement [10] for Sample 2. First row, left to right: Low light image,
Ground Truth Image. Second row, left to right: Result of [10], Result of proposed approach.
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Fig. 6. Low light image enhancement [10] for Sample 3. First row, left to right: Low light image,
Ground Truth Image. Second row, left to right: Result of [10], Result of proposed approach.

In the literature, as far as we are studying, there is no complete study on enhancement
of low light image on the Android systems in near real time. In this work, we usedMAT-
LAB SIMULINK for implementing the proposed method. For building and distribut-
ing MATLAB programs and MATLAB SIMULINK models, MATLAB SIMULINK
supports Android devices [24]. The SIMULINK model we developed is given in Fig. 7.

Fig. 7. Model for low light enhancement.
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The live imagery which is captured by the device camera is read by the ‘Android
Camera’ block. One can set and change the camera resolution by also using this block.
The ‘Low light enhancement’ function uses real-time video input to execute the proposed
low light image enhancement algorithm. The image type conversion block is the next
block in Simulink, and it transforms the type of its input to double. The ‘Split Image’
block divides a RGB image into its R, G, and B color components. Then, using the
‘AndroidVideoDisplay’ block, these color elements are presented on the device’s screen.

‘Android Studio’ [25] was used to deploy the project on an Android smartphone. In
addition, the MATLAB routines are converted to C++ code, and java code is generated
for user modifications and new function declarations. The Qualcomm® SnapdragonTM
665 Octa-core CPU in the Android device we utilized has a frequency of up to 2 GHz.
It comes with 3 GB of Random Access Memory (RAM). The camera’s video resolution
can be increased to 4 K at 30 frames per second.

Figure 8 shows the overall system diagram for real time implementation. Low light
enhancement module produces the recovered image by using camera data and resulted
image is displayed on the screen.

Fig. 8. Overall system diagram.

The pseudocode of proposedmethodwith its implementation onAndroidOS is given
in Fig. 9.
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Fig. 9. Pseudocode of proposed algorithm.

3 Results

Table 1 compares different good low light image enhancement methods using structural
similarity index measure (SSIM), Feature similarity index measure (FSIM) and Peak
Signal to Noise ratio (PSNR) on the LOL dataset. As can be seen from the table, our
strategy outperforms [22] and is one of the best methods available. GLAD [27] is the
most successful method in terms of SSIM, FSIM and PSNR scores. DIE [26] and Dong
[22] are the worst ones in terms of PSNR and SSIM respectively. Proposed method’s
PSNR is above 5 methods, SSIM and FSIM are above 4 and 2 methods shown in the
table. The other advantage of proposed method is that it is very basic to implement
whereas most others present very complex algorithms.
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Table 1. Average PSNR, SSIM and FSIM resultsa for LOL dataset.

Methods Year PSNR SSIM FSIM

Dong [22] 2014 16.71 0.47 0.88

MF [8] 2016 16.96 0.50 0.92

DIE [26] 2019 14.01 0.51 0.91

GLAD [27] 2018 19.71 0.68 0.93

LIME [28] 2016 16.75 0.44 0.85

EnlightenGan [29] 2021 17.48 0.65 0.92

Zero-DCE [30] 2020 14.86 0.56 0.92

Proposed 2022 16.97 0.56 0.91
a The Higher the better

This study is implemented on Android operating system. We tested it for differ-
ent camera resolutions and handle promising frame processing speed. The results for
different image resolutions are shown in Table 2.

Table 2. Low light imagery processing time.

Image resolution Per frame processing time (in sec.)

360p (480 × 360) 0.37

480p (864 × 480) 0.91

720p (1280 × 720) 1.97

1080p (1920 × 1080) 4.41

From Table 2, we can say that the mean processing time for High Definition (HD)
imagery is 1.97 s per frame. In addition, proposed approach achieves 3 fps for 360p
video resolution. Figure 10 shows the android application with (a) low light image (b)
enhanced image.

Fig. 10. Android application (a) camera image (b) enhanced image.
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4 Conclusion

This studypresents a dehazing based low light picture enhancementmethod. Thismethod
is implemented on Android Operating system and promising visual quality and frame
processing time scores have been achieved. One of the contributions of the proposed
method is that it brings a new view point by presenting a way of applying dehazing
techniques to low light image enhancing area. The second contribution is that it applies
low light image enhancing on live video and on Android operating system. It can work
in near real time. The next step for this approach will be based on reducing the frame
processing time and increasing the PSNR, SSIM and FSIM scores.
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Abstract. Document image classification has received huge interest in business
automation processes. Therefore, document image classification plays an impor-
tant role in the document image processing (DIP) systems. And it is necessary to
develop an effective framework for this task. Many methods have been proposed
for the classification of document images in literature. In this paper we propose an
efficient document image classification task that uses vision transformers (ViTs)
and benefits from visual information of the document. Transformers are models
developed for natural language processing tasks. Due to its high performances,
their structures have been modified and they have started to be applied on dif-
ferent problems. ViT is one of these models. ViTs have demonstrated imposing
performance in computer vision tasks compared with baselines. Since, scans the
image and models the relation between the image patches using multi-head self-
attention Experiments are conducted on a real-world dataset. Despite the limited
size of training data available, our method achieves acceptable performance while
performing document image classification.

Keywords: Document image classification · Deep learning · Transformers ·
Vision transformers

1 Introduction

In recent years, with the automation of business processes, digitized documents called
as document images have started to quickly replace physical documents. Many physi-
cal documents, from scientific papers to bank receipts, application forms to transcripts,
agreements to resumes, technical reports to magazines, are now in the form of docu-
ment images and, it has become necessary to propose methods for DIP. Because such
documents are an important and rich source of information and knowledge both visually
and textually. At the heart of the DIP there is document image classification, which is a
crucial task in supervised learning [1, 2].
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Document image classification is a sub-task of image classification which aims
to assign a given document image to one of the predefined classes. Also, document
image classification has a wide research interest in artificial intelligence applications
[3]. This task can be handled under three headings, namely textual-based methods,
structural-based methods and hybrid methods [4, 5]. Textual-based methods are relied
on the textual content of the document image extracted by using Optical Character
Recognition (OCR) [6]. Thus, the document image classification problem turns into a
text classification problem. Such a problem has been studied a lot in the literature and
successful results have been obtained [7, 8]. However, the biggest disadvantage here is
due toOCR.Because, poor quality of document images and incapacity of text recognition
methods cause errors in OCR results [9]. To enhance the capability of textual-based
methods structural-based methods have been preferred in the literature [10]. By learning
the layout features of the document images, classification is made according to the
structural similarity over these layouts [11]. In structural-based methods, Convolutional
Neural Networks (CNNs) has gained great attention due to its remarkable success for
document image classification task [12]. Hybrid models are used to combine textual and
structural features to take advantage of the unique strengths of each of features and also
to eliminate the error caused byOCR.Due to these, hybridmethods show state-of-the-art
classification accuracy in document image classification task [2].

In this study, to achieve document image classification by using structural based
features we evaluate the ViTs which have recently gained attention and begin to replace
CNN in computer vision tasks [13, 14]. The document images for experiments were
pull from Kocaeli University digital document management system. To these system
students upload twelve different type of document images. The reason why such a
system is needed is to prevent students from uploading documents under wrong classes.
Because this error is frequently encountered and it is difficult and time consuming to
manually assign existing documents to the correct classes. The major contributions of
our papers are as follows:

• We answer the question of whether ViTs are successful in document image
classification.

• It is to automate the process of document image classification.
• We achieve 62.73% F1-Score for the proposed task.

The rest of the paper is organized as follows. Section 2 covers the related work
about document image classification. Section 3 presents the ViTs in detail. Section 4
summarizes datasets used for evaluation as well as evaluationmetrics and all the relevant
experimental details alongwith the corresponding results. Finally, we conclude the paper
with conclusion in Sect. 5.

2 Related Works

In the literature, various studies for document image classification have started to gain
momentum. As many of the early studies for this task depend on OCR to extract textual
content from document images [15]. However, document image classification has been
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evolved according to take account layout features and fusion of textual and layout fea-
tures. In this section, we briefly review the document image classification approaches
which are based on the used features.

There are limited number of studies which use only textual features for classification
task. One of them was made by Baumann et al. [16]. In their study, OfficeMAID system
was developed to classify scanned mails into pre-defined classes by using context infor-
mation extracted with two different OCR tools. Eken et al. [17] extracted textual content
by using OCR and applied classical machine learning algorithms for classification task.
To classify Turkish document images Şahin et al. [18] proposed a keyword-based app-
roach. For each class class-specific keywords were extracted from OCRed documents
and documents were assigned to the class with which themaximum number of keywords
matches.

The ancestor of the work using visual features can be considered as the Kang et al.’s
study [11]. They benefited from hierarchical nature of document layout and assumption
that documents belonging to the same class showed similar structure and applied CNN
for classification task. Kumar et al. [19] trained random forest classifier with Support
Vector Machines (SVM) with a codebook of SURF descriptors and obtained state-
of-the-art results on structurally similar document images. Handcrafted features and
CNN extracted features were compared in [20] and it was seen that with CNN based
features more accurate classification results were achieved. In [21], AlexNet in which
the weights learned on ImageNet dataset were used as the initial weights were trained
for classification task. Roy et al. [22] trained ensemble of six Deep CNN (DCNN) for
a whole document and their specific-regions and combined the results of each DCNNs
with SVM.Csurka [23] calculatedRun-LengthHistogram (RLH) and FisherVector (FV)
descriptors for document images. Then, applied classical machine learning algorithms
to these descriptors for classification task. In another study of Csurka et al. [24] shallow
features, deep features based on CNN, and combination of these were used and best
resultswere obtainedwithCNNbased visual features.Yaman et al. [25] appliedAlexNet,
GoogLeNet, VGG-16 and achieved best results with VGG-16. Zavalishin et al. [26]
devised MSER-based approach which used three type of descriptors to obtain layout of
the documents, Spatial Local Binary Pattern (SLBP), Grayscale Runlength Histogram
(GRLH) and BRISK descriptors combined with FVs based on Bernoulli Mixture Model
(BMMFV). Then, the output of these descriptors were given to SVM tomake prediction.
Tensmeyer and Martinez [27] examined the factors affecting performance of the CNN
for document image classification tasks and claimed that shear transformers, multi-scale
training and testing, batch normalization instead ofDropout improved the performance of
the model. In [28], a real-time document image classification architecture was proposed.
In this architecture features extracted with AlexNet were fed into Extreme Learning
Machine for prediction. In the another study of the Afzal et al. [29] used both pre-
trained and not pre-trained CNN models. In [30], multiple transfer learning model were
proposed to make region based classifiers and then to combine these algorithms into one
for better classification. Hassanpour and Malek [31] used SqueezeNet trained both with
weights from ImageNet and random weights. They observed that with weights from
ImageNet more accurate classification results were obtained. Mohsenzadegan et al. [32]
realized document image classification with six channel CNN. To extract visual features
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from dataset Jadli et al. [33] applied well known pre-trained CNNmodels namely, VGG-
19, InceptionV3, DenseNet121 and MobileNetV2. Then, the classical feature selection
algorithmswere applied to determinemost representative feature subset among extracted
ones to improve classification performance. In [34], Deep Convolutional Generative
Adversarial Networks (DCGAN) based data augmention was realized to create fake and
hybrid datasets in addition to the original document image dataset. Then, CNN were
applied to compare classification performance. Sevim et al. [4] proposed a soft-voting
architecture of NASNet-Large, InceptionV3 and EfficientNetB3 to take advantage of the
all three models.

Noce et al. [35] combined visual and textual features by embedding textual content
to improve classification accuracy of visually indistinguishable document images. With
the help of OCR and Natural Language Processing (NLP) keywords in the documents
were associated with pre-defined classes then each class was assigned a unique color.
Thus, performance improvement was achieved by visualizing textual information. In
[36], a multimodal network was designed which was trained with OCR learnt textual
features andMobileNetv2 learnt visual features were. Jain andWigington [37] proposed
multimodal fusionmechanismwhich combines spatial word embeddings and image fea-
tures from VGG-16. In [38], EfficientNet models and CNN models were compared in
terms of document image classification. In [39], the authors introduced Layout LM
which modeled textual information and layout information jointly. Bakkali et al. [40]
proposed a fusion mechanism which hybridized token embeddings and image structural
information. In their another study [12] cross-modal deep networks for document image
classification were applied to train NASNet-Large extracted image features and Bert
extracted textual features jointly. In the third study by the same authors [41] a self-
attention based mutual learning strategy were proposed which aimed to learn positive
knowledge between image and text modalities.Mandivarapu et al. [42] used Graph CNN
to model textual, visual and layout information. Another study using Graph CNN was
done by Xiong et al. [43]. Siddiqui et al. [44] investigated the effect of zero shot learning
on document image classification tasks. So, the authors learnt image and textual embed-
ding features and calculated theirmatchings. The experiments on the benchmarks showed
that zero shot learning achieved better performance compared to the past studies. Sellami
and Tabbone [45] appliedMulti-viewEncoder-Decoder Neural Networks to learn shared
representation between deep visual and textual features and model them jointly. In [46]
few-shot meta-learning based on domain-shift were proposed by modelling visual and
textual features together.

3 Vision Transformers

Transformer models which are based on self-attention mechanism performs outstanding
success in NLP tasks [47, 48]. This success also attracted the attention of researchers
working with computer vision. Therefore, it has become necessary to develop a trans-
former model to be applied to computer vision problems and ViTs have been developed
[49]. The architecture of the ViTs is depicted with Fig. 1.
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Fig. 1. Architecture of ViT [49].

The working logic of the ViTs is as follows: for a 2D-image x ∈ R
H×W×C ,

where (H, W) represents the resolution of the original image, C represents the num-
ber of channels, to transform this image into a sequence of flattened 2D patches
xp ∈ R

N×(
P2·C)

(1 ≤ p ≤ N ). While (P, P) represents the resolution of each image patch,
N represents the number of patches. N is calculated according to N = HW/P2 and also
refers to the effective input sequence length for the Transformer. The Transformer uses
fixed hidden vector with size D across all its layers, so the patches are flattened and
mapped into to the D dimensions with a trainable linear projection by using Eq. 1. The
output of the Eq. 1 is called as patch embeddings.

z0 =
[
xclass; x1PE; x2PE; . . . ; xNP E

]
+ Epos,E ∈ R

(
P2·C)×D,Epos ∈ R

(N+1)×D (1)

z′� = MSA(LN (z�−1)) + z�−1, � = 1 . . . L (2)

z� = MLP
(
LN

(
z′�

)) + z
′
�, � = 1 . . . L (3)

y = LN
(
z0L

)
(4)

In the equations above LN is Layernorm layer, MSA is a Multi-head Self Attention
block. Like BERT’s [class] token, the y-state (Eq. 4) at the output of the Transformer
encoder (z0L) prepares a learnable addition to the array of embedded patches (z00 = xclass)
that serves as the image representation. A classification header z0L is added to the during
both pre-training and tuning. The classification header is implemented by a Multi-Layer
Perceptron (MLP) with a hidden layer at pre-training time and a single linear layer at
fine-tuning time. MLP contains two linear layers with a Gaussian Error Linear Units
(GELU) non-linearity. Position embeddings are added to patch overlays to preserve
position information. The resulting array of embedding vectors serves as input to the
encoder.
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4 Experiments

In this study, we use ViT as an alternative to structural-based methods. The architec-
ture of transformers is developed to apply to natural languages tasks. Therefore, some
modifications should be made to these models to use on computer vision problems. We
perform the necessary operations for the model setup. We also make the data suitable for
the classification process with preprocessing steps. In order to evaluate the experiment
results, we use precision, recall and F1-Score metrics. In addition, the receiver operating
characteristic (ROC) curve is used to visualize the results.

4.1 Dataset

The dataset is composed of the official documents that are used by students in their
application to Kocaeli University. There are 1044 documents in the dataset. These are
grouped under 12 predefined classes. Each of the documents contains one or more pages
of colorful images. The first page of the all documents is chosen to be used as a sample
of documents. The samples in the dataset are not evenly distributed and there are fewer
samples compared to similar studies. The dataset is divided into two as 90% training
and 10% test data. The information about the dataset given in Table 1.

Table 1. Summary of dataset.

Document class Number of samples

ALES 100

CV 100

Equivalence Certificate 71

Course Content 100

Course List 100

Diploma 100

Prep Class Status Certificate 100

Student Certificate 100

OSYM Result Documents 49

OSYM Placement Certificate 58

Transcript 99

Foreign Language Certificate 98

4.2 Image Preprocessing

The used dataset contains documents in pdf file format, but image files are required for
the structural classification methods. That’s why all documents are converted to image
files as the first step of preprocessing. In the conversion process, 100 dots per inch (dpi)
resolution is used and 3-channel 1170 × 827 sized images are obtained.
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The size of images is too much for operations and not suitable for the usage of the
model. Each image should be divided into smaller patches to use in theViT.Therefore, the
images are resized to 144× 144× 3. This size has been chosen to minimize information
loss and to perform operations easily. As a final step, the images are divided into small
12 × 12 × 3 patches. Each image is represented by 144 patches. Patches for a sample
image from dataset is given with Fig. 2.

Fig. 2. Patches for a sample image.

4.3 Evaluation Metrics

Precision indicates the proportion of positive predictions which are made correctly.
Recall gives the proportion of correctly predicted samples in the positive class. The har-
monic average of the precision and recall values gives the F1-Score. In order to calculate
these metrics, values such as true positive (TP), false positive (FP) and false negative
(FN) must be known. TP is the number of correct positive predictions. Conversely, FP is
the number of false positive predictions. FN indicates the number of incorrectly predicted
positive samples.

Precision = TP/(TP + FP) (2)

Recall = TP/(TF + FN ) (3)

F1 − Score = 2 ∗ (Precision ∗ Recall)/(Precision + Recall) (4)

4.4 Model

The ViT model used in the experiments is created from scratch based on the basic trans-
former model. Unlike general transformer models, a projection layer is added to the
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model as the first layer. The embedding operation is performed on the patches using the
projection layer and this layer projects the flattened patches into a lower-dimensional
space. This layer contains 256 nodes. The position embedding layer used in the model
takes the order of patches as input and produces a 256-dimensional output vector. The
outputs of projection and position embedding layers are added linearly, the result is sent
to the attention mechanism. There are 4 parallel attention mechanisms in the transformer
layer. The key and query sizes in the attention mechanism are also set to 256. 4 trans-
former blocks were added to the model sequentially. Dense layers consist of 1024 and
512 nodes and they have been added to the end of the model for classification. GELU is
chosen as the activation function in model layers.

Cross-entropy is used as a loss function for training the ViT model. Adam is chosen
as the optimizer. The learning rate is assigned as 10−4 for training andmini-batch value is
set to 32.Model training takes approximately 50–60 epochs.When the number of epochs
is increased, overfitting occurs. The architecture of the model is given with Fig. 3.

Fig. 3. Model architecture.

4.5 Experimental Results

The test results are evaluated according to the precision, recall and F1-Score metrics and
the values in the Table 2 are obtained.
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Table 2. Experimental result.

Class Precision Recall F1-score

ALES 0.5833 0.7000 0.6364

CV 0.6364 0.7000 0.6667

Equivalence Certificate 1.0000 0.5714 0.7273

Course Content 0.6000 0.6000 0.6000

Course List 0.4000 0.8000 0.5333

Diploma 1.0000 0.8000 0.8889

Prep Class Status Certificate 0.0000 0.0000 0.0000

Student Certificate 0.5714 0.8000 0.6667

OSYM Result Documents 1.0000 0.6000 0.7500

OSYM Placement Certificate 0.8333 0.8333 0.8333

Transcript 0.6000 0.3333 0.4286

Foreign Language Certificate 0.7273 0.8000 0.7619

When the results are examined, it is seen that documents such as Diploma, OSYM
Placement Certificate, Foreign Language Certificate and OSYM Result Documents are
estimated more accurately. OSYMResult Documents and OSYM Placement Certificate
are the classes with the least number of samples, but the layout properties of these
documents vary less. Therefore, the classification estimation process is more accurate.
Model could not estimate the Prep Class Status Certificate documents correctly. These
are the documents that have the most structural diversity among the all documents. The
average scores are depicted with Table 3. The ROC curves of the models are shown in
Fig. 4.

Table 3. Average scores.

Metric Average score

Accuracy 0.6442

Average precision 0.6498

Average recall 0.6442

Average F1-score 0.6273
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Fig. 4. ROC curves for all classes.
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5 Conclusions

With the automation of all processes in today’s world millions of document images
such as application forms, prescriptions, receipts, invoices, delivery forms and so on
are support a wide variety of workflows and applications has become important to the
business world. More importantly, it is necessary for such documents to be rich in
information and to extract and process this information. On the other hand, automatic
and efficient information extraction from document images is a challenging because of
the complex structures, poor quality, diversity of these type of documents.

In this paper we applied ViTs to document images to classify document image into
pre-defined classes. ViTs are transformers devised to process 2D images with minimal
changes. In the experiments a dataset which were obtained from Kocaeli University
digital document management system was used. When the results are evaluated even
with limited size of document images ViT achieves acceptable performance with aver-
age 62.73% F1-score. In addition, we would like to improve the dataset by using data
augmentation techniques to obtain better performance.

Acknowledgments. This work has been supported by the Kocaeli University Scientific Research
and Development Support Program (BAP) in Turkey under project number FBA-2020-2152.
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Abstract. Considering the worldwide rice consumption, it is seen that rice has
an important place. The rice plant is the most cultivated plant after corn and
wheat from the grass family. One of the latest research topics in agriculture is
the identification or classification of diseases from images of a plant’s leaves. In
this study, a computer-aided classification system has been developed to detect
whether the rice plant is diseased or not. This developed system consists of four
different stages. These are image pre-processing, segmentation, feature extraction,
and classification. First, the images were pre-processed with the median filtering
method, then OTSU method was used for segmentation. The GLCM (Gray Level
Co-occurrence Matrix) method was used to extract the features of the segmented
images. Then, it was determined whether the rice plant is diseased from the image
by using the Probabilistic Neural Network (PNN), one of the Artificial Neural
Networks (ANN) models. An interface has been developed to do all these stages
from one place. The accuracy rate of this system, which detects the disease of the
rice plants, was determined as 76.8%.

Keywords: Artificial Neural Network · Classification · Probabilistic Neural
Network · Image processing · Rice crop

1 Introduction

The total crop in agricultural products has gained importance with the increase in the
world population. For this reason, the detection of plant diseases affecting the total crop
has also become one of the important research topics. Plant diseases are one of the
reasons that reduce the yield and quality of agricultural products [1]. If these diseases
which cause both yield and quality decline are not prevented, the total crop will be
directly affected. The main problem regarding the plant diseases is that the plants cannot
be monitored at regular intervals. It is important to constantly monitor the diseases that
may occur in the plant, as they vary annually depending on the weather conditions. It is
a bit more difficult to monitor plants growing in wetlands, such as rice plant, which is
the subject of this study, compared to other plant species. This study is about detecting
the diseases of rice plant, which is consumed in almost every country in the world, using
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image processing and artificial neural networks. Generally, diseases in plants are caused
by various fungi, bacteria or viruses. The most common diseases found in rice plants
are Bacterial Leaf Blight, Brown Spot, Leaf Smut, Leaf Blast and Sheath [2]. These
diseases show differences according to the growing region. Some of these diseases are
not seen at all in certain regions. Therefore, it is difficult to obtain the data necessary for
the classification of all diseases. In this study, two classifications were made according
to the data set obtained. The first class includes images of Brown Spot, Hispa and Leaf
Blast, and the second class includes images of healthy rice plants.

Artificial neural networks show great promise in the detection of diseases in agri-
cultural areas today. Some of the studies on disease detection in agricultural products
with Artificial Neural Network in the literature are as follows. In recent years, artificial
neural networks and deep learning methods have been used to analyze diseases of tea
[3], apple [4], tomato [5], grapevine, peach and pear [6], wheat [7]. Malvika et al. used
image preprocessing, feature extraction and Artificial Neural Network to detect cotton
leaf disease early [8]. Detection of plant diseases is limited by the visual abilities of the
person. Therefore, computer visualization methods have started to be used more for the
detection of plant diseases. V. Ramya and M. Anthuvan Lydia used Backpropagation
Neural Network after various pre-processing processes to find the health status of the
plant [9].

Gunawan et al. used an artificial neural network to extract features with image pre-
processing to classify two diseases of the rice plant (Brown Spot, Leaf Smut). They
obtained a 66.3% accuracy rate of rice plant disease using a 1-output ANNwith 4 inputs
(area, red, green and blue) [10].

Sahith et al. detected rice crop disease using RandomForest, REPTree and J48 deci-
sion tree algorithms used in machine learning. They extracted the features of the plant
images using the ColorLayoutFilter function supported by WEKA. In the study, the
performance results of RandomForest, REPTree and J48 decision tree algorithms were
obtained as 76.19%, 57.14% and 64.28%, respectively [11].

Harshadkumar et al. removed the background of the images and extracted their
features with K-means clustering to detect 3 diseases of the rice plant. They made
classification with the Support Vector Machine (SVM) with the features they extracted.
They achieved an accuracy rate of 73.33% in their classification test [12].

First of all, for this study, the data set of the diseased and healthy leaves of the rice
plant was obtained from the Kaggle web page [13]. GLCM (gray level co-occurrence
matrix) was used to extract the features of the leaves of the rice plant and to create a
quantitative leaf feature system. Diagnosis and classification of the disease were made
using healthy and diseased rice plant images and Probabilistic Neural Network (PNN)
model. PNN has a simple structure and fast learning ability and is widely used in pattern
recognition [14]. The neural network model was trained with the images of healthy and
diseased rice plant leaves found on the Kaggle website. In order to test the accuracy
of the trained network, the images of diseased and healthy rice plants, which were not
used in the training phase, were given to the network and the results were observed. An
accuracy rate of 76.8% was obtained as a result of the test.
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2 Materials and Methods

This study consists of four stages in order to find out the health status of the rice plant.
In the first stage, image preprocessing is carried out to improve plant images, that is, to
repair noise and defects. In the second part, the diseased part of the image was found
by the Otsu segmentation method. In the third step, the features of the segmented image
are extracted with GLCM (Gray Level Co-occurence Matrix). Then, in the classification
part, which is the last step, a model that detects whether the rice plant is diseased or
healthy has been developed using the Probabilistic Neural Network (PNN), by making
use of these features. The block diagram of the proposed system is shown in Fig. 1.

Fig. 1. Diagnostic stages of rice plant disease.

2.1 Data Set

PNN, one of the artificial neural networks, was used for the detection of plant disease.
The rice plant leaf images required for training the network were obtained from the
Kaggle web page. From a total of 534 images obtained, 400 images of rice were used
for training, and 134 images of rice were used for testing. The images of three diseased
(Brown Spot, Hispa, Leaf Blast) and healthy rice plants from Kaggle dataset are given
in Fig. 2.

2.2 Image Pre-processing

It is difficult to interpret the images taken from the camera with the software. In the
images taken with the camera, image distortions occur in conditions such as weather
conditions, handshaking, sun angle, etc. [15]. Various image filtering methods are used
to improve or reduce the distortions in these images. Among these filtering methods,
median, unsharp, imnoise, average, or Gaussian filters are generally used.

Filtering operations represent new pixel values obtained as a result of changing pixel
values. With the help of filters applied to clear the noise in the images, operations such
as sharpening the images, making sense of the color levels, blurring, and increasing the
brightness are performed. It was observed that the software developed after the noises
were removed detected the disease more clearly.

In this study, median filtering was used to detect plant disease. Median filtering is
the process of replacing the median value with the middle value when the selected pixels
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Healthy Plant Brown Spot

Leaf Blast Hispa

Fig. 2. Diseased and healthy leaf images of rice plant from Kaggle dataset.

are ordered from smallest to largest. In Fig. 3, an application of the Median filtering
with 3 × 3 pixels is shown. There are 9 pixels in total in the 3 × 3 matrix. When these
pixels are ordered, the Median value is 160. In the 3 × 3 matrix, the Median value 160
is written instead of 143, which is the middle value.

Fig. 3. 3 × 3 Median filter application.

A 3 × 3 Median filter was applied to all images of the rice plant. Figure 4 shows the
image of rice and the image after applying the median filter together.
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RGB Image

Median Filter (3x3) Image

Fig. 4. Rice plant leaf with median filtering applied.

2.3 Segmentation Process

The segmentation process is used to highlight diseased parts in plant leaf images. The
OTSU method found by Nobuyuki OTSU is used for automatic image thresholding in
image processing and computer vision [16]. In this study, the OTSU method was used
for the segmentation of images.

The OTSU method converts images to binary images (0 or 255) (black and white)
in order to more clearly reveal the important parts of the images. To obtain the binary
image, a threshold value is selected between 0–255 on a gray level image. As given in
Eq. 1, the image is converted to binary image according to the threshold value.

binary_image(x, y) =
{
if image(x, y) < threshold → 0
if image(x, y) > threshold → 1

(1)

Here x andy are the image pixel coordinate values. TheOTSUmethodfinds this threshold
by minimizing the variance of within-class density or maximizing variance between
classes [17]. The images in the rice plant dataset were converted to gray level while pre-
processing. After applying the median filter, which is one of the image pre-processing
methods, to the rice plant images, OTSU segmentation process was applied. Figure 5
shows the OTSU segmentation process for the rice plant images.

2.4 Feature Extraction

After pre-processing of rice plant images, OTSUwas subjected to segmentation process.
At this stage, feature extraction of the images of the rice plant leaf wasmadewithGLCM.

GLCM is a feature extraction method introduced by M. Haralick, and it is used to
extract the feature of a grayscale image [18]. GLCM defines the relationship between
two neighboring pixels. The first of these pixels is known as the reference pixel and the
second as the neighboring pixel. The distribution in the matrix is adjusted according to
the distance and angle between pixels [19].

Besides the distance between pixels, it is also necessary to know the orientation
of the pixel pairs. The most common known directions are θ = 0,45,90,135 and their
symmetrical counterparts. An example of co-occurrence matrix is given in Fig. 6, with
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RGB Image

Median Filter (3x3) Image

OTSU Image

Fig. 5. Application of OTSU method to the rice plant image.

the number of gray levels calculated as 5, the inter-pixel distance d= 1, and the direction
angle θ = 0°, 45°. Here, the pixel pair numbers (1,1) and (1,3) in the image are written
as 2 and 1, respectively in the GLCM matrix when the direction angle is selected as
0°. When the number of pixel pairs in the image (5,2) is selected as 45°, 2 is written
sequentially in the GLCMmatrix. GLCMmatrix is created by doing these operations in
other pixel pairs.

Texture analysis methods are used to analyze the leaf tissue of the plant. These
methods generate a set of statistical attributes of pixel density. The gray level differences
between two different pixels in separate places are compared. Different textures can be
found by revealing texture properties. Texture features in this study were extracted using
GLCM. For each image, 20 texture properties such asCorrelation,Homogeneity, Energy,
Contrast, Entropy have been extracted. These features extracted from each image are
given in Table 1.

Below are the formulas of 5 (correlation, homogeneity, energy, contrast and entropy)
commonly used features out of 20 extracted.

Correlation,

∑
i,j (ij)Pij − μxμy

σxσy
(2)

Homogeneity,
∑

i,j

Pij

1 + |i − j| (3)

Energy,
∑

i,j
P2
ij (4)

Contrast,
∑

i,j
|i − j|2Pij (5)
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Fig. 6. Example of constructing GLCM matrix.

Table 1. 20 feature names extracted from each image.

1. Energy 6. Homogeneity 11. Sum average 16. Sum of squares

2. Entropy 7. Correlation 12. Sum variance 17. Maximum probability

3. Dissimilarity 8. Autocorrelation 13. Sum Entropy 18. Maximal correlation
coefficient

4. Contrast 9. Cluster shade 14. Difference
variance

19. Inverse difference
normalized

5. Inverse difference 10. Cluster
prominence

15. Difference
entropy

20. Inverse difference
moment normalized

Entropy, −
∑

i,j
Pij logPij (6)

Here, the values μx, μy, σx and σy are the mean and standard deviation of the rows
and columns of the probability density function Pij. Pij are probabilities calculated with
GLCM. i and j are the spatial coordinates of the function Pij. 20 features extracted using
GLCM are then used in classification processes, and an output indicating whether the
plant is healthy or not is obtained.



Rice Plant Disease Detection Using Image Processing 89

2.5 Classification with PNN

PNN is a network formulation of probability density estimation (PDF) developed by
Donald Specht [20]. In addition, PNN is also an ANN model and basically uses the
Bayesian method and performs a probabilistic classification. Parzen Approach is gener-
ally preferred for density calculation of classes. In the formula given in Eq. 7, n indicates
the number of data for training, m indicates the size of the input space, and i indicates
which pattern. σ is the correction factor that controls the precision of the Gaussian
function. The x value is the features extracted with GLCM.

F(x) = 1

2(π)
m
2 σmn

∑n

i=1
exp

[
− (x − xi)T (x − xi)

2σ 2

]
(7)

PNNmodel consists of input layer, pattern layer, summation layer and output layer [21].
The general structure of the network presented in this study is shown in Fig. 7.

Fig. 7. Probabilistic neural network model.

In this study, the rice plant images, which were extracted with GLCM, were trained
with the PNN classification method. Then, two outputs were taken to determine whether
the rice plant images are healthy or unhealthy.

3 Discussion and Results

Matlab program which is a package program developed specifically for use in the field
of mathematics was used to detect the disease of rice plant. It is thought that the system
to be developed should first detect the disease and then present this detection to the user
through an interface. For this purpose, the graphical user interface (GUI - Graphical user
interfaces) in the Matlab program was used. In order to realize the proposed application
in this study, a personal computer with a graphics card NDIVIA GeForce MX150, a
Processor Intel(R) Core(TM) i7-8550U and installed memory (RAM) 20 GB was used.
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It is planned to apply the disease detection software primarily onRGB image datasets.
For this purpose, an interface design has been made in the Matlab GUI environment that
will enable disease detection. The interface of the program that detects the disease is
shown in Fig. 8.

Fig. 8. The interface of the plant disease detection GUI.

In the interface that will detect the diseases of the rice plant, firstly, image pre-
processing methods were applied to the rice plant leaf images. Median filters were used
in image pre-processing. Then, the OTSU method was used for segmentation. GLCM
algorithm was used to extract the features of the images. 534 images of rice plant were
pre-processed, segmented and then feature extracted with GLCM. PNN (Probabilistic
Neural Network) was used to understand whether the rice plant is healthy or unhealthy.
The PNN used for rice crop classification used 75% of the images for training and 25%
for testing. Figure 9 shows how to do these steps in the user interface program step by
step.

The confusion matrix is summarized in Fig. 10. A total of 134 rice plant leaf images
(67 diseased images, 67 healthy images) were used to obtain the confusion matrix. The
confusion matrix consists of the True Positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN) values. In the test process, TN, FN, FP and TP values
were found to be 55, 19, 12, 48, respectively. The confusion matrix results show that the
proposed model has an accuracy rate of 82.09% for the diseased rice plant and 71.64%
for the healthy rice plant.

Table 2 shows the accuracy, specificity, recall, sensitivity, sensitivity and f1-score
of the study test results performed with PNN according to the values in the confusion
matrix.

Comparison of the proposed model with ANN, SVM, RandomForest, REPTree, J48
and Deep Learning is given in Table 3.

Sethy et al. used a combination of deep learningmethods and support vector machine
for the detection of rice plant disease [22]. They obtained high accuracy rates after the
training procedures. In deep learningmethods, feature extraction is done in convolutional
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Fig. 9. Use of plant disease detection GUI.
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Predicted

Unhealthy Healthy Total

A
ct
ua

l Unhealthy 55 12 67

Healthy 19 48 67

Total 74 60

Fig. 10. Confusion matrix obtained for the PNN model.

Table 2. Performance measures of confusion matrix results.

Data set size Specificity Accuracy rate Recall Precision f1-score Sensitivity

134 82% 76,8% 71,6% 80% 75,5% 71,6%

Table 3. Comparison of the proposed model with other related studies.

Researchers Methods Dataset Performance

Harshadkumar et al.
(2017)

K-means + SVM NIKON D90 digital
SLR camera
(Gandhinagar, Gujarat,
India)

%73,33

Sahith et al. (2019) RandomForest
REPTree
J48

UCI machine learning
repository

%76,19
%57,14
%64,28

Gunawan et al. (2021) ANN UC Irvine Machine
learning repository,
AgWiki, GitHub and
internet sources

%66,3

Sethy et al. (2020) Deep Learning + SVM Nikon DSLR-D5600
with 18–55 mm lens
(Western Odisha)

%98.38

Proposed model PNN Kaggle %76,8
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layers.When the network is trainedwith imageswith large file size, it takes days orweeks
to train the deep learning network. For example, Sethy et al.‘s deep learning training took
28 h. The accuracy rate of this proposed method was lower than the studies conducted
with deep learning methods. However, the training time of the proposed method takes
approximately 5 min. Considering the training time, the proposed model takes a shorter
time than deep learning models.

In this study, rice producers will be able to use this interface program developed.
Thanks to this interface, farmerswill be able to learn the health status of the plant quickly.

4 Conclusions

Within the scope of this study, the disease of rice plant was detected with PNN model,
which is one of the Artificial Neural Networks. For the detection of the disease, leaf
images of 534 rice plants were obtained and PNN was trained with these images. In
order to obtain more successful results in PNN training, image features were extracted
after preprocessing and segmentation on the image. An accuracy rate of 76.8% was
obtained when the rice plant leaf images that it had never seen were given to the PNN,
which was trained with the features extracted with GLCM. A user interface has been
developed to perform all these operations. Thanks to this developed interface, the health
status of rice plant images obtained from different sources has been determined quickly.

Within the scope of this study, it can be used in the detection of diseases in different
plant species as well as the detection of rice plant disease. In this study, internet pages
with a data set were used, considering the geographical conditions, to obtain images of
rice plants. When the detection of the disease in the rice plant is compared with the deep
learning studies, it has been seen that the training period is much shorter. However, the
accuracy rate was lower than deep learning methods. Considering the time and accuracy
rates in the detection of the disease, it was concluded that the accuracy rate should be
increased a little more.

In future studies, it is thought to increase the accuracy rate with the proposed model.
Different image preprocessing, different ANN, different feature extraction methods or
different segmentation algorithms can be used in future studies on the user interface
program. It is considered to detect rice plant disease by using deep learning methods
and different camera technologies.
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Abstract. Sentiment analysis of users of tracing the spread of Covid-19 using
Google Playstore application review in Southeast Asia, especially the “Peduli
Lindungi” application in Indonesia, the “Trace Together” application in Singa-
pore, “My Sejahtera” in Malaysia. The dataset used is a total of 6000 reviews
from each application of 2000 reviews during the period June to December 2021.
Sentiment analysis classification uses random forest algorithm and logistic regres-
sion resulted negative sentiment dominant. Sentiment positive vs negative for the
“Peduli Lindungi” was 29% vs 71%, the “Trace Together” was 25% vs 75%, and
“My Sejahtera” was 32% vs 68%. Classification performance checked by con-
fusion matrix, logistic regression and random forest resulted in almost the same
accuracy, but logistic regressionwas better with details of accuracy 87%, 84%, and
85%, precision 89%, 85%, 85%, F1 score and recall 86%, 84%, 85% respectively
for the “Peduli Lindungi”, the “Trace Together”, and “My Sejahtera” applications,
respectively.

Keywords: Sentiment analysis · Covid-19 · Google play store

1 Introduction

Covid-19 has become a global disaster. WHO has declared Covid-19 a global pandemic
[1]. Since its discovery at the end of 2019 until now, scientists have worked hard to carry
out research from finding a vaccine to preventing the spread of Covid-19. Specifically
for methods of preventing the spread of Covid-19, the government in various countries,
especially Southeast Asia, has made various attempt, including the implementation of a
lockdown and delimitation on people’s movements. One of the delimitations on people’s
movement is tracking position using an Android-based application that is widely used
by most people in Southeast Asia, namely the Google Play Store [2].

Several position tracking applications in several Southeast Asian countries include
the “Peduli Lindungi” application in Indonesia, the “My Sejahtera” application in
Malaysia, the “Trace Together” application in Singapore, the “Morchana” application
in Thailand, and the “PC-Covid” application in Vietnamese. Each of these applications
has the same function to suppress the spread of Covid-19.
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Since beingdiscovered at the endof 2019 inWuhan,China,Covid-19has always been
a trending topic in various media, both print and electronic [3]. Several researchers have
conducted sentiment analysis studies on Twitter social media regarding the Covid-19
case, such as sentiment analysis on the increase in the spread of Covid-19 [4], sentiment
analysis on the impact of Covid-19 lockdown policy [5], and sentiment analysis on the
Covid-19 vaccine [6].

On this occasion the researcher intends to analyze the p ublic sentiment given to
several applications related to Covid-19 from several countries in Southeast Asia. The
application that will be studied is the application tracing the spread of Covid-19 from
the Google Play Store, namely the “Peduli Lindungi” application, the “Trace Together”
application, and the “My Sejahtera” application. From the three applications, the senti-
ment of acceptance and public response to the use of the application is sought. As known,
every application has advantages and gets positive feedback from users, but many users
also give negative feedback. The sentiments studied at this time have an impact on the
wider community and application developers.

2 Related Works

Covid-19 is a new disease which is scientifically and medically not fully understood
by scientists. Between the discrepancy in research on the Covid-19 epidemic, there is a
lack of adequate information on data dissemination. The research completed by Boon
and Skunkan (2020) is to study the public’s understanding about the trend of the virus
spreading during the Covid-19 pandemic posted by Twitter social media users. Between
December 13th and March 9th, 2020, data mining was conducted on Twitter to collect a
total of 107,990 tweets linked to Covid-19. To detect and analyze the spread of Covid-19
through time, the researchers used the frequency of most searched terms, sentiment anal-
ysis, and topic modeling. The most prevalent tweet subjects, as well as clustering and
identifying themes based on keyword analysis, were identified using a natural language
processing (NLP) technique and the latent Dirichlet allocation algorithm. The study’s
findings reveal three major aspects of public sentiment: first, public awareness and con-
cern about the Covid-19 pandemic; second, people’s perspectives on Covid-19; and
third, based on modeling of topics and themes related to Covid-19, such as the pandemic
emergency, how to control Covid-19, and reporting on Covid-19. Sentiment analysis
can provide important information on Covid-19 pandemic as well as people’s perspec-
tives on Covid-19. This study demonstrates that Twitter is an effective communication
platform for understanding public attitude around Covid-19 concern and awareness [7].

The increase in the number of Covid-19 cases is increasing exponentially and causing
global concern and panic. The fact that tweets containing news related to Covid-19 filled
the Twitter page almost every day throughout 2020. This study analyzed two types of
tweets collected during the pandemic. In one case, around twenty-three thousand most-
retweeted tweets in the time span from January 1st, 2019 to March 23rd, 2020, the
maximum number of tweets represented neutral or negative sentiment. On the other
hand, a dataset containing 226,668 tweets collected in the time span between December
2019 and May 2020 shows that there are several positive sentiment tweets and neutral
tweets tweeted by netizens. The results of the classification of positive and negative



Sentiment Analysis Covid-19 Spread Tracing 97

sentiments have been validated using deep learning with an accuracy of up to 81%. The
implementation of fuzzy logic correctly identifies sentiments fromTwitter. The accuracy
for this model is 79%. [8].

The impact of the pandemic on people’s social lives is reflected in the digital ecosys-
tem of social life. The case study researched by Pedrosa et al. (2020) took place in Spain.
Fear and anxiety about the Covid-19 pandemic causes strong emotions and sentiments
both positive and negative. Public sentiment on social media about the Covid-19 pan-
demic during March to April 2020 obtained 106,261 communication data taken through
API analysis and Web Scraping techniques. The study of how social media has affected
risk communication in an uncertain context and its impact on emotions and sentiments
stems from a semantic analysis of Spanish society during the Covid-19 pandemic. The
data that has been taken is labeled with a scale of 1 and 0 with IBM Watson Analytics
service, where 0 represents the complete absence of this emotion and 1 represents an
absolute. Then themodel was built using the Super VectorMachine (SVM) classification
algorithm with an accuracy of 91% [9].

Sentiment analysis of comments on tweets from users of the social media platform
Twitter based on keyword trends, most of which are Covid-19 and coronavirus themes.
Application of data analysis and concepts of classified NLP text analysis techniques
for sentiment analysis. Data mining is used to extract relevant attributes from the con-
versational content database on Twitter, a machine learning algorithm for sentiment
classification using Recurrent Neural Network (RNN). The training model works much
more accurately, with a smaller margin of error in determining emotional polarity. Pos-
itive sentiment regarding Covid-19 from Twitter users in Spain was obtained by 71%,
and negative sentiment by 29% [10].

People’s sentiments on the Covid-19 vaccine were analyzed using deep learning
techniques. The dataset is taken from tweets expressing feelings of Twitter users from
July 2021 to December 2021. The sentiments analyzed are comments on vaccine types
that are already available worldwide using the Valence Aware Dictionary for Sentiment
Reasoner (VADER) tools. Sentiment polarity is divided into sentiment 33.96% positive,
17.55% negative, and 48.49% neutral. The deep learning model Recurrent Neural Net-
work (RNN), Long Short-term Memory (LSTM), and Bidirectional LSTM (Bi-LSTM),
were used to classify, the results were that Bi-LSTM and LSTM produced almost the
same accuracy, namely 90.83% and 90.59% respectively. Confusion matrices such as
precision and F1-score are used to measure model performance [11].

Research conducted by Cherish (2020) examines sentiment analysis of the impact of
online learning due to the implementation of the Covid-19 quarantine at universities in
the Philippines. The dataset was obtained from 2000 respondents from all students. The
result is that 66.6% is negative sentiment, 4.1 is positive sentiment, and the remaining
29.4% is neutral. Most of the students stated that they were not ready with the online
learning system because they were worried about internet signal interference [12].
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3 Methods

This study looks for sentiment analysis of the use application of the Covid-19 spread
tracing onPlaystore in SoutheastAsian countries, especially the “Peduli Lindungi” appli-
cation in Indonesia, “Trace Together” in Singapore, and “My Sejahtera” in Malaysia.
The dataset was taken as many as 6000 random user review, each 2000 reviews from
“Peduli Lindungi”, “Trace Together”, and “My Sejahtera”. Furthermore, the dataset is
text preprocessed using the NLP technique, namely remove emoji, remove punctuation,
stop words and case folding. After the text preprocessing process, the next step is to
carry out exploratory data by labeling positive and negative sentiments manually with
the help of linguistic experts. Then the data that has been labeled is analyzed using the
random forest classifier and Logistic Regression models. The performance of the built
model is checked for accuracy with a confusion matrix. For more details, the stages of
the model development method can be seen in Fig. 1.

Fig. 1. Flow chart google play store sentiment analysis.

3.1 Random Forest

RandomForest is an algorithm thatmixes forecasts from several decision trees to provide
a more accurate final prediction. This approach is used to construct a decision tree with
root nodes, internal nodes, and leaf nodes by selecting attributes and data at random in
accordance with relevant standards. The root node, also known as the root of the decision
tree, is the node at the very top. A branching node with at least two outputs and only
one input is called an internal root. The leaf node, also known as the terminal node, is
the final node in the chain, with just one input and no output. The entropy value and the
value of information acquisition are calculated first in the decision tree. The formula in
Eq. 1 is used to determine the entropy value, whereas the gain value is calculated using
the method in Eq. 2. [13].

Entropy(Y ) = �1p(c|Y )log2p(c|Y )p (1)

where Y is a collection of cases/trees and p(c|Y) is the proportion of Y values to class c
in Eq. (2) [13].

InformationGain (Y , a) = Entropy(Y ) − �|Yv|Ya|ve Values Entropy(Yv) (2)
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where Value (a) is all possible values in the case set a, Yv is a subclass of Y with class
v associated with class a [13].

3.2 Logistic Regression

Logistic regression classifier can be solved by Eq. (3) [14].

logP_i/(1− P_i) = βtx_i (3)

3.3 Confusion Matrix

Classification performance is checked based on the accuracy obtained from the number
of correct predictions generated by the model, to calculate accuracy using Eq. (4) [14].

A = (TP + TN )

(TP + FN + TN + FN )
× 100% (4)

Precision is how relevant the results are to what we are looking for, to calculate precision
using Eq. (5) [14]:

P = TP

(TP + FP)
× 100% (5)

Recall is how relevant the data collection generated by the system is, to calculate recall
using Eq. (6) [14].

R = TP

(TP + FN )
× 100% (6)

4 Results and Discussion

This study uses the google-play-scraper library which is provided open source on the
pypi.orgwebsite. The google-play-scraper library itself allows researchers to extract data
in the form of information related to applications, review times, application reviews,
ratings, response times from developers, replies from application version developers,
images from users, and usernames who gave reviews. After scraping using the google-
play-scraper library,wewill get a return in the formof JSON(JavaScriptObjectNotation)
which will then be converted to excel format using the pandas library to make data
processing and analysis easier.
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Commands and scripts for scraping google play store data in python can be seen in
Fig. 2.

Fig. 2. Script of scraping google play store.

4.1 Scraping data

Scraping examples of user review datasets for “Peduli Lindungi”, “Trace Together”, and
“My Sejahtera” applications can be seen in Table 1.

Table 1. Application user review table.

Username Time review Review Apps

Edyh
Widiyanto

2021-12-26
11:27:32

It’s a bold move to make this app mandatory
while it’s far from user-friendly. The
certificates won’t appear although I have
entered the right data (and to think about it,
why can’t they make it easier by only
inputting the data once on the profile and it
will integrate to the certificates and vaccines
data). Not to mention the check-in issues.
Please take everyone’s review here as a
constructive feedback and fix the app

“Peduli
Lindungi”

Alex Loo 2021-12-26
02:43:43

Love the Otter.. Give 5 stars for him. So cute
hahaha. For the app itself.. Hmmm speed can
be improved as it’s quite slow. Also sometimes
need to disable/enable Bluetooth for TTT to
work

“Trace
Together”

(continued)
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Table 1. (continued)

Username Time review Review Apps

Sheridan
Chen

2021-11-11
08:08:58

The app asks me to run an update on it.
However, after running the update and even
rebooting my mobile phone, the app continues
to show a pop-up screen asking me to either
update or remind me later. The only way I
could get rid of the pop-up screen was to
select either of the 2 option. Since I have
already done the update, I chose “remind me
later” which removes the pop-up screen but
the app no longer shows my covid health
status. Has the update been sufficiently tested
before rollout??!!

“My
Sejahtera”

4.2 Text Preprocessing

The data preprocessing stage is divided into four processes, namely Case Folding, Tok-
enizing, Stopwords Removal and Stemming. Case Folding is the stage to equalize the
cases of all characters which are generally changed to lowercase. Then the text that
has been used as lowercase is separated for each word through the tokenizing process.
Then, stopwords removal is carried out from these words, namely the removal of words
that can be ignored or do not fit the context. The last is the stemming stage, which is
changing the words that have affixes into the basic words. After each news content has
been processed, it is followed by the data filtering stage with two criteria, namely the
content has more than one word and the word has a vector representation. Each word
is then searched for its vector representation using a pretrained Word2Vec model. The
example of several text preprocessing in this research can be seen in the Table 2.

Table 2. Text preprocessing.

Original Text preprocessing Type of text preprocessing

One of the worst apps I ever
experienced. Crashes all the
time. Goes haywire with
location settings. When
relogging just removes prior
actions. Get this sorted out! This
app is too crucial to deliver poor
UI/UX!

One of the worst apps i ever
experienced. Crashes all the
time. Goes haywire with
location settings. When
relogging just removes prior
actions. Get this sorted out! this
app is too crucial to deliver poor
ui/ux!

Case folding

(continued)
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Table 2. (continued)

Original Text preprocessing Type of text preprocessing

One of the worst apps I ever
experienced. Crashes all the
time. Goes haywire with
location settings. When
relogging just removes prior
actions. Get this sorted out! This
app is too crucial to deliver poor
UI/UX!

One of the worst apps i ever
experienced crashes all the time
goes haywire with location
settings when relogging just
removes prior actions get this
sorted out this app is too crucial
to deliver poor uiux

Remove punctuation

One of the worst apps I ever
experienced. Crashes all the
time. Goes haywire with
location settings. When
relogging just removes prior
actions. Get this sorted out! This
app is too crucial to deliver poor
UI/UX!

One worst apps ever
experienced. Crashes time.
Goes haywire location settings.
relogging removes prior
actions. Get sorted! app crucial
deliver poor ui/ux!

Stop words

4.3 Train Split Label

From a dataset of 2000 reviews for each application, the dataset is divided into 80%
for training data and 20% for test data. The data is labeled with positive and negative
sentiments manually by linguistic experts. The labeling process by linguistic experts is
carried out after the review sentence is done by text preprocessing, it is intended that
all labeled sentences are final and ready for the labeling process. An example of the
results of labeling several reviews from the “Peduli Lindungi”, “Trace Together”, and
“My Sejahtera” applications can be seen in Table 3.

Table 3. Sentiment labelling.

Username Time
review

Review text (after preprocessing) Apps Sentiment

Alex Loo 2021-12-26
02:43:43

love the otter give 5 stars for him so cute
hahaha for the app itself hmmm speed can
be improved as its quite slow also
sometimes need to disable enable bluetooth
for ttt to work

“Trace
Together”

Negative

(continued)
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Table 3. (continued)

Username Time
review

Review text (after preprocessing) Apps Sentiment

Chuu Chuu
train

2021-12-04
04:39:55

After the otter update my phone cannot be
scanned on the trace together scanner in the
malls anymore it says it cannot detect so i
can only use qr code hard to enter places
with gantry like systems the one that opens
and closes which only allows scanning of
trace together token or phone qr code must
go through the staff personally which is
very troublesome pretty sure i’m not the
only one based on the other reviews please
fix this

“Trace
Together”

Negative

Edyh
Widiyanto

2021-12-26
11:27:32

It’s a bold move to make this app
mandatory while it’s far from user-friendly.
The certificates won’t appear although I
have entered the right data (and to think
about it, why can’t they make it easier by
only inputting the data once on the profile
and it will integrate to the certificates and
vaccines data). not to mention the check-in
issues. Please take everyones review here
as a constructive feedback and fix the app

“Peduli
Lindungi”

Negative

Fathur
Firmansyah

2021-12-20
15:04:25

We all know the devs won’t ever give us the
option to disable location permission that
turns on all the time. Its getting worse even,
can’t get inside the app without turning it
on. Guess I’ll just avoid any place where
checking in is mandatory. Update i am glad
now the app is only mandating location
access for scanning, and can be turned off
afterwards. no other issues otherwise

“Peduli
Lindungi”

Positive

Sheridan
Chen

2021-11-11
08:08:58

The app asks me to run an update on it
however after running the update and even
rebooting my mobile phone the app
continues to show a popup screen asking
me to either update or remind me later the
only way i could get rid of the popup
screen was to select either of the 2 option
since i have already done the update i
chose remind me later which removes the
popup screen but the app no longer shows
my covid health status has the update been
sufficiently tested before rollout

“My
Sejahtera”

Positive

(continued)
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Table 3. (continued)

Username Time
review

Review text (after preprocessing) Apps Sentiment

Sean 2021-11-26
10:30:33

ever since new moving otter update app
doesnt register nfc bluetooth tapping on
safe entry anymore even after clearing data
uninstalling and rebooting the phone and
then reinstalling the app only works for the
next day then it goes haywire and doesn’t
tap scan instead throws up yellow error on
the receiving ipad safe entry app on the
business end not been able to rectify it
phone bluetooth works normally otherwise
pretty sure I’m not alone devs please help
tq

“My
Sejahtera”

Negative

4.4 Cloud Words

From cloud words, you can find out the positive and negative sentiments of each appli-
cation, it can be seen through the words unable for negative sentiment and the word good
for positive sentiment. Figure 3 shows the word representation for positive and negative
sentiment in each application.

a. Peduli Lindungi apps b. “Trace Together” apps c. “My Sejahtera” apps 

Fig. 3. Cloud words tracing Covid-19 application in google playstore.

4.5 Sentiment Analysis

By using the random forest classifier algorithm according to Eq. 1 and the logistic regres-
sion algorithm according to Eq. 2 classifications of positive and negative sentiments were
carried out. As a result, both the random forest and logistic regression algorithms classify
dominantly as negative sentiment for the “Peduli Lindungi”, “Trace Together”, and “My
Sejahtera” applications. The details are that the “Peduli Lindungi” application gener-
ates 71% negative sentiment, the “Trace Together” application generates 68% negative
sentiment, and “My Sejahtera” generates 75% negative sentiment.
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Fig. 4. Sentiment analysis “Peduli Lindungi”.

For more details, the depiction of sentiment analysis for the “Peduli Lindungi”
application can be seen in the bar chart in Fig. 4.

The sentiment analysis bar chart of the “Trace Together” application can be seen in
Fig. 5.

Fig. 5. Sentiment analysis “Trace Together”.

The sentiment analysis bar chart of “My Sejahtera” application can be seen in Fig. 6.
Reviews of users of tracing the spread of Covid-19 in Indonesia, Singapore, and

Malaysia who gave negative responses due to technical issues using the application
itself. Not from the benefits of the application the benefits of that application. Greater
benefits are obtained with this application. With this application for tracing the spread
of Covid-19, tracing people in crowds, traveling from abroad, and vaccine information
can be obtained with this application.
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Fig. 6. Sentiment analysis “My Sejahtera”.

4.6 Performance

To measure the results of the classification of the random forest algorithm and logistic
regression, the confusion matrix method with accuracy, F1 score, precision, and recall
are used to ensure that the classification that has been carried out is accurate. The results
of the confusion matrix classification can be seen in Table 4.

Table 4. Test results.

Application Algorithm Accuracy Precision F1 score Recall

“Peduli Lindungi” Logistic regression 87% 89% 87% 87%

Random forest 85% 86% 84% 85%

“Trace Together” Logistic regression 84% 85% 84% 84%

Random forest 83% 85% 82% 83%

“My Sejahtera” Logistic regression 85% 85% 85% 85%

Random forest 85% 85% 84% 85%

Table 4 shows that the classification results for the three applications can be stated
to be accurate and can be used to provide recommendations to those in need.

5 Conclusion

This study conducted a sentiment analysis study of users of the Covid-19 tracing appli-
cation on Google Playstore in the Southeast Asia Region, especially Indonesia, Singa-
pore, and Malaysia. From the application user review dataset, the review results lead to
negative sentiments. With details of the “Peduli Lindungi” application from Indonesia
generating 71% negative sentiment, “Trace Together” from Singapore generating 68%
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negative sentiment, and “My Sejahtera” from Malaysia generating 75%. Of these three
Covid-19 tracing applications, all of them produce negative sentiment, it does not mean
that each government’s program in suppressing the spread of Covid-19 has failed, the
negative sentiment given from application reviews mostly comes from technical reviews
of application use, not from the tracing method.

Sentiment analysis classification uses the random forest classifier and logistic regres-
sion algorithms with accuracy above 85% for both algorithms so that the results of
the sentiment analysis classification of “Peduli Lindungi”, “Trace Together”, and “My
Sejahtera” applications are confirmed to be accurate.

This research still hasmany shortcomings, in the future this research canbedeveloped
by comparing the sentiment analysis of user ratings with the results of user reviews. It
could be that the user rating gives a bad rating, but the comment review gives good
comments with the two contradicting review results of course this can potentially be
sarcastic.
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Special thanks to linguistMr. David Sutjipto for his help in labeling review of the tracing Covid-19
application in google playstore and department of Information Technology, Universitas Amikom,
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Abstract. Contrast enhancement is one of the major fields of image processing.
It is a technique that is employed in devices in order to enhance the visual quality.
Contrast enhancement usually deals with low contrast and bad illumination of
the scenery. There are many different methods, which are devised to overcome
the problems of enhancing image quality, exist in the literature. Histogram equal-
ization (HE) is one of these techniques. To handle the drawbacks of HE, a local
contrast limited adaptive histogram equalization (CLAHE) method, which is a
variant of adaptive histogram equalization (AHE), is exploited. CLAHE differs
from AHE in the sense that it accepts two parameters, namely, number of tiles
(NT) and clip limit (CL). Good selection of CLAHE parameters is significant
for the images gained in the end. In this study, multi-objective flower pollina-
tion algorithm (MOFPA) enhanced CLAHE (MOFPAE-CLAHE) is proposed to
select the most appropriate parameters for CLAHE. MOFPA evaluates the fitness
of the resulting images by employing a multi-objective fitness function which
uses entropy and fast noise variance estimation (FNVE). For evaluation, 3 dif-
ferent datasets are used. The results are compared with the other state-of-the-art
methods using entropy, absolute mean brightness error (AMBE), peak signal-to-
noise ratio (PSNR), structural similarity index (SSI) and computational time (CT).
The experimental results show that the proposedMOFPAE-CLAHEmethod could
be used for contrast enhancement, since it outperforms most of the cutting-edge
algorithms.

Keywords: Contrast enhancement · Histogram equalization · Parameter
optimization

1 Introduction

In the recent decades, video cameras are not only used for recording but also employed
for surveillance and tracking systems. However, images obtained from the cameras are
subject to distortion, noise and poor (very low) contrast. Thus, studies in image enhance-
ment gained attraction and therefore image enhancement has become an active area [1].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
M. N. Seyman (Ed.): ICECENG 2022, LNICST 436, pp. 109–123, 2022.
https://doi.org/10.1007/978-3-031-01984-5_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-01984-5_9&domain=pdf
http://orcid.org/0000-0001-5508-1870
http://orcid.org/0000-0002-0987-3866
http://orcid.org/0000-0002-2074-1776
https://doi.org/10.1007/978-3-031-01984-5_9


110 U. Kuran et al.

The term contrast expresses the difference between the brightest and darkest portions
of an image [2]. Low contrast and uneven illumination cause low quality [3]. Images
with low contrast may cause decline in the performance of image processing systems
such as consumer electronics [4]. There are other factors that have an impact on the
image quality, such as noise. Noise is an addition to image such that it can distort or
make the image loss its details [5]. A high quality image can be defined as an image
that has appropriate contrast and little distortion [6]. The contrast enhancement method
is a widely used preprocessing technique for image enhancement in the field of com-
puter vision to eliminate problems mentioned above. Contrast enhancement algorithms
can be divided into two categories as follows: (i) transform domain contrast enhance-
ment algorithms and (ii) spatial domain contrast enhancement algorithms [7]. Transform
domain based algorithms are employed to decompose an image into different sub-bands
and manipulate them separately. There are several studies that make use of transform
domain techniques [8–10]. Transform domain based algorithms have two main draw-
backs. First, they could increase the artifacts in the image. Second, different parts of the
image may not be improved in terms of contrast quality equally [11]. Spatial approaches
are commonly used and they directly manipulate intensity values of images in the spatial
domain. Some proposedmethods in the literature employ spatial approaches [12–14]. As
a contrast enhancement method, histogram equalization (HE) is a widely employed spa-
tial domainmethod because of its simple implementation and ease of use. HE, as a global
approach [15], computes the cumulative distribution function (CDF) from the image his-
togram and tries to match this histogram with a uniform distribution. HE carries out this
process by using a mapping function, hence, large pixels are mapped to large range gray
levels whereas other gray levels with smaller pixels are mapped to smaller ranges. This
situation causes saturation, noise and loss in data [16]. With the purpose of overcoming
issues revealed by HE, many methods are proposed. The proposed HE algorithms could
be divided into five sub-groups: (i) global HE algorithms, (ii) sub-image histogram based
HE algorithms, (iii) recursive sub-image histogram based HE algorithms, (iv) exposure
based HE algorithms and (v) local HE algorithms. Global HE methods are the most
simple HE algorithms. Sub-image histogram based methods like brightness preserving
bi-histogram equalization (BBHE) [17] and equal area dualistic sub-image histogram
equalization (DSIHE) [18] are proposed in order to both preserve entropy and brightness.
These two methods separate image into two distinct histograms. BBHE divides image
histogram according to themean value of the imagewhereas DSIHE employs themedian
value of the image for this procedure. Then, the sub-histograms are equalized separately
by considering their upper bounds and lower bounds. Recursive sub-image histogram
based HE algorithms such as recursive sub-image histogram equalization (RSIHE) [19]
and recursive mean-separate histogram equalization (RMSHE) [20] are improved ver-
sions of DSIHE andBBHE algorithms respectively. That is, RMSHE is recursive version
of BBHE and RSIHE is recursive version of DSIHE. Instead of dividing image into two
sub-histograms (or sub-images), they divide image into sub-histograms until they reach
a recursive level, which is usually called r, hence, 2r sub-histograms are created and
equalized independently. For RSIHE, it is stated that, as the recursive level increases,
it takes more computational time for algorithm to compute different histograms and
enhancement becomes ineffective [19]. There are also exposure based HE algorithms
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are employed such as exposure based sub-image histogram equalization (ESIHE) [20].
ESIHE applies an exposure threshold in order to divide image histogram into two parts
(over-exposure and under-exposure). MVSIHE [21] is another technique uses mean and
variance values to decompose image histogram into four parts. It also employs histogram
bin modification to set balance between high frequency bins and low frequency bins.
As a final step, MVSIHE fuses input image and normalized image after enhancement,
it uses a δ parameter which is in the range of [0, 1].

Local HE algorithms are the last sub-group that will be explained in this section.
Adaptive histogram equalization (AHE) is one of the most simple local HE algorithms.
HE is applied to every pixel based on the pixels surrounding that pixel (contextual
region). Although it is easy to implement and yet effective, it is slow and it may gener-
ate undesired features in the image under certain conditions. Contrast limited adaptive
histogram equalization (CLAHE) is a variation of the classical AHE algorithm. CLAHE
uses two parameters, which are called number of tiles (NT) and clip limit (CL). The
image is divided into M × N contextual regions according to the NT parameter. CL is
applied to prevent histogram bins from exceeding a limit [22]. Performance of CLAHE
depends on these two parameters. If the parameters are selected appropriately, better
results could be obtained [23]. Some studies reported that the parameters are selected
manually [24, 25], although automatic parameter selection techniques for CLAHE are
known. Entropy based CLAHE [26] and interior-point constrained optimization algo-
rithm basedCLAHE [27] are othermethodswhich tried to iteratively optimize the results
of CLAHE. Thus, these two methods are proposed to obtain better results by selecting
parameters automatically but they are not very flexible since they support fixed sizes
for the NT parameter. In addition to the mentioned methods, approaches that are using
metaheuristic algorithms are opted in the literature. A speed-constrained multi-objective
particle swarm optimization (SMPSO) based CLAHE method is proposed [28] in order
to select parameters of CLAHE by evaluating results with a multi-objective fitness func-
tion. The fitness function evaluates entropy and structural similarity index (SSI) of the
images and tries to choose optimal parameters of CLAHE for medical images. It is
also tried to apply a modified PSO (MPSO) on CLAHE (MPSO-CLAHE) [29]. Even
thoughMPSO-CLAHE uses the same fitness function with PSO based LCM-CLAHE, it
also penalizes the particles that exceed the search space limits. Amulti-objective cuckoo
search (MOCS) basedCLAHE (MOCS-CLAHE) [30] is proposed for increasing entropy
and preventing noise. A multi-objective fitness function that exploits fast noise variance
estimation (FNVE) and entropy is employed. Although the method has an advantage
in terms of computational time (CT), some other state-of-the-art methods are competi-
tive in terms of absolute mean brightness error (AMBE), Entropy, peak signal-to-noise
ratio (PSNR) and SSI. Some studies are tried to modify CLAHE instead of optimizing
parameters. As a consequence as mentioned in the discussion above, each sub-group of
HE algorithms are designed for specific purposes, hence, they may have pros and cons
as stated. Global HE approaches try to distribute intensity values uniformly as possible
whereas it may cause loss of details. Sub-image histogram based HE algorithmsmay fail
for different scenarios although they usually preserve brightness and entropy. Recursive
HE algorithms are not effective as the recursive level increases, as stated before. Expo-
sure based algorithms depend on exposure levels, but images with large spans may not
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be enhanced correctly [31]. Local HE algorithms are concerned with preserving local
details whereas providing high entropy. AHE suffers from amplification of noise, thus,
CLAHE is devised,which applies clip limit to overcomenoise amplification presented by
AHE. CLAHE is a widely used algorithm in the literature, especially in medical imaging
and deep learning as a preprocessing step. CLAHE is employed for enhancing fundus
images [32], optical coherence tomography (OCT) images [33] and magnetic resonance
imaging (MRI) images [34]. Moreover, some studies employed CLAHE for enhancing
face images for face recognition [35] and for other various deep learning applications [36,
37]. However, if parameters of CLAHE, NT and CL, are not determined appropriately,
the resulting images may become subject to artifacts and bad quality. Various methods
reviewed in the above paragraph are tried to select CLAHE parameters automatically.
Supervised methods consume time for training phase [23], and some other methods [26]
do not consider all of the NT parameters. Moreover, some other approaches employing
optimization techniques such as SMPSO based CLAHE [28], PSO based LCM-CLAHE
[38], MPSO-CLAHE [29] and interior-point constrained optimization based CLAHE
[27] are especially proposed and developed for medical images. In this study, a method
that covers all category of images with different characteristics is proposed. Since a
better selection of CLAHE parameters give rise to better results, with a motivation of
this concern, it is aimed at selecting these parameters (NT and CL) appropriately by
using multi-objective flower pollination algorithm (MOFPA) [39]. A multi-objective
function is used for MOFPA which maximizes entropy and negative FNVE [40] in
order to preserve local details and prevent noise. Also, from the experimental results, it
is observed that the proposed method shows an outstanding performance as compared
with the other state-of-the-art enhancement methods. Visual comparison is alsomade for
sample images. The proposed method is proven to be successful for 825 images belong
to 3 different datasets. The metrics used in this study are as follows: (i) entropy, (ii)
AMBE, (iii) PSNR, (iv) SSI, (v) CT, which are used to make conclusion about the image
quality. The contributions of the proposed MOFPAE-CLAHE method are as follows:

2 Materials and Methods

2.1 Contrast Limited Adaptive Histogram Equalization

CLAHE is a variant of AHE [22] and it has two parameters, namely, NT and CL. NT (or
block size) parameter determines the number of tiles (sub-blocks) that the image will
be divided into. NT has two elements, which are M and N. M determines the number of
tiles in the x-axis and N determines the number of tiles in the y-axis. M and N must be
at least 2 and must be smaller than or equal to image size in the x-axis and y-axis. CL
is another parameter which allows CLAHE to apply a limit to the histogram of a tile,
hence, it helps to prevent over-enhancement and noise amplification. CL is determined in
a normalized range of [0, 1]. The pixels which are clipped using CL are called residual
are redistributed until no residual pixels are left. The steps of the CLAHE algorithm
might be explained as follows:

Step 1: Supply a gray image or luminancematrix of a color image,NT andCLparameters
to the CLAHE algorithm.
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Step 2: Divide image into M N tiles such that M is the number of tiles in x-axis and N
is the number of tiles in y-axis, according to the NT parameter. If the image size is not
appropriate for the current NT parameter, pad the image symmetrically (also known as
mirroring) on all of the 4 sides.
Step 3: Compute the histogram of each tile regarding to the number of gray levels.
Step 4: Compute the average number of pixels in the current tile according to Eq. 1:

Pavg = PX × PY
L

(1)

where Pavg is the number of average pixels in the current tile, PX is the number of pixels
in the x-axis, PY is the number of pixels in the y-axis and L is the number of gray levels.
Step 5: Since CL is the normalized value of the actual CL, actual CL has to be computed
using Eq. 2:

ACL = Pavg × NCL (2)

where NCL is the normalized clip limit mentioned before, which is provided as a param-
eter and ACL is the actual clip limit, which is appropriate for clipping the histogram bins.
Then, the total number of pixels to be clipped are calculated using Eq. 3:

Nclipped =
∑L-1

i=0
H(i) − ACL (3)

where Nclipped is the number of clipped pixels, H(i) is the value of the gray level i in the
histogram of the current tile. Average bin increment, Incbin could be calculated according
to Eq. 4:

INCbin =
Nclipped

L
(4)

Then, an upper limit, UL, is computed for clipping the histogram by using Eq. 5:

UL =
ACL

Incbin
(5)

By accepting that i is the integer valued gray level in therange of [0, L−1], for each gray
level, the clipping must be done. If H(i) is greater than the ACL, then, H(i) is set to ACL.
Else, the rule in Eq. 6 applies:

Hclipped(i) =

{
ACL, if H(i) >UL

H(i) + Incbin, otherwise
(6)

whereHclipped(i) is the value of the gray level i in the clipped (updated) histogramHclipped
of the current tile. Similarly, number of the remaining pixels, Npremain is initialized with
the same value of Nclipped. Then, Npremain is also updated simultaneously while clipping
the histogram with Eq. 6, according to Eq. 7:

Npremain =

{
Npremain +UL − H(i), if H(i) >UL

Npremain − Incbin, otherwise
(7)
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Step 6: Redistribute all of the pixels that remain after clipping procedure, until no pixels
are left to redistribute. A step size value is computed for redistribution process, according
to Eq. 8:

Rstepsize = Max

(
1,

[
1+

(
Npremain

L

)])
(8)

where Rstepsize is the step size value and Npremain is the number of the remaining pixels.
Histogram is scanned starting from the minimum level, 0, to the maximum level, L−1.
Rstepsize is repeatedly computed until Npremain becomes smaller than 1 and Eq. 9 is
employed for this purpose. Simultaneously, histogram values are updated according to
Eq. 9 and Npremain is updated according to Eq. 10.

Hclipped(i) = Hclipped(i) + Rstepsize (9)

Npremain = Npremain − Rstepsize (10)

Step 7: The clipped histogram is matched with a uniform, exponential or Rayleigh distri-
bution. One of the mentioned distributions is preferred and generated in the appropriate
range. Histogram matching (or specification) is made between the CDF of the clipped
histogram and CDF of the preferred distribution.
Step 8: In order to eliminate artifacts at the boundaries of the tiles, new gray level
assignments are made for the pixels in the tiles using bilinear interpolation. Four other
tiles surrounding the related pixel is used for this calculation. The bilinear blending
function is expressed as in Eq. 11:

fj,k = (1 − j) × (1 − k) × f00(I) + j × (1 − k) × f10(I) + (1 − j) × k × f01(I) + j × k × f11(I)
(11)

where j and k are in the range of [0,1] and f represents mapping function of the center
pixels of other contextual regions.

2.2 Multi-Objective Flower Pollination Algorithm

MOFPA is a nature-inspired algorithm, which imitates the pollination behavior of the
flowering plants. There are two main processes which are local pollination process
and global pollination process. Local pollination process consists of abiotic and self-
pollination. Abiotic pollination includes natural events such as wind and diffusion.
Hence, the pollens are transferred by these natural events. Self-pollination is a repro-
duction strategy of the flowers, which increases the survival chance of the same flower
species. The pollens are transferred to the same flower or other flowers of the same plant.
However, global pollination process employs biotic and cross-pollination. Some crea-
tures such as insects, birds and bats are involved in biotic pollination. Cross-pollination
is a pollination process where pollens are transferred to a different plant. In addition,
insects like bees may also develop flower constancy in a period such that their likelihood
to visit same flowers (or plants) again are higher in comparison with the probability of
visiting others. This is known as flower constancy, which is profitable for some plant
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species [39]. MOFPA imitates the mentioned behaviors in an appropriate manner. Birds
and similar creatures (some insects etc.) use flying strategies like Lévy flight (41–43).
Since the travelling behavior of insects (pollinators) is similar to Lévy flight, it is reported
that Lévy flight is used to mimic this characteristic [39]. A step size L(L) is determined
since pollinators may travel long distances with different step sizes. Hence, step size is
drawn from a Lévy distribution such that L > 0 and s > 0 according to Eq. 12:

L ∼ λ�(λ)sin
(

πλ
2

)

π
× 1

s1+λ
(12)

where �(L) is known as the standard gamma function. For updating positions of the
pollens/pollinators, an updating formula could be expressed as in Eq. 13:

xt + 1
i = xti + γL(λ)(xti−gbest) (13)

where xti is the solution (position) vector i at iteration t and γ is a scale factor which
is employed for controlling the step size. The best solution found at current iteration is
gbest whereas L(λ) represents the strength of the pollination and also the step size. For
global pollination Eq. 13 is used, in order to model local pollination, Eq. 14 is employed:

xt + 1
i = xti + ε(xtj − xtk) (14)

where xtj and xtk are pollens belong to the different flowers. The ε is generated from a
uniform distribution in the range of [0,1]. Furthermore, a probability p is determined
which represents the switch probability between local and global pollination.

As it can be seen, local and global pollination processes are applied according to
probability p. The ε in Eq. 14 may cause flower constancy for local pollination. Pollens
exceeding the boundary limits are set to boundary limits back. If they exceed upper limit,
they are set to upper limit and if they fall under the lower limit, they are set to lower
limit, in the related dimension. For a multi-objective optimization algorithm, multiple
solution vectors are obtained which are non-dominated. These solutions form the Pareto
front. No element of X1 is bigger than the related element of X2, and at least one element
is smaller. This situation could be expressed using Eq. 15:

X1 ≥ X2 ⇐⇒ X1 > X2 ∨ X1 = X2 (15)

where X1 is one solution vector whereas X2 is another.

2.3 Proposed Multi-Objective Flower Pollination Algorithm Enhanced Contrast
Limited Adaptive Histogram Equalization Method

The purpose of this study is to propose a quick, robust and reliable parameter selection
method for CLAHE. Since the performance of the CLAHE depends on its parameters,
a better contrast enhancement result could be obtained by selecting these parameters
automatically. Hence, it is aimed at selecting NT and CL parameters for CLAHE such
that resulting enhanced images provide maximum entropy and minimum noise. In order
to achieve our goal, a multi-objective function that employs entropy and negative FNVE
is predetermined.
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2.4 Multi-Objective Fitness Function Of Multi-Objective Flower Pollination
Algorithm

Multi-objective fitness function used for MOFPA consists of 2 fitness functions. First
fitness function calculates entropy, which is given in Eq. 16:

H(X) = −
∑L-1

i=0
Pilog2Pi (16)

where H(X) is the entropy of the image, Pi is the probability of the gray level i and L is
the number of gray levels. There are 256 levels for an 8-bit image. Moreover, the second
fitness function is a measure to estimate noise variance in an image, which is called
FNVE. FNVE employs the difference between two kernels, namely, L1 and L2, which
are given in Eq. 17 and Eq. 18 respectively.

L1 =

⎡

⎣
0 1 0
1 −4 1
0 1 0

⎤

⎦ (17)

L2 =

⎡

⎣
1 0 1
0 −4 0
1 0 1

⎤

⎦ (18)

Considering that image elements like edges have strong second order differential com-
ponents, a noise estimator should be insensitive to Laplacian belong to the image. Since
L1 and L2 approximate to the Laplacian of the image, difference between these two ker-
nels is computed which results in another kernel to be used as a noise estimator. Noise
estimation operator could be given in Eq. 19:

NS = 2(L2 − L1)

⎡

⎣
1 −2 1

−2 4 −2
1 −2 1

⎤

⎦ (19)

where NS is the noise estimation operator. It can be seen that NS has zero mean and zero
variance. The variance of the noise in an image could be computed using Eq. 20:

σ2n = 1

36(N − 2)(M − 2)

∑M

X = 1

∑N

Y = 1
(I*NS)

2
(20)

where M and N are number of rows and columns of the image I respectively, x and y are
the spatial coordinates. An estimate of 36σn2((42 + 4.(-2)2 + 4.12)σn2) could be obtained
at each pixel. In order to compute FNVE faster, since Eq. 20 requires one multiplication
per pixel, another formula which is given in Eq. 21 is used.

σn =
√

π

2

1

6(N − 2)(M − 2)

∑M

X = 1

∑N

Y = 1
|I*NS| (21)

Since it is tried to achieve maximum entropy and minimum FNVE, in order to both
preserve entropy and prevent noise in the resulting image, maximization is preferred.
Hence, first fitness function f1 maximizes entropy, which is given in Eq. 22:

f1 = H(X) (22)
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where H(X) is the entropy of image X as given in Eq. 16. Second fitness function f2 is
given in Eq. 23:

f2 = −σn (23)

where the-σn provides minimization of the noise variance.

2.5 Parameter Configuration for MOFPA

MOFPA parameters needs to be set before execution, since it is a parameterized meta-
heuristic algorithm. Parameters for MOFPA could be selected according to the problem
type. The problem type in this study, on account of CLAHE, requires 3 parameters to
be optimized (2 parameters for NT and 1 parameter for CL). Used parameters are as
follows: (i) number of dimensions (d), (ii) population size (N), (iii) number of iterations
(t), (iv) upper bounds (Ub), lower bounds (Lb) and (v) switch probability (p). Values of
the parameters are given in Table 1. Number of dimensions is selected as 3 since we have
a three-dimensional (two for NT and one for CL) problem. Population size and number
of iterations are selected relatively low as compared to numbers such as 100 or 200, in
order to increase the speed and efficiency of the MOFPA. Upper bounds, lower bounds
and switch probability are determined experimentally, which gave rise to better results
according to preliminary experiments that were carried out.

Table 1. Parameter configuration for MOFPA.

Parameter Value

Number of dimensions (d)
Population size (N)
Number of iterations (t)
Upper bounds (Ub)
Lower bounds (Lb)
Switch probability (p)

3
10
5
[8,8,0.00600]
[2 2 0.00080]
0.7

2.6 Methodology for Parameter Optimization of CLAHE

The proposed methodology, MOFPAE-CLAHE, follows the steps given below in order
to optimize CLAHE parameters:

Step 1: Acquire gray image/luminance matrix for supplying to MOFPA.
Step 2: Run MOFPA to find optimal parameters until termination criteria is met. Apply
CLAHE to the image with each solution (parameters) that a pollen includes, then, com-
pute fitness. Select the pollen n/2 as the best among the Pareto front solutions to provide
balance between entropy and FNVE at each iteration. Termination criteria is the number
of iterations, and the probability p is fixed.
Step 3: Obtain the resulting image.

The illustration of the proposed method is given in Fig. 1.
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Fig. 1. The illustration of the proposed MOFPAE-CLAHE method.

2.7 Datasets

Performance evaluation of the proposed method and other state-of-the-art methods is
made on 821 images. Pasadena-Houses 2000 dataset consists of 241 house images. The
Faces 1999 dataset includes 450 images belong to male and female contributors. The
last dataset, DIARETDB0, includes 130 retinal images. The datasets Pasadena-Houses
2000 and Faces 1999 can be accessed by using the link in [44] whereas DIARETDB0
can be accessed using the link in [45]. The details for the datasets are given in Table 2.
The images in the datasets are converted to gray for the experiments.

Table 2. Details of the datasets

Dataset Number of images Size Type

Pasadena-Houses 2000 241 1760 × 1168 JPG

Faces 1999 450 896 × 592 JPG

DIABETR0 130 1500 × 1152 PNG

2.8 Evaluation Metrics

Performance evaluation of the output images, which are enhanced using the proposed
method and other state-of-the-art methods, is made using entropy, AMBE, PSNR, SSI
and CT.
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3 Results and Discussion

3.1 Performance Evaluation

The performance of the proposed method and other state-of-the-art methods are given
in Table 3 for comparison. It can be seen that the proposed method outperformed most
of the other methods in terms of evaluation metrics and competitive in some cases with
its pros and cons. Visual results for a sample face image is given in Fig. 2. It can be seen
that the proposed method provided a balanced solution and did not introduce artifacts
as like some other algorithms.

Table 3. Performance results for all datasets.

Dataset name Used method Evaluation metrics

Entropy AMBE PSNR SSI CT

Pasadena-Houses 2000 HE 7.26 15.50 21.61 0.90 1.76

BBHE 7.27 6.66 25.15 0.93 1.83

DSIHE 7.27 6.86 25.13 0.93 1.84

RSIHE (r = 2) 7.31 2.58 29.87 0.96 1.81

ESIHE 7.35 4.09 30.27 0.97 1.86

MVSIHE (δ = 0.6) 7.40 1.55 34.69 0.98 1.82

AHE (63 × 63 window
size)

7.81 23.60 9.00 0.41 50.18

CLAHE (NT = 8 × 8, CL
= 0.1)

7.75 15.27 13.73 0.66 0.07

MOCS-CLAHE 7.62 7.80 21.83 0.90 6.32

MOFPAE-CLAHE 7.61 6.64 23.16 0.93 6.25

Faces 1999 HE 7.28 21.39 18.72 0.83 0.47

BBHE 7.29 8.24 22.19 0.89 0.48

DSIHE 7.28 8.55 21.46 0.87 0.49

RSIHE (r = 2) 3.53 27.07 13.66 0.94 0.48

ESIHE 7.39 6.15 26.39 0.96 0.48

MVSIHE (δ = 0.6) 7.40 1.98 32.65 0.98 0.49

AHE (63 × 63 window
size)

7.87 21.10 11.36 0.39 12.98

CLAHE (NT = 8 × 8, CL
= 0.1)

7.90 19.52 13.59 0.54 0.03

MOCS-CLAHE 7.68 8.91 21.45 0.87 2.19

MOFPAE-CLAHE 7.66 7.88 22.84 0.92 2.07

(continued)
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Table 3. (continued)

Dataset name Used method Evaluation metrics

Entropy AMBE PSNR SSI CT

DIARETDB0 HE 5.97 75.11 9.55 0.53 1.40

BBHE 5.93 45.45 11.61 0.60 1.36

DSIHE 5.93 32.17 12.90 0.63 1.37

RSIHE (r = 2) 5.90 14.57 20.58 0.76 1.11

ESIHE 6.03 28.64 17.14 0.79 1.36

MVSIHE (δ = 0.6) 6.01 8.66 20.25 0.89 1.39

AHE (63 × 63 window
size)

7.38 43.71 10.90 0.16 41.35

CLAHE (NT = 8 × 8, CL
= 0.1)

7.24 50.37 12.38 0.33 0.06

MOCS-CLAHE 6.33 13.78 24.68 0.82 5.17

MOFPAE-CLAHE 6.24 9.86 26.83 0.89 5.08

Fig. 2. Visual results for image_0105: (a) Original Image, (b) Important Regions (c) HE, (d)
BBHE, (e) DSIHE, (f) RSIHE (r = 2), (g) ESIHE, (h) MVSIHE (δ = 0.6), (i) AHE (63 × 63
window size), (j) CLAHE (NT = 8 × 8, CL = 0.1), (k) MOCS-CLAHE, (l) MOFPAE-CLAHE.
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3.2 Limitations and Further Studies

The proposed method is successful with handling a wide variety of images according
to the experimental results. Although, it is not fast enough for using in real-time appli-
cations, it could be used as a preprocessing technique for applications such as medical
image enhancement before training supervisedmodels. Also, it could be used to enhance
any kind of image to provide high visual quality by improving contrast and reducing
noise.

4 Conclusion

In this paper, a novel method to determine parameters of the CLAHE algorithm is
proposed. The proposed method developed to provide high entropy values and prevent
noise in the resulting images. The experimental results obtained on 3 different datasets
that include 821 images in total. Since images that belong to different categories are
used, the experimental results of the proposed method show that MOFPAE-CLAHE can
be applied on a wide variety of images. Both visual and performance results indicate that
the proposedmethod provides best or at least competitive results for preventing noise and
enhancing contrast of images. It also preserves local details since it employs CLAHE
for enhancing the contrast. The proposed MOFPAE-CLAHE method is applicable in
the fields of computer vision, supervised learning and medical imaging for the future
studies.
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Abstract. In this study, a convolutional neural network (CNN) is designed to
identify multi-channel raw electroencephalograph (EEG) signals obtained from
different subjects. The dataset contains 14 channel EEG signals taken from 21
subjects with their eyes closed at a resting state for 120 s with 12 different stimuli.
The resting state EEG waves were selected due to better performance in classifi-
cation. For the classification, a Convolutional Neural Network (CNN) was custom
designed to offer the best performance.With the slidingwindow approach, the sig-
nals were separated into overlapping 5 s windows for training CNN better. fivefold
cross-validation was used to increase the generalization ability of the network. It
has been observed that, while the proposed CNN is found to give a correct classi-
fication rate (CCR) of 72.71%, the CCR reached the level of average 83.51% by
using 4 channels. Also, this reduced the training time from 626 to 306 s. There-
fore, the results show that usage of specific channels increases the classification
accuracy and reduces the time required for training.

Keywords: Electroencephalograph · Biometric systems ·Multi-channel ·
Convolutional · Neural networks

1 Introduction

In biometric applications, EEG is known to carry genetically-specific information [1–3].
The capacity of EEG-based biometrics was demonstrated by the effective identification
of individuals using features extracted from EEG data collected during resting states or
mental tasks [2]. The existence of individual features in EEG data has yet to be studied,
but it has the essential advantages of implicit features that cannot be forgotten or lost
and cannot be casually obtained or stolen by external observers. It has resistance to
forced extraction because under stress brain activity changes, and this causes failure
in the authentication. Another advantage of using EEG based biometric system is that
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it can be used by disabled patients or users missing some physical trait [4]. With the
low-cost sensors and the fast development of machine learning algorithms researchers
have been doing more studies about biometric systems which are using resting state
EEG signals [5, 6]. Besides, with different types of stimuli like visual evoked potential
[7, 8], different types of classifiers were employed such as support vector machine [6],
polynomial regression [5] convolutional encoders [9] and CNN-GRU [10].

Several methods in literature have been used in attempt to solve the challenges faced
byEEG-Based biometrics. Below, this paper puts forward some deep learning techniques
used in improving the methods, saving time in training.

Chen et al. [11] proposed a GSLT-CNN model to compare raw EEG and extracted
feature performances. This model achieved better result than traditional methods like
SVM, LDA and bagging trees. Di et al. [12] a CNN with 3 convolutional layers, a fully
connected layer and an output layer to analyze the network for multi-classification. High
classification accuracies were achieved. The performance of this model however was not
compared with other models. Maiorana [13] explored multiple deep learning techniques
for EEG-Based biometric recognition, getting results better than traditional methods
(LDA, SVM). The work emphasizes on the useful of CNNs and RNNs.

Özdenizci et al. [9] uses adversarial model learningwith ConvolutionNetwork archi-
tecture to learn session-invariant individual features for EEG-Based biometrics. How-
ever, the model used in this work was based on the assumption that the lack of consis-
tency in data is only caused by collecting recordings in different sessions, which is a
disadvantage.

Wilaiprasitporn et al. [10] uses a convolution neural network with a recurrent neural
network to get both spatial and temporal information fromEEG to perform identification.
This work shows the strengths of CNN in this field, but it only focuses on the effects of
different electrode positions, affective state, frequency bands.

Although, the studies on this topic have reached a certain stage, there are still several
main difficulties. The practicality is one of the most important challenges in this area and
there is still work to be done in the EEG-Based biometry to improve accuracy, privacy,
usability, etc. for individual identification in Brain Computer Interface (BCI) systems.
Therefore, in this study, a biometric identification system using custom-designed CNN
was proposed to increase the accuracy. By using deep learning approach, the feature
extraction step was omitted, and a computationally efficient systemwas employed. Also,
the effect of selection of the channels on the accuracy and training time were examined.
The dataset used in this study was specifically recorded [14] for EEG based biometric
research. It was captured in a controlled environment to avoid artifacts from external
environment. The dataset was carefully studied, to be used as input to the designed CNN
architecture.

The following section summarizes properties of EEG signals and the basic charac-
teristics of EEG based biometry systems briefly. Section 3 explains the used dataset and
methodology, where the experimental study and results were given in the next section.
Finally, the conclusions were drawn.

1.1 Electroencephalograph (EEG) Based Biometry

Electrical changes that are known as brain waves macroscopically detected by an elec-
trode on the scalp. Then, these waves can be pictured in an electroencephalogram(EEG)
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in which time is a horizontal axis and voltage is vertical axis [15]. To begin the measure
signals, the electrodes need to be allocated to regions on the scalp by the standards of
the globally accepted 10/20 system like shown in Fig. 1. The recorded signals generally
have amplitudes that are within the range of some micro volts to 100 µV estimates
with frequency reading from 0.5 to 30–40 Hz. Also, there are common EEG noises that
interfere with the signal, such as EOG from eye muscle, EMG from muscle motion or
shifts in the electrode placements and movements in the cables.

Fig. 1. Globally accepted 10/20 electrode placement system.

Poulos et al. initially suggested EEG signals to be used for recognition of person
[16]. After those studies in EEG based authentication gained growing interest. Logically,
some information specific to individuals is supposed to be contained by EEG signals. It
is still not certain if intended or non-intended mental functions produce the best or most
efficient signals. This issue is closely linked to which area of the scalp can include the
biometric identification signals. The mental functions or motor movements generally
used to activate EEG signals for biometric systems in the research literature may be
divided into three major categories:

• Resting state, without actions done physically and mentally, with eyes kept open or
closed. Only one (Fp1) electrode channel was used to get data by Su et al. from 40
healthy participants keeping their eyes closed and this study reached 97.5% correct
recognition rate (CRR) [17].

• Event-Related Potential (ERP) signals stimulated from visual input or motor event.
78% identification accuracy was reached by Singh al et al. from single channel raw
signals recorded off 10 healthy participants [18].

• Intentional Mental Activities, such as counting in the mind or motor imagery. Marcel
et al. used 8 electrodes to record signals from 9 participants while they were imagining
hand movements. They reported a 7.1% half total error rate [3].
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The resting state with eyes closed modality was chosen for the purpose of this
research because the creators of the dataset [14] claimed it to give the best results which
is also supported with the literature studies.

A good biometrics system must meet some standards like universality, uniqueness,
permanence and performance [19]. Just like the other methods, EEG Based biometrics
has its own pros and cons. When EEG compared with other modalities like face, fin-
gerprint, EEG has a clear advantage in universality and uniqueness. Therefore, the aim
of this study is to propose an EEG-based biometry system that overcomes the other
challenges of biometric identification such as permanence and performance.

2 Material and Method

“Biometric EEG Database” (BED) [14] was chosen for this study. BED is a new dataset
for EEG-based biometric using a low-cost EEG device. BED is a collection of EEG
recordings by 21 healthy subjects while they experience 12 different stimuli. The images
provided are aimed at extracting specific emotions, flashing Visual Evoked Potentials
(VEP) with flashing black color with frequencies 3, 5, 7 and 10 Hz respectively and
mathematical computations VEP at 3, 5, 6, and 10 Hz and resting state with eyes open
and close. EEG signals are collected in 3 section each separated by one week to allow
for the analysis of the template ageing. EEG signals collected from 14 channels with
Emotiv EPOC+ portable EEG headset. Sensors were placed according to 10/20 system
to AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 [14]. According to
studies it was understood that best performance for biometric is taken from the resting
state with eyes closed [20, 21].

2.1 Preparing the Raw EEG signals as Input to the Convolutional Neural
Network

Raw EEG signals from resting with eyes closed were used in this study. These signals
are 120 s long, to get better results using the data in its best performance, the sliding
window approach was applied. 5 s was chosen for window size overlap period is 2.5 s
shown in Fig. 2. 14 channels are shown in Fig. 3 every color represent different channel.
Resting Data from three recording sessions were used to obtain a 14 × 1280 × 2870
data sample for classification, where 14 is the number of channels, 1280 is the size of
windows, and 2870 is the number of samples.

Fig. 2. Windowing size and overlapping.
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Fig. 3. Raw 14 channels EEG signal after windowing.

The data was then normalized because some of the data are differently scaled, and
machine learning algorithms find trends by comparing features from data points. Nor-
malization fixes this scale problem, and the normalized data was fed as input to the
CNN.

To improve accuracy and computation time, the usage of lower number of channels
was also considered. F3, F4, O1 and O2 channels which are shown to be more dominant
in EEG biometrics [20], were isolated and used as input data to the same structure CNN
with different input size.

Due to limited sample number, fivefold cross validation method was only used. After
the whole dataset was mixed once, it was divided into two parts as 20% for test and 80%
for training, which are selected in distinctly in each trial.

2.2 Designed Convolutional Neural Network Architecture

TheConvolutionalNeuralNetwork is an architecture of deep learning that is an alteration
of standardNeural Network for handlingmultiple arrays of data such as pictures, signals,
and languages. One significant feature of CNN, which separates it from other machine
learning calculations, is its capacity to pre-process the data by itself. In this manner,
a lot of assets may not be spent in data pre-preparing [22]. CNN consists of multiple
stacked layers to create a complex architecture for classification problems. These layers
are convolution layers, pooling layers, activation function layers and fully connected
layers [23].
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There are batch normalization layer and ReLU layer, following the convolutional
layer. The Softmax layer and a classification layer follow the fully connected layer
because it contains a softmax function, which can be also considered as a multi-class
generalization of the logistic sigmoid function. The optimum values of the number of
layers and parameters were obtained heuristically in network architecture as shown in
Fig. 4 for the given problem.

Fig. 4. Architecture of designed CNN.

3 Results and Discussion

As described in the previous section, the dataset was prepared for fivefold, and stochastic
gradient descent with momentum (SGDM) is chosen to train the network with an initial
learning rate of 0.01. Maximum number of epochs are chosen as 15. Herein, an epoch
means full training cycle on the whole training data set and the data is shuffled in every
epoch. Mini-batch size of 64 is chosen, and the stride number of 2 is selected for each
max pooling layer.

Table 1 summarizes the correct classification rate (CCR) loss of the classification
along with the training time for 14 channel input classification experiment and F1 score
which is calculated from precision and recall. Thismetrics’ equations are given in Eq. (1)
to Eq. (4). True positive (TP), true negative (TN), false positive (FP) and false negative
(FN) are used in these equations from confusion matrix.

CCR = Correct Classification

Total Samples
× 100 (1)
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Table 1. Experimental results with 14 channels input

K-Fold CCR (%) F1 Score Loss
(Cross Entropy)

Time Elapsed
(seconds)

1 75.26 0.7485 1.1925 629

2 68.12 0.6798 1.4934 631

3 62.89 0.6278 1.5098 602

4 75.61 0.7485 1.0236 635

5 81.71 0.8085 0.7392 633

Average 72.71 0.7226 1.1917 626

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

F1score = Recall × Precision

Recall + Precision
× 100 (4)

As a second experiment, the numbers of channels were reduced and only 4-channels (F3,
F4, O1 and O2), shown in Fig. 4, were selected as the input by regarding the literature
and as a result of experimentations. The CNN was trained and tested for fivefold cross-
validation. The results of this experiment are given in Table 2. As illustrated in the table,
the elapsed time is almost halved as expected but there is no a linear relationship between
number of channel and training time, while channel number is decreasing 3.5, time is
decreasing almost 2 times. since the data collected from all channels were interrelated,
the network struggles to reach the valuable information. Thus, the accuracy rates increase
approximately 10%,which shows that the proposedCNN ismore successful in extracting
meaningful information from the selected channels (Fig. 5).

Table 2. Experimental Results with 4 Channels input

K-Fold CCR (%) F1 score Loss
(Cross Entropy)

Time elapsed
(seconds)

1 87.28 0.8746 0.4913 305

2 85.89 0.8366 0.5746 305

3 81.18 0.8179 0.7041 298

4 80.49 0.8063 0.8049 300

5 82.75 0.8333 0.7006 326

Average 83.51 0.8137 0.5951 306
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Fig. 5. Raw EEG signals from 4 channel

Table 3 presents a comparison of recent EEG biometric classification studies.
The first three studies [5, 7, 8] have high correct classification rate however, they

do feature extraction preprocessing before feeding the classifiers, which increases com-
plexity. In [9], raw data directly as input to a convolutional encoder which is similar
to our first experiment and reaches the similar CCR. Comparing the results of previous
studies with the same dataset [14, 20], our study outperforms in terms of CCR of 83.5%,
thanks to learning abilities of CNN.
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Table 3. A comparison with the existing works in literature

Reports Features Task Classification 
Method

Electrode Subject Performance

Rocca et al. 
[5] 

AR 
Coefficients

Resting Polynomial 
regression clas-

sifier

5 45 CCR: 95

Yazdani et al. 
[7] 

AR 
Coefficients 

& PSD

VEP Fisher’s linear 
Discriminant & 

K nearest 
neighbor classi-

fier

64  20  CCR: 100

Su and Xia
[8] 

AR
Coefficients

& PSD

Resting K-NN
Kohonen’s 

LVQ
FDA

1 40 CCR: 97.5

Su and Farzin 
[17] 

EEMD-
based 

InsAmp

VEP Linear discri-
minant analysis 

& 3 nearest 
neighbor classi-

fier

1 118 CCR: 95.9

Özdenizci el 
al.[9] 

Raw EEG VEP Convolutional
Encoder

16 10 CCR: 72

Gonzales el 
al.[14] 

MFCC Resting 
(EC) 

Hidden Marko 
models

1 21 CCR: 40.25

Katsigiannis 
et al.[20] 

MFCC VEP Auto-regressor
model

1 21 CCR: 29.69

Our Study
(14 Ch.)

Raw EEG Resting
(EC) 

Convolutional
Neural Net-

work

14 21 CCR: 72.71

Our Study
(4 Ch.)

Raw EEG Resting
(EC) 

Convolutional
Neural Net-

work

4 21 CCR: 83.51
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4 Conclusion

In this study, it has been demonstrated that CNN can be a promising classification tool
for this problemwith the ability of representing data without any feature extraction steps.
Thus, a more efficient system can be designed with CNN. A custom CNN is designed
with three convolution layers, two Max Pooling layers, one fully connected layer and a
Softmax layer. The proposed method does not require feature extraction hence, saving
computational time. A relatively high classification accuracy is achieved in this work
compared to other models. This work also shows that reducing the number of electrode
channels improves accuracy and decreases computation time.

In future studies, the effect of each channel on the classification taskwill be examined,
the effects of combining CNN with other deep learning techniques like RNN will be
also explored.
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Abstract. This paper proposes a novel approach to detect and classify defects
in fabric. Fabric defects may cause a roll of fabric to be graded as second or
worse in quality checks, and may affect sales. Traditionally, fabrics are inspected
by skilled workers at an inspection platform, which is a long and tiring process,
and error-prone. Automated detection of defects in fabric has the potential to
eliminate human errors and improve accuracy; therefore it has been an area of
research over the last decade. This paper proposes a novel model to detect and
classify defects in fabric by training and evaluating our model using the AITEX
data set. In the proposed model, the images of fabrics are first fed into U-Net,
which is a convolutional neural network (CNN), to determine whether the fabric
is defect-free or not. VGG16 and random forest are then used to classify the defects
in the fabrics. The training settings of the model were chosen as initial learning
rate = 0.001, β1 = 0.9 and β2 = .999. The proposed approach achieved accuracy
of 99.3% to detect defects, with high accuracy to classify sloughed filling (100%),
broken pick (97%), broken yarn (80%) and fuzzy ball (74%), but low for nep
(12.5%) and cut selvage (0%).

Keywords: Fabric defects · Convolutional Neural Network · U-Net · CNN ·
VGG16 · Random forest · Accuracy · Recall · Precision · F1 score

1 Introduction

In the textile industry, reports on fabric defects are used as a measure of quality of a
fabric roll. Such reports also serve the purpose of eliminating cause of defects, hence
improve production quality. The conventional approach is human inspection to determine
the location, type and size of the defects. However, this approach is prone to human
errors, optical illusions and has the risk of missing small defects. It also suffers from
low accuracy rate, poor consistency among inspectors, and poor efficiency. Therefore,
computer enabled automated defect detection based on image processing emerged as a
promising approach to improve efficiency and accuracy, and has been an active research
area over the last decade. Camera systems mounted on textile production machines
together with advanced data processing andmachine learning technology can potentially
improve accuracy of fabric defect detection and classification. However, deployment of
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such systems requires significant work on development and performance improvement
as compared to the current practice.

A flaw on themanufactured fabric is known as a fabric defect. Defects may be caused
by textile machine/process malfunction or oils from the machinery or faulty yarns or
improper mixing of dye stuff in the dye solution. Fabric defects can be classified as
minor, major and critical defects. Major defects may affect the sale of the product, and
critical defects may result in the entire roll to be rated as second or worse in the quality
check process. There are more than 60 defect are given in the document on Standard
Test Methods for Visually Inspecting and Grading Fabrics [1]. The fabric defect can
be classified into seven main classes, named as yarn, weaving, isolated, pattern, wet
processing, raising and milling defects. Some of these are due to surface colour change,
and others are due to local texture irregularity.

It is very important to detect these fabric defects because of the financial loss concerns
thatmay arise from faulty production [2]. Considering the fact that 85%of the faults in the
clothing industry are caused by fabric faults; if the companies producing woven fabrics
use an effective quality control system to produce the desired quality fabric and sell it in
this way, they will have adopted the most accurate production system [3]. Traditionally,
fabric defect detection is carried out by a skilled worker who tries to detect defects in
2–2.5 m length fabric rolls that are passed at a speed of 8–10 m per minute through an
illuminated inspection platform. The employee who detects the error stops the machine
and marks the area containing the defect and records it. At the end of this process,
acceptance/rejection decision is performed according to the total defect rate in the roll.
Defect detection is a long and tiring process. Defect inspectors who constantly look at the
same point can audit for a maximum of 1 h due to eyestrain. In traditional systems, the
error rate is still around 60%. In addition, the risk of Alzheimer’s disease has increased
in workers who do this type of work. For these reasons, automated/computerized fabric
defect detection systems have been researched.

Automated real-time inspection system is usually composed of camera, light, im-age
capturing and processing unit. Defect detection techniques vary fromconventional image
processing techniques to machine learning techniques. In [4], algorithms developed for
detecting fabric defects were divided into three groups, namely statistical [5–7], spectral
[8–10] and model-based approaches [11–13].

Recently, machine learning approaches have attracted a lot of attention and been
applied in detection of fabric defects, as well as in many different fields. For example,
neural network and deep learning network approaches were used in [14, 15], while the
convolutional deep learning approach was used in [16–18]. In traditional convolutional
deep learning models, a large dataset is necessary for successful performance. However,
for some classification problems, the amount of data that can be collected is limited in
practice, leading to a small dataset. It has been shown that, with small datasets, U-Net
gives better results than classical models in pixel-based image segmentation problems.

In this paper, we are proposing a hybrid classification model which employs U-Net
to determine whether image contains any defects. If a defect is detected, then defect
classification is carried out by using a hybrid model made up of VGG16 and Random
Forest.We used the AITEX dataset [19] for training and validation purposed. The results
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show that the proposed model resulted in 99.8% accuracy for detecting defects which is
better than those presented in the literature.

2 Dataset and Experimental Work

We used the AITEX fabric defects dataset [19] for training and testing our model. The
original AITEX dataset consists of 245 images of 4096 × 256 pixels captured from
seven different fabric structures. The fabrics in the dataset are mainly plain. There are
140 defect-free images, i.e. 20 images for each of fabric structure type. The remaining
105 images contain 12 different types of fabric defects which commonly appear in the
textile industry. After data enhancement and decomposition of the original dataset into
smaller 256 × 256 pixels images, we obtained a data set of 165 defected samples of
256× 256 pixels. Then we carried out augmentation on the 165 samples (90° clockwise
rotation, 180° clockwise rotation and 270° clockwise rotation), we obtained a set of 660
defected samples. Table 1 shows the numbers of occurrences of the defect types before
and after the augmentation. Table 2 shows samples of images for different defect types
and corresponding numbers of occurrences after augmentation. We used 592 images
corresponding to the seven most common defect types as our data set. This dataset was
randomly divided into training set (85%) and validation set (15%).

Table 1. Defective sample counts before and after data augmentation.

Defect type Original sample
count

Count after
augmentation

Broken pick 55 220

Fuzzy ball 38 152

Nep 14 56

Sloughed filling 14 56

Cut selvage 9 36

Broken end 9 36

Broken yarn 9 36

Weft curling 6 24

Crease 5 20

Warp ball 4 16

Knots 1 4

Contamination 1 4

Our tests were conducted on a computer with a processor of ‘Intel Core i7-11800H’,
a graphics card of ‘RTX 3070 8 GB’ and operating system of Windows10. Our source
code was developed in Python programming environment.
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Table 2. Enhanced AITEX fabric defects dataset.

Defect Name Sample 
count

Defected
sample

Grayscale 
mask

Broken pick 220

Fuzzy ball 152

Nep 56

Sloughed filling 56

Cut selvage 36

Broken end 36

Broken yarn 36

Weft curling 24

Crease 20

Warp Ball 16

Knots 4

Contamination 4
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3 Defect Detection and Classification

A two-stage classification approach is used in the proposed model. Images of fabrics are
first applied to a customized U-Net to determine whether the fabric is defected or not.
Images of defected fabrics are then put through a classification process where VGG16
is used for extracting features and a random forest is used to determine defect type.
Following subsections describe U-Net, VGG16 and random forest methods used.

3.1 Defect Detection Using a Customized U-Net

U-Net, a type of Convolutional Neural Networks (CNN) approach, was first developed in
2015 by Olaf Ronneberger, Phillip Fischer, and Thomas Brox to perform better segmen-
tation on biomedical images [20]. Different from traditional convolutional deep learning
models which require a large dataset for successful performance, U-Net performs well
with small datasets. Since data sets available for fabric defects are small, U-Net was
used for defect detection in this work.

The architectural structure of the proposed U-Net is shown in Fig. 1. The number
of filters in the original U-Net has been reduced from 64,128, 256, 512, 1024 to 16, 32,
64, 128, 256, respectively. The reduction in the number of filters speeds up the training
process and reduces the computational load. As seen in Fig. 1, in the encoder side or
in the feature extraction side of the U-Net, different numbers and sizes of features are
extracted along the convolutional neural network model, and the pooling process of their
height and width dimensions is carried out using the pooling layer.
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Fig. 1. Architectural structure of the proposed U-Net.
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The second half of the model serves to increase the size, hence the resolution of
the image at the output of the model in accordance with the input image. In order to
reduce complexity and computation time, each convolution output in the Encoder part
is combined with the corresponding upsampling layers.

Loss Function. The number of fabric defects is usually small and the total area affected
by the defects is quite small compared to the defect-free part of the fabric. Using an
ordinary loss function such as standard cross entropy may cause the model to fall into
its local optimum points. To overcome this imbalance problem, cross entropy and Dice
binary loss function are used together. Dice function is a frequently used performance
criterion to evaluate success in biomedical images, and will be used in this work. The
Cross-entropy (C) and Dice (D) loss functions are expressed as follows;

C(p, q) = −
∑

x∈X p(x)logq(x) (1)

D(p, q) = 2
∑N

i piqi∑N
i p

2
i + ∑N

i q
2
i

(2)

where p(x) and q(x) in (1) represents distribution functions of predicted and actual sets,
the values pi and qi values in (2) are the pixel values of prediction and ground truth,
respectively.

Training Evaluation Metrics. In traditional binary segmentation problems, accuracy
metric is typically used. The Accuracy metric is defined as follows

Accuracy = TP + TN

TP + TN + FP + FN
(3)

where (TP) represents true positive, while (TN), (FP) and (FN) stands for true negative,
false positive and false negative respectively.

Since defects affect only a small area of the fabric, the number of pixels in defective
regions is very small compared to that in the defect-free region. Therefore, Recall (also
known as sensitivity), precision and F1 Score are taken into account as well as the
accuracy in the evaluation of the model. These evaluation criteria are expressed as,

Recall = TP

TP + FN
(4)

Precision = TP

TP + FP
(5)

F1score = 2 ∗
(
Precision ∗ Recall

Precision + Recall

)
(6)

Training. We used the Adam optimizer with a mini-batch size of 16. The training
settings of the model were chosen as follows: initial learning rate was set to 0.001, and
exponential decay rates for the estimates of mean and variance were set to β1 = 0.9 and
β2 = 0.999, respectively. We trained the model for 100 epochs. Table 3 lists the results
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Table 3. Performance comparison of the proposed model

Model PTIP [21] U-Net Mobile U-Net
[17]

Improved U-Net [18] Our U-Net

Accuracy (%) 85.6 89.3 93.5 98.3 99.2

Recall (%) 90.1 85.1 90.4 92.7 94.3

from our model and compares themwith other models. Accuracy for our model is 99.2%
and recall is 94.3%, both of which are superior as compared to other models.

Then, we trained themodel for 500 epochs. Figures 2, 3, 4 and 5 present the results of
accuracy, recall, F1-Score and precision for training and testing phases. As can be seen,
the proposed model showed superior performance after being trained for 500 rounds.
The accuracy was 99.8% for the training phase and 99.3% for the validation phase.
Corresponding values were 98.5% and 90.2% for recall, 96.2% and 91.3% for F1, and
96.5% and 92.2% for precision.

Fig. 2. Accuracy performance of the proposed model.

The loss function performance figures of the proposed model for the training and
validation phases are shown in Fig. 6. As can be seen in the figure, values of the loss
functions were reduced to very small values, i.e. being 0.0095 for Training-Loss and
0.0529 for Validation-Loss.

We tested the trained model on numerous images from the validation data set. For
this we randomly selected an image from the validation data set and applied it to the input
of the model, and obtained the model output. We have seen that our model successfully
detected the defects in all the images. Figure 7 shows two sample images of defective
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Fig. 3. Recall performance of the proposed model.

Fig. 4. Precision performance of the proposed model.

fabrics on the left column, and model output on the right, and shows that the defects
were detected successfully by the model.

3.2 Hybrid Model for Defect Classification

We used a hybrid model for fabric defect classification in this work. Images of fabrics
are first applied to the customized U-Net to determine whether the fabric is defected.
Images of defected fabrics are then put through a classification process where VGG16
is used for extracting features and a random forest to determine defect type.
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Fig. 5. F1-score performance of the proposed model.

Fig. 6. Loss performance of the proposed model.

VGG16. VGG16 is a convolutional neural network model proposed in an article by
K. Simonyan and A. Zisserman from Oxford University [22]. In VGG architecture, the
image is passed through a series of convolutional layers which followed by three Fully-
Connected (FC) layers. Filters with a very small receptive field (3 × 3) are used in the
convolutional layers. The convolution stride is fixed to 1 pixel; the spatial padding of
convolutional layer input is used to preserve spatial resolution after convolution, i.e.
the padding is 1-pixel for 3 × 3 convolutional layers. Max-pooling follows every stack
of convolutional layers, and performs spatial pooling over a 2 × 2 pixel window, with
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Fig. 7. Samples of defect detection test results of the proposed model.

stride 2. Three Fully-Connected (FC) layers follow a stack of convolutional layers with
4096, 4096 and 1000 channels. Each fully connected layer is followed by a nonlinear
activation function, such as ReLU, The final layer is the soft-max layer which normalizes
output real values from the last fully connected layer to target class probabilities. In our
work, we used the VGG16 only for feature extraction, therefore the fully connected layer
which used in original model for classification is removed (see Fig. 8), and the feature
set of 8 × 8 × 512 which obtained from the last convolution layer of VGG16 were fed
to random forest for fabric defect classification.

Random Forest. Random Forest is a supervised learning algorithm. As the name sug-
gests, it creates a forest in a randommanner. The “forest” is a collection of decision trees
that are mostly trained by the “bagging” method.With this method, hundreds of decision
trees are created and each decision treemakes an individual prediction. The structure of a
simple random forest consists of multiple decision trees as shown in Fig. 9 and combines
them to get a more accurate and stable prediction. For example, in regression problems,
average of the predictions of the decision trees is used. In classification problems, most
voted one is chosen among the predictions. The biggest advantage of the random forest
is that it does not cause an over-learning/overfitting problem that is often experienced in
traditional machine learning methods.

3.3 Testing the Model

We tested our model by using images of fabrics with seven most common defect types
(namely broken pick, fuzzy ball, nep, sloughed fill, cut selvage, broken end and broken
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Fig. 8. Architectural structure of VGG16 used.

Fig. 9. Simple random forest.

yarn). We had 592 samples images for the seven most common defect types. The pro-
posed model performed well on the limited data set of fabric defects; U-Net detected
fabric defects with high accuracy (99.3%). The confusion matrix for classification per-
formance of our model is given in Fig. 10. It can be seen that the proposed hybrid model
classifies sloughed filling typewith 100% accuracy, broken pick typewith 97% accuracy,
broken yarn type with 80% accuracy and fuzzy ball type with 74% accuracy. However,
the model could classify nep type only with 12.5% accuracy, and confused this type
with fuzzy ball and broken end types. The model failed to classify cut selvage type, and
confused it with broken pick. High accuracy for the broken pick defect is attributed to
the fact that this defect type is the most occurring type in the data set (220 out of 592
samples) and the area affected by defect is not small. The sloughed fill, although not so
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common (56 out of 592 samples), due to the large areas affected by this type resulted
in a very high classification accuracy. Performance was not good for the nep and cut
selvage. The reason for this is thought to be that only a small area of the fabric is affected
by these two types.

Fig. 10. Confusion matrix for classification results.

4 Conclusions

We proposed a hybrid detection and classification model for fabric defects. The model
first detects defects by using a customized U-Net, and then carries out classification on
defected fabrics by using VGG16 for feature extraction and random forest for classi-
fication. AITEX data set was used for training and testing purposes. We applied data
enhancement, decomposition, augmentation on the data set, and obtained 660 images
of 256 × 256 pixels for defected fabrics and used 592 of those corresponding to the
seven most common defect types. The customised U-Net performed well on binary clas-
sification of defected and defect-free images, giving accuracy level of 99.3%. On the
defect classification side of our model, we achieved high accuracy for defect types of
broken pick, sloughed fill, broken yarn and fuzzy ball. On the other hand, exhibited poor
classification performance for types of cut selvage and nep. Our results show that defects
that affect large area on the fabric surface can be detected with high accuracy. Future
research efforts can be directed towards improving the classification performance for
defects with small size. The developed model will be evaluated by collecting data in real
field trials at a company producing textile machinery in Turkey.



A Hybrid Machine Learning Approach to Fabric Defect 147

References

1. Standard Test Methods for Visually Inspecting and Grading Fabrics. D5430–13 (2017)
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Abstract. Indonesia is considered one of themost biodiverse regions in theworld,
with 670 mammal species, 1,604 birds, 787 reptiles, and 392 amphibian species
as per the IUCN. Flower ornamental plants count among the potential commodi-
ties that can be developed both on a small and large scale, as evidenced by the
increasing public interest in agribusiness. Many people are still not familiar with
the existing types of flower ornamental plants. Several flower ornamental plants
only grow or live in some parts of the area. Technological developments can help
provide knowledge to the public. The technology currently being widely used is
the Deep Learning technique. Deep Learning is a type of artificial neural network
algorithm that uses metadata as input and processes it with many hidden layers,
using the Convolutional Neural Network (CNN) method. The Convolutional Neu-
ral Network (CNN)method can classify objects, essentially images, and recognise
them. This study will explore a CNN Deep Learning method that can classify var-
ious types of Indonesian ornamental plants object images. The results should pave
the way for a prototype that can easily recognise Indonesian ornamental flowers
in the future.

Keywords: Convolutional Neural Network · Deep Learning · Ornamental plants

1 Introduction

Indonesia is located on the line 6° North–11° South Latitude and 95°–141° East Longi-
tude. Thus, it has a tropical climate and is crossed by the equator. This location causes
Indonesia to have high and abundant biodiversity. Indonesia is considered one of the
world’s most biodiverse regions [1]. There are billions and even trillions of flora and
fauna that coexist in the area. According to the Royal Botanic Gardens, Kew, England
in 2017, the country boasted approximately 391,000 vascular plant species known to
science. Around 369,000 species, or 94%, are flowering plants. Every year, 2,000 new
ornamental plant species are discovered or described, many of which are already on the
verge of extinction. Scientists say that, based on the best estimates available at present,
21% of all ornamental plants are currently endangered. Some parts of the world still have
a diverse plant population, including some rare species [2]. Unfortunately, only a few
of these species are legally protected, and few of us are aware of it. Many Indonesians
people as well as internationals are still unfamiliar with the types of ornamental plants
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available or the fact that several types of flowers are only grown or live in certain parts
of the world. Despite these issues, it is expected that planters can preserve this biodiver-
sity. The urgency of this research resides in the fact that flower ornamental plants count
among the potential commodities that can be developed both on a small and large scale,
as evidenced by the increasing public interest in agribusiness. People need to know the
various kinds of flower ornamental plants available and thus encourage an increasing
number of operators, flower ornamental plant products, and new development areas.
Flower ornamental plants have high economic value and the potential to be developed.

In international trade, one species of ornamental plant, the chrysanthemum, is the sec-
ond most important cut flower ornamental plant after roses and carnations [3]. Chrysan-
themums, roses, tuberoses and orchids are Indonesia’s largest cut flower commodities.
Over time, the demand for chrysanthemums in Indonesia has increased by 25%. Accord-
ing to the Ornamental Plant Research Centre, the market demand has grown by 31.62%
since 2003. Additionally, statistics provided by from the Central Bureau in 2010 showed
that the demand for chrysanthemum flowers in 2008 was 99,158,942 pieces, and that
number has increased to 107,847,072 in 2009 until now.

However, chrysanthemum flowers are very vulnerable in handling. It is therefore
important to find out how to transport this plant properly. The optimization of transporta-
tion routes for chrysanthemum flowers has been enforced using the Genetic Algorithm
method [4, 5].

As the data provided by the Central Bureau of Statistics in 2018 further shows, the
orchid harvested area has increased by 2.66%, and production has increased by 23.31%.
The need for flower ornamental plants in general increases from time to time. The
amount of public interest in flower ornamental plants is closely related to population
growth, increased income, and living standards. Furthermore, the construction of resi-
dential buildings, office buildings and gardens in cities creates opportunities for business
development in the field of ornamental plants. The built database is therefore expected
to assist the Ministry of Agriculture in identifying and storing information on all types
of Indonesian flower ornamental plants.

The technology currently being widely used is the Deep Learning technique. Several
supervised learning techniques are available for Deep Learning, including Recurrent
Neural Networks (RNNs), Convolutional Neural Networks (CNNs), and Deep Neural
Networks (DNNs). Furthermore, the RNN category includes approaches such as gated
recurrent units (GRUs) and long short-term memory (LSTM) [6].

Deep Learning is based on an artificial neural network algorithm that uses metadata
as input and processes it in many hidden layers, using the Convolutional Neural Network
(CNN) method. The CNN method is one of the Deep Learning methods that can carry
out an unaccompanied learning process for object recognition, object extraction, and
classification. The CNN method is expected to recognise Indonesian flower ornamental
plants and classify them according to their names. CNN implementation is utilized in
several agricultural fields [7–9]. Unfortunately, CNN research for plant classification,
particularly in ornamental plants, is still rare. The study ofCNNmethods implementation
for plant classification in high-resolution imagery uses five classes of plant species,
namely rice, onion, coconut, banana, and chili plants [10]. The network learning process
yields 100% accuracy in terms of training data. Tests on validation data resulted in 93%
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accuracy, whereas test data yielded an 82% accuracy. This study result indicates that the
CNN method can perform better classification.

This paper introduces the design of one method of ornamental plant classification,
i.e., the powerfulDeepLearningmethod calledCNN.Theobjects usedwill be Indonesian
flower ornamental plants. This paper will consist of several parts. The first part explains
why it is important for an algorithm to recognise Indonesian flower ornamental plants
and why they represent a promising commodity. The second part presents the CNN-
based method used to identify and classify such plants, followed by a discussion. The
last part refers to future work and conclusions.

2 Method

This section explains the steps in developing a prototype of classifying flower ornamen-
tal plants using the CNN architecture method. Figure 1 illustrates a framework of the
research method. It will start from problem identification, review some research works,
gather data, model design, pre-processing, and the CNN method processing.

Fig. 1. Research methods.

2.1 Problem Identification

The problem identified is how tomake the architecture of theCNNmethod for classifying
flower images to get the information needed on them.

Convolutional Neural Network (CNN or ConvNet) is a well-known Deep Learning
algorithms. This learning model is to perform classification tasks directly from images,
videos, text, or sounds.Deep learning is an advanced result of theMulti-Layer Perceptron
(MLP) designed to process data into two-dimensional forms, such as images or sound.
CNN is used to classify labeled data using the supervised learning method. There are
trained data and targeted variables so that the purpose of this method is to group data
into existing data (www.Mathworks.com).

2.2 Data Gathering

Several flower images with a total of around 3000 data will be used for training. Each
data is different in their number. The objects were obtained from google images and the
flower dataset [11].

The sample used in this research will consist of 30 types of flower images found
in the world. Some of the research objects used are represented in Fig. 2. Image data
will be processed for training and testing. Each type of image data will be saved into a
labelled folder, then retrieve and show its scientific data at the end process.

http://www.Mathworks.com
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Fig. 2. Research object.

2.3 Model Design

The model design is used to set the interface and/or appearance of the application. The
model design consists of several detailed flow diagrams. These diagrams are process
flows that explain how image processing goes on the application prototype created.

There are some process flows designed, the CNN architecture training process,
entering information data, and testing the CNN architecture, explained in the next sub
sections.

2.4 Preprocessing Phase

This phase begins by selecting the flower ornamental plant images that ought to undergo
manipulation, translation, colour transformation, and dimensional change of camera
angles.

The segmentation results for feature extraction determine the distance of Euclid at
the time of making the index image shape. All of these pre-processing image data results
will be input and stored in the database. The image to be trained as the training image
data will be resized into 28× 28 pixels. Furthermore, the processed imagewill be trained
into the network, formed, and stored as training image data. The database aims to store
all the information resulting from the image analysis. The information or data stored in
the database consists of an image ID and data related to flower ornamentals in an image.
The database formation stage consists of the test image database formation and the
training image database formation. The training database is the data that already exists.
Segmentation using histogram, image manipulation such as rotation, and predefined
class will also be conducted. The test image database is data classed and labelled to
calculate the accuracy of the classification model to be formed.

2.5 CNN Training

Each neuron on CNN is presented in two-dimensional form, so this method is suitable
for processing with image input [12]. The input, feature extraction, classification, and
output processes create the CNN structure. The components of the CNN extraction
process break into several hidden layers – the convolution layer, activation function
(ReLU), and pooling.



152 D. Agushinta Rahayu et al.

Fig. 3. CNN architecture.

As seen in Fig. 3, CNN works hierarchically, with the output of the first convolution
layer utilized as the input for the next convolution layer. The classification process is
based on fully connected and activation functions (softmax) with a classification result
as the output [13].

Deep Learning technique with CNNmethod which popularized with AlexNet archi-
tecture was tested with ImageNet dataset [14]. The architecture design produced sub-
stantial results, with a test error rate of 17% in the testing set four. These results are
exceptional, as the objects in the dataset are very intricate and numerous. In addition, a
similar study using 16 to 19 convolution layers was performed [15]. The results showed
a good performance with greater accuracy than the architecture stated previously. This
proves that the network depth is an equally crucial component which stimulates good
performance in image recognition. It can be said that the more layers used, the deeper a
network architecture is.

The flow for the CNN training is presented in Fig. 4. The first CNN training process
contains training data prepared with each label name. Then, the image is resized by 28×
28 pixels and the labels or folder names are counted. The training process is run using the
created CNN architecture, by input the image and the adjusted value of the convolution
filter, ReLU, and pooling. After this process, the value data is saved as training data.

Fig. 4. CNN training.

The input information data process in Fig. 5 will first load all the data contained
in the database. Afterwards, it will display the number of the last data input into the
database after loading all the data. The information data input entities are flower name,
kingdom, division, class, order, family, genus, and description. The data will be saved
in the created database and will be used for testing the data image at a later stage.

2.6 CNN Testing of Data and Method

The AlexNet model can be improved by increasing the convolution layer size in the
middle of the model array and reducing the size of the first layer filter in the existing
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Fig. 5. Input data information.

hyperparameter architecture [16]. The results show that when new data is retrained
with the softmax classification, it provides a good model for many other data sets. This
result is very likely because it beats previous research with Caltech-101 and Caltech-256
datasets. Afterwards, the AlexNet model is examined [17]. The contribution reduces the
number of parameters in the network from 60 million to about 4 million, which is a
significant improvement.

Figure 6 shows the CNN testing flow. In the first testing process, the image is resized
by 28 × 28 pixels. The image that has gone through the resizing process will then be
added to the CNN architecture to calculate the convolution filter, ReLU, and pooling
values. Then it will compare with the training data stored from the calculated results.
Then it will look for information data that is under the test results. If the data is correct,
it will display the valid flower data from the database, but if not, it will display data that
does not match the flower image tested otherwise.

We will set the parameters for the Deep Learning method to determine how many
neurons receive input and addweight from the images of flower ornamental plants. These
parameters are meant to classify the flower ornamental plant. The CNN model is used
to detect and recognise objects based on the results of feature extraction.

The CNN network architecture will adjust with 22 layers. It will consist of one
image input layer, five convolutional filter layers, five batch normalization layers, five
ReLU layers, three pooling layers, one fully connected layer, one softmax layer, and one
classification layer. One output target will be set.

The learning process is carried out using the trainNetwork function, with the param-
eters trainData, layer, and options. We will test the model by confirming the information
it yields with experts. This way, we will be able to evaluate the CNNmodel and establish
the accuracy of the flower ornamental plant classification.
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Fig. 6. CNN architecture testing.

2.7 Testing Result

From all the adjusted parameters, optimal values will be achieved so that the reference
value is obtained for testing the CNN architecture. The CNN training will get the best
training performance value using a predetermined parameter reference.

The image results tested with the CNN method will be recorded in order to evaluate
the accuracy percentage for the total image number as well as for each classified image.
This research will produce new basis method of the CNN to classify and find out the
type of ornamental plants that fits the output.
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3 Future Work

The data used comes from the Indonesian Ornamental Plants Research Center
(BALITHI) under the Research and Development Centre of the Ministry of Agricul-
ture. It is also possible to obtain such data from international databases. The application
prototype will be developed using the Python or MATLAB programming language.
This prototype is expected to help the Indonesian Ornamental Plants Research Centre
to build a database for Indonesian ornamental plants, particularly flowers. The expected
goal is to produce a prototype for recognising various types of Indonesian flower orna-
mental plants. The application prototype will provide information on Indonesian flower
ornamental plants more quickly and accurately, using the CNN Deep Learning.

4 Conclusion

This CNNmodel will be developed and implemented to build an ornamental plants clas-
sification prototype. Indonesian flower ornamental plants will be the objects used for
training. An implemented application prototype implemented will assist the Research
Centre in obtaining exhaustive information regarding the wealth and variety of Indone-
sian ornamental plants. Researchers are expected to continue to enrich the database
and image classification methods of ornamental flower plants in Indonesia. Databases or
datasets of Indonesian flower ornamental plants can also be generated so that researchers
can obtain more varied data. The work needed to implement this application prototype
will be finished at a later stage.
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Abstract. Artificial intelligence (AI) and machine learning (ML) have begun to
include promising methods for solving real-world problems. However, the power
of thesemethods is limited by theCPUcapabilities of the current computers.Quan-
tum computing (QC) appears to be not only an alternative route for more powerful
computers but also the introduction of a new computing paradigm. Much more
powerful AI protocols are predicted to be developed by the QC implementations.
In this study, we present a binary classification of quantum data implemented by
superconducting quantum circuits. Binary classification of data is a subroutine of
both AI and ML. Therefore, much effort has been spent on the development of
AI and ML strategies to be implemented on quantum computers. In our frame-
work, we adopt a dissipative protocol for the classification of quantum informa-
tion. The dissipative model of quantum computing has already been proven to
be well-matched to the circuit model of quantum computing. More specifically,
we introduce repeated interactions-based model with distinct quantum reservoirs
as strings of pure qubits representing the quantum data. In the scenario, a probe
qubit repeatedly interacts with the reservoir units and the binary classification is
encoded in the steady quantum state of the probe qubit. We also present analytical
results including system and reservoir parameters. We use realistic parameters for
the implementation of the proposal with superconducting quantum circuits which
are the leading platform for building universal quantum computers.

Keywords: Information reservoir · Quantum neuron · Superconducting circuits ·
Collisional model

1 Introduction

Perceptron is a mathematical model that inspired by the biological neuron cell, which
is the basic unit of the neurocomputing [1–3]. Artificial neural networks (ANN) have
various applications in data processing [1, 2, 4–13]. Binary classification is a subroutine
for ANN based ML algorithms [14, 15]. Moore’s law defines a linear growth to the
number of transistors against a linear timescale by use of the semiconductors state-of-
the-art [16]. Chip crisis has been appearing to be the harbinger of the end of Moore’s
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law restricting the power of current CPU technology. The number of studies on adapting
the advantages of quantum computing toML algorithms has increased recently [17–22].
There are also studies involving quantum algorithms using quantum classifiers through
unitary gates [23–27]. In the QC circuit model, it is assumed that the system of interest
is completely isolated from the environmental degrees of freedom. However, encoding
classical data into a quantum register is a challenge and requires time-optimized unitary
operations.

Considering some studies, we see that quantum reservoirs can be evaluated as com-
munication channels where information is transmitted and they are not trash cans where
valuable information is thrown [28–32]. In the light of these ideas, we consider the
classification task of quantum data by use of non-unitary dynamics. It was reported that
the dissipative model of QC is equivalent to the standard circuit model [33]. Non-trivial
quantum steady states could be obtained by dissipation assistedmethods [34] reminiscent
of quantum reservoir engineering [35–38].

In this work, we show that a single probe qubit interacting weakly with distinct
quantum information environments can classify quantum data in a steady state. Here,
strings of ideal qubits in pure quantum states with certain parameters are dubbed reser-
voirs of quantum information [39, 40]. In this scheme, the probe qubit goes through a
dissipation process, interacting sequentially with the subunits of the distinct informa-
tion reservoirs [34]. This repeated interaction task is referred to as a collision model.
Next, using the trace-out operations, we acquire the steady-response of the probe qubit
where the classification result is encoded. The steady-state magnetization is chosen as
an identifier of classification. The additivity [41] and divisibility [42, 43] properties of
quantum dynamic maps allow one to obtain the weighted contribution of each reservoir
in the collisional description open quantum systems.

In this study, the quantum master equation was developed according to the collision
model, considering the repeated interaction process, and a summary of the analyti-
cal results obtained by this equation was presented. The details of the analytical and
numerical results obtained from this equation are included in our study [29]. Finally,
we consider the physical application of the quantum classifier in superconducting cir-
cuits [44]. Superconducting circuits became the leading platform for the realization of
quantum information processing. Therefore, we follow the multi-superconducting qubit
architecture [45, 46] for our open quantum classifier model. Here, we simulate the dissi-
pative dynamics with three transmon qubits interacting via a resonator bus [47]. As we
mentioned earlier, the reservoirs are formed by the iterative interaction scheme. Super-
conducting qubit is also called an artificial atom, since the energy level spectra can be
managed and configured by the circuit element parameters [48]. We only examine the
classification analysis of the model, excluding the training and learning of the model
from our scope.

2 Model and Theory

The simplest binary classifier is the perceptron, which is the primary processing unit of
biological neuron inspired artificial neural networks [3]. First, weighted combination of
input parameters defined as z = f

(
xTw

)
where x = [x1, · · · xN]T is a vector defining
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the input instances and w = [w1, · · ·wN]T is the corresponding weights. Here, f is
an activation function modulating the response. The binary classification is defined as
z ≡ 0 if z = f

(
xTw

) ≥ 0 and z ≡ 1, else. The input weighted summation can also be
represented as

xTw =
∑

i
wixi. (1)

Inspired by this classical perspective, we express our open quantum model as

�t
[
�0

] =
∑

i
Pi�

(i)
t

[
�0

]
, (2)

where each dynamical map stands for the readout qubit coupling to respective reservoirs.
Here, �0 is the density matrix of the readout (probe) qubit, and Pi is the probability that
the probe qubit will experience from the respective reservoir.

The maps used above are expressed as completely positive trace preserving (CPTP)
quantum dynamic maps as follows

�
(i)
t

[
�0

] = TrRi

[
Ut

(
�0 ⊗ �Ri

)
U †
t

]
. (3)

Here, Ut is a unitary propagator that moves through the probe and the information
reservoir degrees of freedom and �Ri is the density matrix that expresses the quantum
state of the ith information reservoir. If a dynamical map satisfying �t+s = �t

(
�s

[
�
])

complete positivity (CP) for t and s ≥ 0 , this is named as a CP divisible map [42].
Equation (2) can be used as the open quantum equivalent of Eq. (1). However, in order to
useEq. (2) in this form, quantumdynamicmapsmust satisfy the additivity anddivisibility
conditions [41–43]. In addition, the weak coupling condition is also provided, thanks to
the divisibility and full positivity conditions of the quantum dynamic maps [43].

We build our model as an open quantum system, and quantum information units,
which we characterize with qubits, also called information reservoirs, will be used
as input data. Considering the Bloch sphere representation, a qubit is expressed as
|ψ(θ, ∅)〉 = cos

(
θ
2

)|e〉 + ei∅ sin
(

θ
2

)|g〉 in terms of polar and azimuth angles. Along
this work, we parameterize the ’quantum features’ with θ and take ∅ = 0. We exam-
ined our model in the structure of open quantum dynamics in the process of a repeated
interaction [49]. When we examine the applications of the collisional model, we see that
the identical units (ancillas) of an information reservoir do not interact with each other.
Each interaction is defined through a unitary operation in a small-time scale τ. This
standard collisional model leads to memoryless Markovian open quantum evolution.
We denote the system (the probe qubit) by S and the nth unit of a single information
reservoir by Rn. We initially expressed the system plus reservoir SR state as the prod-
uct state �(0) = �S(0) ⊗ �R, where �(0) = |+〉〈+| and �R = |ψθ 〉〈ψθ |. Our open
system evolution is Markovian. Because, as we mentioned above, we use the standard
collisional model where there is no interaction/correlation between the subunits of the
reservoirs. In the course of the evolution, the system state transforms to be equivalent
to the reservoir ancilla states. Such a situation is called quantum homogenization [50].
When we reformulate Eq. (3) as stepwise partial trace operations, the system reaches
steady state with the definition of dynamic maps via collision model as follows

�nτ
[
�0

] = Trn
[
U0n · · ·Tr1

[
U01

(
�0 ⊗ �Ri1

)
U †
01

]
⊗ · · · ⊗ �RnU

†
0n

]
(4)
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using the trace-out dynamics. Here, nτ is the time passed for n collisions, U0i =
exp[−iH0iτ/�] are unitary propagators that define collisions between each ancilla
and probe qubit. It is the Hamiltonian that defines the whole system in the form of
H0i = Hi

free + Hi
int , where H

i
free is free terms of the Hamiltonian as

Hi
free = �ω0

2
σ z
0 + �ωi

2

∑N

i=1
σ z
i . (5)

Here, � is the Planck constant, σ z
0,i are the Pauli-z operators for the system space of the ith

reservoir and ω0,i are the frequencies of the probe and the reservoir qubits, respectively.
Assuming ω0 = ωi, Hi

int interaction Hamiltonian is as follows

Hi
int = �

∑N

i=1
Ji

(
σ+
0 σ−

i + H .c.
)

(6)

where Ji is the coupling strength to the ith reservoir, σ+,− are the Pauli raising and
lowering operators, respectively.

In order to connect our dynamic model to real physical systems, we derive a micro-
scopic master equation reminiscent of micromaser master equations depending on ran-
dom and repeated interactions [29, 32]. In this case, the U (τ ) = exp[−iHintτ/�] is
obtained as the unitary operator

(7)

which we evaluate up to the second order in τ after constructing the system unitary
evolution in the interaction picture where S±

ji
= ∑N

i=1 Jiσ
±
i are collective operators

weighted by Ji. It is presumed that the initial system is factored �(t) = �S(0) ⊗ �Ri

and the reservoir states are return to their original states after each interaction. Thanks
to the micro-maser theory, considering random interactions with the Poisson process,
the evolution can be states as

�(t + δt) = rδtU (τ )�(t)U †(τ ) + (1 − rδt)�(t) (8)

in the time interval δt. Here, rδt is an interaction event probability at a rate r and 1− rδt
is the probability of occurring a non-interaction state. In the time limit δt → 0 and for
the reduced dynamics of the probe qubit, the main equation is obtained as

�̇0(t) = rTrRi

[
U (τ )�(t)U †(τ ) − �(t)

]
. (9)

After some algebra, the master equation we get for our model is

�̇0 = − i
[
Heff , �

] +
∑N

i=1
J 2i

(
ζ+L[

σ+
0

] + ζ−L[
σ−
0

])

+
∑N ′

i<j
JiJj

(
ζ+
s Ls

[
σ−
0

] + ζ−
s Ls

[
σ+
0

])
. (10)

Here, Heff = rτ
∑N

i Ji
(〈
σ−
i

〉
σ+
0 + 〈

σ+
i

〉
σ−
0

)
is the effective Hamiltonian describing

a coherent drive on the probe qubit, 〈Oi〉 = Tr
[O�Ri

]
are averages calculated over
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identical reservoir units, L[o] ≡ 2o�o† − o†�o − �oo† is the standard Lindblad term
and Ls[o] ≡ 2o�o−o2�−�o2 denotes a squeezing effect by the reservoir, respectively.

ζ± = rτ 2
2

〈
σ±
i σ∓

i

〉
coefficients contain diagonal inputs and ζ±

s = 2rτ 2
〈
σ±
i

〉〈
σ±
j

〉
include

non-diagonal inputs. These terms represent information transferred from information
reservoirs. N ′ = N (N − 1)/2 is a total number of terms.

When we take �̇0 = 0, the steady quantum state of the system is

�ss
0 = 1

∑N
i J 2i

∑N

i=1
J 2i (

〈
σ+
i σ−

i

〉|e〉〈e| + 〈
σ−
i σ+

i

〉|g〉〈g|

+ iγ−
1

(〈
σ+
i σ−

i

〉 − 〈
σ−
i σ+

i

〉)|e〉〈g| + H .c.) (11)

where γ−
1 = rτ

∑N
i=1 Ji

〈
σ−
i

〉
.

2.1 The Quantum Classifier

The classification rule will be made through the
〈
σ z
0

〉ss steady-state magnetization of
the probe qubit, since probe qubit amplitude parameter determined as the classification
descriptive value. Thus, the binary decision of the classifier in this case is as follows

Decision :
{
0,

〈
σ z
0

〉ss = 1∑N
i J 2i

∑N
i=1 J

2
i

〈
σ z
i

〉 ≥ 0

1, else.
(12)

Here,
〈
σ z
i

〉
is the ancilla magnetization of the ith information reservoir and Ji is the

coupling strength of the system to the corresponding reservoir. Our master equation,
which we derive from the collision model, allows us to derive the decision rule for the
classifier through a weighted combination of the reservoir parameters with J . When we
also definemagnetization as

〈
σ z
i

〉 = 〈
σ+
i σ−

i

〉−〈
σ−
i σ+

i

〉 = cos θi, the binary classification

rule reads 0, 1∑N
i J 2i

∑N
i=1 J

2
i cos θi ≥ 0, and, else in the form of the information reservoir

amplitude parameter.

3 Superconducting Transmon Qubits

In this section, the QuTip software package [51, 52] was used to simulate the transmon
qubit system for implementation of the quantum classifier. Figure 1 shows schemati-
cally the interactions of the three qubits through the coplanar waveguide (CPW), which
effectively acts as a harmonic oscillator [28, 32]. Here, Q2 and Q3 represent the reser-
voir qubits and Q1 represents the system qubit with which they interact. The remaining
two are reservoir qubits which are characterized by their respective starting angles. We
assume that the information content is buried inside these starting angles, namely, θ1
and θ2. After the parameters are defined according to the realistic parameters [53] in the
light of the collision model. When we look at the flow followed in the simulation, it is
based on obtaining the stable quantum state of the system by taking a partial trace over
the reservoir degrees of freedom by writing the Hamiltonian by using the density matrix
formulation that expresses the quantum classifier.
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Fig. 1. A schematic representation of the quantum classifier in our physical model via a Lumped-
element circuit diagram [28]. Three transmon qubits (Q1 : probe qubit andQ2,3 : reservoir qubits)
are coupled via a CPW resonator. Blue colored pulses indicate the controllability of the reservoir
qubits by external inputs.

The effective Hamiltonian of the designed system is given below

Heff = �

2

∑3

i=1
ωiσ

z
i + �

(
ωr +

∑3

i=1
χiσ

z
i

)
a†a +

∑

i=2,3
J1,i

(
σ+
1 σ−

i + H .c.
)

(13)

wherew1,w2 andw3 are respective qubit frequencies,wr is theCPWresonator frequency
of coupling, σz is the Pauli-z operator, σ+(

σ−)
is the Pauli raising(lowering) operator

and a
(
a†

)
is the bosonic annihilation(creation) operator. The effective coupling of flip-

flop type between qubits is denoted by J and given in terms of qubit-CPW coupling
parameters as

J1,i = g1gi
2

(
1

�1
+ 1

�i

)
(14)

where gi is the coupling strength of the qubit to the CPW, �i is described as |wi − wr|
and χi = (gi)2/�i is the frequency shift of the respective qubit.

Initially, the system is put into the product state given as below

� = �res
th ⊗ �q1(0) ⊗ �q2 ⊗ �q3 (15)

where ρres
th is the thermal harmonic oscillator density matrix of CPW. Also, n̂ = 0.008,

which corresponds to 100 mK and used to calculate ρres
th , is a thermal excitation number

[54]. The probe and the two reservoir transmon qubits are initially �q1(0) = |+〉〈+| and
�q2 = �q3 = |ψ(θ,φ)〉〈ψ(θ,φ)|, respectively. To apply the collision model, we raise the
givenHamiltonianEq. (13) to an exponential and interact the systemwith this propagator.
Following the collisionmodel, the propagator should be applied a large number of times.
After each iteration, the probe qubit should be disconnected from other density matrices
by means of information exchange. Furthermore, the reservoir qubits must be returned
to their original state before each interaction. The cutting-edge technology of today
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allows for an energy dissipation time in the T1 ≈ 50 − 100 μs time scale while single
qubit reset times (tr) can reach the order 1 − 10 ns. Inspired with these values, we take
w1/2π = 4.86 GHz, w2/2π = 5.73 GHz, w3/2π = 4.94 GHz, wr/2π = 6.73 GHz
and g1,2,3/2π = 250 MHz. We scale these parameters by dividing them with wr . The
resulting dimensionless values are J1,2 = 0.007126, J1,3 = 0.005077, �1 = 0.2778,
�2 = 0.1485, �3 = 0.2659, χ1 = 0.004966, χ2 = 0.009286, and χ3 = 0.005188.
The interaction time is τ = 1.2 ns corresponding to τ = 8.076 when scaled.

Fig. 2. Variation of probe qubit orientation against the number of collisions with different values
for the reservoir qubit initial angles θ1 and θ2. The probe qubit starts at in the state |+〉 =
(|e〉 + |g〉)/√2. The reservoir qubit values are initialized as ρq2 = ρq3 = |ψ(θ, φ)〉〈ψ(θ, φ)|
for the values for theta are θ = 0, 2π/3, 4π/5, π with indicated combinations given in figure
legend. The couplings between the probe qubit and the reservoir qubits are J1,2 = 0.007126,
J1,3 = 0.005077 by Eq. (14). We scale these parameters by dividing them with wr .

The probe qubit ends up in equilibration state when it interacts with the reservoirs.
The equilibration curves are given in Fig. 2. The continuous variation of the evolution
curve verifies that the dynamics obeys Markov evolution. At smaller angles around zero
expectation value, the curves broaden as a result of oscillations, showing that it is harder
to get equilibration. From the evolution of probe qubit, it is clear that the steady state
is reached after n = 1.5 × 103 collisions. Since each interaction time was 1.2 ns, the
equilibration time for probe qubit is nτ = 1.8 μs, which is much smaller than the
experimental value of T1. This shows that the architecture design in this work is feasible
to build using physical systems. If there were more information reservoir qubits for
information exchange, the equilibration time would be shorter due to aggregate effects.

The dynamics of the probe qubit Bloch vector under the interactions of collision
model is given in Fig. 3. As a result of the parameters we used, it was observed that the
dynamical behavior of the probe qubit in Bloch representation expresses a reasonable
open quantum channel in the presence of two information reservoirs.
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Randomly chosen data pairs in terms of azimuthal Bloch angles θ1,2 acted as two
different information reservoirs. The steady state magnetization

〈
σ z
0

〉ss of the probe qubit
returns a binary decision class ‘0’ for

〈
σ z
0

〉ss ≥ 0 and class ‘1’ else. As is evident
in Fig. 4, our model successfully classifies quantum information with state-of-the-art
superconducting quantum circuits. Each point represents a steady-state classification
response of the probe transmon qubit.

Fig. 3. 3D visualization of the Bloch sphere trajectory of the probe qubit during the open system
evolution in the presence of two information reservoirs. The effective couplings between the probe
qubit and the reservoir qubits as J1,2 = 0.007126, J1,3 = 0.005077. We scale these parameters
by dividing them with wr . The interaction time is τ = 1.2 ns.

In Fig. 3, we observe that 1000 collisions are sufficient to equilibrate the probe qubit
to a steady value. Since each collision takes 1.2 ns as indicated above, the classification
response should take 1.2 μs. This is much shorter than the energy dissipation time.
In other words, our quantum data classification model based on dissipative quantum
dynamics is possible with current superconducting quantum technology. The prominent
advantage of dissipative models is that the optimized time-dependent control is not
needed to encode the input data to the quantum register.

The success of linear classification of the proposed model is illustrated in Fig. 4.
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Fig. 4. Linearly separable classification pattern of the probe qubit in the steady state. The cou-
plings of the probe to the information reservoirs were taken equal. The classification implemented
for 32 amplitude parameter pairs randomly in range 0 < θ1,2 < π .

4 Conclusion

We have shown that the simple open quantum model we created within the framework
of the collision model can classify quantum data. This model refers to the theoretical
example containing a single probe (system) qubit in contact with the qubits (ancillas) that
we consider to be information reservoirs. Likewise, the reservoirs and physical qubits we
obtain through recursive interaction are transmon qubits that interact via the resonator
variance, which also works for qubit readout.

A possible application of the suggested physical model with quantum classifier
and superconductor circuits is numerically discussed. Based on the numerical results
obtained, it has been shown that the collision model can rightly simulate CP divisibility
and open quantum dynamics in the Markov approximation. We observed that the phys-
ical model that we used realistic parameters, worked faster than the classical models.
Therefore, we have shown that an open quantum system can have useful information in
the stable quantum states from the classification point of view, contrary to the point that
mixed quantum states are useless.
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Abstract. More and more devices are connected over the internet and the sensor
data they receive from the environment is monitored by other applications or end
users. This technology is called the Internet of Things. Sensors used in the Internet
of Things can be very diverse. When a sensor, of a certain type or has certain
characteristics to be used in different Internet of Things applications, is required
to be found over the Internet, this search process can be very difficult to do because
of the excess of sensors and the fact that sensor information is located in different
structures over the Internet. In order to solve this problem, the use of SemanticWeb
technologies was considered and a study was carried out within this scope. With
this study, a data model was created by first deriving the characteristics and values
of certain types of sensors, and then a sensor application ontology was created
using the OWL language. An application program was then developed using the
Java programming language and the sensor application ontology developed was
queried through the SPARQL query language.

Keywords: Ontology · Sensor · Internet of Things · Semantic Web

1 Introduction

Today, an unprecedented number of physical objects are connected to the Internet of
Things (IoT). Such objects can be of many different types, such as thermostats for
creating smart home systems, HVAC (Heating, Ventilation and Air Conditioning) moni-
toring and control systems, autonomous vehicle and robot systems, sensors that display
the condition of a machine running in a factory, wearable technologies (smartwatches,
smart health products, etc.). There are many different areas and environments where the
Internet of Things can play a remarkable role and improve our quality of life. These appli-
cations include transportation, health, industrial automation and emergency response to
natural and human-caused disasters where it is difficult for people to make decisions,
etc. The common characteristics of all these systems are that they use various sensors to
interact with the environment.

Ontologies in Semantic Web contains the concepts, data, attributes and relationships
between entities on a domain. They include the classes, their attributes, and also the
instances of the classes. An ontology can be queried by using query languages.
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When an application or a system is to be developed for the Internet of Things, it is
very important to find and select sensors that are suitable and having the right features
for the work to be done. A wide range of sensors are available on the market, and a
search over the internet is usually required to find the correct and most suitable sensor
necessary for the job. However, an useful environment, where sensor data is available
collectively and expressed with the same format, is not fully available over the internet.

When this problem was addressed, the idea of creating a structure consisting of
sensor types and information emerged as a solution. In line with this idea, the use of
Semantic Web technologies was considered. Firstly, the sensor types are investigated,
after this work an application ontology is developed according to the sensor types and
with use of a developed application, this ontology was queried.

In the second chapter of the paper the background in this context is introduced, in
the third chapter the material and method used in the research are explained, and the
fourth chapter concludes the paper.

2 Background

In order to develop an ontology in the subject of sensors, it was first investigated whether
there is an ontology prepared in this regard.

S. Avancha, et al. [1], has developed a comprehensive sensor node ontology for
adaptive sensor networks. This ontology is used to adapt a wireless sensor network
to operating conditions with changing the parameters while the communication and
calibration of the network stay maintained.

M. Eid, R. Liscano, and A. E. Saddik [2, 3], has proposed a framework to develop
a sensor ontology. Their framework references the Standard Upper Merged Ontology
(SUMO) [4], which forms a starting point for developing IEEEStandardUpperOntology
[5], a general-purpose, large and formal ontology.

A prototype sensor information store compatible with the Semantic Web infrastruc-
ture called OntoSensor was developed using ISO (International Standards Organization)
and OGC (Open Geospatial Consortium) models by D. J. Russomanno, C. R. Kothari,
and O. a. Thomas [6].

In another study, M. Compton et al. [7], developed an ontology called SSN Ontol-
ogy, which defines sensors as capabilities, measurement processes, observations and
deployments.

In another study conducted by E. Maleki, F. Belkadi, B. J. van der Zwaag, and A.
Bernard [8], a sensor ontology was developed that enables the implementation of a
service application in Industrial Product-Service Systems.

In recent years, SSN ontology has been revisited and an ontology called SOSA has
been developed to model the interaction between entities involved in Sensor, Obser-
vation, Sample and Actuator (SOSA) ontology, observation, operation and sampling
actions by Armin Haller et al. [9] and K. Janowicz, A. Haller, S. J. D. Cox, D. Le
Phuoc, and M. Lefrançois [10]. SSN and SOSA were developed by a joint working
group created by W3C (World Wide Web Consortium) and OGC (Open Geospatial
Consortium) Web Spatial Data (SDW) to identify sensors, actuators, samplers and their
observations, operation and sampling activities. These ontologies are published as both
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the W3C recommendation and the OGC standard of implementation. Also OGC (Open
Geospatial Consortium) has developed a generic data model, named SensorML [11],
in UML (Unified Modeling Language) to capture the classes and their relations for all
types of sensors.

3 Material and Method

3.1 Tools and Languages

At the beginning of the study the tools and programming languages to be used in the
development of SensorApplicationOntology and the creation of the querying application
have been decided. In this context, to use the W3C standard OWL [12] as the ontology
development language and the Protégé [13] tool, a free, open-source ontology editor and
framework developed by Stanford University as an ontology development environment
was chosen. The Apache Jena [14] library was used to parse the ontology and SPARQL
[15] querying language was used to query the developed Sensor Application Ontology.

While developing the application, the Java programming language was used on the
Netbeans development tool and it was provided to work web-based through Apache
Tomcat [16].

3.2 Method

Firstly, during the ontology development phase, the sensor types, to be used to restrict
sample application, were selected and in this context, the 6mostwidely used sensor types
in Internet of Things applications were decided. These sensor types are Flow, Pressure,
Level, Infrared, Speed and Proximity and Displacement sensors.

In the second step of the study, the samples of the selected sensor typeswere examined
and their characteristics were extracted. Some of these features are seen in Table 1. These
characteristics were used to develop the classes in the ontology and also to develop the
attributes of the classes.

After this stage, the development of ontology was carried out using the Protege
development environment and the OWL ontology language. It was decided that all
sensor types were subclasses of a master class called Sensor derived from owl: Thing,
and the implementation was realized (Fig. 1).

The features seen in Table 1were also developed as attributes of sensor types (Fig. 2).
In the next phase of the study, sample sensors from the selected sensor types were

included in the ontology and the development of Sensor Application Ontology was
completed (Fig. 3).
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Table 1. Sensor types and features.

Sensor type Sensor features

Flow sensor operatingVoltage
operatingCurrent
flowOfSensor
housing
…

Pressure sensor pressureMeasurementRange
maxPressure
accuracy
operatingVoltage
…

Level sensor maxPressure
bodyMaterial
floatMaterial
…

Infrared sensor speed
speedUnit
detectionDistance
operatingVoltage
…

Speed sensor measuringAngleDegree
measuringAngleDegreeUnit
operatingRange
operatingDelay
…

Proximity
displacement sensor

operatingFrequency
operatingFrequencyUnit
detectionDistance
detectionRange
…

At the last stage of the study, Sensor Application Ontology has been queried with the
use of developed application program. The application program was developed using
Apache Jena Library, Java Programming Language andApache Tomcat. SPARQL query
language was used to query the developed Sensor Application Ontology (Fig. 4).

Whilemaking a query firstly the Sensor Type is selected, secondly the desired Sensor
Attribute is selected and the third step is selecting the range of the attribute and writing
the desired value. After pushing the Search Button, the name of the Sensor and desired
attribute values are listed as output (Fig. 4).
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Fig. 1. The classes of the developed Sensor Application Ontology shown in the Protégé tool.

Fig. 2. Examples of attributes of sensor types shown in the Protégé tool.

The tool had been developed using many different technologies and the Sen-
sor Querying Application is an easy to use tool. But also there must be done some
improvements to the tool as user interface.
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Fig. 3. Some examples of the instances of selected sensor types shown in the Protégé tool.

Fig. 4. Sensor querying application.

4 Conclusion

At the end of the study, a Sensor Application Ontology, that could be used to search
sensors that can be used in Internet of Things applications and to find the properties of
these sensors, was developed. Also, an application program that could query the Sensor
Application Ontology was programmed.

The missing part of the study is that the application ontology includes only a limited
type of sensors and sensor instances. In future studies, it is planned to increase both the
sensor types and the sensor samples included in the application ontology.

Another development in the study may be in the process of determining sensor
characteristics. In the current method, sensor features are manually added to ontology.
In the later stages of the study, it is planned to determine the sensor characteristics from
sensor information over the internet and add them to the ontology automatically.
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Sakarya University of Applied Sciences, 54050 Sakarya, Turkey
{eminguney,nurdoganceylan}@subu.edu.tr

Abstract. Today, phones, tablets, commercial software, and many different
devices are constantly generating data. These produced data should be accessed
later on, such as software in business processes or business intelligence. There-
fore, these generated data must be stored. There are many popular ways to store
data constantly growing in size. All these options come with certain advantages
and disadvantages. In this study, a performance comparison will be made between
the PostgreSQL database, which is one of the relational databases used for data
storage for many years, and the MongoDB database, which is one of the docu-
ment databases, which has become increasingly popular in recent years, in certain
test scenarios. In addition, the properties of relational databases and document
databases are given. As a result of the study, similar data and test scenarios cre-
ated in two databases and different test scenarios in terms of performance were
examined, and response times were compared.

Keywords: PostgreSQL ·MongoDB · Relational database · NoSQL database

1 Introduction

There has been a very rapid production of data from many sources such as web pages,
social media, forums, blogs, and sensors in recent years. This rapid data production has
caused institutions and organizations to change their perspective on data production. In
addition, this rapid data production has revealed the concept of big data. The processing,
storage, and reporting of all this big data have been the subject of many studies [1]. One
of the essential steps for data is to be stored in a suitable format for later access. There are
many ways for this storage process. Relational databases and document databases can
be counted as some of them. Both methods have many advantages and disadvantages.

E. F. Codd invented the relational database concept at IBM in 1970. In 1974, the
prototype relational database work started at IBM. However, the Oracle database, whose
work was completed in 1979, was the first relational database product. Subsequently,
many database tools such as DB2, Informix, Silver Surfer have been developed. In a
relational database model, data is stored in one or more tables. Each table has related
columns. The data is kept in multiple rows in the tables, and there is a special and
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unique value field for each row. Another table establishes the relationship between the
tables by using the value of the particular column in this table. Primary and foreign
keys provide this relationship. According to their intended use, there is more than one
type of relationship in the relational database model. These are one-to-one relationships,
one-to-many relationships, and many-to-many relationships. There are index structures
to access data faster [2]. NoSQL databases are specifically designed for specific data
models and have flexible schemas for building modern applications. It has started to
be used by a broad audience worldwide with many easy and practical features. NoSQL
databases are used in many applications thanks to their flexible structures. Thanks to its
flexible structures, it is very suitable for unstructured or semi-structured data. It has a
distributed and easily expandable hardware structure instead of permanent and expensive
servers.

With its less controlled structure, faster transactions can be enabled. It contains
many data types and offers a functional structure. It also essentially eliminates rela-
tional databases’ transformation problems and costs with Object Oriented Programs
(OOP). It is designed for OLTP for various data access patterns involving low latency
applications. Transaction and schema structures of relational databases are not among
the primary purposes of NoSQL databases. Data is held in collection structures as a
key-value relationship. Collections are stored in JSON-like file systems. Since there are
no schema and constraint controls, adding, deleting, and updating operations can be
quickly and effectively. The document data model is an increasingly popular database
management system today. There is a structure for indexing data and documents for
faster searches. Thus, fast query operations can be performed in relational databases [3,
4].

PostgreSQL is a free and open-source relational database product. It can run on
many leading operating systems. The geographical data types part is very developed.
There is also a document database section. It is used by many companies such as Apple,
BioPharm, Etsy, IMDB,Macworld, Debian, Fujitsu, Red Hat, SunMicrosystems, Cisco,
Skype [5].

MongoDB is a general-purpose, document-based, distributed database built formod-
ern application developers and cloud computing. MongoDB stores data in binary JSON
format, and data structures created for collections are not predefined. It is used by many
companies such as Google, UPS, Facebook, Cisco, eBay, Bosch, Adobe, SAP, Forbes
[6, 7].

2 Literature Review

There are many comparison studies in the literature to analyze the performance of
databases. Some of these studies are given below. Politowski et al. made a runtime
comparison for reading and writing operations of MongoDB as a document-oriented
database and PostgreSQL as a relational database. They noted a significant performance
difference between the databases tested, especially in search operations [8]. Jung et al.
compared the performance of insert, select, update, and delete operations to evaluate
performance differences between RDBMS (Relational Database Management System)
and NoSQL. For this purpose, PostgreSQL and MongoDB databases were chosen, and
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they said that MongoDB’s insert, select, update, and delete processing speed is generally
faster than PostgreSQL. However, PostgreSQL’s selection process can be improved by
using indexes [9].

Tang and Fan describe the experimental results by analyzing the data model and
mechanism of each database using a measurement tool called YCSB (Yahoo! Cloud
ServingBenchmark) of fiveNoSQL clusters (Redis,MongoDB,Couch-base, Cassandra,
HBase) [10]. To compare the performance of MongoDB and Post GIS, Agarwal et al.
have demonstrated in their study that MongoDB performs better for large amounts
of data by comparing the data in the indexed and non-indexed datasets [11]. Sharma
et al. performed performance analyses of PostgreSQL, MongoDB, and N4j databases
to find the appropriate NoSQL database for Geographical information system (GIS)
application. Their Java-based application stated that MongoDB performs well in case
of the large number of records [12]. Hajjaji et al. performed performance analyzes of
three databases, Apache Cassandra, Apache HBase, and MongoDB. As a result of their
research, they concluded that Cassandra is the most suitable database model for sizeable
remote sensing data management [13]. From current studies, Makris et al. compared the
response times of two datasets (relational and NoSQL) to find the appropriate dataset
for industrial applications. Performance evaluations were performed to measure the
performance of MongoDB and PostgreSQL databases in the storage system in different
business scenarios. By confirming the performance of PostgreSQL to a large extent, they
concluded that the use of PostgreSQL in industrial applications would be efficient [14].

In this study, performance analyzeswere performed in different scenarios to compare
two types of databases that are popularly used for data storage. The first of these two
databases is PostgreSQL, a relational database, and the other is the MongoDB database,
a document database.

Based on these two databases, the general features of relational and document
databases were examined and compared. Table 1 gives the general features of Post-
greSQL and MongoDB databases. Based on the table given, this article compares the
speeds of these two databases for data insertion, grouping, fetching, and other operations.
It is aimed tomake the study original byworkingwith different current technologies. The
technologies used are described in the next section. In the study performed by producing
synthetic data, test results for PostgreSQL and MongoDB databases were presented and
interpreted.

Table 1. Comparison of the work performed with licensed applications.

PostgreSQL MongoDB

Licensing Open source Open source

Developed language C C, C++, Javascript

First release 1996 2009

Definition Relational database Document database

Developer PostgreSQL development group MongoDB Inc.

Orientation Object based Document based

Transaction There is the concept of transaction Transaction concept purposes not

(continued)
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Table 1. (continued)

PostgreSQL MongoDB

Schema There is the concept of schema Schema concept not goals

Syntax Similar to other relational databases Different from relational databases

Official website postgresql.org mongodb.com

3 Technology Overview

First of all, to compare the two databases, a suitable test environment should be created.
In order to create a suitable test environment, the same type of test data and hardware
of the same power must be provided in the two databases. It was tried to prevent the
operation of processes that would tire the hardware during the test process, except for
the database tested in the background. Many technologies today have been used for a
suitable and fair testing environment. These technologies are shown in Fig. 1.

Fig. 1. Technologies used in this study.

After the appropriate test environment was prepared, the performance test was car-
ried out by applying the determined test scenarios. Free and open-source programs
were generally used for the test environment. Afterward, synthetic data was created
on the established virtual server and programs. The performance test was completed
by measuring with many different test scenarios, explained in detail in the following
sections.

Virtual Box is a program that creates a virtual systemwithin the system,which is used
to install one ormore operating systemsby creating avirtualmachinewithin the operating

https://www.postgresql.org/
https://www.mongodb.com/
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system. It is a free program developed byOracle. It supports guests and hosts on different
platforms, includingWindows, Linux,Oracle Solaris, andmacOSX.Voted virtualization
app of the year by the Linux community. It is portable as it can be developed, tested,
and demonstrated across multiple operating systems. It supports up to 32 virtual servers.
It can connect with multiple network options. Video and 3D accelerators are available.
DevOps processes of institutions and companies can be accelerated with VirtualBox.
Folders can be shared between guests and the host system. Windows can be easily
resized in fullscreen viewing modes. The servers created for the test environment are
defined as virtual servers on the Virtual Box. All installations are built on Virtual Box
[15, 16].

Vagrant is an open-source software product for creating and maintaining portable
virtual software development environments. With Vagrant, which operating systems
will be installed in the virtual server environment, which programs will be installed
afterward, and which container structure these programs will be installed with can be
defined declaratively. It will be elementary for users who want to do this test themselves
to set up the test environment by using the test’s vagrant file after installing Virtual
Box. Instead of taking the image of the complete test environment and distributing
it, the test environment can be raised with a simple and small-sized Vagrant file. In
the Vagrant file, CentOS installation, which is the operating system to be tested. The
Docker container program where MongoDB and PostgreSQL installations are made,
and declarative definitions are made. With Vagrant, this test has been made portable in
the simplicity and compactness of a text file [17].

CentOS is a Linux distribution based on Red Hat Enterprise Linux (RHEL), a dis-
tribution of Red Hat company, and compatible with this distribution. Developed by an
independent group, the operating system’s name stands for The Community Enterprise
Operating System. In a January 7, 2014 statement, CentOS developer lead Karanbir
Singh announced that CentOS had been included in the RedHat team. It is open source.
CentOS is installed to be accessible only from the command line. CentOS is built to
meet the needs of test databases only [18].

Docker is an open-source virtualization platform developed for software developers
and system developers. Docker can run Linux andWindows virtual containers on Linux,
Windows, and MacOSX. Thanks to this platform, the platform can easily install, test,
and distribute web systems. Perhaps its most important feature is “It was working on my
computer, why didn’t it work on the server?” eliminating the problem. The databases to
be tested with Docker have been set up with their appropriate configurations. Databases
can be started and stopped with the CentOs command system and Docker commands
[19, 20].

.NET Core was developed with this library to test two databases..NET Core is an
open-source, general-purpose development platformmaintained onGitHubbyMicrosoft
and theNETCommunity. The “StopWatch” classwas used during the testing phasewhile
applying the scenarios. This class provides a set of methods and properties that you can
use to measure elapsed time accurately. In the mini-application developed to implement
the test scenarios, all-time measurements were made with this class [21].

Visual StudioCode is a powerful source code editor that can run onWindows,macOS
or Linux. It is used for scripting and writing test codes. At the same time, CentOS,
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Docker, Vagrant commands are also provided with this application. Visual Studio Code
was chosen for its accessible, compact, and easy-to-use features.

Official.NET core providers were used while writing test codes on the relevant
databases. These NpgSQL 4.1.2 andMongoDBDriver 2.10.0 libraries are used. Queries
and database operations were performed in the simplest form through standard query
languages in both databases.

First of all, a test environment was created to test the two databases. This test envi-
ronment of the virtual servers has two processors (i7 2.6 GHz), 5 GB RAM, and 50 GB
SSD disk space. In addition to this, the characteristics of the computer on which the
virtual servers is installed are given in Table 2. In order to test, 1.6 Million synthetic
data of the same type were added to the two databases. Test scenarios were carried out
during the insertion phase and similar query processes in Fig. 2. The data model created
jointly in the two databases is shown. Test scenarios were applied on this data model
and synthetic data more than once and averaged. The data model consists of personnel,
unit, occupation tables, or collections.

Table 2. Characteristics of the test computer.

Name Properties

Operation System (OS) Windows 10

Virtual Machine Operating System Cent OS (Red Hat)

Central Processing Unit (CPU) Intel Core i7 6700 HQ

Graphics Processing Unit (GPU) Nvidia Geforce GTX 950 M 4 GB

RAM 8 GB

Memory (SSD) 512 GB SSD (M2 SATA)

Fig. 2. Data diagram created to test the models.
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4 Experimental Results

Test scenarios can be listed as follows;

• Adding 25,000 records
• Adding 10,000 records
• Fetching all records
• Number of personnel grouped by unit
• Number of personnel grouped by occupation

4.1 Adding 25,000 Records

In this test scenario, 25,000 records were added to both databases 16 times in a row.
In Fig. 3, the duration and average duration of these trials in seconds are given. Test
results showed that NoSQL databases have much less control than relational databases,
so multiple record insertion operations are seen to be up to 20 times faster on average.

It is seen that additions to NoSQL databases are faster since the collections do not
have a clear schema concept in NoSQL databases, the collection columns are not based
on a clear template, and there is no explicit column type control. It is set to generate id
fields in two databases automatically. Data is added synchronously in a loop.

Fig. 3. Time spent of the adding 25,000 records process.

4.2 Adding 10,000 Records

In this test scenario, 10,000 records were added to both databases 20 times in a row.
In Fig. 4, the duration and average duration of these trials in seconds are given. The
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test results showed that since NoSQL databases have much less control than relational
databases, multiple record insertion operations are seen to be up to 8 times faster on
average.

It is seen that additions to NoSQL databases are faster due to the fact that the collec-
tions do not have a clear schema concept in NoSQL databases, the collection columns
are not based on a clear template, and there is no explicit column type control. It is set
to generate id fields in two databases automatically. Data is added synchronously in a
loop. In the first two tests, it was seen that NoSQL databases were much faster in adding
data. NoSQL databases outperformed relational databases in the data insertion test.

Fig. 4. Time spent of the adding 10,000 records process.

4.3 Fetching All Records

There are 1.6 Million records in each of the two tables. These records were brought 10
times in two databases. The average and all times in seconds are shown in Fig. 5. No
action was taken on the returned data. The PostgreSQL database has been observed to
give results two times faster on average. Small delays may have been caused because
NoSQL databases keep other data in JSON files besides table data and the increase in
the size of the queried data. PostgreSQL data, kept in a more regular format, seems to
be brought faster. As a result, PostgreSQL, a relational database, was able to present the
same amount of data to the end-user more quickly. Results are shown in seconds. All
trials gave similar results.
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Fig. 5. Time spent of fetching all records.

4.4 Number of Personnel Grouped by Unit

All personnel records are derived from being linked to a unit. In order to test the two
databases differently, grouping queries were written and run on 1.6Million records each.
Grouped query results are shown in Fig. 6. Results are again in seconds. Thanks to the
relational database’s regular and robust data structure, PostgreSQL has been shown to
run up to 5 times faster than MongoDB in grouped queries. It has been observed that
relational databases can give good results in complex queries with the flexibility and
power provided by the SQL language.

Fig. 6. Number of personnel grouped by unit.
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4.5 Number of Personnel Grouped by Occupation

All personnel records are derived from being linked to a unit. In order to test the two
databases differently, grouping queries were written and run on 1.6Million records each.
Grouped query results are shown in Fig. 7. Results are again in seconds. Thanks to the
relational database’s stable and robust data structure, PostgreSQL has been shown to
run up to 5 times faster than MongoDB in grouped queries. It has been observed that
relational databases can give good results in complex queries with the flexibility and
power provided by the SQL language.

Fig. 7. Number of personnel grouped by occupation.

5 Result and Discussion

In our study, PostgreSQL and MongoDB were tested with different test scenarios.
According to the test results, in some cases MongoDB and in other cases PostgreSQL
outperformed. For example, since there is no schema structure, no collection column
data type control and no template, MongoDB database has achieved much faster results
in data insertion processes. On the other hand, PostgreSQL showed successful results in
bulk data fetching and more complex query operations.

The result of this comparison showed that for a comprehensive software ecosystem,
relational databases such as PostgreSQL should be usedwhen necessary, and a document
database such as MongoDB when necessary. For example, relational databases seem
more suitable for sensitive transactions such as banking. NoSQL databases seem to be a
very suitable option with their fast structure in an application where there are too many
record adding operations such as logging operations. Now, NoSQL databases should be
considered as a good option besides traditional relational databases at the point of data
storage.
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Abstract. The analysis of available tools for Complex Dynamic Systems (CDS)
simulation showed that modern parallel tools lag behind the level of service of
sequential Block-, Equation- and Object-Oriented (BO, EO, OO) simulation lan-
guages: developers of MIMD-simulators are forced to work on a programming
language level. A concept of parallel modeling languages development based on
the analogy between the principles of the functioning of consecutive languages
and paradigm of MIMD-parallelism is proposed in the paper. An equation sys-
tems solving in any sequential language corresponds to MIMD-parallelism and
can be interpreted as a virtual assignment “One functional language element – one
MIMD-process”.A transformation of aCDS simulation-model’sBO-specification
into a structure of MIMD-processes is shown by an example of a model of a Net-
work Dynamic Object with Lumped Parameters (NDOLP). It was defined that the
principles of equation systems solving by BO-language corresponds to MIMD-
parallelism. Each block of the BO-language corresponds to a MIMD-process that
accurately performs the block operation(s), also a set of processes was obtained,
that are connected by a communication graph, which is synthesized on the base
of the connection scheme between the outputs and inputs of the BO-simulator
blocks.

Keywords: Complex Dynamic System · Simulation-model · Modeling
language · Functional block · MIMD-simulator · MIMD-process ·
Devirtualization

1 Introduction

A mathematical model of CDS [1] is an equation or a system of equations of the stud-
ied dynamic processes and a formal description of the system topology (technological
schemes, graphs, structures of automation systems, secondary topologies as a result of
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approximation of systems with distributed parameters, etc.). A model that is reduced
to a form adopted to computational methods and also software and hardware needs to
solve the equation system is called a simulation-model of CDS. Taking into account
the complexity indicators (high orders of equation systems, spatial distribution and
multi-connectivity of parameters, hierarchy of structures, different physical nature of
interacting processes, various methods of approximating models with respect to spatial
coordinates, etc.), it should be noted that the construction of CDS simulation-models is a
non-trivial task and requires significant computer support. The choice of a certain com-
putational method determines the discrete CDS simulation-model, that in the process of
hardware-software implementation is transformed into a CDS simulator.

Sequential CDS simulators have gone from implementation by methods of pro-
gramming languages [2] to means of Block- (BO), Equation- (EO) and Object-Oriented
(OO) modeling languages [3–5]. The development of parallel MIMD-simulators is car-
ried out, as before, with the help of programming languages using the tools of the MPI
and OpenMP libraries for data exchange and synchronization of MIMD-processes. As
a result, subject matter experts who develop parallel simulators are forced to work with
the tools of previously traditional second and third generation modeling systems [2],
which are inferior to sequential modeling languages in terms of service level and user
friendliness. The main stages and methods of Complex Dynamic Systems (CDS) mod-
eling are shown in Fig. 1. In the theory and practice of Parallel Simulation Technologies
(ParSimTech), one of the key problems is a development of Distributed Parallel Simula-
tion Environments (DPSE) with full-featured software for the development, debugging
and operation of parallel CDS simulators (Parallel Modeling and Simulation Software).

In order to approach the level of service to the fifth generation of modeling tools [1,
2], it is necessary to have parallel modeling languages in DPSE that ensure the trans-
formation of the CDS model specifications into executable software modules of parallel
simulators and exempt subject matter experts from the issues of choosing computational
methods, constructing discrete CDS simulation-models and their software implementa-
tion. The analysis shows that the developed and experimentally studied pairs “topological
analyzers - generators of equations” [1] of simulation-model allow to directly apply the
principles of BO-, OO- and EO-simulation languages to solve systems of equations. The
concept of parallel modeling languages development is considered.
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Fig. 1. Stages and methods of mathematical modeling of complex dynamic systems.

2 Block Diagrams for Solving Differential Equations in Modeling
Languages and MIMD-Parallelism

The main component of the block-oriented modeling language [3] is a functional block
(Fig. 2), which is implemented in software. The block has n inputs (n ≥ 1) and 1 output;
the coefficients of the input variables and the initial conditions for the output variable,
which is the result of a certain operation, can be set in it:

Y = F(X1,X2, . . . ,Xn, a1, a2, . . . , ak ,T ), (1)

where Y – function – the result of operations of input parameters, X1–Xn – incoming
parameters, a1–ak – initial conditions for the output variable, T – time.
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Fig. 2. Example of the functional block used in BO-modeling language.

To solve a system of ordinary differential equations in the BO-language of modeling,
the following set of basic mathematical operations is provided:

F ∈
{∑n

i−1
aixt;

∫ ∑n

i−1
aixidt; f (xi), ϕ(xixk); f (t), xi ∗ xk , xi/xk

}
(2)

The analogy between the BO-specification simulation-model of CDS and MIMD-
principle of parallelization is shown on the example of a model of a simple Network
Dynamic Object with Lumped Parameters (NDOLP), described by the system of Eq. (3)
with air flows in branchesX , Y1, Y2, coefficients of flows inertiaKx,K1,K2, aerodynamic
resistances Rx, R1, R2 and fan characteristics f (X ):

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X = Y1 + Y2;
Kx

dX
dt + RxX |X | + K1

dY1
dt + R1Y1|Y1| = f (X );

Kx
dX
dt + RxX |X | + K2

dY2
dt + R2Y2|Y2| = f (X ).

(3)

Simulation-model of NDOCP:⎧⎪⎪⎨
⎪⎪⎩

X = Y1 + Y2;
d
dt

(
Y1 + Kx

K1
X

)
= [

f (x) − RxX |X | − R1Y1|Y1|
]
/K1;

d
dt

(
Y2 + Kx

K2
X

)
= [

f (x) − RxX |X | − R2Y2|Y2|
]
/K2.

(4)

By the method of implicit functions, we obtain the BO-specification of the
simulation-model in the form of the structure of functional blocks, which are necessary
to find the unknown variables X , Y1, Y2 of the system of Eqs. (4) (Fig. 3, BO-simulator).

The analysis shows that the functional block of the BO modeling language (Fig. 2)
can be associated with a MIMD process that performs the operation of the block and is
programmedby a similar algorithm (Fig. 4): reading theVectorElements (VE) input data,
calculating the output variable Y = F(VE), possible Y -replication for further parallel
use and output to the scheme of communications between processes. The principle of
solving systems of equations in BO-language corresponds to MIMD-parallelism and
can be interpreted as a virtual meaning “Functional block - MIMD-process” (Fig. 5):
each block of the BO language is assigned a MIMD process that precisely performs the
operations of the block; we get a set of n processes that are connected with each other
by a communication graph, which is synthesized by basing on the connection diagram
between the outputs and inputs of the BO-simulator blocks (Fig. 3).
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Fig. 3. Structure of blocks for solving the system of Eq. (4), BO-simulator.

Fig. 4. Scheme of a MIMD-process, similar to the functional block.
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Fig. 5. MIMD-parallelism, the principle of BO-language, n is the number of blocks.

The OO-modeling language uses objects (Fig. 6) by definition of OO-programming
and objects of the studied subject area with physical content and the corresponding
equations of dynamic processes [4, 5]. Structurally, the object resembles a functional
block of BO-language, it can also have n inputs (X1,…, Xn), it has one output and inputs
for coefficients. The output variable is the result of operation:

Y = O(X1,X2, . . . ,Xn, a1, a2, . . . , ak) (5)

The specification of the OO simulator is performed in the form of a structure of
objects that execute mathematical operations that are necessary to solve the system of
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Fig. 6. Object of OO-modeling language.

equations of the simulation-model. The OO approach expands the possibilities of build-
ing simulators by manipulating objects according to the principles of object-oriented
programming, namely, inheritance, polymorphism, communication between objects by
sending messages, dynamic binding, etc. Thus, inheritance allows you to build multi-
level hierarchical structures of objects that correspond to the models of complex dynam-
ical systems. Also, thanks to inheritance, polymorphism and communication between
objects by sending messages, it is possible to replicate objects and their structures in
order to speed up data exchange due to the parallel organization of sending/receiving.
Due to this, theOO approach allows the specification of the simulator to be approximated
to the structure of the dynamical system which should be modeled. Thus, the objects of
OO-language can structurally and functionally reflect the branches of the graph NDOCP
(Fig. 7). If an object of an OO-language (Fig. 6) is associated with a MIMD-process
(Fig. 4), then an analogy will appear between the principles of operation of a sequen-
tial OO-language simulator and its possible MIMD implementation (Fig. 8): the OO
principle of solving a system of equations corresponds to MIMD parallelism and can
be considered as a virtual “object-process” assignment. The operator of the equation-
oriented (EO) modeling language [6] (Fig. 9), which is implemented by software, is an
analogy of the MIMD-process: the operator can have n inputs, the output variable is the
result of the OP operation.

Y = OP(X1,X2, . . . ,Xn) (6)

A specification of the simulator by EO-language ACSL [6] is a program text of a
FORTRAN syntax, names and operator actions that are used.

Fig. 7. Object-oriented model for solving the system of Eq. (4), OO-simulator.
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Fig. 8. MIMD-parallelism and OO-principle of solving equations.

Fig. 9. The operator of the EO-modeling language.
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EO-language operators are significantly smaller in terms of computational volume
than BO-language blocks and OO-language objects. These volumes can correspond to
MIMD-processes of minimum granularity and the EO-specification is transformed into
a virtual MIMD-simulator with the number of processes, which significantly exceeds
the number of processors of the target MIMD-systems.

3 Transformation of BO-, OO- and EO-Simulator Specifications
into Virtual Parallel MIMD-Simulators

Virtual parallel MIMD-simulator is the structure of MIMD-processes, which is based
on the considered analogies between BO-, OO- and RO-specifications and MIMD-
parallelism in the relations “block-process”, “object-process” and “operator-process”.
The following approach to the transformation of BO-specification into a virtual structure
of MIMD-processes is proposed. Let the sequential BO-simulator of a dynamic system
consist of n blocks, which in the MIMD-simulator must correspond to n analogous
processes.

A vector of compounds for the Ti process is introduced:

VST i = (Si1T1Si2T2 . . . SikTk . . . SinTn), (7)

where i is the process number, i = 1, 2, . . . , n; Sik - switching parameter: Sik = 1 -
if there is a connection between the processes Ti ↔ Tk and Sik = 0 - if there is no
connection Ti ↔ Tk . In the case k = i, we have Sii = 1, since the intermediate result
of the i-process is used in it for further calculations. The vector VSTi characterizes the
virtual process Ti: one output and n inputs, to which the outputs of other processes are
connected via Sij. The set of vectors VSTi for the general structure of the BO-simulator
is as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

VST 1 = (S11T1S12T2 . . . S1kTk . . . S1nTn);
VST 2 = (S21T1S22T2 . . . S2kTk . . . S2nTn);

. . .

VSTk = (Sk1T1Sk2T2 . . . SkkTk . . . SknTn);
. . .

VSTn = (Sn1T1Sn2T2 . . . SnkTk . . . SnnTn).

(8)

The simulation-model of the studied dynamic system is described by a system of
equations, each of which is an implicit function that defines an unknown variable and is
solved by the corresponding block and by analogy - theMIMD-process Ti. This variable
VARTi, being the initial value of the process Ti, is the result of a certain operation on
a set of variables that are fed to the inputs of the Ti process according to the equations
of the simulation-model. In general case, the VARTk variables are the output values of
all other processes, therefore the virtual specification of the MIMD simulator with all
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possible connections between processes is the following set of variables:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

VART 1 = FUNT 1(S11VART 1S12VART 2 . . . S1nVARTn);
VART 2 = FUNT 2(S21VART 1S22VART 2 . . . S2nVARTn);

. . .

VARTk = FUNTk(Sk1VART 1Sk2VART 2 . . . SknVARTn);
. . .

VARTn = FUNTn(Sn1VART 1Sn2VART 2 . . . SnnVARTn),

(9)

where VARTi – input resulting variables of the processes Ti, i = 1, 2, . . . , n; FUNTi
– operations of Ti processes on input variables that are supplied from the outputs of all
other processes participating in solving the equation system of the simulation-model.

For further actions to transform the specifications, a virtual switching matrix is
needed

KM =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S11 S12 · · · S1(n−1) · · · S1n
S21 S22 · · · S2(n−1) · · · S2n

...

Sk1 Sk2 · · · Sk(n−1) · · · Skn
...

Sn1 Sn2 · · · Sn(n−1) · · · Snn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (10)

that formally describes all the connections between the blocks of the BO simulator
and between the processes of the MIMD simulator. The matrix MZM = KM ∗ DT of
the state of the simulator is obtained as a result of the operation:

MZM =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S11 S12 · · · S1(n−1) · · · S1n
S21 S22 · · · S2(n−1) · · · S2n

...

Sk1 Sk2 · · · Sk(n−1) · · · Skn
...

Sn1 Sn2 · · · Sn(n−1) · · · Snn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∗

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

T1 0 · · · 0 · · · 0
0 T2 · · · 0 · · · 0

...

0 0 · · · Tk · · · 0
...

0 0 · · · 0 · · · Tn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (11)

Here DT is the diagonal matrix of processes. Formal methods (5) … (9) can be used
to transform OO- and EO-simulators into corresponding virtual MIMD simulators.

4 Devirtualization of Specifications of Virtual MIMD-Simulators

Devirtualization is a transformation of the specifications of virtual MIMD-simulators,
which determines the implementation of simulators on a givenTarget Parallel Computing
System (TPCS) and requires a solution of the following main theoretical and practical
problems:



MIMD-Simulators Based on Parallel Simulation Language 199

1. Development of programs ofMIMD-processes, which are analogs of blocks, objects
and operators of the considered modeling languages. The main element that deter-
mines the efficiency of solving systems of differential equations in modeling lan-
guages (speed, accuracy, convergence, stability, ability to solve rigid systems, etc.) is
the integrator, in which computational methods are implemented programmatically.
Analysis shows that in MIMD simulators it is advisable to implement integrators
based on parallel block computational methods, which have significant advantages
over known sequential methods [7]. It will also allow integrating with the subsystem
of the solvers of the equations of the Distributed Parallel Simulation Environment
(DPSE) [1, 7].

2. Synthesis of virtual communication switches betweenMIMD-processes - analogues
according to BO-, OO-, EO-specifications and their display in real communication
systems of TPCS with use of message exchange functions of MPI- and OpenMP-
libraries.

3. A priori analysis of the specifications of virtual MIMD simulators, taking into
account the synthesized switches for compliance with the following criteria:

a. Load balancing of MIMD processes.
b. Minimizing the volume of data exchange between load balanced MIMD

processes.
c. The presence of the expected acceleration of the parallel implementation of

simulation-models in comparison with sequential simulators.
d. Possibility of implementation in TPCS according to the “process-processor”

principle.

4. Proposals for the transformation of BO-, OO-, EO-specifications taking into account
the results of a priori analysis and possible approaches to parallelization and levels
of parallelism of virtual simulation-models of the subject area.

5. Architecturally relevant software implementation.
6. Integration with functional subsystems of DPSE [1, 8].

5 Conclusions

Growing requirements of subject areas to methods and approaches of modeling of Com-
plex Dynamic Systems with Lumped (CDSLP) and Distributed (CDSDP) Parameters
stimulate application of high-performance parallel computers of existing and future
MIMD-architectures and cause new theoretical and practical problems of parallel mod-
eling technologies (ParSimTech-problematics). One aspect of the problems in parallel
computing systems friendliness to subject matter experts is the transition from pro-
gramming parallel simulators to their construction by means of modeling languages.
The proposed concept for the development of parallel modeling languages is based on
the analogy between MIMD processes and the main functional elements of sequential
modeling languages. The implementation of the concept is a promising direction of
development and research in the field of parallel modeling of CDSLP, CDSDP.
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Abstract. SCADA networks, which are widely used by governments around the
world to run computers and applications that perform a wide range of impor-
tant functions and provide critical services to their infrastructure, are becoming
increasingly popular among organizations. Because of their critical role in the
infrastructure, as well as the fact that they are a potential target for cyberattacks,
they must be secured and protected in some way at all times. In this study, we
propose a topic-based pub/sub messaging system based on Apache Spark and
Apache Kafka for real-time monitoring and detection of cyber-physical attacks in
SCADA systems, which can be used in conjunction with other currently available
systems. There are a variety of traditional machine learning approaches used in
conjunction with a deep learning encoded decoder algorithm to create the mech-
anism for attack detection. The performance results demonstrate that our system
outperforms the current state of the art described in the literature in this field.

Keywords: Real-time data processing · Pub-sub pattern · SCADA networks
security · Data streams · Industrial control systems · IoT

1 Introduction

Real-time data processing is a problem that has been worked on since the 1990s. There
is a demand for platforms that satisfy these objectives as the volume of data created
has expanded, along with the development of increasingly complicated software solu-
tions. Streaming applications such as fraud detection, networkmonitoring and electronic
trading rely on real-time data processing to ensure that the service provided is deemed
correct and reliable. Traditionally, custom solutions were being developed by the compa-
nies themselves to address the requirements of real-time processing. Thismostly resulted
in inflexible solutions with a high development and maintenance cost. Today, however,
there exists several stream processing platforms and frameworks [1] that address these
requirements to various degrees.
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Cyber-physical systems (CPS) comprising of Supervisory Control And Data Acqui-
sition (SCADA) systems and Programmable Logic Controllers (PLCs) represent the
backbone of managing modern critical infrastructure [2]. In recent years, these cyber-
physical systems have seen an increase in adoption throughout many industries such
as fossil fuel extraction, power plants, transportation, manufacturing, water, and waste
management, agriculture, and so on. The critical nature of this infrastructure makes the
threat of cyber-attacks a major concern [3]. It is of utmost importance to rigorously
test the SCADA systems for any vulnerabilities and develop cyber-attack detection and
prevention techniques to minimize the risks and limit the attack vector and possible
damages. There are several studies on the issue of cyber-security of SCADA systems in
the literature. To the best of our knowledge, there is no study on real-time monitoring
and scalable messaging of SCADA network data.

Following paragraphs give related works on cyber-security of SCADA networks and
data streaming in ICS (Industrial Control System). Firsly, we focus on cyber-security
of different SCADA networks. Huang et al. [4] presented a Bayesian network-based
approach for assessing cyber-security risk levels in SCADA networks in a dynamic and
quantitative manner. The simulation results showed that the suggested technique for ana-
lyzing SCADA security threats is effective. Nazir et al. [5] explored various techniques
and tools to reveal SCADA system vulnerabilities. The applicability of these techniques
and tools together with the selected approaches was examined. Finnan and Melrose [6]
offered several defense recommendations for SCADA systems against security attacks.
These defense proposals consist of six parts: ensuring physical security at remote sites,
updating legacy systems, using network identification, training staff, protecting network
traffic data, using existing cyber-security resources. Lamba et al. [7]mentioned the appli-
cability of many security methods to vulnerable systems such as SCADA. In their study,
real world attacks were mentioned and security vulnerabilities were discussed over these
events. Basic security issues were identified for ICS and current solutions. Lakhoua [8]
made a comprehensive review and explained how SCADA systems should be designed
more securely. In their study, the stages of cyber-security in SCADA systems were men-
tioned as identify, protect, detect and react, respectively. Different aspects to consider in
order to design a safer SCADA system were discussed. To protect vital infrastructure,
new standards were introduced, including the usage of encryption and authentication for
SCADA systems.

Zhou et al. [9] examined the standards, guidelines and practices for cybersecurity
within the scope of three different topics which were broadcast time, geographical loca-
tion and target audience. Abokifa et al. [10] developed a system to detect abnormal
behavior of various components of a water distribution system within the scope of the
Batadal project. Multi-layer architecture was used in the system. The first layer of the
system, which is implemented using artificial neural networks, aims to detect outliers in
the data set. The second layer, also uses an ANN, detects anomalies in the system. The
third layer provides the classification of the obtained sensor measurements into the first
subsection as normal and abnormal. Almehmadi [11] designed an attack detection sys-
tem to find anomaly in SCADA network traffic. Using the attack-based system, SCADA
network traffic was collected for 30 days and then the network was attacked using a
(DoS) attack, message spoofing attack, and man-in-the-middle attack. They evaluated
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different classifiers. Teixeira et al. [12] investigated the feasibility of using machine
learning algorithms to detect cyber-attacks in real time. The test environment was built
using equipment used in real industrial environments. In order to gain a better knowledge
of attacks and their effects in SCADA environments, advanced attacks were conducted
in the test environment.

Alhaidari andAL-Dahasi [13] proposed a newapproach usingmachine learning tech-
niques to prevent DDoS attacks on SCADA systems. Algorithms were trained on the
KDDCup99 dataset including a wide variety of intrusions. According to the results, the
Random Forest algorithm was chosen as the most successful model in detecting attacks
with a success rate of 99.99%. Pliatsios et al. [14] provided an overview of SCADA
architecture with a detailed review of SCADA communication protocols. Specific high-
impact security events, targets, threats and attacks on SCADA systems were discussed.
Protocolswere compared in terms of network infrastructure, topology, data rate andmax-
imum distance. Various security recommendation approaches were proposed to prevent
these attacks. Phillips et al. [15] looked at how machine learning techniques could be
used to detect emerging security concerns in SCADA systems and the Modbus protocol.

Upadhyay and Sampalli [16] described various potential SCADA vulnerabilities by
covering real events. Each type of vulnerability was examined, along with recommen-
dations for improving SCADA security systems. The vulnerabilities were examined
under four main topics which were product/software vulnerabilities, system configura-
tion vulnerabilities, network vulnerabilities, flaws in SCADA protocols. Khodabakhsh
et al. [17] examined cyber-security gaps and vulnerabilities that have emerged through
the digitization of substations. Although firewalls and/or encryption partially solves the
problem of cyber-attacks, they are not the only solution and attacks are still possible.
Ferrag et al. [18] explored various cyber-security system solutions. They divided these
solutions into four groups based on their security requirements and vulnerabilities.

Secondly, we give data streaming based works involved in industrial control in the
literature. Real-time data, according to [19], has a short life cycle. As a result, the
database used in a SCADA system has a specified time limitation. Features of a good
database were suggested and the basic principles of real-time database were introduced.
Stojkovic and Vukasovic [20] proposed a new upgraded SCADA system to open the old
SCADAsystemopen to future changes and innovations. For the first time in anElectricity
Company in South East Europe, this system features 19 new Remote Terminal Units
(RTU), ICCP data interchange with remote centers, and web-based real-time electricity
demand measurement. Gajipara and Ahire [21] developed a real-time SCADA system
withLabVIEWandmicrocontroller tomonitor performance by obtaining and controlling
physical parameters such as temperature, humidity, soil moisture, and light intensity.
Wu et al. [22] developed a real-time urban water distribution network simulation system
based on a SCADA system that communicates via OPC.

Tomic et al. [23] received signals from the sensors in real time and analyzed the
measured data and then recorded the results in the database. They tried to estimate the
concentration of pollutants in the air by performing a statistical analysis of the measured
data via the monitoring station using smart SCADA system. Zaev et al. [24] developed
a system that provides real-time monitoring and warning of water quality and quantity
parameters. This SCADA system provides continuous real-time monitoring of various
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physical, chemical, and biological parameters. Saravanan et al. [25] proposed a new
SCADA system that integrates with Internet of Things (IoT) technology for real-time
water quality monitoring. Using the GSMmodule and Arduino Atmega 368, they aimed
to detect water contamination, leakage in the pipeline, as well as automatic measurement
of parameters (such as temperature, flow, color) in real time. SCADA captures real-time
accurate sensor values via GSM communication.

Babunski et al. [26] proposed a real-time system that allows remote data monitoring
for the quality of drinking water. A possible methodology was proposed for the control,
reduction and optimization of water loss in the common water supply system with the
efficient use of modern SCADA systems. Mercaldo et al. [27] proposed a real-time
method to detect attacks targeting SCADA systems. Tank level measurements were
taken into account by using the data published within the Batadal project. According
to the water levels in the tanks, it is determined in whether there is an attack on the
network. The proposed approach consists of two main stages, model building and model
validation. As a result, when a total of 20 cases with and without attacks are examined,
the proposed technique results in correct classification. Wakti et al. [28] mentioned
that the current SCADA meter has several disadvantages. Due to which, the obtained
state estimation has low accuracy and is not real-time. In their study, they suggested
eliminating the disadvantages by installing a phasor measurement unit (PMU) device.
At theDepartment of Electrical andEnergyEngineering at SapienzaUniversity of Rome,
Kermani et al. [29] presented a new real-time energy management architectural model
based on SCADA system duties in an educational facility with an MG Laboratory test
environment named LAMBDA. The goal of the LAMBDA application was to make
DIAEE smart in order to save energy. As a consequence, LAMBDA MG LAB’s entire
SCADA system deployment resulted in a 98% decrease in energy costs. It was also
observed that the average monthly electricity bill was reduced by 87% for only local
LAMBDA loads. Zavrak and Iskefiyeli [30] used unsupervised deep learning algorithms
with a semi-supervised learning strategy todetect abnormal network traffic (or intrusions)
using flow-based data. The following is a summary of the study’s key contributions:

– This study concentrates on real-time monitoring and scalable messaging of SCADA
networks data using topic-based messaging middleware. With the developed system,
it is possible to access sensor data (as normal and anomaly) on a topic-based basis in
real-time.

– A case study on detection of cyber-physical attacks in water distribution systems is
given based on anomaly-based approach using traditional machine learning and deep
learning methods.

The remainder of this paper is organized as follows. In Sect. 2, proposed archi-
tecture for real-time monitoring and scalable messaging of SCADA networks data is
given. In Sect. 3, we compare conventional methods and deep networks based model for
BATADAL dataset. The last section concludes the paper and gives future works.
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2 Materials and Methods

This section firstly present reproducible research on SCADA network then give
details of the proposed real-time monitoring system with pub/sub messaging, and its
sub-components as shown in Fig. 1.

Fig. 1. Sub-components of the proposed system.

2.1 Apache Spark

The amount of data being processed when streaming SCADA network data, commands
large amounts of computing power that cannot be provided by solely scaling up a single
machine. Instead, it can be achieved by scaling out through distributing the computation
across multiple machines [31]. Spark manages this scaling out by abstracting these
machines as so-called execution nodes (worker nodes, slave nodes), on which programs
(tasks), called spark jobs, are run. These abstract execution nodes can also be separate
processes on a single machine, efficiently utilizing multiple cores. Apache Spark can
run in stand-alone settings, as well as on some popular platforms (e.g., Kubernetes [32],
Mesos, and Hadoop YARN).

The distribution of tasks to these nodes, and the collection of results from them,
is managed by the master node (driver node). It utilizes an HDFS (Apache Hadoop
Distributed File System) to persist data across these nodes [33]. Furthermore, both Spark
and Kafka are developed by the Apache Software Foundation, which means they work
well together.

2.2 Apache Kafka

Apache Kafka (version 2.11) distributed streaming platform is used in this study for
real-time and large-scale data streaming. It has a topic-based pub/sub architecture and
can handle a high number of concurrent consumers and producers. Apache Kafka excels
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in managing real-time data streams as a unified, high-efficiency, highthroughput, low-
latency platform. The storage layer is simply a”distributed transaction log” structured as
a “highly scalablemessage queue”.Kafka optimizes the process further by implementing
parallelism through the use of partitions and brokers. Furthermore, it has built-in fault
tolerance.

2.3 Traditional Machine Learning Methods

Inmachine learning (ML), the goal is to learn the rules of the programusing its input data.
TheML program can use the data from experience to improve on the task bymaximizing
the performance. In this part of the study, we in particular look at one approach for ML,
namely supervised learning. In a supervised learning setting, we give the ML program
its input and output data. The goal is to learn the parameters of the ML program to
map the input data to the output data. In this paper, we learn from data by mainly using
supervised ML methods such as Random Forest, Decision Tree, Logistic Regression,
Naive Bayes, and LogitBoost.

2.4 Deep Learning Encoder Decoder

LSTM networks [34] are recurrent models that have been applied to a range of learning
tasks, including handwriting recognition, and emotion analysis, and speech recognition.
A LSTM-based encoder is utilized to turn an input series into a vector with constant
dimensionality. The decoder is another LSTM network which produces the desired
sequence by means of these vectors. Malhotra et al. [35] suggests an Encoder-Decoder
(EncDecAD) LSTM-based methodology for the detection of time series anomalies. In
this architecture, the encoder creates a vector representation of the input time series,
which is then used by the decoder to reconstruct the time series. The EncDecAD has
been taught to reproduce “normal” time series in which the output reflects the input. The
likelihood of anomaly at that point is then calculated using the reconstruction error. An
encoder-decoder model trained with just normal sequences is shown to be capable of
detecting a multivariate time series abnormality. During the training phase, the encoder-
decoder has only seen and grasped normal examples of the training data. In contrast to
normal sequence reconstruction errors, the trainedmodel fails to reproduce an anomalous
sequence well, resulting in larger reconstruction errors.

3 Results and Discussion

3.1 Experimental Setup

The proposed system is written in Python 3 and tested on a local PC. In Pytorch, we
created an LSTM network model and its layers.

3.2 BATADAL Datasets

In this study, the attack detection mechanism was verified on an aggregation of three
datasets of hourly SCADA readings for 43 system variables: An attackfree dataset
(Dataset 1), a labeled attacks dataset (Dataset 2), and an unlabeled cyber-attacks dataset
(Dataset 3). The datasets were featured in a competition on cyber-security [36].
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3.3 Performance Comparison for Cyber-Physical Attack Detection

We evaluate the success/failure of the cyber-physical assault detection using several
metrics obtained from the confusion matrix, such as accuracy, TPR, FPR, precision, and
recall, as indicated in equations below:

Accuracy = (TP + TN)/(TP + FP + TN + FN) (1)

FPR (false possitive rate) = FP/(FP + TN) (2)

Precision = TP/(TP + FP) (3)

TPR (recall) = TP/(TP + FN) (4)

F1-score = (2× Precision× Recall)/(Precision + Recall) (5)

Table 1. Performance results for traditional machine learning algorithms.

Algorithm TPR FPR Precision F1-score Accuracy AUROC

Random Forest 0.99 0.004 0.99 0.99 0.99 1

Decision Tree 0.97 0.02 0.97 0.97 0.97 0.98

Logistic Regression 0.91 0.08 0.91 0.91 0.91 0.96

Naïve Bayes 0.75 0.32 0.82 0.72 0.75 0.84

LogitBoost 0.86 0.16 0.86 0.86 0.86 0.94

Table 1 shows performance results of traditional machine learning algorithms on
BATADAL. Firstly, SMOTEbalancing is done to prevent unbalanced class distribution in
the dataset. Also, some pre-processing steps such as string indexer and vector assembling
are operated on features. Dataset is split into training/testing ones. Finally, predictions
are obtained on test set and compared predictions with underlying labels. Random Forest
gives the best performance among traditional machine learning algorithms.

Table 2 shows performance results of EncDecAD on BATADAL. The dataset is par-
titioned into training and test subsets. To construct a normal profile of network traffic
using the semi-supervised learning (SSL) paradigm, the training phase uses only the
labeled dataset having normal data characteristics. The testing phase uses an unlabeled
data set that includes both normal and attack data characteristics. It’s worth mentioning
that when computing assessment measures in this study, the labels in the test dataset are
taken into account. Because the approaches employed in this research are parameterized,
the performance of the models should be computed using the appropriate parameters.
The cross-validation operation cannot be performed in the hyperparameter optimization
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Table 2. Performance results for EncDecAD.

Test
dataset

Window
size

Dimension TPR FPR Precision F1-score Accuracy AUROC

Dataset
2

3 128 0.79 0.012 0.89 0.84 0.96 0.93

6 128 0.72 0.008 0.91 0.80 0.95 0.94

1 96 0.64 0.005 0.94 0.76 0.95 0.91

12 96 0.64 0.02 0.80 0.72 0.94 0.87

Dataset
3

3 128 0.84 0.027 0.87 0.86 0.94 0.94

1 128 0.77 0.012 0.93 0.84 0.94 0.92

6 128 0.76 0.017 0.91 0.83 0.94 0.93

12 80 0.72 0.02 0.89 0.80 0.93 0.91

since anomalous data is not included in the training process [37]. As a result, the hyper-
parameters are mostly selected depending on Malhotra et al.’s recommendations [35].
Afterwards, EncDecAD hyperparameters are determined largely through trial and error.

In the hidden layers of EncDecAD, models were trained and built utilizing various
dimensions such as 32, 48, 64, 80, 96, and 128. The layer dimensions of the top per-
forming EncDecAD models were determined through trial and error while keeping the
layer count constant. The following parameters are needed to configure the EncDecAD
neural network. The learning rate is set at 0.001. The Adam updater is used to avoid
the local minimum and to discover better alternatives for the optimization process. In
hidden layers, the tanh (hyperpolic tangent) function is employed as the activation func-
tion. EncDecAD models are trained for 100 epochs with 16 batch sizes. In EncDecAD
models, reconstruction error is utilized as an anomaly score. At first, the samples are
normalized using the feature scaling technique to ensure that all values are inside the
range [0,1]. To determine the effectiveness of the techniques, different training and test
datasets are employed. The models are unsupervıse, so the neural network is trained
using only normal data. The label in the dataset’s last column refers to the attack class
that is not utilized during training. The testing procedure includes both normal and
attack examples. During the test phase, all attacks that are not “normal” are deemed to
be “anomaly”. Metrics are calculated for the purpose of evaluating the performance of
an attack class using just standard data and attack class-specific data.

Table 3 shows performance comparison with other state-of-art approaches on
BATADAL dataset. We compare them in terms of methods, performance metrics, real-
time data streaming/monitoring, and scalablemessaging. Although someworks consider
real-timeprocessing, there is nowork including scalablemessaging.Our study alsomeets
needs of a cyber-attack detection mechanism in considerable way.
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Table 3. Performance comparison with other state-of-art approaches.

Paper Method(s) Performance metrics Real-time data
streaming and
monitoring

Scalable messaging

[38] Model-based fault
detection methodology
which utilizes a
physically-based water
hydraulics simulation
model (EPANET)

The performance index
is 0.98, 0.97, 0.96 for
coefficient of variation
of 0.05, 0.15, 0.25,
respectively

x x

[39] LSTM, CNN Accuracy = 0.93,
precision = 0.9, recall
= 0.6, FPR = 0.01 with
window = 3

✓ x

[11] Naive Bayes, SVM,
Random Forest

Accuracies for Naïve
Bayes is 0.61, SVM is
0.71, Random Forest is
0.99

x x

[10] Artificial Neural
Networks

TPR = 0.936 and TNR
= 0.957

x x

[40] Random Forest Accuracy = 0.99 x x

[41] On-line forecasting
model, non-linear
autoregressive networks
with exogenous inputs
(NARX)

x ✓ x

[42] Ensemble model, Deep
Learning, Time Series

Accuracy = 0.73 for
Datasets 1–2 Accuracy
= 0.98 for Datasets 3–4

✓ x

[43] Model-free optimization
based solution

x ✓ x

[44] Deep Learning Neural
Networks, Autoencoders

With window length:
24 h, F1-score = 0.882,
recall = 0.897,
precision = 0.759

x x

Our study Apache Spark Apache
Kafka Traditional
machine learning and
deep learning algorithms

Accuracies for Naive
Bayes is 0.75,
LogitBoost is 0.86,
Logistic Regression is
0.91, Decision Tree is
0.97, Random Forest is
0.99, EncDecAD is
0.96 (window = 3,
Dimension = 128)

✓ ✓
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3.4 Data Stream Processing

This sub-section gives real-time monitoring and scalable messaging of SCADA network
data. The producer postsmessages to subjects here (normal and anomaly). Subscribers to
these topics process incoming messages and deliver an acknowledgement when they’re
finished.

4 Conclusions

CPS are heterogeneous devices that interact via a network and control and monitor a
physical process. Control devices, such as PLCs and RTUs, are designed to get sensor
readouts from the physical process on a regular basis and subsequently activate actuators
to alter the process’s state. CPSs are in charge of a wide range of physical processes,
as well as essential infrastructure. CPS attacks may do severe harm to humans and the
environment, and securing them is still a work in progress. In this paper we focus on
three problems to improve the security of CPS: (i) realtime monitoring, (ii) scalable
messaging of SCADA network data, and detection of cyber-physical attacks in water
distribution systems.

In this study, we propose a topic-based pub/sub messaging system for real-time
monitoring and detection cyber-physical attacks in SCADA systems. It is provided to
detect anomalies obtained from SCADA data providers and to send this information to
subscribed users on a topic-based basis. For real-timemonitoring andmessaging,Apache
Kafka is used. Besides, Apache Spark is used for the purpose of stream processing. A
case study is done on water distribution systems. According to performance results, our
system is more successful than the state-art-works in the literature. There are still many
open questions and challenges in the field. The networks are not only subject to attack
and relatively unsecured, but these systems are also growing in size and increasing in
complexity. We will extend our system to cope with this growth and complexity. Also,
a real-time reporting tool will be added.
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