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Preface

Humans have evolved to possess acute pseudo-3D perception via stereoscopic
imaging of our eyesight, and it should not come as a surprise that we desire to
capture 3D information in our scientific research and applications as rapidly, conve-
niently and cost-effectively aswell. However, unlike our brainswhich have evolved to
allow us to deduce and infer 3D information swiftly, achieving 3D visualisations and
measurements in engineering research and applications is much more challenging.
A multitude of technical challenges needs to be solved, in terms of optical princi-
ples, imaging technology, advanced 3D post-processing algorithms and computing
prowess, among others. They become particularly more severe if a 3D imaging
and measurement system meant for flow measurements were to be compact, user-
friendly and priced competitively relative to its capabilities. System costs tend to be
a significant barrier to entry for many research institutions, universities and corpo-
rations, which prevent more rapid and widespread adoption. This in turn could have
an undesirable outcome of impeding more rapid progress in our collective research
advances.

Earlier efforts primarily focused on utilising the principles of stereoscopic human
eyesight where two imaging devices capture the same scene from different perspec-
tives. With accurate knowledge of the optical light paths and principles, system
configurations, hardware capabilities and proper calibrations, information in the
depth direction may be obtained to reconstruct a pseudo-3D understanding. For flow
measurements, this can be seen in stereoscopic particle image velocimetry systems
that were introduced commercially more than two decades ago, which continue to
be relevant today. However, as more complex flow scenarios and configurations
evolved over the years, more truly 3D flowmeasurements were needed. This is espe-
cially the case for scenarios that are either highly 3D, offer limited optical access
for imaging or turbulent combustion related, among many other challenging ones.
To overcome some of these technical limitations and/or requirements, three- and
four-camera-based volumetric particle image velocimetry principles and systems
were researched upon and the latter four-camera-based volumetric particle image
velocimetry (more commonly known as tomographic particle image velocimetry)
configuration become one of the most popular 3D flow measurement approaches
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vi Preface

today. Its working principles are now well established and shown to be highly adapt-
able tomany challenging flowmeasurement scenarios. On the other hand, the use of a
four-camera configurationwith each of them imaging the flow scenario fromdifferent
perspectives, introduces additional obstacles as well. Despite rapid advancements in
camera technology at lower price points, a tomographic particle image velocimetry
remains relatively expensive with the use of four cameras and all the accompanying
accessories. Hence, it is at this point not as cost-effective and accessible as more
conventional 2D or stereoscopic particle image velocimetry approaches, certainly
not for laboratories with moderate resources. Additionally, the complexities associ-
ated with setting up tomographic particle image velocimetry systems are non-trivial
and require skilled experimentalists. This is on top of the significant time required to
post-process images taken from the four cameras for reconstruction of 3D volumetric
flow information, though this can be circumvented by the use of high-performance
computing facilities. However, this may not be readily accessible to all tomographic
particle image velocimetry operators.

Clearly, new approaches toward 3D imaging-based flow measurements are
needed, if significant improvements to the cost, complexity and post-processing
time were to be made. Indeed, many researchers are now beginning to explore the
feasibility of utilising light-field cameras for such measurements, where it may be
possible to evolve the four-camera-based tomographic particle image velocimetry
approach into one that requires only one light-field camera. A light-field camera
essentially comprises of an additional and typically hemispherical microlens array
layer located in front of the traditional 2D imaging sensor, and studies have shown
that it is possible to extract 3D information through the implementation of “Light-
field” principles. With the need for only one light-field camera instead of multiple
cameras, challenging 3D flow measurements could be made at significantly lower
cost and complexity levels, which could drive higher adoption rates in the research
community. Therefore, it should not come as a surprise then that research and imple-
mentation of light-field-based particle image velocimetry approaches are gaining
momentum as we speak, and that the present book will be a timely contribution
toward understanding the fundamental working principles, light-field camera hard-
ware, calibration procedures, light-field particle image velocimetry principles and
assessments on the flowmeasurement accuracy levels. On top of that, case studies on
the practical implementation of light-field particle image velocimetry across a wide
range of flow scenarios, the use of light-field cameras in surface pressure measure-
ments and a brief coverage of how light-field cameras may prove to be useful for
other research and engineering applications will also be covered.

Last but not least, the editors would like to extend their deep appreciation to all
authors who had contributed toward their respective chapters. Without their contri-
butions, support and enthusiasm throughout the preparation stage, this book would
not have been possible.

Shanghai, China
Singapore
January 2022

Shengxian Shi
T. H. New
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Chapter 1 
Introduction 

Shengxian Shi 

Abstract This chapter introduces the basic principle of light-field imaging, which 
includes the definition of light-field, different methodologies to capture light-field. 
Such information will lay a foundation for the light-field particle image velocimetry 
(PIV) camera design as well as light-field particle reconstruction algorithm develop-
ment. This chapter also provides a brief review on the evolution of PIV, and illustrates 
how light-field imaging could benefit the development of such technique. 

Keywords Light-field · Camera array · Light-field camera · Unfocused light-field 
camera 

The Light-field 

Our world is filled with light, rays that incident from all directions. Confined by 
the limited viewing angle of our binocular vision system, we could only perceive a 
small portion of light rays. An eye-catching scene could be unfolded if light rays 
from more directions were captured and displayed, an example of which would be the 
famous 1999 movie “The Matrix”, where views from different angles were displayed 
sequentially to create an effect of orbiting around a scene, the so-called “Bullet Time” 
visual effect. 

From the photometric point of view, light ray is a carrier of radiant energy, being 
visible as well as invisible. In theoretically deducing the photometric computation 
for a luminous surface (i.e. luminosity, illumination, intensity and brightness), Arun 
Gershun firstly introduced the concept of light-field, which was defined as a collection 
of three-dimensional light vectors (Gershun 1939). However, if only the luminous 
intensity is focused, which is the case for most of the optical diagnostic problems, 
it would be a function of more than three variables. By taking the spatial, angular, 
wavelength and time information into account, a seven-dimensional function was 
defined for light rays from every direction. The so-called plenoptic function (the

S. Shi (B) 
School of Mechanical Engineering, Shanghai Jiao Tong University, Shanghai 200240, China 
e-mail: kirinshi@sjtu.edu.cn 
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Fig. 1.1 Parametrisation of 
light-field with a 
five-dimensional variables, 
and b four-dimensional 
variables 

(a) (b) 

word plenoptic comes from Latin plenus, which means complete, full and optic) 
takes the following form, where (x, y, z) and (θ,  ϕ) denotes the spatial position and 
angular location of a ray, respectively (Adelson and Bergen 1991). 

I = I (x, y, z, θ, ϕ, λ,  t ) (1.1) 

For PIV-related measurements, normally only single wavelength is involved (e.g. 
λ = 532 nm). In addition, the time information is considered by the form of two 
images (e.g. double-frame exposure PIV) or multiple images (e.g. time-resolved 
PIV). The above seven-dimensional plenoptic function can therefore be simplified 
to a five-dimensional one (Eq. 1.2, Fig.  1.1a). Moreover, if only regions outside an 
object’s convex hull are focused (e.g. areas outside PIV tracer particles), and light 
rays travel in empty space without obstruction (e.g. in transparent medium like air or 
water), the plenoptic function can be further simplified to a four-dimensional (4D) 
one, in which a light ray is parameterised by its intersection with two parallel planes 
(Eq. 1.3, Fig.  1.1b) (Levoy and Hanrahan 1996). Note that light-field is also termed 
as Lumigraph (Gortler et al. 1996), but the terminology light-field will be applied 
throughout this book for consistency. 

I = I (x, y, z, θ, ϕ) (1.2) 

I = I (u, v, s, t,) (1.3) 

Capturing Light-field 

With the light-field concept being defined and parameterised, many devices were 
developed from the photographic point of view to capture light rays for space outside 
an object’s convex hull, such that effects of flying through scenes or new perspectives 
could be generated. Following the 4D light-field parameterisation, (Gortler et al. 
1996) presented a framework that samples the plenoptic function of static objects
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with a hand-held camera. By acquiring object images from different viewpoints 
and estimating camera pose for each frame, light-field of a static object could be 
constructed and new perspectives can be subsequently rendered from it. To simplify 
the image acquisition process, a camera can be moved along a track (Katayama et al. 
1995), linear translation stages or a spherical gantry (Ashdown 1993) which allows 
partial or full light-field of a static object to be generated. 

Multiple cameras are necessary to capture light-field for dynamic or large scenes, 
one of such applications is to arrange cameras along a one-dimensional (1D) path 
to create the effect that a moving object appears frozen in time (Taylor 1996), e.g. 
Fig. 1.2). Another application is to arrange cameras around a hemisphere or cuboid 
to capture full light-field for dynamic events, from which full three-dimensional (3D) 
virtual representations of such events can be reconstructed. The Virtualized Reality 
(VR) project is a typical example of such application. Pioneered by research group 
in Carnegie Mellon University, the so-called 3D Dome and 3D Room (Fig. 1.3), 
which consisted 51 and 49 synchronised cameras respectively, were constructed to 
simultaneously sample light-field from very dense viewpoints (Rander et al. 1997; 
Kanade et al. 1998). In addition to the 1D camera array, 3D Dome and 3D Room, 
two-dimensional (2D) camera arrays were developed to capture full light-field for 
high performance imaging. One of such examples is the famous Stanford Multiple 
Camera Array (Fig. 1.4), where 96–100 cameras were arranged in a 2D grid to

Fig. 1.2 The google 16-camera arc
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Fig. 1.3 The Carnegie Mellon University 3D room 

Fig. 1.4 The Stanford multiple camera array 

achieve a very high light-field sampling density, thereby eye catching performances 
such as seeing through occlusion, ultrafast imaging, high dynamic range and high 
resolution panorama could be realised (Wilburn et al. 2005).

Both the single-moving camera configurations and the multiple camera systems 
are suitable for wide range (long-baseline) light-field sampling, if smaller range
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of viewpoints (short-baseline) is focused, the microlens array (MLA)-based camera 
offers a more compact solution. Such type of camera was termed as plenoptic camera 
(Adelson and Wang 1992) or light-field camera (Ng 2006), which employs the combi-
nation of an MLA and image sensor (e.g. CCD, CMOS) to implement the two-plane 
parameterisation of 4D plenoptic function (Fig. 1.1b). The terminology light-field 
camera will be applied throughout this book for consistency. Depending on the sepa-
ration distance between MLA and image sensor, there are two different types of 
light-field camera. One is the so-called unfocused light-field camera or light-field 
camera 1.0, which positions MLA at one focal length of microlens (all microlens 
have the same focal length) away from the camera sensor plane (Ng et al. 2005; 
Ng 2006). Put in a simple way, an unfocused light-field camera can be regarded as a 
miniaturised 2D camera array, where each lenslet and pixels behind it represent a tiny 
camera that samples light-field of a scene from a particular perspective. Such config-
uration provides the best angular resolution (determined by the number of pixels 
beneath each microlens) but moderate spatial resolution (depends on the number 
of microlens) for light-field sampling. Another configuration, which was termed 
as focused light-field camera or light-field camera 2.0, positions MLA somewhere 
between the main lens and image sensor in order to maximise the spatial resolu-
tion by sacrificing angular sampling resolution (Lumsdaine and Georgiev 2009). As 
a new imaging device, commercially available light-field cameras are very few at 
the moment. Lytro (Fig. 1.5) and VOMMA (Fig. 1.6) provides unfocused light-field 
camera products, where Lytro aimed for consumer market (Lytro ceased operations in 
late March 2018) and VOMMA focus on industrial light-field cameras (https://en.wik 
ipedia.org/wiki/Lytro, http://www.vommatec.com/). For focused light-field camera 
products, Raytrix (Fig. 1.7) is currently the only supplier and its light-field camera 
consists of microlens with three different focal lengths (https://raytrix.de/). 

Fig. 1.5 Lytro light-field cameras

https://en.wikipedia.org/wiki/Lytro
https://en.wikipedia.org/wiki/Lytro
http://www.vommatec.com/
https://raytrix.de/
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Fig. 1.6 VOMMA 
light-field camera 

Fig. 1.7 Raytrix light-field 
camera 

Would Light-field Imaging be Beneficial for PIV? 

As a non-intrusive planar velocity measurement technique, PIV has progressed 
rapidly over the past forty years, and is maturing into a standard fluid diagnostic 
method which is widely used in many areas such as fundamental fluid mechanics, 
micro-fluids, bio-fluids, aerodynamics, combustion and turbomachinery (Raffel et al. 
2007; Schröder and Willert 2008;Adrian et al.  2011). PIV has its roots in flow visuali-
sation as they both replying on imaging tracer particles to reveal the interior structures 
of flow fields. One of the very famous examples of the photographic flow visuali-
sation was the one presented by Ludwig Prandtl in 1904 in his work on boundary 
layer theory, in which the author utilised a film camera to study unsteady separated 
flows. For quantitatively examining flow structures, speckle photography technique 
(Archbold et al. 1970; Leendertz 1970) which was originally developed for measuring 
surface displacement in solid mechanics was extended to fluid mechanics to measure 
the fluid velocity fields (Barker and Fourney 1977; Dudderar and Simpkins 1977; 
Grousson and Mallick 1977). This technique is termed as Laser Speckle Velocimetry 
(LSV), which derives 2D instantaneous velocity field from speckle pattern of small 
particle photographs that are taken by a film camera. It was later argued that moderate
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particle density would be desirable for better illumination and easier seeding in large 
scale or high speed flows, whereby individual particle images instead of speckle 
patterns were recorded on photographs (Adrian and Yao 1984; Pickering and Halli-
well 1984). Before digital imaging technique was available, PIV seeding particles 
were firstly recorded by negatives, and the photographic recordings were normally 
digitalised by a slide scanner for subsequent processes. 

PIV leap forward in early 1990s when digital cameras and powerful computers 
were made available for researchers. In contrast to the complex optical interrogation 
system and cumbersome film developing process, digital PIV is inherently superior 
than its photographic counterpart as it allows tracer images being captured, viewed 
at real time and processed without delay (Willert and Gharib 1991; Westerweel 
1993). Aiming for better unfolding the complicated fluid phenomena, researchers 
continued to extend the PIV capability from 2D measurement to two-dimensional 
three-component (2D-3C) and full volumetric (3D-3C) diagnostics. One of the first 
efforts was to introduce one additional camera to the traditional two-dimensional 
PIV (2D-PIV) system, and measure the third velocity component according to 
stereoscopic imaging principles (Stereo-PIV) (Arroyo and Greated 1991; Prasad 
and Adrian 1993). A natural extension to Stereo-PIV was to simultaneously measure 
2D-3C velocity slices for multiple planes by using a series of scanning laser sheets 
and a pair of high speed cameras, where the measurable velocity is limited by camera 
frame rate, laser repetition rate or scanning mirror speed (Brücker 1996; Hori and 
Sakakibara 2004). Instead of measuring 3D velocity through multiple view geom-
etry, Defocusing Digital PIV (DDPIV) recovers depth information from defocused 
images which are normally produced by a three-aperture mask. As DDPIV estimates 
particle 3D coordinate from its triple defocused images, a single camera DDPIV 
system is limited to flows with very low particle density, and normally a triple-camera 
arrangement is needed to resolve flow field with satisfactory accuracy (Willert and 
Gharib 1992; Pereira et al. 2000). One of the truly volumetric velocity measurement 
techniques is Holographic PIV (HPIV), which records three-dimensional particle 
displacement by in-line or off-axis holography and subsequently calculates velocity 
distribution by particle tracking or cross-correlation from reconstructed digital holo-
grams (Hinsch 2002; Katz and Sheng 2010). A significant step forward in the devel-
opment of 3D velocity measurement techniques is Tomographic PIV (Tomo-PIV), 
which typically uses four cameras to capture particle images from different viewing 
angles and reconstructs 3D particle image via multiplicative reconstruction tech-
nique (MART) (Elsinga et al. 2006; Scarano 2013). Tomo-PIV has advantages in 
high spatial resolution as well as relative large measurable volume (measurable range 
along optical axis is smaller than lateral directions though), and is being widely used 
in experimental fluid mechanics studies. Another multi-camera 3D velocity measure-
ment technique is synthetic aperture PIV (SAPIV), which is the first research that 
fuses light-field imaging with experimental fluid mechanics (Belden et al. 2010). In 
a similar fashion as the Stanford Multiple Camera Array, SAPIV uses a large camera 
array (normally 8–15 cameras) to capture the light-field image for seeding particles 
and reconstructs 3D particle image through synthetic aperture refocusing method.
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SAPIV can tolerate much higher particle density than Tomo-PIV and its measurable 
range along optical axis can be on the same order as lateral directions. 

Why limiting ourselves in conventional imaging method when seeking for volu-
metric flow diagnostic solutions? The SAPIV has demonstrated that significant 
improvement could be achieved via introducing new imaging technique to PIV 
community. Would it be possible to accomplish 3D flow measurements with lesser 
cameras or even a single camera without sacrificing performance? Given the ever 
increasing pixel resolution of the current CMOS image sensor technology (the CCD 
image sensors are discontinuing when this book compiles), would it be the time 
to start exploring the possibility of recording more information within one image 
sensor instead of just light intensities? In addition to large camera arrays, would 
other light-field recording method like light-field camera be helpful in boosting the 
PIV technology? Researches have shown positive answers to such questions, and 
this book will detail recent progress made in light-field camera-based PIV, particu-
larly design and assembly of PIV light-field cameras, light-field calibration and 3D 
light-field particle reconstruction algorithms as well as applications in experimental 
fluid mechanics. 

After this introduction, the following chapters of this book will introduce: foun-
dational principles and light-field camera designs (Chap. 2), volumetric calibration 
for light-field cameras (Chap. 3), volumetric flow measurement with single and dual 
light-field cameras (Chap. 4), 3D surface pressure measurement with single light-
field camera (Chap. 5), various applications in volumetric flow measurements for 
low speed and supersonic flow fields (Chap. 6), and possible development directions 
for light-field camera-based diagnostics (Chap. 7). 

References 

Adelson EH, Bergen JR (1991) The plenoptic function and the elements of early vision. Vis Model 
Group Media Lab Massachusetts Inst Technol 

Adelson EH, Wang JYA (1992) Single lens stereo with a plenoptic camera. IEEE Trans Pattern 
Anal Mach Intell 14:99–106 

Adrian L, Adrian RJ, Westerweel J (2011) Particle image velocimetry. Cambridge University Press 
Adrian RJ, Yao CS (1984) Development of pulsed laser velocimetry (PLV) for measurement of 
turbulent flow 

Archbold E, Burch JM, Ennos AE (1970) Recording of in-plane surface displacement by double-
exposure speckle photography. Opt Acta Int J Opt 17:883–898 

Arroyo MP, Greated CA (1991) Stereoscopic particle image velocimetry. Meas Sci Technol. https:// 
doi.org/10.1088/0957-0233/2/12/012 

Ashdown I (1993) Near-field photometry: a new approach. J Illum Eng Soc 22:163–180 
Barker DB, Fourney ME (1977) Measuring fluid velocities with speckle patterns. Opt Lett 1:135–137 
Belden J, Truscott TT, Axiak MC, Techet AH (2010) Three-dimensional synthetic aperture particle 
image velocimetry. Meas Sci Technol. https://doi.org/10.1088/0957-0233/21/12/125403 

Brücker C (1996) 3-D scanning-particle-image-velocimetry: technique and application to a spherical 
cap wake flow. Appl Sci Res (The Hague) 56:157–179. https://doi.org/10.1007/BF02249379 

Dudderar TD, Simpkins PG (1977) Laser speckle photography in a fluid medium. Nature 270:45–47

https://doi.org/10.1088/0957-0233/2/12/012
https://doi.org/10.1088/0957-0233/2/12/012
https://doi.org/10.1088/0957-0233/21/12/125403
https://doi.org/10.1007/BF02249379


1 Introduction 9

Elsinga GE, Scarano F, Wieneke B, Van Oudheusden BW (2006) Tomographic particle image 
velocimetry. Exp Fluids 41:933–947. https://doi.org/10.1007/s00348-006-0212-z 

Gershun A (1939) The light field. J Math Phys 18:51–151 
Gortler SJ, Grzeszczuk R, Szeliski R, Cohen MF (1996) The lumigraph. In: Proceedings of the 23rd 
annual conference on computer graphics and interactive techniques, pp 43–54 

Grousson R, Mallick S (1977) Study of flow pattern in a fluid by scattered laser light. Appl Opt 
16:2334–2336 

Hinsch KD (2002) Holographic particle image velocimetry. Meas Sci Technol. https://doi.org/10. 
1088/0957-0233/13/7/201 

Hori T, Sakakibara J (2004) High-speed scanning stereoscopic PIV for 3D vorticity measurement 
in liquids. Meas Sci Technol. https://doi.org/10.1088/0957-0233/15/6/005 

Kanade T, Saito H, Vedula S (1998) The 3D room: Digitizing time-varying 3D events by 
synchronized multiple video streams. Carnegie Mellon University, The Robotics Institute 

Katayama A, Tanaka K, Oshino T, Tamura H (1995) dependent stereoscopic display using inter-
polation of multiviewpoint images. In: Stereoscopic displays and virtual reality systems II. 
International society for optics and photonics, pp 11–20 

Katz J, Sheng J (2010) Applications of holography in fluid mechanics and particle dynamics. Annu 
Rev Fluid Mech 

Leendertz JA (1970) Interferometric displacement measurement on scattering surfaces utilizing 
speckle effect. J Phys E 3:214 

Levoy M, Hanrahan P (1996) Light field rendering. In: Proceedings of the 23rd annual conference 
on computer graphics and interactive techniques, pp 31–42 

Lumsdaine A, Georgiev T (2009) The focused plenoptic camera. In: 2009 IEEE international 
conference on computational photography (ICCP). IEEE, pp 1–8 

Ng R (2006) Digital light field photography. Stanford Univ 
Ng R, Levoy M, Bredif M, et al (2005) Light field photography with a hand-held plenoptic camera 
Pereira F, Gharib M, Dabiri D, Modarress D (2000) Defocusing digital particle image velocimetry: 
a 3-component 3-dimensional DPIV measurement technique. Application to bubbly flows. In: 
Experiments in fluids 

Pickering CJD, Halliwell NA (1984) Laser speckle photography and particle image velocimetry: 
photographic film noise. Appl Opt. https://doi.org/10.1364/ao.23.002961 

Prasad AK, Adrian RJ (1993) Stereoscopic particle image velocimetry applied to liquid flows. Exp 
Fluids. https://doi.org/10.1007/BF00195595 

Raffel M, Willert CE, Wereley ST et al (2007) Particle image velocimetry: a practical guide 
Rander P, Narayanan PJ, Kanade T (1997) Virtualized reality: constructing time-varying virtual 
worlds from real world events. In: Proceedings. visualization’97 (Cat. No. 97CB36155). IEEE, 
pp 277–283 

Scarano F (2013) Tomographic PIV: principles and practice. Meas Sci Technol 24. https://doi.org/ 
10.1088/0957-0233/24/1/012001 

Schröder A, Willert CE (2008) Particle image velocimetry: new developments and recent 
applications. Springer Science & Business Media 

Taylor D (1996) Virtual camera movement: The way of the future. Am Cinematogr 77:93–100 
Westerweel J (1993) Digital particle image velocimetry—theory and applications PhD Thesis. Delft 
Univ Technol Netherlands 

Wilburn B, Joshi N, Vaish V, et al (2005) High performance imaging using large camera arrays. In: 
ACM transactions on graphics 

Willert CE, Gharib M (1992) Three-dimensional particle imaging with a single camera. Exp Fluids. 
https://doi.org/10.1007/BF00193880 

Willert CE, Gharib M (1991) Digital particle image velocimetry. Exp Fluids 10:181–193

https://doi.org/10.1007/s00348-006-0212-z
https://doi.org/10.1088/0957-0233/13/7/201
https://doi.org/10.1088/0957-0233/13/7/201
https://doi.org/10.1088/0957-0233/15/6/005
https://doi.org/10.1364/ao.23.002961
https://doi.org/10.1007/BF00195595
https://doi.org/10.1088/0957-0233/24/1/012001
https://doi.org/10.1088/0957-0233/24/1/012001
https://doi.org/10.1007/BF00193880


Chapter 2 
Light-field Camera Working Principles 

Zu Puayen Tan, Brian Thurow, and Shengxian Shi 

Abstract This chapter details the working principle of unfocused light-field camera 
as well as focused light-field camera. It establishes ray propagation model and illus-
trates synthetic particle image generation for unfocused light-field camera, based 
on which the design and assembly of embedded-MLA and relayed unfocused light-
field camera are introduced. This chapter also provides a procedure for microlens 
calibration, which is essential for volumetric light-field calibration. 

Keywords Light-field imaging · Synthetic light-field image · Light-field camera 
design · MLA · Microlens calibration 

Introduction 

Chapter 1 provides an overview of light-field cameras’ imaging principles, the 
different architectures of light-field cameras as well as their hardware designs. 
Although variations of light-field cameras are numerous, this book is motivated 
by flow diagnostic applications, where exploiting the compactness, low cost, and 
simplicity advantages of light-field systems is paramount. Hence, we mainly focus 
on the MLA-based light-field cameras where these advantages are most pronounced. 
This is in lieu of other devices that could be considered light-field imagers, such as 
camera-arrays, view-splitter cameras (“quad-scopes”), and fibre-optically coupled 
cameras, which are functionally more similar to traditional multi-camera approaches. 
The basics of conventional imaging will be reviewed to establish a standard set
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of nomenclatures, and to highlight principles relevant to light-field imaging. This 
basis will then serve as a foundation for the chapter’s core discussions on unfocused 
light-field camera and, to a lesser extent, focused light-field imaging. 

Principles of Conventional Imaging 

Figure 2.1 illustrates a conventional camera comprised of an image sensor and a 
main imaging lens separated by an image distance Si . The function of the main lens 
is to collect light rays emitted from points in object space (xo, yo, zo) and to focus 
them onto equivalent points in the image space (xi , yi , zi ). The mapping between 
any arbitrary point in object space and its equivalent point in image space can ideally 
be described using the thin lens equation and magnification equation, respectively: 

1 

zo 
+ 

1 

zi 
= 

1 

fm 
(2.1) 

M = −  
zi 
zo 

= −  
xi 
xo 

yi 
yo 

= −  (2.2) 

where fm is the focal length of the main lens and M is the magnification. The negative 
sign reflects the fact that any object is upside down in image space. 

In a conventional camera (bottom of Fig. 2.1), an image sensor is positioned at a 
fixed location in image space and records the intensity of light striking that plane. The 
location of the image sensor is termed the (s, t) plane with (s, t) representing the 2D 
image coordinate system and typically expressed in units of pixels. For a fixed sensor 
location, zi = Si , there is a unique corresponding plane in object space, termed the 
nominal focal plane that is located at zo = So. Light from all points located along 
the nominal focal plane (e.g. (xo, yo, zo)1) will be collected and focused onto sharp 
points on the image space’s sensor plane. These object points are thus considered to 
be “in-focus”. The relationship between So and Si is also expressed via the thin lens 
equation as: 

1 

So 
+ 

1 

Si 
= 

1 

fm 
(2.3) 

By definition, a system is focused at infinity if the sensor and lens are spaced apart 
by Si = fm . Thus, an object such as (x0, y0, z0) at finite distance will necessarily 
need to be brought into focus by placing the sensor at Si > fm . The resulting system 
magnification can then be expressed as: 

M = −  
Si 
So 

(2.4)
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Fig. 2.1 Schematic of rays propagation across object and image spaces (top), and the setup of a 
conventional camera (bottom)
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On the other hand, the image coordinates (s, t) and world coordinates (x, y, So) 
for objects along the nominal focal plane are described by magnification: 

s = −Mxo (2.5) 

t = −Myo (2.6) 

With a conventional camera, it is not possible to sample the image space arbitrarily 
along the optical axis (i.e. different zi ) without physically moving the lens or image 
sensor, commonly referred to as focusing the camera. However, if we are to project 
the chief ray of arbitrary points in object space (i.e. rays that originate from the 
point and pass through the main lens’ centre) until they intercept the sensor, the 
corresponding image coordinates of the interception location can still be described 
by Eqs. (2.5–2.6), which the magnification appropriately replaced by: 

Mchief_ray = −  
Si 
zo 

(2.7) 

1 

zo 
+ 

1 

Si 
= 

1 

fm 
(2.8) 

where it is noted that both fm and Si are fixed, whereas Mchie f _ray  is a variable that 
depends on object depth, zo. 

A common constraint in the application of conventional imaging for physical 
measurements is the requirement, or assumption, that the object being imaged is 
located at the nominal focal plane of the camera system. When an object is not 
located on that plane (zo �= So), the equations above still hold; however, the depth 
of the object, zo, must be known (or determined via image processing algorithms 
for example) in order to translate dimensions measured in image space, typically in 
units of pixels, into physical dimensions in object space. 

In addition, when an object is not located on the focal plane, the image of a point 
object will appear to be out of focus, or blurred/smeared into a circular spot known as 
the circle of confusion (CoC). The degree to which an object is blurred is determined 
by the diameter of the main imaging lens, pm , and the object’s distance in z away 
from the focal plane. The relationship between the CoC, z and pm can be described 
through simple geometric considerations. For example, consider a point source not 
located on the nominal focal plane as in Fig. 2.1. Light rays emitted from this point 
will converge to a point either in front or behind the image sensor. The sensor thus 
intercepts the ray cone when the cross-section is still a finite circle (the CoC). As the 
half-angle of the ray cone is dependent upon distance from the focal-plane and pm , 
we see that CoC diameter increases in size with distance from zo = Si and pm . This  
gives rise to the concept of depth-of-field (DoF), which is defined as a range along 
the optical axis over which the CoC remains within an acceptable limit. This limit 
is usually taken as the smallest unit of imaging, which for a conventional camera is
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the size of a single pixel as anything smaller will still be perceived as a point source. 
The DoF can be expressed as: 

DOF = zo,far − zo,near (2.9) 

zo,far = zo pm 
pm − DCoC 

(2.10) 

zo,near = Zo pm 
pm + DCoC 

(2.11) 

where zo,far is the limit of the DoF on the far-side of the focal-plane, zo,near the 
near-side, and DCoC is the size of the CoC in object-space (typically taken as the 
pixel-size divided by the system’s magnification). As we will see in the ensuing 
discussions, light-field imaging allows for manipulation of the DoF after an image 
has been required, often resulting in an extended DoF, which is beneficial for imaging 
deep 3D volumes whilst maintaining a larger aperture opening for increased light 
collection. 

In anticipation of the discussion of light-field cameras, it is also useful to consider 
conventional imaging in the context of light-field, which is a conceptual description 
of light rays as vectors occupying a 3D field. Using Chap. 1’s concept, the light-field 
is described via two-plane parameterisation, where individual light rays propagating 
from a point source to the sensor can be parameterised in terms of their intersections 
with two datum planes: (u, v) and (s, t). These planes are most commonly taken as 
the aperture/main lens plane and sensor plane, respectively, as illustrated in Fig. 2.1. 
(s, t) is referred to as the spatial-coordinates because objects with different lateral 
positions along the focal plane will occupy different (s, t), whilst (u, v) is termed 
the angular-coordinates since the same object’s rays will intercept different (u, v) 
depending on their incident angles on the main lens. Two-plane parameterisation 
has the advantage that only rays along the same line-of-sight (i.e. photons that will 
intersect the same point on the sensor) will have the same 4D (u, v,  s, t) coordinates. 
This contrasts with a 3D vector-field description where two or more ray vectors can 
pass through the same 3D position (x, y, z) at different angles. 

Taken together, the full set of light rays collected by a camera system can be 
referred to as the light-field L(u, v,  s, t). In a conventional camera, light is collected 
at the (s, t) plane, and the process of recording at a point on the sensor can be 
conceived as an integration of all light rays striking each (s, t) or pixel location: 

I (s, t) = 
¨ 

pm 

L(u, v,  s, t)dudv (2.12) 

Due to integration across du and dv, explicit information about the angular content 
of the light-field is lost in conventional imaging. Visually in Fig. 2.1, the integration



16 Z. P. Tan et al.

Fig. 2.2 Overview of ray 
sampling by a conventional 
camera, plotted on the s-u 
plane 

is equivalent to the sensor’s interception of an object’s rays where they are focused 
into a zero-sized point. 

Another way to visualise both the sampling and integration process is through 
spatio-angular sample distribution plots such as Fig. 2.2. The spatial coordinates (s, t) 
and angular coordinates (u, v) in Fig. 2.2 are remapped as perpendicular axes here, 
and only the dimensions of s, u are plotted for simplicity. Each thick line segment 
represents the information collected by a single sensor pixel. A conventional camera’s 
pixels are finely distributed along (s, t), whilst each pixel integrates across the entire 
range of available (u, v). For instance, the sensor’s information is fully devoted to 
spatial resolution. Hence, in a conventional camera, the final output image (i.e. a 2D 
array of pixels in  (s, t)) is formed by integrating over all  (u, v) collected over the main 
lens aperture. This concept is often used in discussion of light-field imaging (e.g. 
(Georgiev and Lumsdaine 2010a)) where (u, v) coordinates are sampled in addition 
to (s, t). 

Imaging Principles of Unfocused Light-field Camera 

To motivate the reason behind light-field imaging: if the complete light-field of a 3D 
image space is known, we could technically form images at any arbitrary position 
and orientation, with arbitrary depth-of-field. And consequently, since the image 
space is a 3D equivalent of the real object space, this will also allow us to retrieve 
any three-dimensional measurements on imaged objects. However, as discussed in 
the previous section, our sampling device (the sensor) is confined to a 2D plane, 
and thus our recorded data is an incomplete slice of the 3D image space and its 
4D light-field. Multi-camera, view-splitter, and fibre-optic approaches attempt to 
capture more knowledge about the light-field by employing several discrete imaging 
perspectives, either by using several cameras or separating the views of one camera. 
Light-field imaging, on the other hand, is a class of imaging principles and device 
aimed at multiplexing rich 4D light-field information onto an otherwise 2D sensor, 
which effectively redistributes our sample points in the light-field from a 2D (s, t) 
plane into the fuller 4D volume. Emphasis was placed on “redistribute” because the 
total amount of information remains a conserved quantity, and we will discuss that a
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Fig. 2.3 a Schematic of ray-capturing in a unfocused light-field camera for an object at the main 
lens’ nominal focal plane (distance So from mains lens), b example of how an in-focus point source 
would appear 

pixel of information devoted to capturing (u, v) information is a pixel fewer in (s, t) 
resolution. Nonetheless, the knowledge of the 4D light-field, even if only sparsely 
samples, allows creative image rendering techniques such as perspective-shifting, 
refocusing, and even 3D metrology to be performed on a single 4D light-field image. 

Our discussion begins with the original type of light-field camera architecture, 
known as plenoptic 1.0 or unfocused light-field camera. The basic imaging principles 
behind unfocused light-field camera are introduced via Fig. 2.3. The unfocused light-
field camera is nearly identical to convention camera except for the addition of an 
MLA between the sensor and the main lens. This MLA, consisting of sub-millimetre 
microlenses packed into a rectangular or hexagonal pattern, is placed precisely at 
Si behind the main lens; i.e. at the image plane (s, t) corresponding to the system’s 
nominal focal plane. The function of each microlens is to collect the light arriving 
at that particular (s, t) location and to distribute the light onto the pixels behind the 
microlens according to the incident angle at which the light arrived. To accomplish 
this, the image sensor is precisely positioned one microlens focal length ( fl) behind 
the MLA, a gap usually on the order of o(0.05 − 5 mm). In this configuration, the 
image sensor records an array of sub-images, whereby each microlens forms an image 
that is nominally focused at “infinity” relative to the microlens. At the relative scale of 
the components, “infinity” is treated as being coincident with the main lens aperture-
plane (i.e. the (u, v) plane). Thus, each pixel in a sub-image collects light passing 
through a small portion of the main lens aperture, where the pixel location in the sub-
image corresponds to a discrete (u, v) coordinate on the aperture plane. Collectively, 
the array of sub-images recorded by a unfocused light-field camera represents a 
4D sampling of the light field, with pieces of the (u, v) dimensions multiplexed 
within each (s, t) point. In practice, the raw 2D image data recorded by the image 
sensor is typically restructured into a 4D array with dimensions corresponding to the 
(u, v,  s, t) coordinate system, which helps to facilitate the application of light-field 
image processing algorithms based on the two-plane parameterisation of the light 
field.
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The fundamental design of an unfocused light-field camera can be further under-
stood by considering Fig. 2.4, which schematically illustrates the image formation 
process for a point source at different locations in object space. In Fig. 2.4a, the point

(a) 

(b) 

Focal Plane Main lens MLA Sensor 

(c) 

(d) 

Fig. 2.4 Illustration of light-ray sampling for an object on the near-side and far-side of the main 
lens focal-plane. The green dash blocks denote the projection of the borders of the microlens on 
the sensor plane. Light-field images generated by ray-tracing simulation: a light source on the focal 
plane centre, b light source offset from the focal plane by dz = 0.385 mm, c light source offset by 
dz = 0.385 mm and dy = 0.0055 mm, and finally d light source offset by dz = 0.405 mm
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source is located at the focal plane of the main lens. The main lens collects the light 
emitted by the point source and focuses it onto a single microlens at the centre of the 
MLA. The microlens directs the incident light onto the image sensor, which is shown 
here with a resolution of 5 pixels per microlens (pixel-to-microlens ratio, PMR = 5). 
A sample image is also included where it can be observed that the microlens image 
is a filled-in circle corresponding to the shape of the main lens aperture. Each pixel 
on the image sensor records a portion of the angular content collected by the main 
lens and passing through that microlens with colour used to indicate the subset of 
light rays associated with each pixel. Figure 2.4b, c illustrates a point source that has 
been shifted forward along and laterally from the optical axis, respectively. As the 
point source is moved off the main lens nominal focal plane, it forms an increasingly 
large CoC that eventually spans across multiple microlenses. As before, the pixels 
illuminated underneath each microlens record the angular information associated 
with the subset of light rays striking that particular microlens. When the point source 
is on the far-side of the focal plane, the focused image is in front of the MLA, and 
the rays are diverging as they approach the MLA. Thus, the rays land on the outer 
edges of the outer circle of microlenses. Conversely, when the point source is on the 
near-side of the focal plane, the rays are converging and will hit pixels on the inner 
edge of the outer circle of microlenses. When the point source is moved laterally, the 
proportion of rays occupying the outer circle of microlenses also shift accordingly, 
similar to that expected in a conventional imaging system. Lastly, a comparison of 
Fig. 2.4b, d emphasises the fact that unfocused light-field cameras only sample the 
4D light-field up to some limited resolutions. Point sources that are displaced by a 
small amount in depth may appear identical in the raw image.

Figure 2.5 presents a raw image of a conventional scene recorded with a unfocused 
light-field camera and includes a zoomed in view showing the individual microlens 
images. When viewed in its entirety, the image appears similar to what might be 
expected with a conventional camera. This is due to the fact that the microlens 
images are vanishingly small compared to the overall scale of the image such that 
the angular content captured in each microlens image is too small to discern and is 
naturally integrated out by the human eye. Thus, the image appears equivalent to 
an image acquired with a conventional camera equipped with an image sensor with

Fig. 2.5 Example of a raw unfocused light-field image
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pixels the size of a microlens. The location of focal plane is determined by the focus 
setting of the main lens with a DoF that is controlled by the main lens aperture pm . 
In practice, unlike conventional camera with arbitrary pm , the unfocused light-field 
camera’s pm is a dependent variable. The raw output from a unfocused light-field 
camera is often used to adjust the focus and pm of the main lens. Similar to Fig. 2.3, 
Fig. 2.5 shows the (s, t) coordinate system of the raw image with an origin that 
is fixed at the centre of the image sensor, which is assumed to coincide with the 
optical axis. The (u, v) coordinate system, on the other hand, does not have a fixed 
location on the image sensor, but rather is defined separately for each microlens with 
its origin set at the centre point of each microlens sub-image. Consequently, since 
the sub-image is mapped to the (u, v) aperture plane, the radius of each sub-image 
is proportional to pm . One method for determining the origin of (u, v) in each sub-
image is to reduce the aperture of the main lens, which reduces the extent of each 
microlens image to nearly a point that corresponds to the centre of the aperture. A 
centroid-finding or similar algorithm can then identify the location of these points to 
sub-pixel accuracy.

The critical role that the main lens aperture plays in the set-up of an unfocused 
light-field camera is visualised in Fig. 2.6. Microlens images for three different 
settings of the main lens aperture are shown. When the aperture is set too small, there 
is a large gap between neighbouring sub-images resulting in a large underutilisation 
of the image sensor’s resolution. On the other hand, when the aperture is set too 
large, the sub-images overlap causing ambiguity in the measurements. The ideal 
condition is to have microlens images that nearly touch, but do not overlap. This 
condition, recognised by (Ng 2006), is known as f-number matching (or “F-match”). 
By considering similar triangle relationship for rays on the edge of the main lens/sub-
image: 

pm 
Si 

= 
pl 
di,l 

= 
pl 
fl 

(2.13) 

where the additional subscript l refers to parameters connected to the lenslet whilst 
subscript m refers to parameters connected to the main lens. As a reminder, the 
microlens image distance (di,l) is set  to  fl by definition of an unfocused light-field 
camera’s architecture. If we define the image-side f-number on the main lens as 
( f /#)m = fm/ pm) and that of the microlens as ( f /#)l = di,l /pl = fl / pl , and 
taking into account the relationship between fm and the system magnification (i.e. 
Eqs. 2.5 and 2.6), the ideal f-number setting of the main lens can be related to the 
fixed f-number of the microlenses using Eq. 2.14 

( f /#)m = ( f /#)l /(1 − M) (2.14) 

As an example, in many applications, 1:1 imaging magnification on the main 
lens such that xi = xo and M = −1 is quite common. Under this condition, an 
MLA with f /4 microlenses will require a main imaging lens with an f /2 aperture
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Fig. 2.6 Illustration of the effects of aperture diameter ( pm ) on the sub-image pattern. a Correctly 
adjusted pm , creating a condition known as “F-match”. b Undersized pm . c Oversized pm

in order to satisfy this condition. In addition, the working distance for a lens set at 
a 1:1 magnification will be twice the focal length of the lens (i.e. 1:1 magnification 
with a 100 mm focal length lens will be achieved when both the object and image 
distance are set to 200 mm). The availability of large aperture (low f /#) lenses with 
the desired focal length or working distance often places a practical constraint on the 
design of unfocused light-field systems. Notably, the angular resolution in degrees-
per-pixel remains identical across all three cases in Fig. 2.6; however, the ranges of 
(u, v) defined by the sub-image diameter differ. And since (u, v) range is equivalent



22 Z. P. Tan et al.

(b)(a) 

Fig. 2.7 Example of new perspective images generated from the raw light-field image shown in 
Fig. 2.5 

to parallax baseline size in stereo-camera 3D imaging, obtaining large but non-
overlapping sub-images is crucial for obtaining high depth precision in unfocused 
light-field-based 3D metrology.

Figure 2.7 illustrates one of the primary functions enabled by the capture of light-
field image data with an unfocused light-field camera: the ability to generate unique 
perspective views from a single snapshot. As described previously, each pixel in a 
microlens image collects the light that passes through a small portion of the main lens 
aperture. A perspective view image can be synthetically generated by constructing an 
image consisting of only the subset of light collected at the same relative pixel location 
in each microlens image. Put in equation form, this is equivalent to interrogating 
L(u, v,  s, t) over a range (s, t) values for a fixed value of (u, v) = (u0, v0): 

Iu0,v0 (s, t) = L(s, t, u = u0, v  = v0) (2.15) 

By changing the value of (u0,v0), one can create views of the world as seen from 
different positions on the main lens aperture. It can also be observed in Fig. 2.7 that 
the DoF of an individual perspective view is relatively large. This is due to the fact 
that the effective aperture size for this image is relatively small and equivalent to 
pm/PM  R, or more appropriately, the number of pixels spread across the diameter 
of a sub-image. The spatial resolution of Fig. 2.7 is fundamentally determined by 
the number of microlenses in the MLA and is a direct consequence of the fact that 
the number and spacing of each microlens determine the discretisation of (s, t). This  
latter point represents the most significant trade off associated with unfocused light-
field cameras. Namely, for an image sensor of a given size, the spatial resolution of 
images generated from the data will experience a reduction in spatial resolution by 
a factor of PMR. 

The perspective view image generation process can alternatively be understood 
by considering Fig. 2.8. This figure presents the data captured by an unfocused 
light-field camera in the form of a spatio-angular sample distribution plot. Here, 
the large rectangular boxes represent the information captured by each microlens. 
The horizontal width of the box along the (s, t) axis corresponds to the size of
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Fig. 2.8 a Generation of perspective-views from rays encoded in the s-u plane. b Generation of 
focused-view for an unfocused light-field camera 

the microlens and the vertical height along the (u, v) axis corresponds to the size 
of the main lens aperture. Pixels on the image sensor are represented by thick, line 
segments, which are contained within each microlens and uniformly distributed along 
the (u, v) axis. The generation of a perspective view image can be visualised as 
extraction of only those pixels located at a fixed (u, v) location, shown in Fig. 2.8a 
using a dotted line. Figure 2.8b also illustrates how one would generate a “focused” 
image by integrating the pixels values across a range of (u, v) locations for a fixed 
(s, t) position. This is equivalent to reconstructing light intensity across the entire 
lens aperture by summing up the discretised components. An example of a focused 
image is shown in Fig. 2.9. Due to the integration of all (u, v) content across the 
full aperture, the focused image has a shallow DoF characteristic of conventional 
imaging with a large aperture lens. 

If the focused image is generated by summing across the (u, v) dimension in 
the raw image, the resulting focal plane (i.e. where the object appears sharp) will

(a) (b) 

Fig. 2.9 Example of refocused images generated from the raw light-field image shown in Fig. 2.5
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be coincident with the main lens’ nominal focal plane as set during image capture. 
However, perhaps the most well-known function associated with light-field cameras 
is the ability to computationally refocus an image to a different focal plane after the 
image is taken. An example of computationally refocused images at two different 
planes is shown in Fig. 2.9. The process of computational refocusing can be under-
stood by considering the fact that the image space is a volume containing various rays 
captured by the main lens from the object space. A nominal focal plane only exists 
in so far as that is where the sensor sampled the light-field of the image space. For a 
conventional camera where (u, v) data is absent, images can only be rendered where 
rays are captured. However, with the full set of (u, v,  s, t) data as captured by the 
microlens array, angular information (u, v) can be used to project rays within each 
pixel to any arbitrary planes along the optical axis. Image formation (i.e. integrating 
across rays across (u, v) for each (s, t)) is then performed at these virtual image 
planes, whose rendered image will contain a new focal plane that is associated with 
the virtual image plane’s position.

The processes of image rendering on the nominal focal plane and refocusing are 
contrasted in Fig. 2.10, which is shown in s and u dimensions only for clarity. The 
new focal plane is located a distance S

′
i = αSi from the aperture plane. For α < 1, this  

is equivalent to moving the image sensor closer to the main lens whereas for α > 1,  
this is equivalent to moving the image sensor away from the main lens. Figure 2.10b 
illustrates the fundamentals of this process by considering a virtual image point

(
s ′)

located on the new focal plane. By definition, rendering of a focused image about 
this virtual point s ′ is accomplished by integrating all rays which originate from 
the aperture u-plane (i.e. rays of all angles captured by the main lens) and which 
pass through s ′. The remaining procedure then concerns where on the raw image to 
retrieve the samples needed to perform this integration. Through geometric optics, 
Fig. 2.10b shows that a particular ray sample

(
u0, s

′
0

)
can in fact be retrieved by 

propagating this ray all the way to the MLA plane where the raw data is captured. 
Where

(
s ′
0 − u0

)
is the lateral distance between the ray’s intercepts on the u- and

-plane

-plane 

Virtual Image 
Plane Point In Focus on 

Virtual Image Plane 

Image-Formation = 
Integration of Rays 
Across 

Source of Ray Samples on 
the Raw Image 

Aperture Plane ( ) 
with Discrete 
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Image-Formation = 
Integration of Rays 
Across 

Source of Ray Samples 
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(a) (b) 

Fig. 2.10 Schematic of a generating an image focused at the nominal focal plane and b refocusing 
an image
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s-planes,
(
s ′
0 − u0

)(
Si /S′

i

) = (
s ′
0 − u0

)
(1/α) denotes its intercept with the MLA 

plane. Consequently, in terms of the full 4D light-field L(u, v,  s, t) on the MLA 
plane, a refocused image can be generated by integrating together all of the light rays 
that pass through the main lens aperture plane and crossing through the point

(
s ′, t ′

)
:

I
(
s ′, t ′

) = 
¨ 

pm 

L

(
u

(
1 − 

1 

α

)
+ 

s ′

α 
, v

(
1 − 

1 

α

)
+ 

t ′

α 
, u, v

)
dudv (2.16) 

In comparing the refocused images in Fig. 2.9 to the perspective views in Fig. 2.7, 
the DoF of the refocused images is markedly shallower than the perspective view 
images. This is a direct consequence of the fact that the integration is being carried 
out over the full aperture of the main lens. Similar to the perspective view image, 
the effective spatial resolution of a refocused image is fundamentally constrained 
by the size and number of microlenses, thus representing a significant trade-off with 
unfocused light-field cameras. This trade-off is not as problematic, however, when 
one considers the ability to arbitrarily set the focus of the image after it’s been taken. 

The precise details of the image processing algorithms and numerical methods 
utilised to transform raw unfocused 2D image data into a 4D light-field matrix, and 
the subsequent generation of perspective view and computationally refocused images 
from this data are beyond the scope of this chapter. It is noted, however, that these 
details can have a significant impact on the overall image quality and the potential 
appearance of several different types of image artifacts. Readers interested in learning 
more about such implementations are directed to the open source software package, 
Light-field Imaging Toolkit (Bolan et al. 2016), which contains a graphical user 
interface, a suite of Matlab functions, and sample data that can serve as a convenient 
starting point for exploring some of these issues. 

Imaging Principles of Focused Light-field Camera 

Since the application of focused light-field camera in flow diagnostics is limited 
and nascent, our treatment of this architecture in this chapter will be brief and only 
touches upon several key concepts. 

Following the original work on unfocused light-field camera, a later architecture 
pioneered by (Lumsdaine and Georgiev 2009) is the so-called “plenoptic 2.0” or 
“focused light-field camera”. The microlenses are no longer coincident with the 
main lens’ image-plane, but are rather positioned with respect to the sensor such that 
they are themselves focused on the image-plane. In this manner, the MLA acts as 
an array of microscopic relay lenses replicating small cropped copies of a nominal 
image-plane onto the sensor. 

Using the same example of a point source at the main-lens’ nominal focal-
plane, the resulting ray propagations in a focused light-field system are shown in 
Fig. 2.11a. An array of barely contacting sub-images is also produced (Fig. 2.11b) in
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Fig. 2.11 a Schematic of ray-capturing in a focused light-field camera, b example of how an 
in-focus point source would appear 

the same manner as unfocused light-field camera. However, unlike unfocused light-
field systems, since the MLA’s image is now focused on the main-lens’ nominal 
image-plane, the point source appears in focus. Dependent upon the point source’s 
distance with respect to the nominal focal-plane, copies of the point image may occur 
across multiple sub-images with different degrees of position shifts (i.e. “disparity” 
in the sense of multi-camera stereo-vision) with respect to the microlens’ centre. 
This depth-dependent disparity allows for 3D information to be gleaned in focused 
light-field systems. The illustration shown in Fig. 2.11a is that of a Keplerian config-
uration where the MLA is behind the main lens image-plane, whereas a Galilean 
configuration also exists where the MLA intercepts the rays before the image-plane 
(Lumsdaine and Georgiev 2009). Since the ratio of object distance from the image-
plane to the MLA (do,l ) and the image distance from MLA to sensor (di,l) defines the 
degree of magnification with which the MLA relays the image-plane onto the sensor, 
different trade-off of angular to spatial resolutions can be achieved by changing the 
do,l /di,l ratio. 

Whilst unfocused light-field camera contains a dense distribution of pixels in 
(u, v) at fixed (s, t), the imaging principles in focused light-field camera mean that 
(u, v) and (s, t) are coupled within a microlens. On the s-u plot, as illustrated in 
Fig. 2.12, this means that the samples of each microlens are sheared in the s-
u domain. Herein is the primary distinction of unfocused and focused light-field 
cameras. The former contains dense samples in the (u, v) dimension but is relatively 
sparse in (s, t), whilst the latter may contain different distributions of samples across 
(s, t) and (u, v) depending on the degree of “shear” of each light gray boxes. In 
both conventional and unfocused light-field cameras the distributions of samples are 
locked to hardware, whereas in focused light-field camera the “shearing” of samples 
is directly controlled by tuning the do,l /di,l ratio—a key engineering advantage of 
focused light-field camera. 

Since (s, t) and (u, v) are coupled in focused light-field camera, a “pure” 
perspective-view is very challenging to render. Figure 2.12a shows a naïve way of 
rendering perspective-view from focused light-field camera data: an arbitrary band



2 Light-field Camera Working Principles 27

Fig. 2.12 a Generation of perspective-views from rays encoded in the s-u plane. b Generation of 
focused-view for a focused light-field camera 

of (u, v) is extracted and stitched together. This represents extraction of multi-pixel 
patches from each sub-image for tiling. Though naïvely feasible, this rendering has 
higher (u, v) uncertainty and typically also contains tiling artifacts as (u, v) values 
zipper across the image. Details of artifact minimisation are beyond the current 
scope, but can be found written by (Georgiev and Lumsdaine 2010a, b). Refocusing 
can also be performed in focused light-field camera (Fig. 2.12b), typically to much 
higher spatial resolution than unfocused light-field camera. Though depending on the 
sophistication of the rendering algorithm, tiling artefacts can again emerge. Typically, 
disparities between sub-images are computed using cross-correlation as part of the 
decoding step in focused light-field camera, which indirectly produces a depth map of 
the scene, such that smooth tiling using the correct patch-sizes can be accomplished 
(Georgiev and Lumsdaine 2010a, b). 

Synthetic Image Generation and Point Source Response 

Though much regarding light-field camera design can be accomplished via first-
order approximates and models of optics such as the thin lens equation as discussed 
in the sections above, there comes a point in verifying the design’s performance where 
synthetic light-field images have to be generated and evaluated. For flow diagnostics, 
this often involves simulating the intended camera design’s response to point sources 
that resemble flow-tracing particles (e.g. for PIV applications). This commonly also 
involves generating perspective views from these synthetic images, and processing 
these perspective views through a separate tomography or triangulation algorithms 
to reconstruct 3D particle fields (as is the case for 3D PIV applications). In such 
manners, the impacts of different camera parameters on reconstruction performance 
or any other intended functions can be rapidly evaluated empirically, instead of 
relying on physics-driven optical models, which can quickly become intractable.
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Synthetic image generation fundamentally relies on ray-tracing through the light-
field camera, commonly using the method of Ray Transfer Matrix (RTM) analysis, 
which will be detailed below. The RTM procedure is then combined with a Monte 
Carlo procedure that initiates a rich set of rays emanating from some specified objects 
to the main lens. Once propagated through the entire light-field camera, the collection 
of rays intersect and are recorded on the simulated sensor to form the synthetic image. 
For a PIV-related light-field recording, rays will originate from a point-like object 
resembling a seeding particle. 

The two-plane parameterisation is slightly modified from L(u, v,  s, t) to 
L(x, y, θ, ϕ) for the RTM analysis, where (x, y) and (θ,  ϕ) define the intersection 
location and angle of a ray made with a plane perpendicular to the camera optical axis, 
respectively. Light ray propagation inside an unfocused light-field camera is illus-
trated in Fig. 2.13 (shown in 1D for simplicity). The RTM operators that describe ray 
propagation from the point object P to the sensor plane are described in Eqs. 2.17– 
2.21. In these equations, So is the object distance, Si is the image distance, fm is 
the focal length of the main lens, fl is the focal length of the microlens, pm is the 
aperture of the main lens, pl is the microlens pitch, pp is the pixel pitch, Sx and Sy 
are the shift of microlens centre from the main optical axis. 

Free-space propagation is first used to describe ray propagation from particle P 
having position (x, y, z = zo) to the main lens: 
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In this case (θ,  ϕ) can be randomly seeded by the Monte Carlo algorithm, with 
enough cases to populate the entire range of anticipated angle. Rays travelling through 
the main lens experiences no positional shift, but are refracted in angle using the 
operator: 

Focal Plane Main Lens MLA Sensor 

Optical axis 

Fig. 2.13 Light ray path inside an unfocused light-field camera
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A second free-space operator describes propagation from the main lens to the 
MLA: 
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Followed by refraction through the MLA: 
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In Eq. (2.20), it is necessary to know which microlens the ray intersects, because 
refraction is with respect to the local microlens optical axis, rather than the main 
lens’ optical axis. Finally, the ray travels a short distance ( fl) from the  MLA to CCD  
via free space propagation: 

⎛ 

⎜⎜ 
⎝ 

x ′

y′

θ ′

ϕ′

⎞ 

⎟⎟ 
⎠ = 

⎛ 

⎜⎜ 
⎝ 

1 0  fl 0 
0 1  0  fl 
0 0  1  0  
0 0  0  1  

⎞ 

⎟⎟ 
⎠ 

⎛ 

⎜⎜ 
⎝ 

x 
y 
θ 
ϕ 

⎞ 

⎟⎟ 
⎠ (2.21) 

With the above equations, light-field image of a point light source or a seeding 
particle can be simulated by randomly emanating a large number of rays, which brim 
the main lens aperture. It is found that five million rays are sufficient to generate a 
statistically meaningful light-field image (Shi et al. 2016). As an example, the previ-
ously discussed Fig. 2.4 shows four synthetic light-field images for a point source 
located at four different positions. Such analysis can be very useful in developing a 
new light-field system, as metrics such as resolution, depth precision, and others can 
be estimated directly from the synthesised raw images (Deem et al. 2016; Shi et al. 
2016).
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Light-field Camera Design 

The challenge of designing a light-field camera’s hardware is associated with how 
to precisely align the MLA’s image-plane onto the camera sensor—in addition to 
balancing MLA and sensor performance parameters. This challenge is twofold: (i) 
physically accommodating the small o(0.05 − 5 mm) clearance between MLA and 
sensor, and (ii) the extremely short focal length of the MLA making it orders of magni-
tude more sensitive to misalignment than the main lens. In implementation, dimen-
sional differences between unfocused and focused light-field cameras are minute, 
since the MLA on focused light-field camera is moved only a fraction of a focal length 
relative to unfocused light-field camera’s. However, focused light-field cameras may 
also require additional means of adjusting the MLA image-to-object distance ratio 
by users. Hardware types for both unfocused and focused light-field cameras can be 
categorised into (i) embedded-MLA cameras and (ii) relayed-MLA cameras. Below, 
we discuss aspects of the MLA first, followed by each type of camera architectures. 

Microlens Array 

Aside from lens sizes, the first issue of MLA design involves the packing pattern: 
whether to lay out the microlenses in a simple rectangular grid, a hexagonal honey-
comb grid, or more exotic combinations. In one of the landmark work in light-field 
camera design, (Ng 2006) reported that hexagonal microlens can greatly increase 
pixel usage efficiency over a rectangular microlens. The reason is illustrated via 
Fig. 2.14: a hexagonal packing requires individual microlens to be fabricated in a 
hexagonal shape, whilst a rectangular packing a square shape. Although individual 
microlens can be fabricated into either hexagonal or square form with pixels filing 
the entire area underneath, the circular aperture of the main-lens necessarily means 
that the actual sub-images can only be inscribed circles. In this sense, the hexag-
onal microlens has significantly less unused areas between the circular sub-image 
and the microlens’ border. Note, in both cases, all the rays that fall onto the MLA 
will be captured on a pixel, and therefore light capturing efficiency is the same. 
However, the light will be distributed across more pixels in the case of the hexag-
onal MLA. One distinct advantage of the rectangular MLA is that sampled rays 
can be directly assigned onto the rectangular pixel-grid of a digital image, whereas 
hexagonal-to-rectangular interpolation is required for the hexagonal MLA. The latter 
often results in noticeable interpolation artifacts, especially on supposedly straight 
edges. Thus, the advantages and disadvantages of each MLA packing pattern are 
worth consideration during camera design.
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Fig. 2.14 A comparison of rectangular versus hexagonally-packed MLA and their pixel-use 
efficiency 

Embedded-MLA Light-field Camera 

A generic schematic of an embedded-MLA light-field camera is shown in Fig. 2.15, 
next to a conventional camera, which often acts as a basis for light-field modifica-
tions. Two notable features in a regular camera pertain to designing embedded-MLA 
systems: firstly, for Nikon F-mount cameras (a very common lens format in large 
sensor research cameras) a standard distance of 46.5 mm separates the sensor from 
the lens’ attachment flange, called the flange focal length (FFL). Space within the 
FFL is highly constrained and it is typically difficult to place retrofit components 
(e.g. the MLA) here without modifying the camera. Secondly, a protective glass is 
customarily installed at least several millimetres in front of the sensor to protect the 
chip from dust and foreign objects. As the name suggest, embedded-MLA light-field 
camera has its MLA mounted directly to the sensor, where the MLA’s image-plane 
coincides with the sensor. This brings up the immediate design challenge of clear-
ance and positioning accuracy. For unfocused light-field camera the MLA-to-sensor 
distance is one microlens focal length, and that of focused light-field camera is very 
similar. Most microlenses’ focal lengths are on the order of o(0.05 − 5 mm). Thus,
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Fig. 2.15 Schematic of regular versus light-field camera with embedded MLA 

the protective glass must be removed to accommodate the MLA. Thereafter, the 
MLA can be mounted via low profile adjustment screws or permanently glued with 
precise spacers on the sensor. 

Following MLA installation, the main lens’ flange must also be extended forward 
to account for the shift in image-plane position from the sensor to the MLA. Addi-
tionally, as introduced in Sect. 2.2 Imaging Principles, since F-matching is critical 
to produce contacting but non-overlapping sub-images, a means to precisely control 
the main lens F-number (i.e. aperture) is necessary. Many modern commercial main 
lenses are designed without manual aperture control. Any control is accomplished 
via a lever-pin that extends from the lens’ built-in aperture ring into a matching 
camera’s aperture-control mechanism. Older lenses tend to have manual aperture 
adjustment rings, but controls are usually only available in discrete steps that are 
too coarse for F-matching. Thus, a separate aperture control mechanism is usually 
attached between the main lens and the camera flange to achieve precise F-matching. 
The impact of this mechanism’s thickness on the image distance must be accounted 
for. 

The case-study of a research-grade embedded-MLA light-field camera is 
presented here to illustrate the engineering decisions and process behind developing 
such hardware. The hardware, shown in Fig. 2.16, is an in-house unfocused light-
field camera that was developed at Shanghai Jiao Tong University (Shi et al. 2016) 
specifically for PIV measurements. There are two main considerations in building 
the camera: achieving maximum sampling resolution for the light-field and main-
taining short inter-frame time to allow for PIV cross-correlation with small time-
increments. The first consideration translates to a high-resolution CCD or CMOS 
sensor. Although many digital single-lens reflex cameras (DSLR) that satisfy the 
resolution requirement are commercially available (e.g. Mamiya Phase One iXR
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Fig. 2.16 a In-house assembled light-field camera; b exploded schematic of camera and MLA 
mounting apparatus 

with resolution of 80 Megapixel, and Canon EOS 5D Mark III with resolution of 
50.6 Megapixel), they are inherently unsuitable for PIV applications due to their 
large time interval between consecutive frames. Thus, specialised research-grade 
cameras are required. When the camera in Fig. 2.16 was built in December 2014, 
the highest resolution PIV camera available was the Imperx B6640, which uses a 
KAI-29050 CCD sensor with a resolution of 6600 × 4400 pixels. In addition to 
resolution and inter-frame time, the sensor’s physical dimension is often a secondary 
factor that must be considered. Larger sensors are generally desirable, because for a 
given magnification, lens diameter, and working distance (i.e. given parallax baseline, 
which defines depth uncertainty), the larger sensor can capture a larger field-of-view 
in object space, thus encompassing a larger volume in the case of PIV application. 
For a given pixel size and PMR, a larger sensor is also less demanding on the degree 
of MLA micro-fabrication. Thus, in addition to its high resolution and short inter-
frame time, the B6640’s full-frame sensor dimension of 36 × 24 mm makes it an 
ideal foundation for development. 

The next step in designing the in-house light-field camera is the selection of a 
suitable MLA. An unfocused light-field system typically biases the MLA selec-
tion towards smaller microlens diameters and a hexagonal packing, allowing more 
microlenses to be packed within the sensor’s surface. This is indispensable as one 
microlens approximately equates to one rendered image pixel in unfocused light-field
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camera. However, arbitrarily small microlens cannot be adopted, because smaller 
diameter equates to fewer pixels per microlens, equivalent to lower angular resolu-
tions and shallower DOFs (as discussed in Sect. 2.2.2). For PIV applications where 
the intended subjects are deep volumes, high spatial resolution and high angular 
resolution are both important. The in-house light-field camera was optimised through 
synthetic images to have 14 pixels per microlens diameter, ideal for PIV volumes 
on the order of 35–70 mm in lateral dimension (i.e. M = 0.5–1.0), and 25–50 mm 
in depth (Shi et al. 2016). Having selected the microlens diameter, the focal length 
(or F-number) has to be optimised. The choice of F-number is typically based on 
consideration of intended working distance and available main-lenses. In this case 
a Tamron 60 mm macro lens was considered for achieving M = 1.0, as it has an 
exceptionally large aperture of F-number = 2 (i.e. a large parallax baseline for high 
depth precision). To achieve necessary F-matching whilst fulling utilising the Tamron 
main-lens’ aperture, the MLA needed an F-number of 4. In culmination, the chosen 
MLA is a customised component with hexagonal packing factor, a focal length of 
0.308 mm, F-number of 4, and a resolution of 408 × 314 microlenses across the 
full-frame sensor. 

Given the core components of sensor and MLA, the next consideration involves 
mechanical accommodations, i.e. how to precisely position the MLA at one focal 
length away from the CCD plane, which is 0.308 mm for the current configuration. 
This minimal separation requires removing the protective cover glass from the CCD 
sensor, as the thickness of which is on the order of millimetres. As such, the assem-
bling work was carried out in a Class 1000 clean room to avoid the CCD and MLA 
being contaminated by dusts in the air. The design of the apparatus for suspending the 
MLA precisely in front of the sensor is shown schematically in Fig. 2.16. It consists 
of a milled MLA holder, within which seats the fragile MLA glass. Two brackets 
straddle between the holder and edges of the sensor. Spring-loaded fine-adjustment 
screws are used to achieve precise micrometer-level MLA positioning in 3D transla-
tion and orientation. Raw images achieved on this light-field camera were shown in 
Fig. 2.5, whilst the perspective views were shown in Fig. 2.7 and refocused images 
in Fig. 2.9. 

Other examples of embedded-MLA light-field cameras intended for PIV applica-
tions can be found in (Lynch 2011; Fahringer and Thurow 2012, 2018; Fahringer et al. 
2015), which also discuss the data-processing workflow from imaging to PIV volume 
reconstruction in details. On the other hand, examples of commercially-available 
light-field cameras with embedded-MLA are shown in Figs. 1.5–1.7. These include 
the very early Lytro (Butler 2012; MARKUS 2012; Cho et al. 2013; Dansereau et al. 
2013), then the Lytro Illum (Pierce 2014), and later the VOMMA light-field cameras 
(Ma et al. 2019; Zhao et al. 2020) both of which are unfocused light-field architecture. 
Both models were not optimised for flow diagnostics per se but represent important 
steps in commercialising the technology. Parts of the Lytro cameras such as MLA 
were occasionally re-purposed for research prototypes (Dansereau et al. 2017). The
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Fig. 2.17 Basic schematic of the relayed unfocused light-field camera 

third example is Raytrix’s focused light-field cameras, which were used in general 
3D metrology as well as flow velocimetry. 

Relayed-MLA Light-field Camera 

The second type of light-field hardware, the relayed-MLA camera, is shown in 
Fig. 2.17. As the name suggests, the MLA is now mounted externally to the camera 
body, and a relay lens is used to re-project the MLA’s image-plane onto the sensor. 
This configuration is motivated by the strong preference to avoid risky modifica-
tions to cameras for MLA installation (e.g. the removal of protective glass and risk 
of damaging image sensor), especially if the application is prototyping instead of 
production. As a side benefit, relayed-MLA designs are also inherently convertible 
between regular and light-field imaging without cleanroom operation—an important 
convenience for high-cost cameras shared between groups with different usages. 
Finally, whilst the afore-mentioned benefits are merely conveniences, relaying the 
MLA becomes a necessity when the image-sensing component contains protec-
tive glasses or front windows that simply cannot be removed or thinned down. This 
scenario includes any attempt to couple MLA with an image intensifier whose sensing 
surface is inside an evacuated tube with a thick front window. 

We illustrate the details and performance quirks of relayed-MLA camera via the 
case study of “DragonEye”, an unfocused light-field system designed at Auburn 
University (Tan et al. 2019, 2020) and shown in Fig. 2.18a, b. DragonEye was 
conceived from the outset as a flexible light-field system capable of both kHz-rate 
acquisition for time-resolved 3D PIV, and intensified kHz-rate imaging for flow diag-
nostics applications that extend into the UV or IR ranges (e.g. OH-PLIF, FLEET and 
pyrometry). Hence, a relayed MLA is both preferred for 3D PIV and required for
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Fig. 2.18 Examples of light-field cameras with relayed MLA: a Auburn University’s DragonEye, 
b DragonEye installed on intensifier for low-light/UV imaging, c (Liu et al. 2017)’s caged light-
field system which was used both for macro and microscopic imaging, d Dansereau’s prototype 
monocentric-lens light-field camera (Dansereau et al. 2017), e a more matured version of the proto-
type where MLA mounting has been switched to embedded type. Adapted with permission from 
(Schuster et al. 2019) © The Optical Society 

intensified imaging. Like many prior systems for PIV, unfocused light-field camera 
was adopted for its higher angular resolution and simple (s, t)-(u, v) sampling prin-
ciples. This necessitated both a high-resolution MLA and a high-resolution sensor, as 
was the case for embedded-MLA camera. Following from the heritage of (Fahringer 
and Thurow 2018), DragonEye adopted an existing design of custom MLA with 
hexagonal microlens packing pattern, 0.077 μm microlens diameter, and an F-
number of 4 (i.e. specifications that are also very similar to Fig. 2.16’s MLA). Notably, 
this custom MLA is also of quartz construction as to be UV-transparent. 

Although higher sensor resolution is almost always desired, acquisition speed 
practically limited the maximum resolution which can be obtained. For instance, 
many camera sensors are limited in data throughput, and higher resolutions come at 
the sacrifice of frame rates. At the time of design in 2018, resolution-to-speed trade-
off limited DragonEye’s camera choice to two models: Vision Research’s Phantom 
VEO4k-990 and IDT’s OS10-4 k, both featuring approximately 4000 × 2400px 
resolution and 1 kHz frame-rate. Ultimately, the VEO4k was chosen for DragonEye 
due to its larger sensor size of 27.6 × 15.5 mm compared to the OS10’s 17.9 × 
11.2 mm. On the one hand larger sensor provided better light sensitivity, but more
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critically on the other hand, it provided higher final image resolution when paired 
with the existing MLA (i.e. a larger sensor spans a greater portion of the 35 mm-sized 
MLA, making use of a higher total number of microlenses). 

With the 0.077 μm MLA and VEO4k, the mechanical layout of DragonEye is 
as Fig. 2.18a shows, which in turn was inspired by Fig. 2.18c (Liu et al.  2017). An 
external cage/box-like structure holds the MLA. Internally, this structure contains 
either a focusing tube for axial MLA adjustment or multiple adjustor screws for both 
tilt and travel to facilitate micrometer-level focusing. Relay lenses are attached on 
one end to the MLA structure, and on the other end directly to the camera’s lens 
mount, thereby cutting out any light leakage and constraining all components to a 
common optical axis. In Fig. 2.18c’s design, called the “caged light-field camera”, 
60 mm optical cages and rails provided system rigidity. On DragonEye, rigidity was 
achieved via an optical base plate, which allowed for larger MLA and lenses. 

The use of a large sensor and MLA became a challenge for DragonEye at this 
point. As Fig. 2.17 illustrates, rays exiting the microlenses resemble directed ray-
cones defined by the main lens aperture (see gray dashed lines). Unlike a uniformly 
diffused light source that is identical when imaged from any angle, any part of the 
ray-cone that is not intercepted by the relay lens are lost to the camera. For a light-field 
system, this shows up as clipped sub-images on the edges of raw image (Fig. 2.19b) 
and as severe vignette when rendered into perspective-view or refocused images. 
Thus, the challenge essentially became one of finding a sufficiently large-aperture 
relay lens to encompass the 27.6 × 15.5 mm MLA/sensor. Implicitly, it was also 
a challenge of minimising relay lens working distance via shorter focal lengths, in 
order to minimise any further cone divergence between the MLA the relay’s front 
element. These requirements are difficult to achieve simultaneously, since smaller 
focal lengths equate to smaller lens diameter for a given F-number, and F-numbers 
are limited to 1.2–1.8 on practical lenses. 

Fig. 2.19 a Microlens dots (relay PSF) image, b F-matched image of a white background, c relay 
lens vignette profile, altogether illustrating the challenges of relayed-MLA systems: aberration and 
vignette
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The relay lens’ working distance and aperture requirement touches upon the 
second challenge of designing relayed-MLA systems: optical aberration. Most lenses 
have spherical aberrations and a non-zero field-curvature (i.e. a spherical focal-
plane). On a normal lens these aberrations are noticeable but often acceptable, but on 
the scale of microlens where the relay’s focusing plane must match to the microlens’ 
sub-millimetre focal lengths, tolerances to aberrations are exceptionally low. As noted 
by (Drazic et al. 2012), an insufficiently low curvature may cause parts of the image 
to lose their light-field properties altogether. To further exacerbate design difficul-
ties, aberrations typically worsen with decreasing F-number, placing the aberration 
requirement in direct conflict with the vignette requirement. 

DragonEye’s initial prototype used the Tamron 60 mm F/2 macro lens as relay, 
which had the advantage of unity magnification at the closest working distance of 
just 100 mm. F-number is also very low for its class, and the lens is optimised 
for a low field curvature in macro imaging. Figure 2.19a is a raw image sample 
captured with the 60 mm F/2 arrangement when the main lens aperture has been 
closed down to a minimum (i.e. each microlens which is focused on the main lens 
aperture plane effectively sees a point source, thus characterising the relay system’s 
PSF distribution across the image). Evidently, the 60 mm F/2 lens sharply relayed 
the microlens points in the centre 2/3 of the image (insets 1–2). Inset 3 contains 
noticeable tangential astigmatism, but not to a debilitating extent. In spite of its 
short working distance and low F-number, vignette was an issue using the 60 mm 
F/2 lens. Figure 2.19b shows that when the main lens is F-matched and imaging a 
white surface, microlenses in the centre (inset 1) contain complete sub-images that 
touch without overlapping, whilst insets 2 and 3 contain increasingly clipped off 
sub-images. The intensity distribution of Fig. 2.19b across a horizontal slice in the 
centre of image is plotted in Fig. 2.19c. For the 60 mm F/2 case, vignette occurs 
immediately in off-centre regions. 

The vignette with 60 mm F/2 was deemed unacceptable for DragonEye. A final 
compromised solution was found through a dual-lens relay setup: a Nikon 50 mm 
F/1.2 positioned flange-forward, coupled to a Pentax 70 mm F/2.4 mounted flange-
aft. Mounted flange-forward, the first lens could be positioned within 46.5 mm of 
the MLA image plane (i.e. FFL distance). At the same time, being a double-Gauss 
design, the Nikon 50 mm F/1.2 has one of the largest pieces of flange-side glass of 
any lens, maximising ray capture. The 50 mm Nikon lens positioned at FFL from 
the MLA image plane projects this plane to infinity, whilst a second lens set to 
focused on infinity is needed to reform the final image onto the sensor. A symmetric 
50 mm:50 mm setup did not mitigate vignette sufficiently. Thus, DragonEye’s second 
lens employed a longer focal length to magnify the MLA image by × 1.4 (i.e. zooming 
past the vignette). This also reduces the system’s effective MLA resolution by × 1.4 
(i.e. a smaller portion of the MLA was captured), which was deemed acceptable. The 
final vignette profile is shown in Fig. 2.19c. A 50 mm:85 mm configuration was also 
attempted, but did not reduce vignette sufficiently as to justify its resolution loss. 
Finally, a set of refocused images taken with the DragonEye in its final configuration 
is shown in Fig. 2.20 to provide an example of its performance. Though lower in
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Fig. 2.20 Refocused images 
of ball-bearing plunging into 
a transparent water tank, 
captured with DragonEye 
50 mm: 70 mm configuration 

resolution compared to the embedded-MLA camera discussed in Fig. 2.16, Drag-
onEye is presently the only kHz-rate light-field camera beside Raytrix’s new R21 
model (the latter based on embedded-MLA and focused light-field camera). 

Figure 2.18 contains examples of several other relayed-MLA cameras. This 
includes in Fig. 2.18c of (Liu et al.  2017)’s “caged light-field” design that matches an 
MLA to an Imperx type low-speed camera. Interestingly, this device has been applied 
to macro-scale flow imaging (Qi et al. 2019) as well as microscopic imaging (Song 
et al. 2019). Figure 2.18e is an example of relayed-MLA being used in prototyping, 
prior to transition into a more compact and higher optical quality embedded-MLA 
design on the matured prototype. Here, the motivation was the use of a simple mono-
centric lens in lieu of complex fish-eye design. However, the monocentric lens has
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a spherical image-plane which typically required curved sensors. In this case, light-
field refocusing is used to map a curved image-plane to a flat sensor. The matured 
prototype eschews the relay and directly glues the MLA onto the sensor. 

Microlens Calibration 

Camera calibration for multi-camera 3D measurements and conventional imaging 
involves two parts: establishing the camera’s extrinsic parameters (i.e. the camera’s 
3D position and orientation in a defined real world) and intrinsic parameters (i.e. the 
light projection relationship from a camera-centric 3D world, such as the object space, 
onto the camera’s 2D sensor space). Similar principles apply for light-field cameras, 
since each rendered perspective view can be conceived as an independent camera, and 
a collection of perspective views is identical to images from a set of closely-bundled 
conventional cameras. Since these calibrations relate to image processing and is not 
strictly relevant to light-field camera design, they will not be discussed here, except 
in passing reference to well-established techniques in light-field flow diagnostics, 
such as (Hall et al. 2018)’s polynomial and volumetric dewarping technique, (Hall 
et al. 2018)’s direct light-field calibration, and the plenoptic disk feature and point-
like feature-based methods (O’brien et al. 2018; Shi et al. 2019; Zhao et al. 2020; 
Zhao and Shi 2021), which will be detailed in Chap. 3. Unique solutions presented in 
these techniques can be largely traced to the challenge of establishing calibration for 
o(100) possible perspective views, compared to a conventional system’s 2–4 views 
per measurement setup. 

Instead of calibrating for extrinsic and intrinsic parameters, this section deals 
with how to adjust the MLA for imaging, and subsequently establishing the necessary 
MLA-related parameters to operate the light-field camera once it is assembled. These 
include the steps (shown in Fig. 2.21) of (1) focusing the MLA, (2) microlens centre-
finding, and (3) the afore-mentioned F-matching. 

Step 1 is used to adjust the MLA until it is located at fl from the sensor to 
some tolerance (for an unfocused light-field camera system). Since adjustments may 
be performed via small screws on the MLA holder especially for embedded-MLA 
systems, this step may need to be performed without the main lens. A point light 
source such as an LED is placed at effective infinity relative to the MLA. An image of 
the source is formed within each sub-image. The MLA’s position and orientation are 
then adjusted until the point source appears as sharp as possible within sub-images 
across the entire array. The formation of point-like images for a point source located 
at infinity signifies that the mutual distance between MLA and sensor is now fl . 
Notably, in many light-field cameras the in-plane rotation of the MLA (exaggerated 
in Fig. 2.21) is constrained but otherwise not explicitly adjusted. 

Step 2 is used to establish the  (s, t) coordinates of each microlens’ centre across the 
entire image, such that data extraction could be performed at desired (u, v,  s, t). This  
step quantifies the (s, t) positions and rotational orientation of the MLA relative to 
the sensor. Since the size and position of sub-images are actually not exactly identical
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Fig. 2.21 Steps of setting up a light-field camera for imaging

to the physical microlens, but larger by a degree dependent on Si /di,l ≈ do,l /di,l , 
this step must be performed with the main lens installed and focused on the intended 
target to fix Si . Next, a flat white subject (e.g. well-lit paper) is placed in front of the 
camera, and the main lens’ aperture is turned down to a minimum. Since the size 
of each sub-image is correspondent to (u, v)-range, a minimised aperture creates 
a single point per microlens (for a flat white subject). Each point represents the
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(s, t) position of the microlens centre on the sensor. An example of this image was 
shown in Fig.  2.19a. A straightforward image processing algorithm can then locate 
all bright points in the raw image and associate them with the MLA’s microlens 
centre positions. This data is imperative for later decoding of light-field images into 
perspective views or refocused views.

Finally, step 3 is the F-matching procedures as alluded to in earlier sections. 
Without changing the main lens’ focus, the aperture is widened again until adjacent 
sub-images contact but do not overlap. The light-field camera is now considered ready 
for data acquisition. Notably, for systems such as the DragonEye (Fig. 2.18a) with 
external adjustment screws, steps 1 and 2 may be performed together. Additionally, 
microlens centre-finding may also be performed based on the F-match image, if a 
circle-finding algorithm is instead employed. 

Summary 

The fundamental principles of light-field camera were introduced in this chapter 
using the thin lens equation and conventional imaging as a foundation for discus-
sion. Concepts such as object and image spaces, nominal focal plane and depth-of-
field were highlighted as being directly relevant to image formation for a light-field 
camera. The discussion then concentrated on unfocused light-field systems at length, 
given its prevalence in flow diagnostics, and key concepts such as (s, t) and (u, v) 
sampling, perspective view formation and refocused image formation were intro-
duced. The focused light-field system was presented, but largely in reference to 
works in the wider computational imaging literature due to their still nascent appli-
cation in flow diagnostics. Finally, synthetic image generation was introduced as an 
empirical approach to analyse and optimise camera design parameters. The hardware 
design for various light-field camera architectures was then discussed, followed by a 
procedural description on how to set up and calibrate an MLA within the hardware. 

As of present, camera hardware remains split into the two general categories of 
embedded-MLA and relayed-MLA cameras, with the latter having lower perfor-
mance due to aberrations and vignette introduced by relay lenses. However, the 
latter is still deemed the norm for pairing an MLA with high-speed cameras and 
critical for developing light-field intensified imagers. High-speed light-field cameras 
remain constrained by the pixel-to-speed trade-off for the foreseeable future, though 
progressively more powerful new sensors such as the Gpixel’s Gsprint family of 
sensors with 5120 × 4096pixel in resolution and 1000FPS in speed are continuously 
expanding the design space for light-field devices. 

References 

Bolan J, Hall E, Clifford C, Thurow B (2016) Light-field imaging toolkit. SoftwareX 5:101–106



2 Light-field Camera Working Principles 43

Butler R (2012) Lytro light field camera. Digit Photogr Rev. https://www.dpreview.com/reviews/ 
lytro 

Cho D, Lee M, Kim S, Tai Y-W (2013) Modeling the calibration pipeline of the lytro camera for high 
quality light-field image reconstruction. In: Proceedings of the IEEE international conference on 
computer vision. pp 3280–3287 

Dansereau DG, Pizarro O, Williams SB (2013) Decoding, calibration and rectification for lenselet-
based plenoptic cameras. In: Proceedings of the IEEE conference on computer vision and pattern 
recognition. pp 1027–1034 

Dansereau DG, Schuster G, Ford J, Wetzstein G (2017) A wide-field-of-view monocentric light field 
camera. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp 
5048–5057 

Deem EA, Zhang Y, Cattafesta LN et al (2016) On the resolution of plenoptic PIV. Meas Sci Technol 
27:84003 

Drazic V, Sacré J-J, Schubert A et al (2012) Optimal design and critical analysis of a high-resolution 
video plenoptic demonstrator. J Electron Imaging 21:11007 

Fahringer TW, Lynch KP, Thurow BS (2015) Volumetric particle image velocimetry with a single 
plenoptic camera. Meas Sci Technol. https://doi.org/10.1088/0957-0233/26/11/115201 

Fahringer TW, Thurow BS (2012) Tomographic reconstruction of a 3-D flow field using a plenoptic 
camera. In: 42nd AIAA fluid dynamics conference and exhibit 

Fahringer TW, Thurow BS (2018) Plenoptic particle image velocimetry with multiple plenoptic 
cameras. Meas Sci Technol. https://doi.org/10.1088/1361-6501/aabe1d 

Georgiev T, Lumsdaine A (2010a) Reducing plenoptic camera artifacts. In: Computer graphics 
forum. Wiley Online Library, pp 1955–1968 

Georgiev TG, Lumsdaine A (2010b) Focused plenoptic camera and rendering. J Electron Imaging 
19:21106 

Hall EM, Fahringer TW, Guildenbecher DR, Thurow BS (2018) Volumetric calibration of a plenoptic 
camera. Appl Opt 57:914–923 

Liu Y, Hossain M, Sun J, et al (2017) Design a cage-typed light field camera system for flame 
measurement. IEEE Sens 

Lumsdaine A, Georgiev T (2009) The focused plenoptic camera. In: 2009 IEEE international 
conference on computational photography (ICCP). IEEE, pp 1–8 

Lynch K (2011) Development of a 3-D fluid velocimetry technique based on light field imaging 
Ma H, Qian Z, Mu T, Shi S (2019) Fast and accurate 3D measurement based on light-field camera 
and deep learning. Sensors 19:4399 

Markus (2012) Lytro specifications: a deeper look inside. Light Forum Light F Comput Imaging 
News. http://lightfield-forum.com/2012/11/lytro-specifications-a-deeper-look-inside/ 

Ng R (2006) Digital light field photography. Stanford Univ 
O’brien S, Trumpf J, Ila V, Mahony R (2018) Calibrating light-field cameras using plenoptic disc 
features. In: 2018 International conference on 3D vision (3DV). pp 286–294 

Pierce D (2014) Lytro illum review: this is the camera of the future. In: The verge. http://lightfield-
forum.com/2012/11/lytro-specifications-a-deeper-look-inside/ 

Qi Q, Hossain MM, Zhang B et al (2019) Flame temperature reconstruction through a multi-
plenoptic camera technique. Meas Sci Technol 30:124002 

Schuster GM, Dansereau DG, Wetzstein G, Ford JE (2019) Panoramic single-aperture multi-sensor 
light field camera. Opt Express 27:37257–37273 

Shi S, Ding J, New TH et al (2019) Volumetric calibration enhancements for single-camera light-field 
PIV. Exp Fluids. https://doi.org/10.1007/s00348-018-2670-5 

Shi S, Wang J, Ding J et al (2016) Parametric study on light field volumetric particle image 
velocimetry. Flow Meas Instrum 49:70–88 

Song X, Gu M, Cao L et al (2019) A microparticle image velocimetry based on light field imaging. 
IEEE Sens J. https://doi.org/10.1109/JSEN.2019.2927414

https://www.dpreview.com/reviews/lytro
https://www.dpreview.com/reviews/lytro
https://doi.org/10.1088/0957-0233/26/11/115201
https://doi.org/10.1088/1361-6501/aabe1d
http://lightfield-forum.com/2012/11/lytro-specifications-a-deeper-look-inside/
http://lightfield-forum.com/2012/11/lytro-specifications-a-deeper-look-inside/
http://lightfield-forum.com/2012/11/lytro-specifications-a-deeper-look-inside/
https://doi.org/10.1007/s00348-018-2670-5
https://doi.org/10.1109/JSEN.2019.2927414


44 Z. P. Tan et al.

Tan ZP, Alarcon R, Allen J et al (2020) Development of a high-speed plenoptic imaging system 
and its application to marine biology PIV. Meas Sci Technol. https://doi.org/10.1088/1361-6501/ 
ab553c 

Tan ZP, Johnson K, Clifford C, Thurow BS (2019) Development of a modular, high-speed plenoptic-
camera for 3D flow-measurement. Opt Express. https://doi.org/10.1364/oe.27.013400 

Zhao Y, Li H, Mei D, Shi S (2020) Metric calibration of unfocused plenoptic cameras for three-
dimensional shape measurement. Opt Eng. https://doi.org/10.1117/1.oe.59.7.073104 

Zhao Z, Shi S (2021) Volumetric calibration for scheimpflug light-field PIV. Exp Fluids 62:1–18. 
https://doi.org/10.1007/S00348-021-03350-0

https://doi.org/10.1088/1361-6501/ab553c
https://doi.org/10.1088/1361-6501/ab553c
https://doi.org/10.1364/oe.27.013400
https://doi.org/10.1117/1.oe.59.7.073104
https://doi.org/10.1007/S00348-021-03350-0


Chapter 3 
Volumetric Calibration for Light-field 
Camera with Regular and Scheimpflug 
Lens 

Shengxian Shi, Zhou Zhao, and T. H. New 

Abstract This chapter describes the volumetric calibration methods for light-field 
camera with both regular and tilted main lens. By utilising such light-field image 
characteristics as plenoptic disc feature and point-like feature, methods that could 
accurately establish the correspondence between a tracer particle and its affected 
pixels regardless optical distortion will be detailed here. It will demonstrate how to 
calculate such calibration matrix with a dot array board, and how affected pixels 
of a tracer particle as well as its weighting coefficient could be more accurately 
determined with the calibration matrix, which will lay a solid foundation for 3D 
light-field particle image reconstruction. 

Keywords Light-field calibration · Plenoptic disk feature · Scheimpflug light-field 
imaging · Scheimpflug calibration · Light-field distortion 

Calibration for Light-field Camera with Regular Lens 

For volumetric PIV, a core step is retrieveing three-dimensional information of 
seeding particles, which is normally achieved by the MART method. To accurately 
reconstruct a 3D particle image, a prerequisite is to correctly establish the mapping 
between seeding particle and its affected pixels. For Tomo-PIV, such mapping is 
a one-to-one relation and can be relatively easy determined by traditional camera 
calibration method (Wieneke 2008). For light-field PIV however, such mapping is 
complicated by the “optical coding” of microlens. As illustrated in Chap. 2, seeding
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particle and its affected pixels is a one-to-multiple mapping which varies with the 
particle’s spatial location. If we inspect the light rays of a seeding particle closely 
by Gaussian optics (Fig. 3.1a), we could find such rays will form a plenoptic disk 
feature (here we follow the term defined by (O’brien et al. 2018) on the MLA plane 
(Fig. 3.1b), and eventually produce point-like features (the affected pixels) on sensor 
plane (Fig. 3.1c, d). 

Follow the definition of MART (Eq. 3.1), reconstruct a 3D particle image means 
to iteratively calculate a 3D matrix E

(
X j , Y j , Z j

)
from the 2D matrix I (xi , yi ) (raw 

light-field particle image) with the help of weighting coefficient wi, j . Weighting 
coefficient is the parameter that quantifies the mapping between a voxel

(
X j , Y j , Z j

)

and its multiple affected pixels (xi , yi )
(
i ∈ N j

)
. As illustrated in Fig. 3.1, accurate 

calculation of weighting coefficient wi, j relies on correctly identifying the affected 
pixels (point-like features in Fig. 3.1d) for a seeding particle P , which in turn requires 
precise determination of plenoptic disc feature (Cd f  , Dd f  ), as well as the centre pc 
of each point-like feature (Fig. 3.1b–d). In the next section, it will be detailed how 
to accurately calculate these parameters for each voxel even if optical distortions are

MLA Sensor 

optical axis 

Focal Plane Main Lens 

(a) 

(b) (c) (d) 

Fig. 3.1 a Ray propagation inside a light-field camera (only one-dimensional schematic is shown 
here); b plenoptic disc feature formed on the MLA plane (shown for a hexagonal lenslet); c plenoptic 
disc feature formed on the sensor plane; d synthetic light-field image showing distinctive point-like 
features
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present.

E
(
X j , Y j , Z j

)k+1 = E
(
X j , Y j , Z j

)k
(

I (xi , yi )
∑

j∈Ni 
wi, j E

(
X j , Y j , Z j

)k

)μwi, j 

( 3.1) 

Determination of Plenoptic Disc Feature Diameter 
and Centre 

If MLA is perfectly parallel to image sensor and the main lens is distortion free, we 
could then use thin-lens model to derive the diameter (DCoC) of the plenoptic disc 
feature formed on the MLA plane (which can be called as the diameter of the circle 
of confusion, DCoC) and the diameter (Dd f  ) of plenoptic disc feature formed on the 
sensor plane (Eq. 3.2 and 3.3). Please refer to Fig. 3.1 and nomenclature for specific 
meaning of the symbols. 

DCoC = pm
(
Si 
So 

− Si 
z + So

)
= pm

(

−M − 1 
z 
Si 

− 1 
M

)

(3.2) 

Dd f  = 
Si + fl 

Si 
· pm

(

−M − 1 
z 
Si 

− 1 
M

)

(3.3) 

For a perfect thin lens, we have: 

Si = fm(1 − M) (3.4) 

f# = fm/pm (3.5) 

For a practical light-field camera, offset and/or relative rotation are very likely 
to present between MLA and image sensor. Further, light-field PIV experiments 
normally use fixed focal length main lens, which consists of a number of individual 
lenses. A thin-lens model may result in noticeable ray prediction error. To compen-
sate ray calculation errors due to such optics distortion, five correction parameters 
(k1, k2, k3, k4, k5) are introduced to modify Eq. 3.3. Consider the fact that the focal 
length of lenslet fl is negligible when compared to the image distance Si , the diameter 
of plenoptic disc feature Dd f  can be calculated according to the following equation: 

Dd f  = k1 · pm
(

−M − 1 
k2z+k3x+k4 y+k5 

Si
− 1 

M

)

(3.6)
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As for the plenoptic disc feature centre Cd f  , it is defined as the intersection point 
that main light ray made with the sensor plane (e.g. the red light ray in Fig. 3.1a). 
According to Gaussian optics, propagation of a light ray (e.g. the green light ray 
in Fig. 3.1a) and where it hits the sensor plan can be calculated according to the 
following equation: 

yp = Sy + 
yl + Sy − ym 

Si 
fl = Cl(i) − 

fl 
Si 
ym + 

yl 
Si 

fl (3.7) 

Using triangle similarity, the centre of plenoptic disc feature Cd f  , and the point-
like feature centre, pc, can be calculated from the following equations: 

pc = Cl(i) − 
fl 
Si 
yc (3.8) 

Cd f  = 
yc 
pm 

Dd f  + Cl(i) (3.9) 

pm 
Si 

= 
pl_sensor 

fl 
(3.10) 

Collecting these equations, the diameter and centre of plenoptic disc feature, 
centre of each point-like feature can be related with lenslet centre and lenslet pitch 
(in sensor plane) according to the following equation:

(
Cl(i ) − pc

)
Dd f  + pl_sensor

(
Cl(i ) − Cd f

) = 0 (3.11) 

To implement Eq. 3.6 and 3.11, a calibration board with white dot array is normally 
translated along light-field camera optical axis so as to cover the entire measurement 
volume. By taking light-field images for the calibration board at each discrete posi-
tion, a set of spatial coordinates (P(X, Y, Z )), which are known precisely from 
the calibration board, and their corresponding point-like feature images would be 
obtained. For each calibration dot at a given translation position, there will be more 
than one lenslet that are fully covered by the plenoptic disc feature. As an example, 
there are five lenslets fully covered by the plenoptic disc feature in Fig. 3.1c, each of 
such lenslets produces a group of point-like features in the sensor plane (Fig. 3.1d). 
Therefore, there will be multiple equations formulated for Eq. 3.11 for each calibra-
tion dot. To solve Dd f  and Cd f  from these equations, we need to firstly calculate 
the lenslet centre Cl(i), lenslet pitch (in sensor plane) pl_sensor and centre of each 
point-like feature pc. As detailed in (Ng 2006), lenslet centre can be determined by 
stepping down the main lens aperture to its minimum and capture a light-field image 
for a white plate. The image captured would be an array of white dots in a black 
ground and the lenslet centre coordinate Cl(i ) is then calculated by Gaussian fitting 
the centre of these white dots. On the other hand, centre of each point-like feature pc 
can be calculated by Gaussian fitting with sub-pixel accuracy. Eventually, there will



3 Volumetric Calibration for Light-field Camera … 49

be multiple over-determined equations (e.g. five in Fig. 3.1c) can be used to solve 
Dd f  and Cd f  for every calibration dot P(X, Y, Z ). 

With the calibration dot coordinates P(X, Y, Z ) and their corresponding plenoptic 
disc feature data (Dd f  , Cd f  ), Eq. 3.6 can be solved for the calibration coefficients 
(k1, k2, k3, k4, k5) through the sequence quadratic program (SQP) method. Mean-
while, following equation can be solved for the mapping matrix M4×3. Therefore, 
we could use these calibration coefficients and mapping matrix to determine plenoptic 
disc feature diameter Dd f  and centre coordinate Cd f  for any points in the measure-
ment volume, which will be applied in the following section to calculate weighting 
coefficient wi, j . 

⎛ 

⎝ 
Cd f  (x) 
Cd f  (y) 

1 

⎞ 

⎠ = M4×3 

⎛ 

⎜
⎜ 
⎝ 

X 
Y 
Z 
1 

⎞ 

⎟ 
⎟ 
⎠ (3.12) 

Calculation of the Weighting Coefficient 

Light rays from a seeding particle or a calibration dot would firstly be intercepted by 
MLA and then hit the sensor plane, naturally the weighting coefficient wi, j is divided 
into two portions—lenslet weighting coefficient w1 and pixel weighting coefficient 
w2 (wi, j = w1×w2). w1 is the overlap area between the affected lenslet and plenoptic 
disc feature (i.e. overlap area between red dotted circle and lenslets in Fig. 3.1c), and 
w2 is the overlap area between the affected pixels and point-like features (i.e. white 
dots in Fig. 3.1d). 

The previous step has calculated lenslet centre Cl(i), plenoptic disc feature centre 
Cd f  and diameter Dd f  , from which lenslets affected by a seeding particle (or a 
voxel E

(
X j , Y j , Z j

)
to be precisely) can be correctly identified (i.e. the red lenslets 

in Fig. 3.1c). The weighting coefficient w1 of each lenslet could be determined by 
directly calculating its overlap area with the plenoptic disc feature (e.g. the red dotted 
circle in Fig. 3.1c), or using the Monte Carlo method to ease the code implementation. 
In such method, certain number of random points are generated inside the plenoptic 
disc feature, and w1 is calculated as the percentage of points that fall into the specific 
lenslet. The choice of random points number is a balance between accuracy and 
computational cost. 

Calculating the pixel weighting coefficient w2 fundamentally requires the affected 
pixels be precisely located for each point-like feature in Fig. 3.1d. Let’s take one 
point-like feature (e.g. the one highlighted in red in Fig. 3.1d) as an example to 
illustrate the detailed process. Trace back to its corresponding lenslet (e.g. the one 
highlighted in blue in Fig. 3.1c), the affected pixels should fall in the range covered 
by light rays passing through its upper and lower boundary (−pl /2 ≤ yl ≤ pl /2, see
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Fig. 3.1a, demonstrate in one-dimension), and such range can be calculated according 
to Eq. 3.7. Note that the image distance is far larger than lenslet focal length and 
lenslet pitch (Si � fl , Si � pl ), therefore, 

yl 
Si 
fl in Eq. 3.7 can be safely neglected. 

Take a typical light-field PIV system as an example, the focal length of main lens and 
lenslet are around fm = 200 mm, fl = 0.3 mm, pitch of lenslet and pixel are around 
pl = 0.08 mm, pp = 5.5 μm. Thereby yl Si fl <

0.08 
2×200 × 0.3 mm  = 0.00006 mm, 

which is less than 0.01pixel. Furthermore, the relation between yl and plenoptic disc 
feature parameters can be established using triangle similarity. 

ym 
pm 

= 
Cd f  −

(
Cl(i) + yl Si+ fl 

Si

)

Dd f  
(3.13) 

Finally, the location where a light ray hits on the sensor plane yp can be derived 
from Eqs. 3.7, 3.10 and 3.13. 

yp = Cl(i) + 
pl_sensor

(
yl 

Si+ fl 
Si 

Dd f  

+ Cli − Cd f

)

(3.14) 

If we substitute yl = yp_dn = − dl 
2 and yl = yp_up  = dl 2 to the above equation, 

the affected pixels should fall in the region defined by Eqs. 3.15 and 3.16. Likewise, 
the weighting coefficient w2 could be determined by directly calculating the overlap 
area between each affected pixel and the region determined from Eqs. 3.15 and 3.16, 
or apply a similar Monte Carlo method for a more realisable coding. To implement, 
certain number of random points are generated inside the determined region, w2 is 
then calculated as the percentage of points that fall into the specific pixel. 

yp_dn = 

⎧ 
⎪⎨ 

⎪⎩ 

Cl(i) + 
pl_sensor

(
− dl 

2 +Cl(i )−Cd f

)

Dd f  
, z < 0 

Cl(i) + 
pl_sensor

(
dl 
2 +Cl(i )−Cd f

)

Dd f  
, z > 0 

. (3.15) 

yp_up  = 

⎧ 
⎪⎨ 

⎪⎩ 

Cl(i) + 
pl_sensor

(
dl ·+Cl(i)−Cd f

)

Dd f  

2 
, z < 0 

Cl(i ) + 
pl_sensor

(
− dl 

2 ·+Cl(i )−Cd f

)

Dd f  
, z > 0 

(3.16) 

For an overview of the light-field volumetric calibration method, the above proce-
dures can be summarised as a flowchart in Fig. 3.2. The dense ray tracing-based 
MART reconstruction method (DRT-MART) is included here to demonstrate a close 
loop. The DRT-MART method will be detailed in Chap. 4.
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Take an image for a white board; 
Calculate lenslet centres 

Take images for a calibration board using optical 
settings same as LF-PIV experiment; 

Calculate  and for each 

Fitting and ; 
Find coefficient Mapping  and ; 

Find matrix 

Determine affected pixels for each voxel; 
Calculates weighting coefficient 

Reconstruct particle volume with 
MART based algorithms (Shi et al. 2017) 

Fig. 3.2 Flowchart of the volumetric calibration method (steps in black boxes), the reconstruction 
step is also shown in dotted box for completeness. Source Shi et al. 2017 

Simulation Studies 

To demonstrate performance of the volumetric calibration method, a series of simula-
tion tests were performed with synthetic light-field images, which are generated using 
distortion free, thin-lens model. The calibration method was validated by directly 
comparing synthetic images with the affected pixels which are predicted by the 
calibration model. 

Optical parameters for generating synthetic light-field images are identical to the 
in-house 29 M light-field camera (Table 3.1). To be specific, an artificial calibration 
board measures 36.3 × 24.2mm and contains 13 × 9 white dots array (2.5mm grid 
spacing) was traversed along optical axis (z-axis) in a range of −10 mm ≤ z ≤ 
10 mm (0.5 mm step-interval). Follow procedures detailed in Chap. 2, synthetic 
light-field images were generated by propagating a large number of light rays (e.g. 
5,000,000 light rays) from a calibration dot (simulated as a point light source), through 
the main lens and MLA, until they reach the pixel plane. In such way, 41 synthetic 
light-field calibration images were generated such that there are in total 13 × 9 ×
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Table 3.1 Optical 
parameters for synthetic 
light-field image generation 

Parameter Value 

Pixel resolution 6600 × 4400 
Pixel size 5.5 µm 

MLA resolution 450 × 350 
Lenslet size 77 µm 

Lenslet focal length 308 µm 

Main lens focal length 200 mm 

Main lens f number 4 

Simulation volume 36.3 × 24.2 × 20 mm 

Magnification − 1 

41 = 4797 calibration dots available to calculate coefficients (k1, k2, k3, k4, k5) and 
mapping matrix M4×3 from Eqs. 3.6 and 3.12. Follow procedures in Fig. 3.2, the  
calibration coefficient and mapping matrix were determined as below for the above 
synthetic light-field image set. 

(k1, k2, k3, k4, k5) = (1.009, 1.0021, −0.0007, 0.0016, 0.0086) 

M4×3 = 

⎡ 

⎣ 
−1.5467e + 002 +1.1081e − 004 
−1.6632e − 003 +1.5467e + 002 
−9.0152e − 007 +1.4232e − 007 

+7.6924e + 000 +3.2995e + 003 
+5.0254e + 000 +2.1995e + 003 
+2.3104e − 003 +1.0000e + 000 

⎤ 

⎦ 

We could take one calibration dot (e.g. P(X, Y, Z ) = (0, 0, −2.0)mm) to validate 
the calibration results. The calibration dot synthetic light-field image is shown in 
Fig. 3.3a, its calculated weighting coefficient w is plotted as a grey scale image 
(normalise and convert into 0–255) in Fig. 3.3b. A side-by-side comparison reveals 
that the calculated weighting coefficient faithfully reflects the location and extent of 
affected pixels for a calibration dot. For a more quantitative evaluation, the affected
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Fig. 3.3 a Synthetic light-field image of a calibration dot at (P(X, Y, Z ) = (0.0 − 2.0)mm); b 
corresponding weighting coefficient calculated with the proposed calibration method (plotted as 
grey scale image for better comparison); c error distribution of the calculated point-like feature 
centre pc
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pixel clusters were identified by the calibration method for each calibration dot, and 
their centre coordinates pc are calculated using weighted centroid method. On the 
other hand, centre coordinates of point-like features are directly calculated from every 
calibration dot synthetic light-field image and use as the ground truth. The cumulative 
distribution function (CDF) of the absolute errors between pc and the ground truth is 
calculated for all 41 synthetic light-field calibration images. As shown in Fig. 3.3c, 
over 95% of identified pixel clusters have an absolute error lower than 0.5 pixel, 
which proves a high calibration accuracy for the current method.

Calibration Experiment 

Simulation studies could only validate the calibration method under ideal conditions, 
calibration experiments are carried out here to further test its performance when lens 
aberration and optical window distortions are present. A typical light-field camera 
calibration setup is shown in Fig. 3.4a, which consists of a light-field camera, a glass 
that is identical to optical window in the test section, a linear translation stage and a 
calibration board. 

A 21 × 15 white calibration dot array (0.2 mm  diameter) with a grid spacing of 
2.5 mm  was laser-etched on a matt black aluminium board (Fig. 3.4b). The calibration 
board was traversed by a Thorlabs LNR50S/M linear translation stage (resolution 
0.1 µm) to-and-fro of the focal plane to cover the entire measurement area (e.g. 
−10 − 10 mm). Calibration images were taken at 0.5 mm  step-interval with optical 
setting (e.g. main lens type, focal distance, main lens aperture) exactly same as light-
field PIV experiments, such that any optical imperfections during the experiment 
are faithfully recorded in the calibration images. In total, there are 41 light-field 
calibration images captured by the in-house 29 M light-field camera (with Micro-
NIKKOR 200 mm lens), which produces 21 × 15 × 41 = 12915 calibration dots to 
solve Eqs. 3.6 and 3.12. The calculated calibration coefficient and mapping matrix 
for current experiment are: 

Fig. 3.4 a Schematic of the calibration setup, and b the calibration board
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(k1, k2, k3, k4, k5) = (0.7322, 0.9882, 0.0145, 0.0231, −0.2) 

M4×3 = 

⎡ 

⎣ 
+1.7765e + 002 +1.2227e − 001 
−3.7039e − 001 +1.7740e + 002 
+6.5267e − 006 −2.3101e − 005 

+4.9384e + 000 +3.3106e + 003 
+1.6402e + 000 +2.2286e + 003 
+8.2910e − 004 +1.0000e + 000 

⎤ 

⎦ 

With these calibration data, pixel clusters affected by each calibration dots can be 
determined by Eqs. 3.15 and 3.16, and centre pc of each cluster can be calculated 
by weighting centroid method (e.g. green circle signs in Fig. 3.5). To evaluate the 
calibration performance, pixel cluster centre pc is compared with two sets of data, 
one being calculated directly from light-field calibration images (ground truth) and 
the other one predicted by a ray tracing method (reference data). The ground truth 
data were calculated with weighted centroid method for each real bright pixel cluster 
(e.g. red plus signs in Fig. 3.5). For the reference data, affected pixel clusters for each 
calibration dot are identified by tracing 5,000,000 random light rays from the cali-
bration dot spatial location to the sensor plane (with thin lens model, in a similar way 
as generating a synthetic light-field image). Again, the reference data are calculated 
from the estimated pixel clusters with weighted centroid method (e.g. yellow cross 
signs in Fig. 3.5). The ray tracing method does not take any optical imperfections into 
account. As Fig. 3.5 shows, the reference data deviate significantly from the ground 
truth, indicating optical distortions cannot be neglected. On the other hand, pixel 
cluster centres predicted by the calibration method match generally well with the 
ground truth. 

For a more quantitative assessment, pixel cluster centres are calculated for all 41 
light-field calibration images, and compared with the ground truth for both calibration 
and ray tracing methods. The CDF of pc absolute error (in x- and y-direction) is 
plotted in Fig. 3.6a for both calibration and ray tracing methods, which demonstrates

(a) (b) 

Fig. 3.5 a An example of light-field image for one calibration dot, showing the real centre of 
affected pixels, together with results from ray tracing and volumetric calibration method, b magnified 
view for a better appreciation of the differences between two methods
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Fig. 3.6 a CDF error distribution of the detected point-like feature centre, b error distribution of 
the detected point-like feature centre along depth direction 

that about 98% affected pixel clusters can be correctly identified (with absolute pc 
error less than 1 pixel). Whereas, there are less than 18% affected pixel clusters 
can be correctly identified by the ray tracing method, due to the significant optical 
distortions in real experiments.

However, such data only represents calibration performance for discrete locations 
since calibration board images were only taken at 41 positions. To find out how 
accurate predictions can be achieved by the calibration coefficient (k1, k2, k3, k4, k5) 
and mapping matrix M4×3 for entire measurement volume, the absolute pc errors 
are plotted along optical axis for both calibration and ray tracing methods (Fig. 3.6b). 
Although the calibration method performs generally better than the ray tracing one, it 
cannot actually predict the affected pixel clusters for the entire measurement volume. 
Only in the regions (−10 ≤ z ≤ −3) and (3 ≤ z ≤ 10) where affected pixel clusters 
can be correctly identified (absolute pc error less than 1 pixel), for areas near the 
focal plane, there is a distinct increase in pc errors. Recall the principle of light-
field imaging (Chap. 2), for calibration dots near the focal plane, light rays would 
focus on fewer lenslets, and the extreme scenario happens at the origin of focal plane 
(O(0, 0, 0)), where light rays will focus on only one lenslet. Consequently, there will 
be few (or only one at O(0, 0, 0)) lenslets fully covered by plenoptic disc feature, 
and hence fewer numbers of Eq. 3.11 are available to calculate Dd f  and Cd f  . 

Calibration for Light-field Camera with Scheimpflug Lens 

There are situations where Scheimpflug lens is necessary for light-field imaging, 
e.g. off-axis imaging due to limited optical access, and to align the focal plane for
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dual light-field camera configuration. Scheimpflug lens will further complicate ray 
propagation inside a light-field camera and significantly alter the mapping relation 
between a seeding particle to its affected pixels. We shall again use the unique 
plenoptic disk feature and point-like features, and jointly apply Scheimpflug imaging 
principle to establish the mapping relationship between a voxel and its affected pixels. 

Based on thin lens model and Scheimpflug imaging principle (Merklinger 1996), 
the optical model of a Scheimpflug light-field camera is illustrated in Fig. 3.7. As  
it shows, main lens plane, focal plane and MLA plane intersect along one line (the 
Scheimpflug line, Ls), which is determined by Scheimpflug rule. In addition, parallel-
to-film plane (PTF plane) and focal plane intersect along the Hinge line, and the 
separation between main lens plane and Hinge line is fm (Hinge rule). Therefore, 
once the tilted angle (γ ) between main lens plane and MLA plane is set, a Scheimpflug 
light-field configuration is uniquely determined. 

Refer to Fig. 3.7a, the coordinate frame of Scheimpflug light-field camera is 
defined as follows, O−XY  Z  denotes lens coordinate system (LCS), point O(0, 0, 0) 
is main lens optical centre, and OZ is the optical axis.Om(0, 0, − Si ) is the intersec-
tion point between optical axis and MLA plane. In addition, we define Op − UV  as 
2D pixel coordinate system (PCS), where point Op is the projection of Om on sensor 
plane. To simplify the discussion, MLA coordinate system will not be independently 
defined, instead it will be indirectly represented in PCS. For instance, the coordinate 
of Om will be described as Om

(
Ou 

p, Ov 
p

)
in the following part. 

Based on such coordinate systems, we use (Px , P y, Pz) to denote the coordinate 
of a seeding particle P , and Q(Qx , Qy, Qz) to represent coordinate for its converging 
imaging point. From thin lens model, we have 

1 

S ′
o 

+ 
1 

S
′
i 

= 
1 

Pz 
+ 

1 

−Qz 
= 

1 

fm 
(3.17) 

where Pz is the Z -direction distance from seeding particle P to main lens, −Qz(S
′
i ) 

is the Z -direction distance from Q to main lens, and fm is the focal length of main 
lens. Also, there always exists a light ray (the blue dashed line POQ  in Fig. 3.7a) 
passing through seeding particle P , main lens centre O , and converging point Q. 
From triangle similarity and Eq. 3.17, the relationship between P and Q can also be 
modelled as 

⎡ 

⎣ 
Qx 

Qy 

Qz 

⎤ 

⎦ = 
−S′

i 

S′
o 

⎡ 

⎣ 
Px 

P y 

Pz 

⎤ 

⎦ = fm 
fm − Pz 

⎡ 

⎣ 
Px 

P y 

Pz 

⎤ 

⎦ (3.18) 

Recall that the angle between main lens plane and MLA plane is γ , the projection 
of Q on MLA plane Q1(Qu, Qv ) can be represented as:

[
Qu 

Qv

]
=
[

Ou 
p + 1 

pp 
Qx 

Ov 
p − 1 

pp

[
(Si + Qz) sin γ − Qy cos γ

]

]

(3.19)
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Fig. 3.7 a Optical configuration and light propagation process of the Scheimpflug light-field camera 
(only one-dimensional schematic is shown here), b plenoptic disc feature corresponding to a point 
P formed on the MLA plane, c point-like features corresponding to a point P formed on the sensor 
plane, d the region of the point-like pattern can be determined by the boundaries of the micro-lens
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The distance Qd between Q and Q1 can be modelled as: 

Qd = 
1 

pp

[
Qy sin γ + (

Si + Qz
)
cos γ

]

= 
1 

pp

[
fm 

fm − Pz 
P y sin γ +

(
Si + fm 

fm − Pz 
Pz

)
cos γ

]
(3.20) 

Due to the inclination of MLA and sensor plane, plenoptic disc feature formed 
on MLA plane is elliptic instead of circular (Fig. 3.7b, (Evens 2008a, b)), and the 
affected pixels (point-like features) are scattered in an elliptic region (Fig. 3.7c). From 
Fig. 3.7a, coordinate of point-like feature pc can be derived with similar triangles 
(Eq. 3.21), where lenslet centre Cl can be determined in a similar fashion as previous 
section. Notice that the calculated coordinate of Cl is actually its perpendicular 
projection

(
hu c , hv 

c

)
on the sensor plane.

[
pu c 
pv 
c

]
=
[
hu c 
hv 
c

]
+ 

fl 
Qd

([
hu c 
hv 
c

]
−
[
Qu 

Qv

])
(3.21) 

To further identified the affected pixels (point-like features), it will firstly need to 
determine the region that covered by affected lenslet, which could be achieved by 
tracing light rays that pass the edge of lenslet. Take the lenslet shown in Fig. 3.7d as  

an example, its edge can be defined as lup
(
hu c , hv 

c + pl 
2 pp

)
and ldn

(
hu c , hv 

c − pl 
2 pp

)
. 

According to Gaussian optics, light ray →Qlup (the upper green dashed line in 

Fig. 3.7d) can be denoted as 
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, where
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)
is the angle that the 

light ray made with MLA plane. Location where this light ray hits on sensor plane 
can be calculated according to: 
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and

(
μup  

σup

)
can be calculated as

(
μup  

σup

)
=
( hu c−Qu 

Qd 

hv 
c+ pl 

2 p p 
−Qv 

Qd

)

(3.23)
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Therefore, region of point-like features (affected pixels) that confined between 

light rays 
−−→
Qlup and 

−−→
Qldn can be calculated from following equations: 
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(3.24) 

Plenoptic Disk Feature Extraction 

Let’s now trace back to MLA plane to find out affected lenslets, which are covered by 
an elliptic plenoptic disk feature (Fig. 3.7b). To do that, we trace light rays that pass 
through edge

(
M
(
0, pm 2 , 0

)
, N

(
0, − pm 2 , 0

))
of the main lens (Fig. 3.7a). Locations 

where they hit the MLA plan can be calculated from similar triangles. To differentiate 
from circular plenoptic disk feature, we rename the elliptic one as ellipse of confusion 
(EoC).

{
QQ1 
MM1 

= EoCM Q1 
EoCM M1 

QQ1 
NN1 

= EoCN Q1 
EoCN N1 

(3.25) 

The centre of EoC can be formulated as 

CEoC = 
1 

2 
(EoCM + EoCN ) (3.26) 

The length of EoC major axis be calculated from 

Dmajor 
EoC = 

1 

2
|EoCMEoCN | (3.27) 

Likewise, if we trace light rays through the edge of main lens along X -axis 
(G
( pm 

2 , 0, 0
)
, H

(− pm 2 , 0, 0
)
, location where they reach the MLA plane (EoCG , 

EoCH ) can be determined by similar triangles. Length of the EoC minor axis can be 
calculated as 

Dminor 
EoC = 

1 

2
|EoCGEoCH | (3.28)
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Calibration for Optical Distortions 

At this point, the affected lenslets and pixels for any given seeding particle (spatial 
voxel) P can be determined from distortion free thin-lens models (Eqs. 3.24, 3.26– 
3.28). However, these models are rather ideal and cannot be applied directly. Firstly, 
the intersection point Om between optical axis and MLA plane is normally difficult 
to determine. Secondly, tilted-angle marked on Scheimpflug adapter can only serve 
as a guidance, accurate angles γx (sensor rotation angle along X -axis) and γy (sensor 
rotation angle along Y -axis) are impossible to derive from the marked numbers. 
Finally, there are optical distortions caused by main lens, optical window as well as 
misalignment between MLA and sensor plane. 

Figure 3.8 plots a modified optical model that takes main lens imperfection into 
account. If we set the main lens aperture to minimum, and take a light-field image 
for a white board, the recorded pattern would be the projection of light rays that pass 
through main lens aperture centre A and lenslet centre (e.g. gc and the red dotted 
line in Fig. 3.8). Further, if we take a light-field image for a collimator without the 
Scheimpflug main lens (collimator-pattern image), the perpendicular projection hc 
of micro-lens centres Cl can be calculated from such image. As such, the perpendic-
ular projection A1(Au, Av ) of aperture centre A and the distance AA1(Ad ) can be 
determined by similar triangles. 

gchc 
lc A1 

= fl 
AA1 

(3.29) 

Fig. 3.8 Ray propagation model for Scheimpflug light-field camera (taking main lens imperfection 
into account)



3 Volumetric Calibration for Light-field Camera … 61

From the collimator-pattern image, each lenslet can provide one equation for 
A1(Au, Av ) and AA1(Ad ), hence the aperture centre A can be accurately determined 
by solving the overdetermined Eq. 3.29 with least square method. Consequently, we 
can determine the intersection point R(Ru, Rv ) which is made by light ray →PAQ  

(the blue dotted line in Fig. 3.8) and MLA plane. Studies have shown that difference 
between R and the CEoC (Fig. 3.7b) is small and can be neglected (Evens 2008a, b). 

Before deriving corrected model for plenoptic disk feature and point-like features, 
we should update main lens aperture pm with effective aperture Am , which is given 
by Eqs. 3.30 and 3.31. 

Am 

Ad 

cos γ 

= 
pl 
fl 

= 1 

f#(1 − M) 
(3.30) 

Am = 
Ad 

cos γ 
pl 
fl 

(3.31) 

Since the tilted-angle cannot be precisely acquired, a correction factor k is 
introduced to compensate the prediction error of the major/minor axis length of EoC:

{
Dmajor 

EoC = k × 1 2 |EoCMEoCN | 
Dminor 

EoC = k × 1 2 |EoCGEoCH | (3.32) 

In the next, the pixel coordinate of Q1(Qu, Qv ) can be derived as � QR  Q1 ∼�
AR  A1 

Qu,v = Ru,v − 
Qd 

Ad 
Ru,v (3.33) 

Recall theoretical Eq. 3.20, Qd is a function of f
(
Qu, Qv , Pz, γx , γy, fm, pp

)
. 

To implement, we use the three-order polynomial to approximate: 
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(3.34) 

To calculate polynomial coefficients a0−19, a calibration board is implied and 
calibration images are captured in a similar fashion as previous sections. Processing 
these images with Eqs. 3.21, 3.27, 3.28, 3.33, we can calculate Dmajor 

EoC , D
minor 
EoC , 

Q
(
Qu, Qv , Qd

)
and R(Ru, Rv ). As spatial points P(Px , P y, Pz) are known
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precisely from the calibration board, we can solve Eq. 3.32 and Eq. 3.34 for correc-
tion factor k and polynomial coefficients a0−19, respectively. Further, the data set 
P(Px , P y, Pz) and R(Ru, Rv ) can be used to determine the mapping matrix M4×3 

according to: 

⎛ 

⎝ 
Ru 

Rv 

1 

⎞ 

⎠ = M4×3 

⎛ 

⎜ 
⎜ 
⎝ 

Px 

P y 

Pz 

1 

⎞ 

⎟ 
⎟ 
⎠ (3.35) 

To summarise, the flow chat of calibration method is shown in Fig. 3.9, where the 
DRT-MART reconstruction step is included for the sake of completeness. 

Calibration Experiment 

To verify the calibration method, tests were performed with an experimental system 
shown in Fig. 3.10. The system consists of an in-house 29 M light-field camera, 
Micro-NIKKOR 200 mm main lens which was tilted to around 5◦ via a commercial 
Scheimpflug adaptor, a calibration board containing 21 × 15 white dot array (same 
as previous section). The calibration board was traversed to-and-fro of the focal 
plane in the range of −12.5–12.5 mm with a 0.5 mm step-interval along the Zw-
axis ((Thorlabs LNR50S/M, resolution 0.1 μm). There are in total 51 light-field 
calibration images were captured (21 × 15 × 51 = 16065 calibration points). 

Following procedures described in Fig. 3.9, plenoptic disc feature centre 

R(Ru, Rv ) and diameter
(
Dmajor 

EoC , Dminor 
EoC

)
, as well as converging imaging point 

Q
(
Qu, Qv , Qd

)
are calculated for every calibration dot. Then the calibration coef-

ficients a0−19, correction factor k and mapping matrix M4×3 can be obtained. To 
evaluate the calibration performance, centre of every point-like feature in the cali-
bration image is calculated with weighted centroid method, and is served as ground 
truth (e.g. green � in Fig. 3.11). On the other hand, centre of affected pixel cluster 
which is identified by the calibration method, is marked as red ∗ for a direct compar-
ison. Figure 3.11 plots such data for a calibration dot at (−3, −3, −12.5), which 
demonstrates that, especially the zoom-in section, the affected pixel clusters can be 
correctly identified by the calibration method, and their predicted centre pc matches 
well with ground truth. 

For a more quantitative assessment, 51 calibration images were processed with 
the calibration method, and the predicted pixel cluster centres are compared with 
ground truth. The absolute errors in u− and v−direction as well as nominal distance 
error are plotted in Fig. 3.12. As shown in Fig. 3.12a, over 98.8% of the affected 
pixel clusters can be accurately identified (absolute pc error less than 1 pixel). In 
addition, majority of nominal distance error falls in range [0, 1] pixel, and the mean 
error is around 0.423 pixels (Fig. 3.12b). To reveal the calibration performance for
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Fig. 3.9 Flowchart of the calibration method for Scheimpflug light-field, the MART reconstruction 
step is also shown in dash box for completeness. Source Shi et al.  2019
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Fig. 3.10 Schematic of the calibration setup

entire measurement volume, the absolute errors in u− and v− direction as well as 
nominal distance error are plotted along depth direction (Fig. 3.12c). A similar trend 
as Fig. 3.6b can be observed, calibration error is lower at far sides and reaches a 
peak near the focal plane. The reasons are also similar, for calibration dots near 
the focal plane, light rays tend to focus on fewer lenslet, meaning fewer micro-lens 
are covered. As a result, there are fewer point-like features that could be used to 

calculate plenoptic disc feature (R(Ru, Rv ), Q
(
Qu, Qv , Qd

)
and

(
Dmajor 

EoC , Dminor 
EoC

)
). 

The highest error happens at the origin of focal plane P(0, 0, 0), where light rays are 
focused on only one lenslet and only one equation can be established. In this case, 
the calibration equations cannot be solved.
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pixel cluster centre determined by the calibration method 

pixel cluster centre calculated directly from calibration image (ground truth) 

Fig. 3.11 An example of light-field image for one calibration dot, showing together the real centre 
of affected pixels, together with results from the calibration method
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Chapter 4 
Light-field Particle Image Velocimetry 

Shengxian Shi, T. H. New, and J. Soria 

Abstract This chapter describes the fundamental principles of Light-field particle 
image velocimetry (LF-PIV) where accurate detection and reconstruction of seeding 
particle locations for 3D flow field measurements are of primary concern. Recon-
struction of raw light-field particle images and their post-processing based on the 
dense ray-tracing MART (DRT-MART) approach will firstly be covered, before LF-
PIV approach is compared to current Tomo-PIV approach to better understand their 
unique advantages and disadvantages. A dual light-field camera approach to further 
improve upon a single light-field camera-based LF-PIV will also be described and 
discussed here. 

Keywords Light-field PIV · MART · Light-field reconstruction · Weighting 
coefficient · PIV 

Introduction 

The development of LF-PIV can be better appreciated from a brief history of the 
authors’ earlier works involving other PIV approaches. In earlier investigations, most 
of the authors’ experiments surrounded the use of relatively straight-forward and cost-
effective in-house 2D time-resolved particle image velocimetry (TR-PIV) systems. 
These systems typically comprised of a 532 nm, continuous-wave laser which would 
be formed into thin laser sheets using appropriate beam steering and sheet-forming
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optics for illumination purposes. A high-speed camera would then be used to capture 
the seeded flow fields at a sufficiently high frame-rate (and hence, short-time interval
Δ t) to resolve the transient motions associated with the flow scenarios. After careful 
calibrations similar to conventional 2D-PIV approaches, the captured particle images 
could then be post-processed sequentially with the known time interval to arrive at 
the velocity components based on the typical cross-correlation processing. The main 
difference between such a TR-PIV approach and conventional 2D-PIV approaches 
lies in the elimination of the need for a more costly double-pulsed laser and trig-
gering systems. Having said that, the maximum velocity limit for such in-house 
TR-PIV systems is constrained by the high-speed camera maximum frame-rate, 
since the minimum time interval is entirely dependent upon it. Furthermore, as the 
high-speed camera frame-rate increases (with shorter exposure time), the power level 
required from the continuous-power laser increases as well. Hence, such in-house TR-
PIV systems were used for low-to-moderate flow velocities involving water-based 
experiments, at least for the authors. 

The effectiveness of the above in-house TR-PIV systems can be seen in the 
range of the flow scenarios studied by the authors over the years, especially when 
information on the transient flow behaviour and quantities are desired. The avail-
ability of temporally-resolved velocity field data from the use of these systems also 
offered a major benefit, in terms of enabling further data-reduction to obtain phase-
averaged, Proper Orthogonal Decomposition (POD) and Dynamic Mode Decom-
position (DMD) results, take for instance. Provided that sufficiently large number 
of data is captured over an adequate number of flow cycles (if the flow scenario is 
cyclical), mean velocity fields and other derived flow quantities are also possible. 
However, it has to be mentioned that the TR-PIV approach remains 2D in nature and 
measurements taken along multiple planes continue to be required to provide a more 
3D appreciation, especially when attempting to explain the flow physics underpin-
ning the various flow mechanisms. The next logical step will be to utilise Tomo-PIV, 
though its multi-camera approach is generally more costly and complex, as well as 
potentially taking up more experimental space. As such, it may not always be the 
most ideal technique to capture 3D flow measurements non-intrusively. 

On the other hand, the idea of using a plenoptic or light-field camera for measure-
ment purposes was explored through a series of systematic studies since the early 
2010s, especially by B. Thurow at Auburn University. These developments initially 
focused on particle-image velocimetry before branching out into other areas such 
as Background-Oriented Schlieren (BOS), depth measurements, high-temperature 
measurements, time-resolved measurements and other measurement applications. 
Whilst the idea of light-field cameras is not new with the first practical implemen-
tation demonstrated almost 20 years earlier, where it was shown that light-field 
cameras could be implemented in a straight-forward manner by putting a layer of 
MLA slightly ahead of the camera sensor (Adelson and Wang 1992), it was in 2004 
and thereafter that these cameras were explored for more commercial usage. The 
ability to make use of the depth information from light-field cameras to refocus a 
photo after it has been taken was initially heralded as a breakthrough in photography, 
though the initial enthusiasm did not catch on with the professional photographers
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and sales of consumer level light-field cameras did not meet the targets. Unfortu-
nately, they were eventually discontinued but this proved to be step forward towards 
cost-effective light-field cameras that are well-understood. It was around this point 
that B. Thurow started to explore the use of light-field cameras for PIV and other 
flow related measurements (Lynch and Thurowy 2011; Fahringer and Thurow 2012; 
Lynch et al. 2012; Fahringer and Thurow 2013, 2014, 2015; Thurow and Fahringer 
2013; Thomason et al. 2014; Fahringer et al. 2015; Deem et al. 2016; Roberts and 
Thurow 2017; Klemkowsky et al. 2017; Hall et al.  2018, 2019, amongst others). 
These studies motivated many further studies, especially those conducted by the 
authors in terms of furthering the use of light-field cameras in flow measurements 
and other applications. This chapter will summarise the authors’ journey in laying 
out the design, construction, implementation and post-processing details that pertain 
towards the use of light-field cameras for measuring a wide range of flow scenarios. 
In particular, the authors’ specific approaches towards an efficient and accurate post-
processing algorithm with modern high-speed GPUs will be described here, with a 
view towards real-time or almost real-time post-processing as the end-goal in mind. 

Dense Ray Tracing-based MART 3D Reconstruction 
of Light-field Particle Images 

Light-field particle reconstruction is similar to Tomo-PIV in the sense that they both 
rely on 2D projections of a tracer particle to reconstruct its 3D image. It is therefore 
reasonable to expect that MART approach would be a desirable alternative for solving 
such inverse problem in LF-PIV, as it has been shown to be a very robust one in Tomo-
PIV (Scarano 2013). However, the fundamental difference is that rays from a tracer 
particle in LF-PIV would be recorded by multiple pixels beneath different lenslet 
(Fig. 2.4), whereas in Tomo-PIV rays from a tracer particle are recorded by multiple 
cameras from different perspectives. Such a discrepancy would imply a significant 
challenge when applying MART in light-field particle image reconstruction. For 
Tomo-PIV, the weighting coefficient could be directly calculated according to the 
intersection of voxel and pixel line-of-sight, which is normally determined directly 
from multiple camera calibration (Wieneke 2008, 2018). In contrast, the correspon-
dence of voxel and pixel in light-field imaging is a one-to-multiple mapping (i.e. one 
voxel affects tens of pixels) as detailed in Chap. 3. As such, the storage of weighting 
coefficient and direct MART reconstruction are very time-consuming and computa-
tionally intensive. For example, the weighting matrix for a 300 × 200 × 200 voxel 
volume requires 350 GB of storage, even if only non-zero voxel values were to be 
stored. The reconstruction of such a small volume using the standard MART method 
takes approximately 1.5h on a 12-core workstation (Fahringer and Thurow 2015). 

As with any existing volumetric-based 3D PIV approach, the key towards 
achieving accurate results depends on accurate reconstruction of the particle images 
in the 3D space right from the beginning. Seeding particle density for volumetric
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PIV tends to be sparse, as it facilitates better particle reconstruction processes. In 
particular, Atkinson and Soria (2009) demonstrated that the reconstruction process 
can be significantly accelerated by predetermining the non-zero voxels through the 
use of a multiplicative line-of-sight (MLOS) approach. This could lead to up to 
5.5 times faster particle reconstructions during post-processing as compared to non-
MLOS-based approaches, which represent a drastic reduction in the time taken. For 
volumetric PIV measurements involving a large number of images from multiple 
cameras, this is a significant breakthrough towards getting 3D PIV measurements 
faster than ever. However, it should also be noted that the MLOS approach was 
proposed based on Tomo-PIV technique and cannot be directly used for LF-PIV 
without modifications. For Tomo-PIV, camera calibration information can be used to 
work out the line-of-sight of a pixel, where the non-zero voxels may then be identified 
subsequently by multiplying the corresponding pixels. The situation for LF-PIV is 
far more complicated however, as illustrated in Fig. 2.4. The figure depicts the lines-
of-sight for a point light source (or illuminated tracer particle) located at the focal 
plane, at some distances dz away from the focal plane and dy away from the camera 
axis, for a light-field camera. As can be seen from the depiction, the line-of-sight of 
a pixel is highly sensitive towards the particle location and non-zero voxels must be 
identified through inverse ray-tracing to find the concerned pixels. This can however 
be done if the central light ray for each discretised section of the main lens were 
to be raytraced and provide information for particle reconstruction. To demonstrate 
this principle, Fig. 4.1 illustrates the proposed approach using an example of five 
pixels for each lenslet of the MLA, where the red region represents a voxel in the 
measurement region. Through this approach, pixels associated with each voxel can 
be ascertained and a straight-forward multiplication of their values can be used to 
differentiate the non-zero voxels. Such a technique is actually similar to that utilised 
by MLOS approach. Once the non-zero voxels have been identified, the intensity of 
the voxel can subsequently be calculated using: 

E
(
X j , Y j , Z j

)k+1 = E
(
X j , Y j , Z j

)k
(

I (xi , yi )
Σ

j∈Ni 
wi, j E

(
X j , Y j , Z j

)k

)μwi, j 

(4.1) 

Fig. 4.1 Illustration of 
proposed approach where a 
hypothetical number of five 
pixels are associated with 
each lenslet 

Focal Plane Main lens MLA CCD 

Reconstruction area
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where E
(
X j , Y j, Z j

)
is the intensity of the jth voxel; I (xi , yi ) is the intensity of the ith 

pixel, which is known from the captured light-field image; and wi j  is the weighting 
coefficient, which is the contribution of light intensity from the jth voxel to the ith 
pixel value. 

As with particle reconstruction used for Tomo-PIV, a weighting coefficient will 
need to be determined, though it will be very different for LF-PIV due to the different 
line-of-sight principles between Tomo-PIV and LF-PIV. Shi et al. (2016) proposed 
that the weighting coefficient can be calculated from ray-tracing technique, where it 
will be used to relate between the voxel, lenslets and pixels. In fact, the weighting 
coefficient, w, is calculated from two different parts, w1 and w2, and a result of their 
product (i.e. w = w1 × w2). In particular, w1 is calculated from the overlapping 
area between the light beam and lenslet as shown, whereas w2 is calculated from the 
overlapping area between the light beam and the pixels. To better explain the rationale 
and principles behind the weighting coefficient w, assume that there are 5 × 5 pixels  
behind each lenslet as shown in Fig. 4.2a. Subsequently, discretised light bundles are 
traced from the voxel under consideration to the microlens plane. Take for example

(a) 

(b) (c) 

Focal Plane Main lens MLA CCD 

Fig. 4.2 Schematics depicting weighted ray tracing principles on a how ray tracing can be used to 
locate the affected lenslet and pixels beneath, b overlapping area between light ray and lenslet and 
c overlapping area between light ray and pixel
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the lower yellow light bundle in Fig. 4.2a, ray tracing will enable the determination 
of its location, which in turn allows its overlap area with three adjacent lenslets to 
be calculated for w1. As physical pixel geometries are almost always squarish, the 
projection of the light bundle on the microlens plane is illustrated using squares. 
With w1 taken care of, procedures to obtain w2 will now be elaborated. To do that, 
consider the continuing tracing of the light bundle from the microlens to the image 
sensor plane, such that the position of the centre light ray is determined as shown 
in Fig. 4.2c. Once that is ascertained, w2 may then be calculated as the overlap area 
between the affected pixels and the projected sub-light bundle. To demonstrate the 
efficacy of this weighting coefficient for LF-PIV, Fig. 4.3a shows a synthetically 
generated light-field image whilst Fig. 4.3b and c shows the weighting coefficient 
distributions (depicted as an image) calculated by the preceding procedures. It can be 
observed that the present procedures are able to obtain significantly more accurate 
weighting coefficient distributions, and hence form the basis of what the authors 
termed as “dense ray tracing MART” or DRT-MART reconstruction technique. The

(a) (b) 

(c) 

Fig. 4.3 a Synthetic light-field image of a point light, b weighting coefficient calculated by ray 
tracing method and c weighting coefficient calculated by sphere–cylinder intersection algorithm 
(Shi et al. 2016)
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next few sections will compare the performance and efficacy of DRT-MART against 
MART in terms of some common considerations when reconstructing 3D particle 
images.

Reconstructed 3D Particle Elongations 

Just like in Tomo-PIV, LF-PIV imaging tends to produce elongation of particle 
images along the optical axis. This is in fact a known issue with Tomo-PIV even 
though multiple cameras are used (Soria and Atkinson 2008; Scarano 2013). For 
typical LF-PIV, this is caused by the use of a single-camera-based approach. To 
better understand this elongation phenomenon and compare between the MART 
and DRT-MART approaches, a study was conducted based on synthetic volumetric 
3D particle images, where the particles were randomly distributed. These synthetic 
images then were post-processed by both MART and DRT-MART approaches to 
reconstruct the light-field particle images systematically. Subsequently, the diame-
ters of reconstructed particles were determined at locations where voxel intensity 
was less than two standard deviations away from the maximum voxel values, which 
defines a diameter of 3 voxels for an ideal particle image. Note that both MART and 
DRT-MART approaches used here should incur the same computational time, such 
that the accuracy levels achieved within the same time can be compared directly. 
As such, the iteration numbers for MART and DRT-MART are 23 and 400 respec-
tively. Increasing the iteration number for MART approach further is impractical 
as that will drastically increase the computational time. Perhaps more importantly, 
results to be presented later also show that the DRT-MART approach is superior 
over MART approach even if the latter is allowed to undergo 400 iterations. For a 
closer look, Fig. 4.4 shows the reconstructed 3D particle images obtained by DRT-
MART and MART approaches with 400 iterations, as well as MART approach with 
23 iterations. It can be observed from the figure that DRT-MART approach leads to 
smaller elongation of the reconstructed particle within a shorter reconstruction time. 
This significantly better performance is due to the dense ray-tracing eliminating the 
zero voxels before the reconstruction stage. In contrast, MART approach does not 
do this and instead, reconstructs both the non-zero voxels and the neighbouring zero 
voxels, as its weighting coefficient is unable to ascertain the exact affected lenslet 
and pixels. 

To quantify the above, probability distribution functions (PDF) of the recon-
structed particle diameter in the three primary directions (i.e. x , y and z) were deter-
mined for both DRT-MART and MART approaches and compared in Fig. 4.5. Whilst 
it is clear that particle elongations in the x and y directions are not that significant 
for both approaches, DRT-MART approach nevertheless leads to generally smaller 
particle diameters of approximately 2–4 pixels in these directions, whilst MART 
approach produces slightly large particle diameters of about 5–7 pixels. The discrep-
ancy becomes much larger however in the z direction (i.e. depth direction along 
the optical axis for the present analysis) are compared. In this case, DRT-MART
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Fig. 4.4 Reconstructed 3D particle images obtained by a DRT-MART and b MART approaches 
with 400 iterations, as well as c MART approach with 23 iterations 

achieves significantly smaller particle diameters of about 10–25 pixels, whereas 
MART approach produces about 35–45 pixel particle diameters. The outcome is 
clearly much more severe for the MART approach in the depth direction. 

Reconstruction Quality and Speed 

Reconstruction quality is known to be influenced by iteration number, relaxation 
factor and particle density, amongst others, and this section will take a systematic 
look at how each of these three factors influences the subsequent accuracy levels 
associated with DRT-MART and MART approaches. Firstly, a typical 3D volume, 
albeit a small one, of 0.1 particle per microlens (PPM) was used to generate synthetic 
light-field particles images. These images were subjected to reconstructions by DRT-
MART and MART approaches, where a range of iteration numbers and relaxation 
factors were used to study how the latter will impact the reconstruction quality of the
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Fig. 4.5 Probability density functions of reconstructed particle diameters in the a x , b y and c z 
directions. Note that z direction is also the depth direction along the camera axis 

two approaches. The reconstructions were carried out by discretising the volume with 
pixel-voxel ratios of 1:1 in the x and y directions, as well as 10:1 in the z direction, 
respectively. A QRecon factor was used to quantify the reconstruction quality (Elsinga 
et al. 2006) and defined as 

QRecon =
Σ

E1(x, y, z)E0(x, y, z)
Σ

E2 
1 (x, y, z) × E2 

0 (x, y, z) 
/ (4.2) 

where E0(x, y, z) is the exact voxel intensity approximated by a Gaussian distribution 
with three voxel diameter, and E1(x, y, z) is the voxel intensity of the reconstructed 
particle image. 

Figure 4.6 shows the variations in the reconstruction quality level with respect to 
changes in the iteration number and relaxation factor μ, after the preceding analysis.
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Fig. 4.6 Impact of iteration number and relaxation factor upon the reconstruction quality for a 
DRT-MART and b MART approaches 

Firstly, it can be appreciated from these results that DRT-MART approach is able 
to reach consistently higher reconstruction quality levels than MART approach, the 
reason being DRT-MART approach produces less elongated particles with more 
Gaussian-like voxel intensities. Secondly, the relaxation factor and iteration number 
for both DRT-MART and MART approaches in LF-PIV need to be larger than that 
for Tomo-PIV for comparable reconstruction quality levels. This is due to the fact 
that a more significant number of pixels are affected by every voxel in LF-PIV, as 
opposed to just several pixels per voxel in Tomo-PIV. In fact, even more pixels will be 
affected in LF-PIV if the voxel is located further away from the focal plane. This can 
be appreciated in Fig. 4.7 where the plots show how the maximum voxel intensity 
varies as the depth-of-field changes, and how the use of DRT-MART and MART 
approaches affect it. Regardless of the exact approach used, it can be seen that the 
maximum voxel intensity levels do not vary very much when close to the focal plane 
(i.e. 80–110 voxel) and much of the iterations beyond the 20th iteration were actually 
going towards reconstruction efforts further away from the focal plane. This leads 
to the understanding that the calculations will have to consider the number of pixels 
and their relative contributions towards the final voxel intensity, and explain why 
LF-PIV generally needs more iterations and larger relaxation factors to reach high 
reconstruction quality levels. 

As mentioned earlier, volumetric PIV measurement techniques such as Tomo-PIV 
and LF-PIV tend to make use of relatively low particle densities within the measure-
ment volumes for satisfactory 3D particle reconstruction outcomes. Theoretically 
speaking, high particle densities should be used as they could provide smaller inter-
rogation volumes and hence higher measurement resolutions, and the use of low 
particle densities seems to be counter-intuitive. However, it had been discovered in 
earlier Tomo-PIV studies that a higher particle density leads to more ghost particles 
that prevent high reconstruction quality (Elsinga et al. 2006; Scarano 2013), even
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Fig. 4.7 Variations of maximum voxel intensity with depth-of-field changes (i.e. in the z direction) 
for DRT-MART approach with a 20 iterations and b 400 iterations, as well as MART approach 
with c 20 iterations and d 200 iterations

though multiple cameras were utilised. LF-PIV faces the same problem, especially 
since it typically makes use of a single light-field camera. To have a better appre-
ciation of the issue, synthetic light-field particle images were once again generated 
but with different particle densities, where they were reconstructed using both DRT-
MART and MART approaches with 400 and 200 iterations respectively. Other than 
that, a 2.5 relaxation factor and pixel-voxel ratios of 1:1 (in x and y directions) and 
10:1 (in the z direction) were maintained throughout. The outcomes of this particular 
analysis are shown in Fig. 4.8, and it is quite clear that DRT-MART approach attains 
better reconstruction quality level than MART approach at the same particle density. 
Furthermore, the reconstruction quality deteriorates as the particle density increases, 
regardless of either approach, similar to Tomo-PIV. Note that no ghost particles 
are observed during the particle reconstruction stage for DRT-MART and MART 
approaches, due to information made available by the multiple perspectives offered
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Fig. 4.8 A comparison of 
the impact upon 
reconstruction quality level 
due to particle density for 
DRT-MART and MART 
approaches 
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by the microlens (Ng 2006). To confirm this, particle reconstruction was extended in 
the z direction in both positive and negative directions to include volumes which did 
not have any seeding particles and this was done on 30 synthetic light-field particle 
images. The reconstruction results were summed up and the voxel intensity levels 
were then averaged along the x–z plane. These results were plotted and presented 
in Fig. 4.9 for a closer look at how they vary along the pertinent direction/plane. 
As Fig. 4.9a shows, the summed-up voxel intensity clearly shows zero intensity 
beyond the region where particles exist (i.e. blue region) and that the voxel intensity
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Fig. 4.9 Variations in the a sum of 30 reconstructed light-field particle images taken along the x–z 
plane, and b average voxel intensity level along the z direction
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is generally lower along z = 0 (i.e. greenish line). The latter can be attributed to the 
reconstructed particles around the focal plane occupying more voxels (elongation 
effect) with reduced intensity, which is due to lower resolution close to the focal 
plane as highlighted earlier on. This can be better appreciated in greater detail in 
Fig. 4.9b, where the average voxel intensity taken in the z direction along x = 0. The  
dip in the voxel intensity close to the focal plane (i.e. z = 0) and the abrupt drop to 
zero levels beyond the seeded region can be easily discerned.

Last but not least, another comparison of interest between DRT-MART and MART 
approaches here will be their computational speeds. To do that, the same synthetic 
light-field particle images were used for reconstruction by DRT-MART and MART 
approaches, where 400 and 200 iterations were used for the former and latter respec-
tively. Furthermore, the particle density was varied as part of the computational effi-
ciency comparison, since it is expected that increasingly higher particle density will 
lead to greater computational loads. The results are presented in Fig. 4.10, where the 
computational time for MART approach was non-dimensionalised by that for DRT-
MART approach and plotted as a function of particle density. As the figure shows, 
DRT-MART approach is faster than MART approach until about 2PPM. However, 
note that 1PPM is typically the upper particle density limit for such 3D particle 
reconstructions, it remains clear that DRT-MART continues to enjoy a significant 
speed advantage over MART approach by being about 4 times faster at that particle 
density. 

Fig. 4.10 Computational 
time taken by MART 
approach relative to 
DRT-MART approach, as a 
function of particle density 
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Reconstruction Accuracy Under Unsteady Flow Conditions 

The previous section discussed upon the reconstruction efficacy of DRT-MART and 
MART approaches with respect to the particle seeding condition and reconstruction 
details, using light-field particle images of randomly dispersed particles. Whilst it 
demonstrates the potential of LF-PIV, it is not representative of the largely unsteady 
flow fields that are typically encountered in fluid dynamics and aerodynamics 
research. Therefore, this section will examine the two reconstruction approaches 
based on more complex flow fields, such that a better grasp of their accuracy levels 
under these circumstances can be attained. For this particular analysis, a variety of 
unsteady oscillatory flow fields were used to ascertain the relative performance of 
DRT-MART and MART approaches. To be more specific, the flow fields can be 
divided into two types: 

Type A where the oscillatory motion is only in the x-direction: 

⎧ 
⎨ 

⎩ 

u(x, y, z) = 25ei(kx x+ky y+kz z) 
v(x, y, z) = 0 
w(x, y, z) = 0 

(4.3) 

And Type B where the oscillatory motion is only in the z-direction: 

⎧ 
⎨ 

⎩ 

u(x, y, z) = 0 
v(x, y, z) = 0 
w(x, y, z) = 25ei(kx x+ky y+kz z) 

(4.4) 

Each of these two types was further divided into four different configurations 
and Table 4.1 shows the details of these configurations. Synthetic light-field particle 
images were subsequently generated according to these flow scenarios for further 
analysis. Of particular interest will be the effects of pixel–voxel ratio, iteration

Table 4.1 Details of the various oscillatory flow scenarios 

Case kx ky kz L 

A1 2π/ωLx 0 0 1820 pixel (Lx ) 

A2 2π/ 2
√

ωLxy 2π/ 2
√

ωLxy 0 2 
√ × 1820 pixel (Lxy) 

A3 2π/ 2
√

ωLxz 0 2π/ 2
√

ωLxz 2 
√ × 1820 pixel (Lxz) 

A4 0 0 2π/ωLz 1820 pixel (Lz) 

B1 2π/ωLx 0 0 1820 pixel (Lx ) 

B2 2π/ 2
√

ωLxy 2π/ 2
√

ωLxy 0 2 
√ × 1820 pixel (Lxy) 

B3 2π/ 2
√

ωLxz 0 2π/ 2
√

ωLxz 2 
√ × 1820 pixel (Lxz) 

B4 0 0 2π/ωLz 1820 pixel (Lz) 

Note that ω = 0.25, 0.5, 1.0 and 2.0 were used as part of the different combinations
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number and velocity gradient on the hypothetical measurement accuracy on DRT-
MART and MART approaches. Seeding density of 0.5PPM was used, whilst pixel– 
voxel ratios (PVR) of 1, 2 and 3 were adopted for x and y directions. As for recon-
structions, DRT-MART and MART approaches made use of 400 and 200 iterations 
respectively, with a relaxation factor of 2.5. 3D multi-grid cross-correlations (Soria 
1996; Atkinson and Soria 2009) were used to process the reconstructed particle 
images with an overlapping ratio of 0.75, as well as initial and final interrogation 
volumes of 320 × 320 × 32 voxel and 160 × 160 × 16 voxel, respectively.

To compare how well DRT-MART and MART approaches perform here, displace-
ment errors between the known flow field and measured results for Case A1 in the 
x and y directions are determined and their PDF presented in Fig. 4.11a. It can be 
seen that DRT-MART approach performs better than MART approach at PVR = 
1 and 2, whilst there is little difference between PVR = 1 and 2 for  DRT-MART  
approach. Although PVR = 1 could in theory offer smaller interrogation volume and 
hence better measurement resolution, the number of particles within a single interro-
gation volume may not meet the requirement for accurate cross-correlation. Equally 
important, using PVR = 2 rather than 1 will actually accelerate the DRT-MART 
reconstruction by up to 4 times. Moving on to the z-direction, the displacement error 
PDF for Case B1 is now presented in Fig. 4.11b, where PVR = 5, 10 and 20 in 
z direction were used whilst PVR = 1 was maintained in the x and y directions. 
Results show that DRT-MART achieves best performance at PVR = 10, the latter of 
which produces a 2-voxel diameter particle that conforms well with an idealised 3D 
Gaussian-type geometry. In contrast, the significantly poorer performance put up by 
MART approach is due to the resulting much larger reconstructed particle sizes. 

Next, the effects of iteration number on the displacement errors are considered 
and Fig. 4.12 shows the relationships between the RMS values of the displacement 
errors and iteration number in both the x and z directions. In the x direction, about
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Fig. 4.11 Displacement error PDF in the a x and y directions, as well as b z direction under different 
PVR values
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Fig. 4.12 Relationships between RMS velocity errors and iteration number in the a x and b z 
directions for DRT-MART approach 

50 iterations lead to satisfactorily low measurement errors in the x (and y) direction, 
whilst approximately 200 iterations will be needed to reduce the measurement errors 
in the z direction to a sufficiently low level. This is consistent with the earlier finding 
that a higher iteration number is necessary to achieve satisfactory reconstruction of 
particles that are located further away from the focal plane.

Last but not least, attention is now turned towards understanding how the presence 
of significant velocity gradients will impact upon the measurement accuracy level. 
This will be of significant interest as most engineering flows involve turbulent shear 
flow scenarios and therefore, a more extensive comparison based on all 8 configura-
tions will be shown here. All test cases were based on synthetic light-field particle 
images generated at 0.5PPM, relaxation factor of 2.5, PVR = 1 in the  x and y direc-
tions, and PVR = 5 in the  z directions. For a more consistent comparison, similar 
computational times were allocated to DRT-MART and MART approaches, which 
lead to 200 and 23 iterations for the former and latter respectively. Subsequently, 3D 
multi-grid cross-correlations with 75% overlapping ratio, as well as initial and final 
interrogation volumes of 320 × 320 × 32 voxels and 160 × 160 × 16 voxels, were 
used respectively. Similar to the preceding comparisons, displacement error PDF 
results are presented in Figs. 4.13 and 4.14 for all test cases to compare and evaluate 
the two different reconstruction approaches. 

As expected and shown in Fig. 4.13, higher measurement accuracies will be 
achieved for low and moderate velocity gradient scenarios (i.e. ω = 0.25 and 0.5) for 
both reconstruction approaches. However, it remains clear that DRT-MART approach 
is still discernibly better than MART approach. It is also noteworthy to point out that 
it is only when the u velocity component varies along the z direction in Case A4 
that the performance of both reconstruction approaches suffers a significant drop in 
measurement accuracy. This can be appreciated from the fact that the measurement 
resolution is lower along the depth and hence z direction. As for Fig. 4.14, similar
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Fig. 4.13 Comparison of displacement error PDF in the x direction between DRT-MART and 
MART approaches for a case A1, b case A2, c case A3 and d case A4 

outcomes can be observed as well, where the lowest measurement accuracy is for Case 
B4 where the w velocity component varies in the z direction (and depth direction). 
In this case, measurement accuracy is far worse than the situation for Case A4. 
These observations reinforce the notion that the light-field camera axis should not 
be aligned in the direction where the most dominant velocity component exists, but 
instead perpendicular to it for higher measurement accuracy levels. 

Experimental Validations 

Up to this point, all testing had been done based on synthetic light-field particle 
images and as much as theoretical oscillating velocity fields make things more real-
istic, they are still not based on real-world flow scenarios. Nevertheless, all the testing
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Fig. 4.14 Comparison of displacement error PDF in the z direction between DRT-MART and 
MART approaches for a case B1, b case B2, c case B3 and d case B4

thus far had provided confidence and much needed understanding on the advantages 
and disadvantages of the proposed DRT-MART approach. So, undertaking LF-PIV 
measurements and making use of DRT-MART on captured light-field particle images 
to arrive at the 3D flow fields of real-world flow scenarios will be the key “litmus 
test”. To do that, one of the first validation experiments was conducted on a canon-
ical laminar, incompressible round water jet flow at a Reynolds number of 2000. The 
design of the experimental setup was generally similar to those adopted by earlier 
studies on various jet flow phenomena (New and Tsai 2007; New and Tsovolos 2012; 
Shi and New 2013; Long and New 2015, 2016, 2019) and its operations will hence 
only be briefly described here. With reference to Fig. 4.15, water from a small reser-
voir was channelled into the jet apparatus by a centrifugal water pump, where it 
passed through a diffuser, honeycomb, three layers of fine screens and a contraction 
chamber. Water would subsequently exhaust from a D = 20 mm diameter round 
nozzle into a large Plexiglas water tank filled with quiescent water. To ensure a
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Fig. 4.15 Schematics of the experimental setup and flow circuit used for the experimental testing 

constant static pressure head, excess water would be channelled out of the water 
tank via an overflow pipe and back into the small reservoir, thus closing the flow 
circuit. Flow velocity adjustments were done using a needle valve and monitored 
using an electromagnetic flowmeter. To ensure high fidelity during the measure-
ments, the measurement volume was restricted to 1.9D × 1.3D × 0.5D located at 
2.25D above the nozzle exit. The aim was to capture the regular and coherent vortex 
roll-ups along the jet shear layer due to Kelvin–Helmholtz hydrodynamic instabili-
ties. 20 µm polyamide seeding particles of 1.03 g/cm3 density were dispersed and 
circulated throughout the flow circuit and water tank at about 0.4PPM. 10 mm thick 
laser sheets were produced by a 200 mJ/pulse, 532 nm wavelength Nd:YAG laser to 
provide volumetric illuminations and an in-house light-field camera (Shi et al. 2016) 
was used to record the light-field particle images. Additionally, main lens aperture 
was 4 and magnification factor was −0.95. At the same time, a 2 ms time interval 
was used to ensure that the one-quarter particle displacement rule for satisfactory 
cross-correlations was adhered to.

Before reconstructing the 200 captured light-field particle images, the global back-
ground was subtracted from them to better filter out the zero-voxels. Subsequently, 
DRT-MART and MART approaches were used to reconstruct the 3D particle images
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based on 400 and 23 iterations respectively. The reconstruction involved 3300 × 
2200 × 182 voxels, used a relaxation factor of 2.5, and PVR = 2 in the  x and y 
directions, as well as PVR = 10 in the z direction. 3D multi-grid cross-correlations 
were used to process the reconstructed particle images, where 75% overlapping ratio, 
initial and final interrogation volumes of 320 × 320 × 64 voxels and 160 × 160 × 32 
voxels, as well as a 3-point × 3-point median filter to reject spurious vectors. Before 
touching upon the results however, one issue associated with practical experimenta-
tion using LF-PIV will need to be highlighted. Figure 4.16 shows the distributions 
of the voxel intensity levels along the x–z plane and z direction, similar to what had 
been before for synthetic light-field particle images and shown in Fig. 4.9 earlier. 
Unlike what had been observed for Fig. 4.9 earlier, the voxel intensity levels along 
and close to the focal plane are actually much higher than at locations further away. 
Further investigation revealed that the Gaussian distribution of the laser beam (and 
hence laser sheet) intensity is responsible for this phenomenon, where the situation 
is exacerbated by the significantly lower intensity levels even further away from 
the focal plane. Note that calibration errors for the microlens and optical aberration 
would have contributed towards the lower intensity levels as well. 

Figure 4.17 shows the post-processed results produced by both DRT-MART and 
MART approaches and it should be recalled that the aim was to capture the coherent
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Fig. 4.16 Variations in the a sum of 30 reconstructed light-field particle images taken along the 
x–z plane, and b average voxel intensity level along the z direction
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Fig. 4.17 Instantaneous velocity vector field and vorticity isosurfaces generated by a DRT-MART 
and b MART approaches

vortex-roll-ups along jet shear layer. From that perspective, it would appear that the 
present LF-PIV configuration, as well as DRT-MART and MART approaches were 
able to resolve the 3D flow behaviour within the measurement volume well. By most 
accounts, the vortex roll-up structure and behaviour captured by the two different 
approaches appear to be very similar from that 3D orientation, barring some minor 
differences. However, it should be noted that the velocity vector field is along the
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Fig. 4.18 Top-views of the instantaneous 3D flow fields corresponding to Fig. 4.17 

x–y plane and y = 0 and little information on the z direction can be inferred from 
there. To inspect closer, Fig. 4.18 shows the top-views of the results corresponding 
to Fig. 4.17. From this orientation, it becomes clear that MART approach produces 
significant number of erroneous w velocity vectors at the furthest distances away 
from the focal plane located at y = 0. In contrast, DRT-MART approach produces 
reasonable w velocity vector distributions in the same regions. This discrepancy 
seen in the experimental results produced by DRT-MART and MART approaches 
attested to the findings arising from the earlier study based on synthetic light-field 
particle images. In fact, this further reinforces the notion that utilising synthetic 
particle images continues to be very useful in testing out novel PIV techniques and 
post-processing procedures.

Comparison with Tomo-PIV 

Tomo-PIV is currently the most popular volumetric approach when it comes to 3D 
flow measurements and it will be very useful to compare the preceding single camera 
LF-PIV approach with conventional multi-camera Tomo-PIV approach. In particular, 
since one of the biggest benefits of LF-PIV approach has been its potential to make 
use of a single light-field camera instead of multiple cameras, it will be instructive to
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compare their accuracy levels. In addition, it will also be interesting to find out at what 
light-field camera Tomo-camera pixel ratio will a single camera LF-PIV be able to 
achieve similar accuracy levels as with Tomo-PIV. This is especially important since 
advances in imaging sensor technology meant that sensor pixel numbers will continue 
to increase rapidly and may one day be sufficiently dense and cost-effective that 
the convenience offered by LF-PIV drives a higher adoption rate. To find out more, 
synthetic light-field and tomographic particle images were used to study the impact of 
camera number in Tomo-PIV, as well as pixel resolution ratio between light-field and 
tomographic cameras, upon the overall accuracy levels of the reconstructed 3D flow 
fields. Once that had been accomplished, further comparisons were conducted based 
on actual experiments on laminar, incompressible jet flows for a better understanding 
of the practical experimental challenges and implications associated with the two 
different volumetric 3D PIV approaches. 

Synthetic Particle Image Generation and Analysis 

Before the details of how the synthetic particle image were generated and analysed 
by LF-PIV and Tomo-PIV approaches, it is important to firstly highlight the inherent 
differences between these two approaches and how they will affect the generation of 
synthetic particle images. For Tomo-PIV, it is well known that the number of cameras 
and particle density have strong influences upon its accuracy levels (Elsinga et al. 
2006; Atkinson and Soria 2009). This is different from LF-PIV where the situation is 
more complex, depending on how the MLA is configured. As introduced in Chapter 2, 
a light-field camera where the MLA is located at one focal length distance away from 
the imaging sensor will produce the highest angular resolution possible. On the other 
hand, different spatial and angular resolutions will result if the distance between the 
MLA and imaging sensor deviates from that (Georgiev and Intwala 2006; Lumsdaine 
and Georgiev 2009) in unfocused light-field cameras. For the purpose of volumetric 
velocity measurements, it is preferable to have a higher angular resolution than spatial 
resolution, since it means the ability to gather more information on the out-of-plane 
particle displacements. It had been shown in earlier studies that LF-PIV approach is 
heavily influenced by the pixel-microlens ratio (PMR) and a higher MLA resolution 
can better handle higher particle densities that lead to higher spatial resolution. In fact, 
the larger the number of pixels associated with each microlens, the higher the angular 
resolution. Coupled with the desired higher MLA resolution, it is unsurprising that 
the capability of LF-PIV approach increases with the imaging sensor pixel resolution. 

For a more consistent comparison between LF-PIV and Tomo-PIV, a light-field 
camera to Tomo-camera pixel ratio defined as 

LTPR =
(
px × py

)
LF - PIV(

px × py × Nc
)
Tomo - PIV 

(4.5)
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Fig. 4.19 A snapshot of the Re = 2500 incompressible jet flow simulated using DNS. The inset 
shows the details of a vortex roll-up along the jet shear layer 

was used to quantify theoretically how much times higher a light-field camera reso-
lution needs to be over than all the Tomo-camera resolutions added together. On 
top of that, it also shed some light upon the cost of a LF-PIV setup relative to a 
Tomo-PIV setup. One thing that needs to be highlighted is that synthetic light-field 
images generated for LF-PIV and Tomo-PIV approaches here will be based on the 
most favourable particle density associated with each of them, rather than being the 
same throughout. The reason for this is that Tomo-PIV approach is able to handle 
higher particle densities than LF-PIV due to its use of multiple cameras (Scarano 
2013; Fahringer et al. 2015; Shi et al. 2016, 2017). However, it will be desirable to 
compare the two approaches when they are optimised for a given field-of-view, so 
that their full capabilities can be better compared here. 

For the present comparison, particular attention was paid towards how variations 
in PMR, LTPR and the number of cameras for Tomo-PIV will impact the relative 
advantages of LF-PIV approach. In particular, results from Direct Numerical Simu-
lations (DNS) of a Re = 2500 incompressible jet flow were used to generate the 
synthetic particle images for LF-PIV and Tomo-PIV, as shown in Fig. 4.19. Note  
that the measurement volume was taken at one jet diameter above the nozzle exit, so 
that vortex roll-ups (see inset of Fig. 4.19) would be captured in the results. With refer-
ence to the figure, orientation of the hypothetical light-field camera is arranged such 
that its optical axis is along the z direction, whilst its imaging sensor is facing the 
x–y plane. Briefly describing, to begin generating the synthetic light-field particle 
images, particles are randomly dispersed in the very first frame first, before they 
were been displaced based on the DNS jet flow result for a fixed time interval that 
satisfy the one-quarter rule for PIV particle displacements. With the particle loca-
tions determined for each synthetic particle images, their corresponding light-field 
particle images would be generated by using 5 million rays per particle. These rays 
were then traced from each particle through the main lens and MLA according to 
principles laid out in Georgiev and Intwala (2006) and Shi et al. (2016).



4 Light-field Particle Image Velocimetry 91

For LF-PIV, two different hypothetical light-field camera resolutions of 800 × 
800 pixels and 1600 × 1600 pixels with PMR = 7, 14 and 28 were tested. The 
MLA were also assumed to comprise of hexagonal lenslets for higher resolutions. 
As for Tomo-PIV, each camera was assumed to have a resolution of 160 × 160 
pixels with a possibility of 4, 6 and 8 camera combinations. The preceding test cases 
produce LTPR of 3.13, 4.17, 6.25, 12.5, 16.67 and 25, covering a significant range 
of ratios. Generally speaking, the aperture between the main lens and microlenses 
should be matched to optimise the resolution. However, maintaining this optimal 
condition will lead to changes to other parameters when the operating condition 
changes. For instance, a change in PMR results in a change in the lenslet size and 
the focal length of the latter will need to be adjusted to ensure aperture number is 
maintained. Figure 4.20 depicts several scenarios to demonstrate how different PMR 
will lead to changes to the separation distance between the MLA and imaging sensor. 
Readers can refer to Table 1 of Shi et al. (2018) for the different combinations of 
parameters used here for both LF-PIV and Tomo-PIV for better clarity. Last but 
not least, 0.5PPM was used as it was found to produce optimal results (Shi et al. 
2016). With the preceding settings, synthetic light-field particle images could then 
be generated and some of them are shown in Fig. 4.21a–c. 

Moving to Tomo-PIV synthetic particle image generation, they were generated 
based on equally spaced cameras (i.e. 4, 6 and 8) along a semi-circle arc in the x–z 
plane as shown in Fig. 4.22. The pinhole camera model (Tsai 1986) was used to

Main MLA CCD 

(a) (b) (c) 

(d) (e) (f) 

Fig. 4.20 Schematics showing how changes to PMR will lead to changes to the separation distance 
between the MLA and imaging sensor. a PMR = 7, LTPR = 3.13, 4.17, 6.25; b PMR = 14, LTPR 
= 3.13, 4.17, 6.25; c PMR = 28, LTPR = 3.13, 4.17, 6.25; d PMR = 7, LTPR = 12.5, 16.67, 25; 
e PMR = 14, LTPR = 12.5, 16.67, 25; f PMR = 28, LTPR = 12.5, 16.67, 25
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(a) (b) 

(c) (d) 

Fig. 4.21 Example synthetic particle images generated for reconstruction by LF-PIV and Tomo-
PIV approaches a LF-PIV (LTPR = 3.13, 4.17, 6.25, PMR = 7, 0.5PPM); b LF-PIV (LTPR = 
3.13, 4.17, 6.25, PMR = 14, 0.5PPM); c LF-PIV (LTPR = 3.13, 4.17, 6.25, PMR = 28, 0.5PPM); 
d Tomo-PIV (0.05PPP) 
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Fig. 4.22 Multi-camera Tomo-PIV configurations used in present comparison
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calculate the projected views of a particle in 3D space upon the 2D imaging sensor 
with a focal length of 85 mm. Image and object distances of 93.4 and 946.5 mm 
were used as well, for a 0.075 mm/pixel magnification factor. For multiple cameras 
in Tomo-PIV, projections of all the particles upon imaging sensors were determined 
using the camera matrix and particle centre locations. To achieve a reasonable particle 
diameter size of about 3 pixels, a Gaussian distribution was applied for particle images 
and this was repeated for all cameras used. This would produce the first instance of 
the synthetic particle images to be studied by Tomo-PIV here. Similar to what was 
adopted for LF-PIV, DNS results were then used to displace the particles according to 
the simulated velocity fields over a selected time interval and the earlier procedures 
were repeated again for subsequent synthetic particle images. To post-process the 
synthetic particle images using LF-PIV and Tomo-PIV techniques, DRT-MART (Shi 
et al. 2017) and MLOS-SMART (Atkinson and Soria 2009) approaches were used 
respectively. In the case for Tomo-PIV, a 1:1 pixel-voxel ratio was used. In contrast, 
pixel-voxel ratios used in the x, y and z direction were set to 2, 2 and 10, in accordance 
to earlier findings that show their suitability for LF-PIV approach. To arrive at the 
3D velocity fields, 3D multi-grid cross-correlations similar to what had been used 
earlier on were used and their details can be found in Table 2 of Shi et al. (2018). 
Note also that the particle centres were calculated based on peak centroid method, 
instead of Gaussian peak fitting.

The first comparison focused on how much the reconstructed particle centre loca-
tions deviated from the simulation results and the PDF of the reconstruction errors 
in all three directions for both LF-PIV and Tomo-PIV approaches (Fig. 4.23). For 
Tomo-PIV, it is not surprising to see that increasing the camera number and decreasing 
particle density led to improvements in the reconstruction accuracy levels. As earlier 
studies had shown (Elsinga et al. 2006; Scarano 2013), elongations of reconstructed 
particles and ghost particles can be mitigated by adopting wider viewing angles (i.e. 
more cameras) and lower particle densities. On the other hand, LF-PIV approach is 
more affected by camera resolution, as increasing it produces much higher recon-
struction accuracy levels in the z and y directions. Furthermore, reconstruction accu-
racy in the z direction is determined more by PMR (Shi et al. 2016) and to a certain 
extent, the LTPR. For instance, a larger LTPR leads to higher reconstruction accu-
racy since it will improve MLA resolution, which in turn leads to the light rays being 
captured by more lenslets/pixels and better reconstruction of the particle z direction 
displacement. 

Next, discrepancies between the LF-PIV and Tomo-PIV velocity field results were 
compared with the DNS jet flow results through the RMS errors for each velocity 
components individually, as shown in Fig. 4.24. Starting with the low-LTPR LF-PIV 
case, it should be noted that whilst a higher PMR produces better depth resolution, it 
also leads to larger measurement errors. Furthermore, a higher PMR means that the 
lenslet physical size has to increase and therefore, a lower number of total lenslets that 
can be deployed. What this implies is that maximum acceptable particle density will 
decrease, with significant impact upon the minimum interrogation volume that can 
be used for cross-correlations and hence measurement accuracy. When the LF-PIV 
camera resolution is increased significantly as shown in the figure, the measurement
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Fig. 4.23 PDF of reconstruction errors in the particle centres for both Tomo-PIV and LF-PIV 
analysis of synthetic particle images. a Tomo-PIV, 0.05PPP, b Tomo-PIV, 0.1PPP, c LF-PIV, low 
LTPR and d LF-PIV, high LTPR

accuracies in all three directions can be seen to increase correspondingly. In particular, 
a PMR  = 14 value appears to strike a good compromise between PMR and MLA 
resolution. Moving on to the results for Tomo-PIV, it is within expectations to see 
that the measurement errors reduce when more cameras were used (Elsinga et al. 
2006; Atkinson and Soria 2009), particularly in the y direction. This is because the 
y direction is parallel to all the cameras and more cameras will serve to improve 
the reconstruction quality along that direction. Also, in contrast to LF-PIV where 
ghost particles do not pose a problem, they are presented here and could be behind 
the observation that a higher particle density of 0.1PPP produces higher errors than 
0.05PPP (Elsinga et al. 2006; Scarano 2013). The key takeaway from the above is 
that LF-PIV is able to produce comparable results when compared to Tomo-PIV, at 
least based on the DNS results here, even for a relatively low pixel resolution ratio 
test case such as the one associated with LTPR = 3.13, 4.17, 6.25 at PMR = 7. In
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Fig. 4.24 Velocity error RMS when compared with DNS results. a LF-PIV for the low (PTPR = 
3.13, 4.17, 6.25) and high resolution (PTPR = 12.5, 16.67, 25) light-field cameras b Tomo-PIV 
(pixel size = 0.075 mm) 

fact, the present analysis shows that LF-PIV has the potential to produce comparable 
or better accuracy levels than Tomo-PIV for the same field-of-view, especially when 
camera and MLA resolution continue to improve over time.

Last but not least, actual experiments were conducted to move the comparison 
beyond simply the use of synthetic particle images. The experimental setup used to 
experimentally validate LF-PIV earlier was used and hence its physical details will 
not be described here again. Instead, Fig. 4.25 shows the physical camera arrange-
ments for LF-PIV and Tomo-PIV configurations. Particle densities used for Tomo-
PIV and LF-PIV tests were set at 0.062PPP and 0.06PPM respectively. The light-field 
camera was the one described earlier in the chapter, whilst four 4-megapixel Imperx 
B2014 PIV cameras coupled with Micro-Nikkor 85 mm Scheimpflug lenses were 
used for Tomo-PIV. Effective resolutions for LF-PIV and Tomo-PIV were deter-
mined to be 6600 × 4400 pixels and 480 × 320 pixels respectively, which represents 
a LTPR  = 47.27 scenario. General reconstruction methodologies for LF-PIV and 
Tomo-PIV were similar to the ones used during synthetic particle image analysis, 
though 400 and 40 iterations were used for the former and latter approaches respec-
tively. Reconstruction domains for LF-PIV and Tomo-PIV were 3300 × 2200 × 
182 voxels and 480 × 320 × 130 voxels respectively as well. Velocity fields were 
obtained by subjecting the reconstructed 3D particle images to multi-grid correla-
tions with 75% overlapping ratio. Initial and final interrogation windows were 320 × 
320 × 64 voxels and 160 × 160 × 32 voxels for LF-PIV, whilst they were 64 × 64 × 
64 voxels and 32 × 32 × 32 voxels for Tomo-PIV. Details of these post-processing 
parameters are presented in Table 2 of Shi et al. (2018). Similar to the earlier vali-
dation exercise, the goal here was to capture the vortex roll-ups along the jet shear 
layer, and a side-by-side comparison of how well both approaches capture the same 
instantaneous vortex roll-up flow field can be seen in Fig. 4.26. It can be deduced
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Fig. 4.25 Schematics of the experimental setup and physical camera arrangements used for LF-PIV 
and Tomo-PIV approaches

that the vortex roll-up captured by the two different approaches are similar and with 
a correlation level of 0.94 between the two velocity fields, one can appreciate that 
the outcome of LF-PIV approach is very comparable with Tomo-PIV, at least for the 
present jet flow experiments. 
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Fig. 4.26 Side-by-side comparison of the instantaneous velocity and vorticity fields obtained by a 
LF-PIV and b Tomo-PIV 

Dual-Camera LF-PIV 

One of the issues encountered when developing a single-camera LF-PIV technique 
is the higher uncertainties in the depth direction when small viewing angles are used, 
as what we had seen previously. Using synthetic light-field images of one single PIV
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(a) (b) 

Fig. 4.27 Reconstruction results for a PIV particle generated from a synthetic image based on a 
single light-field camera approach and b dual light-field camera approach 

particle as an example, the reconstruction result for a single light-field camera can 
be appreciated in Fig. 4.27a, where the reconstruction result shows a reconstructed 
particle that is stretched in the depth direction. Whilst the centroid of the reconstructed 
particle can still be successfully identified by the in-house post-processing algorithm, 
note that an idealised round seeding particle was assumed in generating the synthetic 
light-field particle images. In most actual PIV measurements, such an assumption is 
very unlikely to be realised, on top of other considerations such as size variations, 
particle rotations and other factors. As such, a study was conducted by Mei et al. 
(2019) to see how much benefit will be by adding one more light-field camera be 
when it comes down to the accuracy levels of particle reconstruction and tracking 
for PIV purposes. 

In the study, using the same synthetic light-field images for one single idealised 
PIV particle but reconstructed with two light-field cameras instead of just one, the 
reconstructed particle is now much closer to its idealised geometry, as can be seen 
in Fig. 4.27b. More importantly, the centroid of the reconstructed particle can now 
be ascertained with greater accuracy, which would in turn translate to higher accu-
racy levels for LF-PIV measurements. These initial results gave confidence to the 
possibility of achieving a significant increase in LF-PIV accuracy levels by simply 
using another light-field camera for flow scenarios. Hence, additional tests were 
carried out to further quantify the impact of using dual light-field camera approach, 
as compared to single light-field camera. In principle, implementation of two light-
field cameras for dual LF-PIV 3D measurements of a flow scenario will be relatively 
straight forward and resemble the procedures shown in Fig. 4.28. Briefly speaking, 
two light-field cameras will be viewing the flow scenario from two different perspec-
tives, with each camera recording its own light-field particle images and synchronised
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Fig. 4.28 General schematics of procedures associated with dual LF-PIV measurements of a flow 
scenario 

with the other camera. The reconstruction process will take into account the sepa-
ration angle between the two light-field cameras, before processing the two image 
sets and arriving at the final combined locations of the 3D particle images. With 
an additional light-field camera incorporated, the reconstruction process of a dual 
LF-PIV setup is schematically represented using ray-tracing in Fig. 4.29, from the 
voxels to the main lens, MLA and eventually the imaging sensor (CCD/CMOS). 
The volumetric calibration and reconstruction process can be summarised via the 
flowchart presented in Fig. 4.30 and interested readers can refer to Mei et al. (2019) 
for more details in the reconstruction algorithms and other details. 

Before a dual camera LF-PIV approach can be implemented however, the basic 
principles will need to be validated even if things seem straight forward. And just 
with the case of a single camera LF-PIV, the effects of experimental parameters such 
as camera separation angle, particle density and others will have to be understood 
first, before dual camera LF-PIV can be used for actual experimental flow validations. 
This will be elaborated in greater detail in the next section.
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Fig. 4.29 Schematics of 
ray-tracing from the voxels 
in the measurement volume 
to the imaging sensor via the 
main lens and MLA for the 
two light-field cameras, 
which will be used for  the  
two-camera reconstruction 
approach 

Initial Validation of Dual Camera Principles 

To begin with, initial validations using real-world images of multiple tiny spherical 
glass beads held up by very slender syringe needles and located at various 3D loca-
tions were taken by a single light-field camera, as shown schematically in Fig. 4.31a. 
To simulate the use of two light-field cameras, a rotating platform was used to rotate 
the glass bead setup through discrete angular locations during the image capturing 
process, as shown in Fig. 4.31b. Samples of the light-field images captured by the 
light-field camera at 0° and 90° are shown in Fig. 4.31c and d to better show the differ-
ences in the images between the two orientations. Through this way, the locations and 
geometries of the glass beads can be reconstructed by considering a single camera 
approach or dual camera approach with different angular differences between them. 
This allowed better understanding of the impact of and optimal angular locations in 
a dual light-field camera approach, even before an actual second light-field camera 
is used. 

To understand how the implementation of a second light-field camera could lead 
to better reconstruction of the imaged glass beads in the 3D space, an example based 
on light-field images taken at 0° and 90° angular locations will be briefly described 
here. Figure 4.32a and b shows the reconstructed results for each of the light-field 
images taken at these two angular locations. Note that both of them exhibit elongated 
geometries in the reconstructed results—the one at 0° angular location shows elonga-
tions along the Z-direction, whilst the one at 90° angular location shows elongations 
along the X-direction. Taken individually, each result demonstrates the higher uncer-
tainty levels expected from the use of a single light-field camera. However, if the
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Plenoptic images for marks with world coordinates 
on calibration board 

Start calibration 

Solving the contradictory equations and calculating the central coordinates and diameter of 
the plenoptic disc feature. 

Is current iteration number equal to N? 

Yes 

No 

Obtain the projection matrix between world coordinates and 

Calculate the center of the circular spot beneath a micro-lens via the centroid algorithm 

Obtain the optic center of micro-lens by the plenoptic image with minimum apeture 

Obtain the mapping function between world coordinates and 

Voxel intensity initialized as 1, set the iteration number N 

Weight coefficients calculation and sum up the projection value for plenoptic camera 1 

Weight coefficients calculation and sum up the projection value for plenoptic camera 2 

Update voxel value with MART scheme and the affected pixels in plenoptic camera 1 

Update voxel value with MART scheme and the affected pixels in plenoptic camera 2 

End 

Start reconstruction 

Fig. 4.30 Flowchart that outlines the volumetric calibration and particle reconstruction processes 
for dual camera LF-PIV
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(a) (b) 

(c) (d) 

Fig. 4.31 a Schematics of the glass bead 3D positioning setup; b photo of the light-field camera 
and glass bead setup; c and d raw light-field images captured by the camera at 0° and 90° angular 
locations 

results from both angular locations are combined, significantly better reconstruction 
results without discernible elongations in any direction can be achieved, as shown 
in Fig. 4.32c. With this successful demonstration, dual camera LF-PIV approach 
will now be studied for the effects of particle density and separate angle based on 
synthetic light-field particle images.

Effects of Particle Density and Separation Angle 

It has been established in earlier studies by the authors that a particle density of 
0.5PPM strikes a good balance between reconstruction quality and sample window
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(a) (b) 

(c) 

Fig. 4.32 Reconstructed results for light-field images taken at a 0° and b 90°, as well as based on 
both orientations for dual light-field camera approach

size. However, this is unclear for a dual camera LF-PIV setup, so a series of tests were 
conducted to evaluate the impact of particle density on dual camera LF-PIV approach 
more thoroughly. In this case, 0.1, 0.5 and 1.0PPM will be used. Synthetic light-field 
images with these particle densities were generated and reconstructed, before the 
reconstructed particle intensities in the volume were compared with the original one 
that was used to generate the synthetic light-field images. This was done by using 
reconstruction quality QRecon, that was described and used for single camera LF-PIV 
earlier. Figure 4.33 shows the variations in the reconstruction quality with iteration 
number under different particle density and light-field camera configurations, where 
several interesting observations can be made. Firstly, the reconstruction quality is
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Fig. 4.33 Variations in the reconstruction quality with iteration number under different particle 
density and light-field camera configurations 

significantly better when a dual camera setup is used for the same iteration number. 
Secondly, a lower particle density level produces a higher reconstruction quality, 
similar to what had been observed previously for single camera LF-PIV. Thirdly, the 
convergence of the reconstruction quality is more rapid for the dual camera setup. 
And lastly, a dual camera setup is able to handle higher particle density levels much 
better than a single camera setup. This can be attributed to the fact that two light-field 
cameras provide wider perspectives of the particles than a single light-field camera, 
which leads to less elongated reconstructed particles and improve reconstruction 
quality.

Next, synthetic light-field particle images based on different viewing orientations 
of two different light-field cameras of the same volume were constructed at particle 
densities of 0.5 and 1PPM. Note that the two different viewing orientations were 
characterised as the separation angle between them, where 0° and 180° refers to 
the two cameras having the same and directly opposing viewing orientations. The 
former configuration would have reverted back to a single-camera-based LF-PIV 
approach. Figure 4.34 shows how the reconstruction quality varies between 0° and 
180° at 10° intervals, where it reaches a peak level at 90° separation angle. Hence, it 
is expected that this separation angle would be optimal for subsequent experimental 
validations. Additionally, halving the particle density from 1PPM to 0.5PPM leads 
to a small increase in reconstruction quality as well. An optimal separation angle 
of 90° can be understood if one considers the effects upon the spatial resolution 
distribution along the out-of-plane direction (i.e. z direction for each camera) as the 
separation angle varies. Two light points are considered to be distinguishable when 
their light rays reach two separate groups of microlenses, whereas they will be less 
distinguishable if these light rays are recorded by the same group of microlenses.
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Fig. 4.34 Comparison of reconstruction quality due to variations in the angular perspective or 
separation angle between the cameras in a dual camera setup 

Hence, a 90° separation angle leads to the most optimal configuration that will allow 
the best differentiation between the two different light points. 

Recall that the objective of having a dual camera LF-PIV approach is to mitigate 
particle elongations caused by a lower resolution in the depth direction if only a single 
camera were to be used. Now, the resolution in the depth direction for a dual camera 
setup will be examined for various separation angles and Fig. 4.35 shows the results 
for 0° to 90° separation angles at 30° intervals. In the plots, z direction is the depth 
direction, where in this case for two cameras will be the angular bisector. The origin 
will also be located where the two optical axes intersect. Note also that the legend 
is the depth resolution in millimetres. For 0° separation angle, where the optical 
axes of the two cameras are aligned, the situation resembles that of a single camera 
configuration and is not expected to demonstrate better improvement beyond that. 
This can be seen in Fig. 4.35a where resolution is about 0.55 mm along a strip along 
the x–z plane and y = 0 direction. As the separation angle increases gradually to 90°, 
two effects can be observed. Firstly, the region with poorer resolution reduces in size 
and secondly, the resolution improves to about 0.1 mm by the time the separation 
angle reaches 90°. These findings agree well with the earlier notion that 90° is the 
optimal separation angle.
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(a) (b) 

(c) (d) 

Fig. 4.35 Resolution in the depth direction for dual camera separation angles of a 0°, b 30°, c 60° 
and 90° 

Validations with Simulation and Experiment 

Just as with the case for single camera LF-PIV, validations with increasingly more 
realistic flow scenarios were carried out and here, dual camera LF-PIV approach will 
be tested against DNS results of a Re = 2500 incompressible jet flow. Data from the 
simulation results were used to create corresponding synthetic light-field images for 
a volume that was located at one jet diameter (D) above the nozzle exit, where the 
volume has a size of 0.66D × 0.66D × 0.66D. Particle density used for the synthetic 
light-field images was 1PPM and these particles were randomly dispersed within 
the first frame. Subsequently, the particles will undergo displacements based on the 
DNS 3D velocity results and 2 ms time intervals, before they were used to generate 
the synthetic light-field images. Both single and dual camera LF-PIV approaches
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were then used to process for the final 3D velocity fields and compare with the DNS 
results. For the former, the reconstruction volume comprised of 800 × 800 × 267 
voxels, whilst the pixel-to-voxel ratio is 3:1 in the x and y directions but 10:1 in 
the z direction. As for the latter, the reconstruction volume was 800 × 800 × 800 
voxels, whilst a pixel-to-voxel ratio of 3:1 was used for all three directions. The voxel 
number and pixel-to-voxel ratio was different for the dual camera LF-PIV approach, 
since the computational time was essentially double that of a single camera LF-PIV. 
It should also be mentioned that GPU acceleration through the use of Nvidia CUDA 
codes was adopted to reduce computational times. To obtain the final velocity fields, 
multi-grid cross-correlation and filters similar to those used earlier on were used here 
as well. 

Figure 4.36 shows a comparison between the velocity fields taken along different 
planes from the DNS, single camera and dual camera LF-PIV results. At first glance, 
the agreement between the LF-PIV results and DNS data appeared to be excellent, 
where jet ring vortices were captured regardless of whether a single or dual camera 
approach was used. Whilst little visual differences can be observed in the plots

(a) (b) 

(c) 

Fig. 4.36 Flow fields plotted from the a original DNS data, b single camera LF-PIV post-processed 
results and c dual camera LF-PIV post-processed results
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presented in Fig. 4.36, a more systematic comparison between the cumulative distri-
bution functions of the measurement errors along the x, y and z directions will paint 
a better picture. Note that x–y plane is normal to the first camera optical axis, whilst z 
direction is the optical axis direction. Based on the results shown in Fig. 4.37, it can 
be discerned that the accuracy levels along the x–y plane do not really depend upon 
whether single or dual camera LF-PIV approach was used. In contrast, the accuracy 
level in the z direction clearly benefits from dual camera LF-PIV approach and in 
fact approaching to that of the x − y plane. As such, this analysis demonstrates the 
capability of dual camera LF-PIV approach to achieve more accurate measurement 
results in the z direction (i.e. depth direction) over a single camera based approach. 
After testing out single and dual camera LF-PIV approaches against simulated DNS 
data, the next logical step would involve the use of dual camera setup on actual 
experiments to confirm what had been learned thus far. For this experimental test, a

(a) (b) 

(c) 

Fig. 4.37 Comparisons between the cumulative distribution functions of velocity measurement 
errors in x, y and z directions
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canonical and reproducible flow scenario would be preferred and, in this case, well-
understood laminar circular vortex rings were used to test out an actual dual camera 
LF-PIV setup, workflow and analysis outcomes.

Figure 4.38 shows the water-based experimental setup used to generate the discrete 
vortex-rings, where a “cylindrical slug” approach was utilised. Similar setups had 
been used in earlier vortex-ring studies (New et al. 2016, 2020; New and Zang 
2017) and hence, they will be briefly described here. A high-torque stepper motor 
programmed on a workstation was used to drive a piston impulsively through a 
stainless-steel tube and push water out of a D = 20 mm circular nozzle into a quies-
cent environment. A stroke length of L/D = 1.5 was used such that it was shorter

(a) 

(b) 

Fig. 4.38 Schematics of the vortex-ring experimental setup used for the testing of dual camera 
LF-PIV approach, where a shows the side-view and placement of the first light-field camera by the 
side of the water tank, whilst b shows that the second light-field camera is below the water tank. 
These camera placements ensured that an optimal separation angle of 90° was used
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than the formation length and prevented any trailing jet to be formed aft of the vortex-
rings. Trapezoidal velocity profiles with sharp acceleration and deceleration stages 
were used and the resulting vortex-rings have an approximate Reynolds number of 
2000. Two light-field cameras with specifications similar to those used in earlier 
studies were positioned outside of the water tank, such that they were orthogonal 
to each other as shown in figure. 200 mm Micro-Nikkor lenses were mounted onto 
both light-field cameras and set to a consistent f -number of 4.0, with the time interval 
between the image-pairs set to 2 ms. Volumetric calibration was carried out prior to 
the experiments using a matt black board with white dots spaced at 3 mm intervals in 
both vertical and horizontal directions. The calibration board was translated within 
the intended measurement volume through the use of a high-precision, motorised 
translation stage with a 0.1 µm resolution. As the calibration effectiveness increases 
with the number of calibration planes used, a total of 51 calibration images were 
taken by both light-field cameras at 0.5 mm intervals. 50 µm polyamide seeding 
particles were uniformly distributed in the water within the entire water tank and 
vortex-ring producing tube/nozzle and particle density was estimated to be approxi-
mated 0.431PPM, which was close to the optimal 0.5PPM mentioned earlier. These 
seeding particles were subsequently illuminated by a 500 mJ/pulse, double-pulsed 
Nd:YAG laser during the experiments.

To maximise the measurement resolution, the measurement volume was set to a 
relatively small 32 mm × 24 mm × 32 mm physical size, which was just about suffi-
ciently large to contain the entire vortex-ring. On the other hand, the computational 
load associated with post-processing for high-resolution results had to be taken into 
consideration and a pixel-to-voxel ratio of 3:1 was used, instead of 2:1 ratio. This 
resulted in a more manageable 1904 × 1404 × 1904 voxels, as opposed to 2856 × 
2106 × 2856 voxels if 2:1 ratio was to be used. The latter voxel density would see 
each reconstructed volume ballooning to more than 64 GB in size and hence, not 
feasible at this point. Last but not least, in-house DRT-MART-based post-processing 
was used to arrive at the final single and dual camera LF-PIV results that are shown 
in Fig. 4.39. From the figure, it can be observed from the comparison (especially 
between Fig. 4.39a(i) and b(i)) that the dual camera approach was able to capture 
the vortex-core and its swirling nature much better than its single camera counter-
part. Essentially, this means that a dual camera LF-PIV approach leads to signifi-
cantly lower measurement errors, which agrees well with the earlier analysis. More 
accurate velocity field measurements as demonstrated in Fig. 4.39b(i) also means 
that the isosurfaces of the vortex-ring as based on vorticity magnitudes, whilst not 
quite perfect, are better mapped out under a dual camera approach as well, when one 
compares between Fig. 4.39a(ii) and b(ii), as well as between Fig. 4.39a(iii) and b(iii). 
To further quantify the measurement accuracy levels, probability density functions 
of the divergence error for the measured velocity vectors between single and dual 
camera LF-PIV approaches here with and without reconstruction post-processing 
were determined and presented in Fig. 4.40. The idea of using divergence error as 
a measure of accuracy stemmed from the consideration of the continuity equation 
associated with incompressible fluids, with the divergence error defined here as
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(a) (b) 

(c) 

(iii) 

(i) 

(ii) 

Fig. 4.39 Comparisons between instantaneous flow fields resulting from a single camera and b 
dual camera LF-PIV approaches
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Fig. 4.40 Comparison of probability density functions (PDF) of the measured velocity vectors 
between single and dual camera LF-PIV approaches with and without reconstruction post-
processing 

Error divergence =
|
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∂ z

|
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From the results depicted in Fig. 4.40, it can be discerned that most of the results 
associated with no reconstruction post-processing have divergence errors of no more 
than 0.04 s−1, whilst those with reconstruction post-processing have divergence 
errors of typically less than 0.02 s−1. This represents a significant drop in the error 
level and further reinforces the notion that a dual camera setup goes a long way 
towards more accurate measurement results than what a single camera setup is able 
to provide. 
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Chapter 5 
Simultaneous 3D Surface Geometry 
and Pressure Distribution Measurement 

Shengxian Shi and Mark Kenneth Quinn 

Abstract This chapter describes an aerodynamic measurement technique that is 
capable of simultaneously characterising 3D model geometry and surface pressure 
distribution with single light-field camera. This technique combines the traditional 
intensity-based pressure-sensitive paint (PSP) with light-field imaging and requires 
one additional step for 3D geometry reconstruction. Working procedures of the single 
light-field camera 3D surface pressure measurement technique will be firstly intro-
duced, followed by details on how to retrieve pressure ratio image and 3D model 
geometry from raw light-field images. Results on a Mach 5 wind tunnel test will be 
lastly discussed to demonstrate its measurement performance. 

Keywords Light-field PSP · 3D metrology · Surface pressure · Depth estimation ·
Metric calibration 

Introduction 

PSP has shown increasing interest and utilisation by the aerospace testing community 
since early developments in the 1980s and subsequent industrial testing thereafter 
(Kavandi et al. 1990; Sellers 1995, 2000). The key advantage of PSP as a measurement 
technique is that it is capable of providing full-surface coverage of pressure, unlike 
traditional point measurements gathered from transducers. This ability to measure 
aerodynamic pressure at every location on a complex model has been utilised to great 
effect in both academic and industrial experimental campaigns. 

The technique utilises the phenomenon of oxygen quenching of luminescent 
molecules. When these oxygen sensitive molecules (known as luminophores) are 
illuminated with a suitable wavelength of light (normally ultraviolet) they emit a
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longer wavelength of light (normally >600 nm). The amount of light emitted is 
inversely proportional to the concentration of oxygen on the surface and therefore 
the aerodynamic surface pressure. If such emission is imaged by a suitable camera 
and processed with sophisticated algorithms, each pixel functions like a pressure tap 
and the pressure measurement resolution can be as high as the image sensor (Bell et al. 
2001; Liu and Sullivan 2005). With suitable pressure sensitive paint and cameras, PSP 
can achieve accurate measurement for both steady pressure and unsteady pressure 
fluctuations (Gregory et al. 2008; Peng and Liu 2020). The main sources of uncer-
tainty associated with PSP measurements have traditionally been PSP temperature 
sensitivity, model displacement and deformation, instability of input light and PSP 
photo bleaching. The technique has evolved significantly over the past three decades 
to mitigate temperature sensitivity through advances in paint chemistry (Gouin and 
Gouterman 2000; Puklin et al. 2000), and through the use of modern LEDs and 
drivers which provide a very stable input signal to the PSP coating. However, issues 
of model deformation and deflection have been harder to solve. 

Researchers have measured surface shape and pressure using photogrammetry 
(Crafton et al. 2005; Gramola et al. 2020), digital image correlation techniques (Lynch 
et al. 2018; Ogg et al. 2018; Quinn and Fisher 2020; Imai et al.  2021), however, each 
of these experimental campaigns required the use of multiple cameras calibrated in 
space adding to the complexity of the setup. Especially, mounting and calibration of 
many cameras for large wind tunnel facilities could be a very troublesome work and 
will significantly reduce the test efficiency. (Li et al. 2021) demonstrated a single 
camera system to measure surface shape and pressure utilising a phase-shifting input 
light; however, the results showed significant distortions in the PSP results due to 
the spatial profile of the incoming light. 

Pressure Estimation from Central Perspective Images 

The light-field PSP technique mainly consists two steps, capturing wind-on, wind-off 
pressure image (Fig. 5.1a), and 3D model geometry by light-field camera (Fig. 5.1b). 
The first step is very similar to traditional PSP technique except that conventional 
camera is replaced by a light-field camera. The second step is accomplished with the 
help of structured light illumination, which helps to increase surface texture. 

According to the intensity-based approach, pressure signals can be derived from 
the ratio of wind-on and wind-off images (Liu and Sullivan 2005). Wind-on image 
refers to the image that is taken for the UV excited model when wind tunnel is 
running at certain speed, while wind-off image is normally captured right after the 
wind tunnel is turned off. The principle behind such processes can be modelled as 
the following Stern–Volmer equation. 

Iref 
I 

= A(T ) + B(T ) 
P 

Pref 
(5.1)
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Fig. 5.1 Schematic of the light-field PSP technique, a wind-on and wind-off pressure image acqui-
sition with light-field camera. b 3D model geometry capturing with light-field camera and structured 
light illumination 

in which Iref is the pixel intensity of images captured at wind-off condition; I is 
the pixel intensity of images captured at wind-on condition; A(t) and B(t) are paint 
calibration coefficients which are normally dependent on local temperature; P is the 
model surface pressure distribution at wind-on condition; Pref is the model surface 
pressure distribution at wind-off condition (standard atmospheric pressure). 

Unlike traditional intensity-based PSP technique where image ratio can be directly 
taken for wind-on and wind-off images, the raw wind-on and wind-off light-field 
images need to be pre-processed as they capture both spatial and intensity information 
of the pressure signals (Fig. 5.2). Such pre-process includes MLA calibration and 
central perspective calculation. Similar as what detailed in Chapters 2 and 3, MLA  
calibration is to determine centre coordinate for each lenslet, which is achieved by 
adjusting the main lens aperture to its minimum and taking light-field image for a 
white plate. Figure 5.3a shows one of the MLA calibration images, where each white 
point is the centre of a lenslet. From this image, centre coordinate of each lenslet 
(red asterisk in Fig.  5.3b) can be calculated by the 3 × 3 Gaussian fit method with 
sub-pixel accuracy. 

The second step of pre-process is to calculate new perspective images, particularly 
important for image ratio calculation is to derive central perspective image from the 
raw wind-on and wind-off light-field images. To simplify the illustration, we scale 
down the resolution of MLA to 5 × 5, and pixel resolution behind each lenslet is 
correspondingly reduced to 5 × 5 (Fig. 5.4a). Based on light-field imaging principle, 
such configuration means 25 new perspective images can be calculated from one raw 
light-field image. Notice that light-field cameras involved in this book have much 
higher MLA and image sensor resolution. With the known lenslet centre coordinate, 
pixels that covered by each lenslet can then be precisely identified, and can be rear-
ranged for generating new perspective images. For instance, if all “blue” pixels in 
Fig. 5.4a (the fifth pixel beneath each lenslet) are selected and arrange into a 5 × 5
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Fig. 5.2 Data processing procedures of the light-field PSP technique 

matrix (Fig. 5.4c), a new perspective that views the object from upper-most angle 
can be generated. Likewise, if all “red” pixels in Fig. 5.4a (the third pixel beneath 
each lenslet) are selected and combined together, a central perspective image can 
be generated. For intensity ratio based pressure estimation, only central perspective 
images are used. 

3D Model Geometry Reconstruction from Single Light-field 
Image 

As shown in the right hand side of Fig. 5.2, an additional wind-off light-field image is 
taken with the aid of “pattern illumination”, which is produced by projecting a dense 
dotted-array image onto the model surface (Fig. 5.1b). The raw wind-on and wind-off 
light-field images maybe used for model 3D geometry measurement, but they likely 
result in unreliable data as PSP paint tends to smooth the model surface and very 
few texture could be used for depth estimation algorithms. By artificially creating 
a dotted-array pattern on model surface, the wind-off textured light-field image can
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then be processed with traditional light-field depth algorithm (Jeon et al. 2015). To do 
that, different perspective images (e.g. 5 × 5 new perspectives in Fig. 5.4) are firstly 
extracted and built into an image matrix. As illustrated in Fig. 5.5a, new perspec-
tive images are arranged clockwise around the central perspective. Depth information 
between different perspectives can then be calculated with sub-pixel perspective-shift 
method. For instance, the upper right perspective image (e.g. the red circle image 
highlighted in blue square) is shifted with different sub-pixel displacements (e.g. 
64 labels, Fig. 5.5b) via image interpolation. By comparing the similarity between 
shifted images with the central perspective one (e.g. the green circle image high-
lighted in blue square), a series of cost volume will be calculated (Fig. 5.5c). Lastly, 
the least cost value reveals the parallax between different perspective images, and 
its corresponding label is determined as depth information. Repeating such calcula-
tion for all perspectives, a depth image can be obtained which quantifies the relative 
position of a pixel to the camera focal plane. To convert such depth image into 3D 
point cloud, a metric calibration is necessary. 

Metric calibration is a process that establishes the mapping between light-field 
camera coordinate (depth image) with real world coordinate. A typical setup of 
a metric calibration system in shown in Fig. 5.6a, it consists of a dotted-array or 
checkerboard (Fig. 5.6b), a high-precision linear translation system and a light-
field camera. To perform metric calibration, a calibration board with size similar 
as measurement object is incrementally translated to and fro along the light-field 
camera optical axes. For each position, light-field images are taken (Fig. 5.6c) and 
processed by the depth estimation method. With the calculated depth image and the 
known spatial coordinates of dotted-array/checkerboard, the mapping function can 
be established via spline fit. Finally, depth image of a model can be converted into 
metric 3D point cloud (3D geometry) with such mapping function. 

(a)  (b) 

Fig. 5.3 a Light-field image of white plate with main lens aperture set to minimum, b lenslet centre 
determined with Gaussian fit method
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Fig. 5.4 a Principle of new perspective image generation, b example of lenslet and pixels behind 
it, c new perspective images generation for central and upper-most viewpoints 

Application of Light-field PSP to Mach 5 Wind Tunnel 
Experiment 

The light-field PSP technique has been demonstrated in the intermittent blow-down 
high supersonic tunnel (HSST) at the Department of Mechanical, Aerospace and 
Civil Engineering at the University of Manchester. The HSST, shown in Fig. 5.7a, is 
of a free jet design which expands into a quiescent plenum chamber held nominally 
at vacuum. The HSST can provide 7.5 s of stable run time due to the large high-
pressure storage tanks. Experiments were performed at Mach 5 with a maximum total 
pressure of 8.1 bar, while the total temperature was maintained at 300 K via a resistive 
heater. Previous tests around this total temperature have shown that, following nozzle
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Fig. 5.5 Principle of the depth estimation method, a 5 × 5 perspective images are arranged clock-
wise around the central perspective, b shift perspective image with sub-pixel displacement and 
compare it with central image, c calculate cost volume (similarity) for each label and determine 
depth value 

expansion and subsequent shock recompression, the static temperature change on the 
surface is negligible between wind-on and wind-off conditions (Quinn and Fisher 
2020). There are large quartz windows at two sides of the test section to facilitate 
Schlieren and PSP measurements. To provide a qualitative comparison for light-field 
PSP data, Schlieren experiments were performed with a Z-style Töepler system, 
where illumination was provided by a Newport-Oriel 1 kW Xenon Arc Lamp and 
Schlieren images were captured by a Nikon D5000 SLR camera. 

A flared cone model was painted with ISSI UniFIB PSP paint and illuminated by 
an in-house UV LED arrays (Quinn et al. 2017). A calibration curve for the PSP was
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Fig. 5.6 a Sketch of the metric calibration system, b the checkerboard for light-field camera 
calibration, c raw light-field image of the checkerboard 

generated using an a-priori calibration chamber as described by Quinn et al. (2017). 
Pressure and temperature were varied independently in the calibration chamber with 
identical lighting and optical components to produce a response function for the PSP, 
enabling quantitative results. Figure 5.7b shows the geometry used in this experiment, 
which is the same as the one studied by Erdem (2011) and Erdem et al. (2011). 

During the experiments, three sets of light-field images were captured by the in-
house 29 M light-field camera for the flared cone model, which are wind-on light-field 
images, wind-off light-field images and wind-off light-field images with dotted-array 
pattern illumination (wind-off textured light-field image). For the wind-on and wind-
off light-field images, a 610 nm long-pass filter was mounted in front of the main lens 
to block the excitation light. Figure 5.8 shows an example for these three image sets, 
where a clear increase in pixel intensity can be seen in Fig. 5.8a, b due to the surface 
pressure variation, and dotted-array pattern can be seen from Fig. 5.8c. Process 
such images with procedures detailed in Fig. 5.2, central perspective images were 
extracted from raw wind-on and wind-off light-field images, similar as traditional 
PSP, these central perspective wind-on and wind-off images were then taken for the 
ratio calculation and eventually estimate pressure distribution with the aid of PSP 
calibration data. 

Figure 5.9 shows the normalised model surface pressure distribution, Schlieren 
image, and pressure profile along the model centreline. A distinct asymmetry of 
pressure distribution can be observed at the flared region (Fig. 5.9a). This is most 
likely resulted by model rotation at Mach 5 flow, which results in a minor negative 
incidence angle. Such rotation effect was magnified at the model trailing edge. The
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Fig. 5.7 a Sketch of the supersonic wind tunnel experiment system. b 3D drawings of flared cone 
model (in mm) 

asymmetry error could be corrected if image correction between wind-on and wind-
off were taken. Apart from this minor defect, Fig. 5.9c clearly shows that the model 
tip compressed incoming flow from static pressure to a value of P/P∞ ≈ 3.4, which 
matches well with the theoretical value for a Mach 5 flow around a 14° cone. Flow 
then separated at X/L ≈ 0.36 due to the change to constant radius, as reflected 
by both pressure profile and Schlieren results (Fig. 5.9b, c). The separated flow 
subsequently formed shear layer impinged on the flared region at X/L ≈ 0.70, 
and eventually produced a strong shockwave. Such observations agree well with 
early studies (Erdem et al. 2011). Furthermore, pressure distribution along centreline 
matches well with CFD studies made by Erdem (2011), with only difference that the 
measured highest pressure is larger than predicted by CFD. This could be induced 
by minor temperature changes during experiments, and maybe corrected with two 
component PSP. 

On the other hand, new perspective images were calculated from raw wind-off 
textured light-field image. The angular resolution of in-house light-field camera is
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(a) 

(b) 

(c) 

Fig. 5.8 a Raw light-field image of the flared cone model at wind-on condition, b raw light-field 
image of the flared cone model at wind-off condition, c raw light-field image of the flared cone 
model under the illumination of dotted-array pattern

14 × 14, thereby 14 × 14 new perspective images can be generated from one raw 
wind-off textured light-field image. To reduce the computational load, only the central 
5 × 5 perspective images were involved in depth image calculation. Figure 5.10 
shows the calculated 3D geometry after calibrating the depth image. To evaluate the 
measurement accuracy, 3D geometry data were extracted for three cross sections at 
x = 89.5mm, x = 47.0 mm, and x = 24.5mm  (as indicated by dashed lines in 
Fig. 5.10), these discrete data along with the fitted curves were plotted in Fig. 5.11a. 
It demonstrates that the measured 3D data generally match with the model surface 
curvature. For a more direct comparison, the model design drawings are served as 
reference data (machining error of CNC is around ±20 µm), absolute 3D measure-
ment errors are calculated along y = 30.0mm. As shown in Fig. 5.11b, measurement 
errors in regions x = 0−30 mm are relatively high, especially near the model tip. In
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Fig. 5.9 a Normalised 
model surface pressure 
distribution calculated from 
central perspective wind-on 
and wind-off images, b 
Schlieren image of the test 
model at same test  
conditions, c pressure profile 
along the model centreline 
(Y /R = 0)

these areas, dotted-pattern cannot provide enough texture features for accurate depth 
calculation, due to very small radius. For regions x = 30−90 mm, where radius are 
relatively large and there are enough dotted-pattern scattered on the model surface, 
the 3D measurement errors are less than 1 mm.
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Fig. 5.10 3D geometry of the flared cone model 
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Fig. 5.12 3D surface pressure distribution of the flared cone model 

At this point, the 3D model data along with pressure distribution are both acquired, 
and are at the same resolution as central perspective image. Therefore, it is just a 
matter of pixel-to-pixel mapping to merge the 3D geometry data with surface pressure 
data, and producing the finally 3D surface pressure distribution (Fig. 5.12). 
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Chapter 6 
Light-field PIV Implementation and Case 
Studies 

T. H. New, Shengxian Shi, J. Soria, and B. Ganapathisubramani 

Abstract This chapter will provide details on how LF-PIV had been applied for both 
fundamental and more applied aerodynamics and fluid dynamics studies, covering 
significantly different flow conditions and test mediums. These case studies will shed 
light upon how LF-PIV may be implemented in different experimental setups and 
how it compares against conventional 2D- or Tomo-PIV approaches. Another purpose 
here is to highlight the advantages, disadvantages and how LF-PIV implementations 
could be beneficial in more challenging experimental setups or flow scenarios. 

Keywords Light-field PIV · Turbulent boundary layer · Impinging jet · Linear 
cascade · Supersonic jet 

Introduction 

The implementation and use of LF-PIV with satisfactory accuracy levels and at 
reasonable computational costs have only been established fairly recently. This
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is in no small part due to rapid advancements in camera sensor quality, reso-
lution, data readout speed, MLA, Graphics Processing Unit (GPU)-aided post-
processing through the use of Nvidia CUDA cores and Scalable Link Interface (SLI), 
among others. However, powerful hardware alone is insufficient and advanced post-
processing algorithm is necessary to accelerate the process and reduce the compu-
tational time to an acceptable level. This is quite similar to the situation when 
2D and Tomo-PIV techniques were first introduced many years ago, when post-
processing in the former sometimes require acceleration from dedicated external 
hardware connected to the workstation. For the LF-PIV implementations used by 
the authors in this book, post-processing acceleration can be achieved much more 
readily without resorting to the use of specially-designed hardware but instead, by 
tapping into the relatively low-cost but highly powerful, off-the-shelf CUDA-core 
based GPU cards. A combination of DRT-MART particle reconstruction approach 
and multiple GPUs implemented in parallel operations, as described and discussed 
in earlier chapters, allow significantly different flow scenarios to be investigated by 
LF-PIV recently. This chapter aims to provide some brief details on selected inves-
tigated flow scenarios in terms of the implementation and the results obtained, so as 
to provide readers a sense of what is possible with LF-PIV and the scientific insights 
that are achievable. These are by no means an extensive coverage and readers are 
encouraged to refer to the relevant publications for much more details. 

Adverse Pressure-Gradient Turbulent Boundary Layers 

A flow scenario for which LF-PIV had been implemented for will be a turbulent 
boundary layer under self-similar adverse pressure gradient (APG-TBL) conditions, 
as reported by Zhao et al. (2019). This series of investigations was conducted in the 
water tunnel at the Laboratory for Turbulence Research in Aerospace and Combustion 
(LTRAC), Monash University and the purpose was to compare and validate LF-PIV 
measurements with conventional 2D-PIV measurements of the present flow scenario. 
As Fig. 6.1 shows, an additional contraction section and a flexible polycarbonate roof 
within the test-section was implemented to produce the APG, where the APG could 
be adjusted by varying the roof height, and hence the flow cross-sectional dimensions, 
continuously along the test-section. To achieve the desired APG, the boundary layer 
thickness above a glass-based false floor positioned within the desired test location 
was firstly measured at several locations along the streamwise direction using 2D-PIV 
approach. The captured images were then processed in real-time using an in-house 
image acquisition and PIV analysis code, with the results used to adjust the flexible 
roof iteratively (Atkinson et al. 2015) to obtain the desired APG. Tests showed that 
a self-similar APG-TBL was formed at the fourth section of the water tunnel under 
moderate APG conditions (Atkinson et al. 2015, 2016) and that location was used 
for the rest of the present study. 

The non-dimensionalised APG is defined as
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Fig. 6.1 Schematics of the water tunnel and LF-PIV implementation 
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(

δ1 

τw

)
dP 

dx 
(6.1) 

where dP/dx is the streamwise pressure gradient, δ1 is the boundary layer displace-
ment thickness, τw is the local mean wall shear stress, and can be worked out to be 
approximately 2.0 ± 0.15. The averaged external flow velocity within the self-similar 
region was estimated to be about 440–470 mm/s, while the Reynolds number at the 
entrance of this region is about Reδ1 = 5400. 

Before any LF-PIV measurements were conducted however, 2D-PIV measure-
ments were carried out first to provide the necessary datasets to validate the imple-
mentation of LF-PIV for this particular flow scenario. Characteristics and self-
similarities of the APG-TBL were captured and studied further at several streamwise 
locations from x = 3.68–4.18 m at 100 mm intervals. Since only velocity profiles 
were needed, a high-speed sCMOS camera binned at a resolution of 96 × 2560 pixels 
was used to capture the 2D particle images. Note that the 96-pixel value corresponds 
to the horizontal (i.e. streamwise) direction, while the 2560-pixel is the full camera 
vertical resolution, since the velocity profiles in the vertical (i.e. normal to the wall) 
direction were to be measured.  Illumination was  provided  by a 1 mm thick  laser  
sheet formed by a 22mW, 532 nm wavelength continuous-wave laser. An exposure 
time of 0.3 ms was used to capture the 11 μm hollow glass sphere particles dispersed 
within the water tunnel. The camera acquisition frequency was 500 Hz and the 
captured particle images were post-processed using 2D multi-grid cross-correlations 
with initial and final interrogation windows of 96 × 64 pixels and 64 × 24 pixels 
respectively. The settings gave rise to a vector resolution of 0.012δ in the direction 
normal to the wall. Based on the wall-normal velocity profile, the wall shear stress 
and hence, non-dimensionalised streamwise pressure gradient, could subsequently 
be calculated. 

As for LF-PIV, the experimental arrangement can be understood in Fig. 6.1, 
where the light-field camera was positioned such that its optical axis is normal to
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(a) (b) 

Fig. 6.2 a Photo of the LF-PIV system implemented next to the water tunnel and a b partially 
magnified particle image. The MLA arrangement can be seen in the red hexagonal frame in (b), 
where each cell is a single micro-lens that collects a sub-image 

the test-section side wall (see Fig. 6.2a). There were two measurement volumes— 
one for the near-wall region (i.e. inner layer) and another for the external part of 
the boundary layer (i.e. outer layer), with the light-field camera location adjusted 
for these two different measurement volumes. Similar to the 2D-PIV measurements, 
11 μm hollow glass spheres were used as seeding particles and a 90 mJ/pulse, 532 nm 
wavelength, double-pulsed Nd:YAG laser was used as the illumination source. As 
shown in the figure, before the laser entered the water tunnel horizontally from the 
end wall, the former was first formed into a laser volume through the use of two cylin-
drical lenses. The same in-house light-field camera modified from an Imperx B6640 
PIV camera with a 520 × 360 MLA was used here with a Micro-Nikkor 200 mm 
lens. Magnification factor used was 1 for optimal accuracy and the particle density 
was about 0.5PPM. The time-interval between particle image-pairs was maintained 
at 0.6 ms throughout the LF-PIV experiments and 600 image-pairs were captured 
for each measurement volume. To post-process the light-field images (an example is 
shown in Fig. 6.2b), DRT-MART approach with pixel-to-voxel ratios of 3, 3 and 10 in 
the x, y and z directions respectively were utilised. This gave a reconstruction domain 
size of 733 × 2200 × 182 voxels and spatial resolution of 0.0165 × 0.0165 × 0.055 
mm3/voxel. Reconstructed 3D particle images were then subjected to 3D multi-grid 
cross-correlations with initial and final interrogation volumes of 256 × 256 × 64 
pixel and 128 × 128 × 32 pixel respectively. After appropriate vector validations, 
the 3D velocity fields would have a resolution of 0.558 × 0.637 × 0.526 mm3/vector, 
for a total of 23 465 (19 × 65 × 19) velocity vectors per velocity field. 

To show how the individual result of the two different measurement volumes look 
like, Fig. 6.3a and b show instantaneous 3D velocity fields worked out for the two 
measurement volumes. Note that the water tunnel wall is oriented to the right of the 
results. Since they overlapped, 600 instantaneous velocity fields were averaged for 
each measurement volume, before been combined into a single mean 3D velocity 
field shown in Fig. 6.3c. While the mean 3D velocity field looked reasonable and 
logical, a more systematic assessment of all the collected instantaneous velocity 
fields were still carried out. This was done by examining the flow divergence for
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Fig. 6.3 Instantaneous 3D velocity fields obtained for the a outer layer and b inner layer, as well 
as the c combined mean 3D velocity field. Wall is oriented to the right vertical side of the plots
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incompressible flows based on the continuity equation, expressed as

∂u 

∂x 
+ 

∂v 
∂y 

+ 
∂w 
∂ z 

= 0 (6.2)  

As such, the spanwise velocity gradients were plotted against the sum of the 
streamwise and wall-normal velocity gradients and presented as joint probability 
distribution functions (JPDF) in Fig. 6.4. For perfectly accurate measurements, the 
above continuity equation must be satisfied and the distributions will be represented 
by the red dashed lines in the plots. However, for real-world flow measurements, the 
distributions will not lie perfectly along those lines but scattered about an area. 

It should be mentioned that the nature of the data scatter observed in the JPDFs will 
shed light on the measurement accuracy with respect to the x, y and z directions. With 
reference to Fig. 6.4a and c, the more elongated distribution of data scatter along the 
∂w/∂z axis as compared to the ∂u/∂ x +∂v/∂y axis indicates that the resolution in the
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Fig. 6.4 Divergence test result plots for the a outer layer, where b shows a close-up view of the 
green box in (a). Similar divergence test result plots for the c inner layer and the corresponding d 
close-up view of the green box in (c) are also included here for comparison
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z direction is not as high as those in the x and y directions, since the fluctuations and 
hence uncertainties are significant higher for ∂w/∂ z. However, this is unsurprising 
since the z direction is along the light-field camera optical axis and represents the 
depth direction for the light-field camera. As we had seen in earlier chapters, the 
resolution in the depth direction for LF-PIV approach is known to be worse than 
those in the other two orthogonal directions (Deem et al. 2016; Shi et al. 2016). 
Nevertheless, the data scatter regions remain centred and practically symmetrical 
about the origin locations. To take a closer look, Fig. 6.4b and d show the close-up 
views of the data scatter, while rescaling the axes such that the ∂w/∂ z axis are now 
scaled 10 times that of the ∂u/∂x+∂v/∂y axis. While this makes the data scatter more 
evenly distributed about the origin location, it also better reveals that the uncertainties 
in the measured velocity gradients in the z direction are substantially larger (i.e. ~ 10 
times) than those in the x and y directions. Considering that pixel-to-voxel ratios in 
the x, y and z directions are 3, 3 and 10 respectively, the use of a larger value in the z 
direction does not significantly reduce the measurement uncertainty in that direction.

Next, comparisons of the mean statistical profiles obtained by 2D-PIV and LF-
PIV approaches in both the outer and inner layers are presented in Fig. 6.5. For  
the streamwise velocity profile shown in Fig. 6.5a, there are partial agreements 
between the profiles captured by the two different PIV approaches. Specifically, 
good agreements can only be found for y/δ1 ≈ 1 and above, with the 2D-PIV and 
LF-PIV profiles increasingly deviating from each other below that value. There are 
two primary reasons that can be attributed to this discrepancy that is occuring close 
to the wall. Firstly, it is known that particle distribution is generally less dense within 
boundary layers due to the lower speeds encountered. With a lower particle density, 
the reconstruction quality and subsequent particle identification will subsequently 
be sub-optimal for LF-PIV. Secondly, note that volumteric calibration (Shi et al. 
2019) was not carried out here and hence, no lens imperfections and misalignments 
between the various optical components were taken into consideration and accounted 
for. The impact of limited measurement accuracy below y/δ1 ≈ 1 can also be seen 
in the streamwise and wall-normal components of the Reynold shear stress, where 
similar limitations in the agreements between 2D-PIV and LF-PIV can be observed. 
Neverthless, they remain generally acceptable for the streamwise and wall-normal 
components as shown in Fig. 6.5b and c, where the agreements tend to go below 
y/δ1 ≈ 1 to about y/δ1 ≈ 0.3 for the inner layer results. Interestingly, Reynolds 
shear stress results depicted in Fig. 6.5d show abrupt decreases in the magnitudes 
at locations lower than y/δ1 ≈ 0.8. This could be due to the limited resolution of 
LF-PIV effecting a spatial filtering like outcome on the small-scale eddies very close 
to the wall. For the sake of completeness, results for the spanwise component of 
Reynolds shear stress by LF-PIV approach are provided in Fig. 6.5e. Since 2D-PIV 
approach does not provide out-of-plane results, no corresponding results for 2D-PIV 
are available for comparisons here. 

The preceding results show that LF-PIV approach possesses the lowest resolution 
at the focal plane (i.e. z = 0) location. If that is the case, it will be informative if 
results along and some small distance away from the focal plane were to be compared. 
Figure 6.6 shows such a comparison for streamwise component of Reynolds shear
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Fig. 6.5 Comparisons of mean profiles obtained by 2D-PIV and LF-PIV for a streamwise velocity, 
b Reynolds shear stress streamwise component, c Reynolds shear stress wall-normal component 
and d Reynolds shear stress. Reynolds shear stress spanwise component profiles by LF-PIV only 
are presented in (e)
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Fig. 6.6 Comparisons of Reynolds shear stress streamwise component along a z = 0(focal plane) 
and b z = 1.056 mm 

stress taken at z = 0 (focal plane) and 1.056 mm locations to illustrate the outcomes. 
The comparison reveals that results taken from some small distance away from the 
focal plane actually lead to better agreements with the 2D-PIV results. This test 
confirms the notion that while the relatively poorer resolution of LF-PIV along the 
focal plane may not have a significant impact upon the qualitative aspects of the 
measured flow, differences (sometimes significant) in the quantitative aspects meant 
that users of LF-PIV will have to strike a careful compromise between measurement 
convenience and accuracy of the results.

Impinging Jets 

Another area for which LF-PIV technique was used for full 3D flow measurements 
will be on impinging jets by Zhao et al. (2021). This study is one of the first jet 
flow related studies making use of single camera LF-PIV, when most earlier studies 
by the authors involved conventional or time-resolved 2D-PIV and stereoscopic PIV 
[(Cater and Soria 2002; Ganapathisubramani et al. 2002, 2007, 2008; Lim et al. 2006; 
New 2009; New and Tsovolos 2009, 2011, 2012; Buxton and Ganapathisubramani 
2010; Toh et al. 2010; Shi and New 2013; Edgington-Mitchell et al. 2014a, b; Long 
and New 2015, 2016, 2019; New and Long 2015; Zang and New 2015, 2017; Berk  
et al. 2016; Le Clainche et al. 2017), among others]. 

In this study, a speaker-driven synthetic jet produced from a rectangular orifice 
was set to impinge upon a flat plate in a relatively confined volume and LF-PIV 
was used to investigate both the mean and transient aspects of the resulting flow, as 
shown in Fig.  6.7. The synthetic jet was produced by forcing flows out of a rectangular 
orifice using a 30 W speaker with the forcing frequency set to f = 1 Hz. As such, 
its centreline velocity at the orifice exit was defined as
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Fig. 6.7 Schematics of the experimental setup for the impinging rectangular synthetic jet 

u(t) = umax sin

(
2π t 
τ 

+ θ
)

(6.3) 

where umax, t and τ represent the maximum velocity encountered during the blowing 
cycle, time and period of the cycle, respectively. In addition, the mean blowing 
velocity, u, is used as a representative velocity throughout and is defined as 

u = 
1 

τ 

τ/2∫
0 

u(t)dt = 
1 

τ 

τ/2∫
0 

umax sin

(
2π t 
τ

)
dt = 

umax 

π 
(6.4) 

Since the net centreline flow velocity at the orifice exit will be zero when time-
averaged, a momentum flow velocity U0 will be defined as 

U0 = 
π 
2 

√u (6.5) 

Other relevant parameters will include 

AR = 
l 

d 
(6.6) 

Sr = 
f d  

u 
= 

d 

Lo 
(6.7)
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Re = 
ud 

ν 
(6.8) 

Lo = 
u 

f 
(6.9) 

f = 1/τ (6.10) 

The orifice geometry measured d = 1 mm (i.e. width) and l = 10 mm (i.e. length), 
which gave it an aspect ratio of AR = 10. Furthermore, the Reynolds number, Strouhal 
number and stroke length were worked out to be Re = 550, Sr = 0.0117 and Lo = 
0.0855 m respectively. The maximum and momentum flow velocity were determined 
to be umax = 26.85 m/s and u = 8.55 m/s respectively as well. 

With reference to the figure, the speaker was mounted horizontally with a cavity 
within an enclosure and the synthetic jet was produced horizontally into an enclosed 
Plexiglas box, where the impingement plate resided. The impingement surface was 
positioned 24 d away from the jet orifice. 1 μm smoke particles were dispersed within 
the Plexiglas box with a particle density of about 1 PPM, which were illuminated 
by a 500 mJ/pulse, 523 nm wavelength, double-pulsed Nd:YAG laser. The illumi-
nated volume was formed through the use of cylindrical convex and concave lenses 
along the laser beam path. The LF-PIV camera was based on an Imperx B6640 PIV 
camera with a resolution of 6600 × 4400 pixels incorporating a 520 × 360 array 
MLA located in front of the imaging sensor. For the double-pulsed measurement 
experiments, a time interval of 0.1 ms was used so as to satisfy the one-quarter rule 
for ideal particle displacements between successive particle volumes. For phase-
averaged results, a National Instruments NI-PXIe 1062Q data acquisition device 
was used to trigger the LF-PIV system at 20 different flow phases, with 200 particle 
image-pairs captured per phase. Calibration was conducted by traversing a dotted 
calibration board across the measurement volume at regular intervals, similar to what 
was described in earlier chapters. Note that background noise was removed from the 
light-field particle images as part of the pre-processing stage, by making use of 
the minimum pixel value in 100 LF image pairs. DRT-MART approach was used 
to reconstruct the particle volumes from the light-field particle images, where 10 
iterations were adopted. The 36d × 22d × 11d physical measurement volume was 
reconstructed into 3200 × 2150 × 200 voxels, before multi-grid cross-correlations 
were used to obtain the velocity fields. 

With an initial and final interrogation volumes of 256× 128× 32 voxels and 128 × 
64 × 16 voxels respectively, this gave rise to a vector resolution of 0.704d , 0.352d and 
0.224d in the x, y, and z directions of the measurement volume. Median filtering was 
utilised to reject spurious vectors and replacement vectors were determined through 
linear interpolations. GPU accelerated work processes in terms of reconstructing the 
particles and cross-correlations was carried out by utilising Nvidia GPU cards with 
CUDA codes. 

Figure 6.8 shows a series of velocity field results extracted from the 3D time-
averaged velocity fields, where they characterise the synthetic jets studied here. In
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Fig. 6.8 a 2D velocity fields extracted from the 3D time-averaged velocity fields, b 2D velocity 
vector fields along z/d = 0 and  x/d = 0 take along xy  plane, c mean centreline velocity vari-
ation,Vc(y)/U0 taken along the y direction and d axial velocity variation V /U0 taken along 
x/d = 0, y/d = 2 and  z/d = −6.6 to 4.3 

Fig. 6.8a where 2D slices of the mean streamwise velocity components along the two 
orthogonal planes (i.e. xy  and yz  planes) are shown, where there is a distinct potential 
core region that comprises of high velocity fluid from the jet at some downstream 
location, the results here show that the maximum velocity region occurs at some 
distance away from the jet exit instead. This is unlike a conventional continuous 
jet where the potential region starts from the jet exit to some downstream location. 
The 2D velocity fields can be better appreciated in Fig. 6.8b where the vector fields 
along z/d = 0 and x/d = 0 in the  xy plane are shown side- by-side, where the 
unique potential core region can be seen clearly. The centreline velocity variation 
for the synthetic jet was also plotted and it is shown in Fig. 6.8c. These preceding 
results demonstrate the zero net-mass flux nature of synthetic jets, where the time-
averaged velocity (and hence mass) at the orifice exit should be zero. Last but not 
least, Fig. 6.8d shows that the synthetic jet flow was not as symmetric as envisioned 
and was later found to be due to the design of the synthetic jet setup here. Some 
impact of the asymmetric jet flow upon the resulting flow field will be elaborated 
when more results are discussed. 

Note that the maximum velocity region will be limited by the impingement plate, 
the latter of which limits the growth of the former within the relatively confined
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working volume. Furthermore, one interesting phenomenon associated with non-
circular jets is the “axis-switching” phenomenon, where the major- and minor-axes 
of such jets interchange with each other as the jet convects downstream. To look into 
this further, Fig. 6.9a–c show the isosurfaces associated with the jet half-widths in 
the 3D measurement volume from different perspectives. As the results show, the 
present synthetic jet appears to undergo axis-switching behaviour since the jet spread 
grows rapidly along the minor-plane of the jet orifice, as compared to the much more 
moderate growth along the jet orifice major-plane. For a closer look at the differences 
in the jet half-widths between the major- and minor-axes, Fig. 6.9d shows the jet half-
width profiles. It can be discerned that the growth rate along the minor-axis is higher 
before y/d = 15 and before the jet impinges upon the plate at y/d = 24 location. 
As a further demonstration on the measurement qualities of LF-PIV, Fig. 6.10 shows 
the 2D cross-stream slices of the time-averaged impinging synthetic jet flow, as well 
as the U and V velocity profiles along different axes. In this case, the cross-stream 
evolutions of the jet potential core can be better discerned and additionally, it should 
be mentioned that the current LF-PIV measurements were limited by two conflicting 
needs—dynamic range and particle density. Despite the careful selection of interro-
gation volumes to satisfy the one-quarter rule for good cross-correlation outcomes, 
they may still be too big for the typically smaller W velocity component in the z

Fig. 6.9 a 3D view, b top-view and c side-view of the 3D isosurfaces associated with the mean jet 
half-widths. Trajectories of the jet half-width isosurfaces in both x and z directions are shown in 
greater detail in (d)
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Fig. 6.10 2D cross-stream slices of the 3D time-averaged velocity field results for a V /U0 and c 
U/U0 velocity components, as well as b V /U0 velocity profiles taken along x/d = 0 to 18.7, y/d 
= 23, z/d = 0 and  d U/U0 velocity profiles taken along z/d = −  16.7 to 0, y/d = 23, z/d = 0 

direction. If smaller interrogation volumes were to be used to suit the W velocity 
component, LF-PIV would suffer from the limitations imposed by the MLA reso-
lution, whereby insufficient particles would be available within each interrogation 
windows for accurate measurements. Due to these concerns, results for W velocity 
component will be omitted from the discussions here.

Moving away from time-averaged results, Fig. 6.11 shows the first phase-averaged 
results here where they depict both the velocity vectors and contours of the ejection 
and suction phases associated with the synthetic jet at various timings. Note that the 
ejection phases are from t/τ = 0/20–9/20 and suction phases are from t/τ = 10/20– 
19/20. Results show that a vortex-ring is formed by t/τ = 2/20 and it travels towards 
the impingement plate progressively before it collides upon the plate at around t/τ 
= 7/20. The flow cycle repeats with a clear negative velocity region at the orifice exit 
at t/τ = 15/20. Due to the alternate blowing and suction phase, a saddle point will be 
formed at some point between the orifice and the impingement plate and its location 
varies during the suction phases. Figure 6.12 shows the variation in its location 
away from the impingement plate, Dso, during a typical suction phase, where its 
locations were determined by identifying locations where all phase-averaged velocity 
components are all zero. The results agree well with the expectation that the saddle 
should move gradually closer towards the orifice (i.e. larger Dso) during the suction
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Fig. 6.11 Phase-averaged velocity vector and contours for the synthetic jet production and its 
impingement upon the plate. Left-hand-side shows results along x/d = 0, while right-hand-side 
shows results along z/d = 0 

Fig. 6.12 Saddle location 
variations during the suction 
phase 

phase. Therefore, it can be seen that the typical behaviour of synthetic jets can be 
captured successfully by the present LF-PIV setup and procedures. 

Next, 3D isosurfaces of the transient flow behaviour associated with the synthetic 
jet impingement are presented in Fig. 6.13, where the 3D vortex structures were 
identified based on the velocity gradient tensor D, as  

D ≡ [
di, j

] = [
vr vcr vci

]
⎡ 

⎣ 
λr 

λcr λci 

−λci λcr 

⎤ 

⎦[
vr vcr vci

]−1 
(6.11)
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Fig. 6.13 Phase-averaged isosurfaces showing the multitude of vortex structures produced by the 
present flow scenario, such as the vortex-ring, arc vortex, sweeping vortices, as well as streamwise 
vortices I and II 

As the various key vortex structures differ in terms of their flow strengths, 
three different λci values of 0.0012, 0.013 and 0.0375 were used to identify them. 
These phase-averaged results are presented in Fig. 6.13 and they show the bending 
behaviour of the high aspect-ratio vortex-ring at t/τ = 4/20 (see red isosurfaces 
with dashed line) as part of its axis-switching behaviour at each instance of speaker
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excitation. As the flow progresses, the vortex-ring structure appears to break up 
after interacting with the multitude of vortex structures existing in the flow field but 
continue to collide with the flat plate thereafter. Interestingly, an “arc vortex” of oppo-
site bending direction (see blue isosurfaces with white dashed line) is formed ahead 
of the vortex-ring structure and actually collides with the flat plate before the vortex-
ring structure. Nevertheless, both these vortex structures break up upon impinging 
upon the flat plate and produce what are termed as “sweeping vortices” (highlighted 
by green circles). Note that the above vortex structures are by no means the only 
significant structures that can be observed in the figure. Other relatively coherent 
structures that can be discerned from the figure include streamwise vortices, known 
as streamwise vortex I and II (i.e. SV-I and SV-II), that are produced as part of the 
overall transient flow outcome. A closer look of the preceding behaviour is presented 
in Fig. 6.14, where it shows the impinging behaviour as viewed normally to the xy-
and xz-planes. 

In particular, Fig. 6.15 shows how the asymmetric synthetic jet behaviour detected 
earlier from its characterisation affects the impingement behaviour. It can be observed 
that the vortex structures are asymmetric and the more dominant vortex structure 
causes the right-hand-side segment of the primary vortex ring to move faster. Last 
but not least, Fig. 6.16 shows where the secondary structure within the confine of 
the vortex-ring structure can be observed, alongside with the sweeping vortex. It is 
worthwhile to mention that the study revealed that LF-PIV tends to have limited 
ability in resolving complex structures at this point in time, when compared to other 
PIV approaches based on similar camera resolution. However, the convenience of a 
single camera based PIV solution, as well as the expectations that camera technology 
will continue to advance rapidly, mean that improvements in the measurement fidelity

Fig. 6.14 Closer look at the isosurfaces from viewing angles normal to the xy and xz-planes at 
various phases
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Fig. 6.15 3D isosurfaces and 2D vorticity maps as viewed along the xy-plane, showing the 
secondary structure and sweeping vortex 

and temporal resolution will see LF-PIV approach becoming more mature, cost 
effective and attractive.

Linear Cascades 

In the realms of compressor or turbine stage research, measurements of the highly 
three-dimensional flows in-between the various blades can prove to be, more often 
than not, very challenging. This can be attributed to a few considerations—firstly, 
circumferential distribution of the blades about the compressor/turbine shaft makes 
curved optical access designs that does not introduce distortionary imaging issues 
challenging. Secondly, optical access for a rotating compressor/turbine setup is 
limited in the first place due to the geometry and high rotational speeds, the latter 
of which could lead to high structure stresses that potentially introduce weak spots 
in the setup. Thirdly, vibrations due to the high-speed rotations may increase the 
experimental uncertainty levels of any measurements. These are no means the only 
issues and there are other on top of these as well. To overcome some of these issues 
and as a matter of simplifying the experimental conditions, as well as to improve 
the safety and accuracy of conducting experiments on compressor or turbine blades, 
linear cascades of the said blades are very often utilised instead. As the name implies, 
a linear cascade is when the compressor or turbine blades are not physically fixed
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Fig. 6.16 A closer look at the axis-switching behaviour of the vortex ring structure produced by 
the synthetic jet

around a shaft circumferentially but instead, “unrolled” into a linear configuration 
where the blades are arranged in a straight row. The blades typically remain stationary 
with a flow introduced into the inlet and exit from the outlet after passing over the 
blades. Such a configuration reduces the complexities drastically and prove to be 
highly useful as a close approximation to the rotating configuration. Nonetheless, 
it remains challenging and tedious to obtain full-field measurements of the flow 
fields between the blades, considering the limited spaces and difficulties in achieving 
good illumination with minimal blockages with the curved blades. While Tomo-PIV 
approaches appear to be the best strategy, limited optical access for multiple-camera 
setups in certain configurations may continue to limit the measurement volume that 
it is able to handle. Hence, most earlier studies continue to make use of conventional 
2D or stereoscopic PIV approaches, such investigations by Palafox et al. (2008), 
Bloxham et al. (2009), Alhaj and Seume 2010), Hu et al. (2014), Pu et al. (2014), 
Liu et al. (2019) among others. In this case then, the single-camera approach adopted
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in LF-PIV technique could offer some benefits in terms of simplifying experimental 
requirements while capturing 3D flow fields.

In light of these potential benefits, single camera LF-PIV was used to investigate 
the 3D flow behaviour associated with a 11-blade linear cascade (Xu et al. 2019) There 
are two objectives—firstly, to see if single camera LF-PIV could better facilitate flow 
measurements within confined spaces, such as the regions between the blades here. 
Secondly, particular attention was paid towards capturing the corner flow separations 
and end-wall effects under different blade angles-of-attack (AOA), which would be 
of significant interest towards optimising blade flows. Figure 6.17 shows the subsonic 
wind tunnel used for the study, where flow conditioning devices were used to reduce 
the free-stream turbulence levels during the flow measurements. On the other hand, 
Fig. 6.18 shows how the linear cascade was set up at the wind tunnel nozzle, where 
the blade AOA could be adjusted by rotating them directly. There was a total of 11 
identical blades located within a 620 mm × 200 mm × 10 mm test section, where 
the latter had two acrylic covers as its upper and lower surfaces. Blade AOA could

particle generator 

air supply 
= 5atm 

inlet fan honeycomb contraction 

test section 

Fig. 6.17 Schematics of experimental setup showing the wind tunnel and the linear cascade located 
at the wind tunnel nozzle, as well as the particle seeding arrangements 

Fig. 6.18 Experimental arrangement for the a linear cascade at the wind tunnel nozzle from the 
top-view and geometrical configuration for the linear cascade blades
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Table 6.1 Geometrical 
details of the linear cascade 

Chord, c (mm) 70.4 

Axial chord, cx (mm) 66.2 

Pitch, p (mm) 52.3 

Span, h (mm) 100 

Inlet design flow angle, β1 (°) 38 

Outlet design flow angle, β2 (°) 1.5 

Pressure side tangent stagger angle (°) 20 

Blade number 11 

be adjusted by rotating the circular platform upon which the blades are attached 
and Table 6.1 lays out the geometrical details of the linear cascade. The free-stream 
velocity used for the present study was set to 70 m/s and the Reynolds number based 
on the blade chord length, c, was approximately Rec = 3.6 × 105. As the Mach 
number is about 0.21, the flow was assumed to be entirely incompressible.

LF-PIV experiments were carried out using an in-house modified light-field 
Imperx B6640M based camera, similar to the one utilised by Shi et al. (2016). The 
LF-PIV and linear cascade setups are shown in Fig. 6.19 for a better appreciation of 
the experimental arrangements. Due to safety concerns, atomised Bis(2-ethylhexyl) 
sebacate was introduced into the wind tunnel via its inlet using a particle generator

Fig. 6.19 Schematics of the linear cascade experimental and LF-PIV setup
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at 5 times the atmospheric pressure as seeding particles with a nominal size of about 
1 μm. During the course of the experiments, it was observed that non-uniform distri-
bution of seeding particles impacted negatively upon the capturing of satisfactory 
images for post-processing. Note that LF-PIV is highly sensitive towards particle 
distribution and good distribution is key towards satisfactory measurement results. 
Nevertheless, 150 valid particle image-pairs were captured for each test conditions. 
It should be highlighted that, at this moment and at least for this study, LF-PIV 
faced similar issues as with Tomo-PIV in terms of covering significant measurement 
volume size. Hence, three separate measurement volumes were captured as shown 
in Fig. 6.19, so as to cover a larger overall volume of investigation (albeit with small 
3 mm gaps between adjacent measurement volumes). Having said that however, the 
ability to cover larger measurement volumes should improve with camera resolu-
tion and technology, the latter of which is advancing rapidly. With three separate 
measurement volumes, the plane of focus was centred at three different locations at 
z/h = 0.5, 0.7 and 0.9. The overall volume of investigation was 390 mm × 260 mm 
× 170 mm, where it was divided into 2200 × 1466 × 320 voxels. Initial and final 
interrogation volumes used for cross-correlations with 75% overlapping ratio were 
128 × 128 × 64 voxels and 64 × 64 × 32 voxels respectively, with a vector resolution 
of 1.16 mm × 1.16 mm × 1.93 mm attained.

For a quick appreciation of the flow fields that were encountered here, Fig. 6.20 
shows the instantaneous streamwise velocity distributions at four different spanwise

Fig. 6.20 Instantaneous streamwise velocity distributions at different spanwise locations close to 
the blade trailing-edge
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locations close to the blade trailing-edge, namely at z/h = 82.0, 86.1, 91.0 and 
95.9% from the lower acrylic board surface (see Fig. 6.19). It can be seen that as 
the measurement plane moves progressively closer to the top acrylic board, increas-
ingly larger regions of low velocity magnitudes are observed. This is due to corner 
effects caused by the intersection of the blade and upper acrylic board becoming 
increasingly more prominent as the measurement plane moves closer to that area. 
For an even closer look and to assess just how persistent and dominant the corner 
effects/separations are, mean cross-stream speed, turbulent kinetic energy (TKE) and 
vorticity distributions are presented in Figs. 6.21, 6.22 and 6.23. Figure 6.21 show 
the presence of two separate low-speed regions—one associated with the boundary 
layer along the suction-side of the blade and another due to the corner effects as 
mentioned earlier on. The boundary layer grows progressively thicker with corre-
sponding increase in near-wall low speed region size and the same can be said for 
the slower corner flows. Interestingly, a low speed region can also be observed along 
the top and that could be due to the boundary layer along the lower surface of the top 
acrylic board. The existence and subsequent behaviour of these low speed regions 
have significant impact upon the resulting TKE and vorticity distributions as well, as 
can be observed from Figs. 6.22 and 6.23. For a better idea on how the distribution 
of low speed regions is for the blade, Fig. 6.24 shows the isosurfaces plotted with 
a cut-off speed of 30 m/s. For more efficient blade designs and working conditions, 
these results are able to identify flow issues that should be mitigated for optimal 
blade flow fields.

These observations are comparable with past studies and show that LF-PIV 
approach is able to resolve the key flow behaviour associated with a blade from 
a linear cascade. While issues surrounding non-uniform particle density and limited 
measurement volume should be resolved before one expects LF-PIV to reach greater 
measurement resolution without the need to combine several smaller measurement 
volumes, they are not entirely dissimilar to those faced by other PIV approaches. On 
the other hand, the convenience and ease of using only a single camera reduces the 
complexity of at least one particular aspect associated with such studies. 

Supersonic Jets 

Single camera LF-PIV approach has been adopted by Ding et al. (2018), Sheikh 
(2019) to investigate Ma = 1.3 supersonic jet flows under a variety of nozzle-pressure 
ratio (NPR) conditions, where it ranged between NPR = 2.2–3.2. Note that perfect 
expansion occurred at NPR = 3.1 and thus, the test cases included both over- and 
under-expanded conditions. Due to the significant flow velocities which produce a 
multitude of shock structures, one of the major concerns was whether the LF-PIV 
approach would be sufficiently robust to capture and resolve them satisfactorily. 
Conventional Tomo-PIV measurements on supersonic flows have traditionally been
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Fig. 6.21 Mean cross-stream speed magnitude distributions at x/cx = 74.7, 79.6, 87.5 and 98.4%

highly challenging, even when multiple cameras are available. For single camera 
LF-PIV, the technical challenges will be even greater, due to higher particle and 
illumination requirements, among others. To the best of the authors’ knowledge, 
these studies were some of the first to be conducted on supersonic flows. Hence, 
special attention was paid towards the ability of LF-PIV measurements to resolve
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Fig. 6.22 Mean cross-stream turbulent kinetic energy distributions at x/cx = 74.7, 79.6, 87.5 and 
98.4% 

the shock structures and the velocity fields between the sharp, discontinuous shocks 
properly and adequately during the study.

Highly compressed air was produced by an air compressor, which passed through 
a series of settling tanks, air dryer and filters before been directed into the jet appa-
ratus, as shown in Fig. 6.25. The aluminium jet nozzle and throat inner diameters 
were 10 mm (D) and 9.22 mm respectively, as shown in the photos of the setup and
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Fig. 6.23 Mean cross-stream vorticity distributions at x/cx = 74.7, 79.6, 87.5 and 98.4%

nozzle design schematics presented in Fig. 6.26. 1  μm nominal diameter aluminium 
oxide particles were produced by a particle generator and introduced into the flow 
delivery line upstream of the jet apparatus, for the purposes of seeding the super-
sonic jets during the experiments. The supersonic jets were then exhausted into an 
octagonal-shaped Plexiglas tank, where an exhaustion system was available to purge 
the seeded air. Before LF-PIV experiments were conducted, Schlieren visualisations
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Fig. 6.24 Isosurfaces of low-speed regions for the present blade 
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Fig. 6.25 Experimental setup used for LF-PIV measurements of supersonic jet flows 

and conventional 2D-PIV experiments were first carried out to get first-hand appre-
ciation of the supersonic jet flows, as well as to establish some benchmark results 
that could be used to compare with the LF-PIV results.

For Schlieren visualisations, a modified Z-type Schlieren system shown in 
Fig. 6.27 was used to capture qualitative images of the resulting shock structures 
produced by the supersonic jet. Such a system had been used successfully by Wu
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Fig. 6.26 Photos of the experimental setup and nozzle design schematics 
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Fig. 6.27 2D schlieren setup used to image the shock structures of the supersonic jet flows

and New (2017), Lim et al. (2018), Zang et al. (2018), Mariani et al. (2019, 2020) and 
Wu et al. (2019). As the figure shows, the light source originated from a 200 W broad-
band light LED lamp and the light beam passed through a pinhole aperture, before 
it was reflected off two 300 mm diameter parabolic mirrors. A knife edge was used 
and oriented parallel to the jet flow axis. For 2D-PIV measurements, laser beam from 
a 500 mJ/pulse dual-head Nd:YAG laser was formed into a ~ 1 mm thin laser sheet
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using cylindrical convex and concave lenses and directed into the measurement area 
as shown in Fig. 6.28a. The measurement window was located at approximately 
0.22D above the nozzle and had a physical size of about 1.4D × 2D. A 2048 × 2048 
pixels, Imperx B2041 PIV camera was then used to capture the particle image-pairs. 
Conventional multi-grid cross-correlation particle-image post-processing was used, 
where initial and final correlation windows of 64 × 32 pixels and 32 × 16 pixels 
were used, together with 75% overlap in both directions. As for LF-PIV, the setup 
was generally similar with the exception that a 6600 × 4400 pixels in-house LF 
camera based on Imperx B6640M PIV camera was used, and that different optics 
were used to produce the volumetric laser illumination. As shown in Fig. 6.28b, this 
demonstrates the “plug and play” convenience of the single camera LF-PIV approach 
under certain conditions as one of its biggest advantages.

The measurement volume was located at approximately 0.39D above the nozzle 
and covered a physical volume of 1.25D × 1.25D × 1.25D. The same laser was used 
as the illumination source but in this case, a volumetric illumination was produced for

Fig. 6.28 Schematics of the experimental setups used for 2D- and LF-PIV measurements. Note 
the high level of similarity between the two with the exception of the camera type and illumination 
(i.e. sheet or volumetric)
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LF-PIV instead, where the latter was formed by a combination of two sets of cylin-
drical convex and concave lenses. To reconstruct the captured LF particle images, 
DRT-MART technique and optical corrections (Shi et al. 2017, 2018) were used. 
The pixel voxel ratios (PVR) used for in the x, y and z directions were 3, 3 and 10 
respectively, which produced a total number of 800 × 800× 240 voxels for the recon-
struction domain. This led to a reconstruction resolution of 0.0165 mm × 0.0165 mm 
× 0.055 mm per voxel. For subsequent post-processing to arrive at the velocity fields, 
3D multi-grid cross-correlation with initial and final interrogation volumetric sizes 
of 128 × 128 × 64 pixels and 64 × 64 × 32 pixels were used respectively. Note that 
these post-processing stages were enhanced through the use of GPU acceleration via 
Nvidia CUDA codes.

As this was one of the first time that LF-PIV was used on a supersonic flow 
scenario, an example of the captured particle-images by the light-field camera for 
the supersonic jet operating at NPR = 2.6 overexpanded condition before post-
processing is shown in Fig. 6.29. One initial concern was that the presence of the 
shock structures could smear or distort the particle images adversely and affect 
the reconstruction quality. However, the light-field particle image appeared to be 
relatively free of any visible distortions or smearing. As the procedures were similar 
regardless of the exact NPR used, only results obtained for this NPR will be presented 
here for the sake of brevity. 100 sets of 2D and light-field particle images were 
subsequently post-processed and averaged to arrive at the mean velocity distributions 
for the sake of comparisons between each other, as well as with typical flow features 
expected for a supersonic jet issuing under approximately similar conditions. 

Figure 6.30 shows the 2D-PIV mean streamwise, radial velocity components and 
Schlieren image captured for the supersonic jet, where comparisons with earlier 
studies show that the present 2D-PIV measurements had successfully captured the 
velocity fields despite the presence of abrupt shock structures within the jet potential 
core. Note that the red and green boxes indicate the 2D-PIV and LF-PIV measurement

Nozzle 

Fig. 6.29 Example of a particle-image captured by the light-field camera and a close-up view of a 
selected region within the supersonic jet potential core
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Fig. 6.30 a Mean streamwise (V) and radial (U) velocity distributions captured by 2D-PIV, as well 
as the shock structures visualised using Schlieren imaging, within the supersonic jet flow. Note that 
the red and green sections indicated in (c) are the measurement regions for the 2D- and LF-PIV 
approaches respectively

regions. The shock structures associated with the supersonic jet at the present working 
conditions resemble closely to those observed under relatively similar conditions by 
previously mentioned studies, as revealed by their qualitative 2D Schlieren, quan-
titative 3D Schlieren and numerical simulation results. The absolute Mach number 
distributions are also in satisfactory agreement with the expectations of an NPR = 
2.6 supersonic jet. On the other hand, Fig. 6.31 shows 2D results extracted from LF-
PIV measurements and while the extent of the measurement region in the streamwise 
direction is relatively shorter than that for the 2D-PIV, the results are comparable 
between the two different PIV techniques. For instance, abrupt changes to the flow 
velocity caused by the formation of oblique shocks at the nozzle trailing-edge and
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Fig. 6.31 a Mean streamwise (V) and radial (U) velocity distributions, as well as reconstructed 3D 
velocity isosurfaces based on all three velocity components captured by LF-PIV

their intersecting with each other an approximately half a diameter from the nozzle 
exit are captured by both approaches and demonstrate that it is feasible for LF-PIV to 
be implemented for highly compressible flows. Furthermore, the presence of shock 
structures did not appear to introduce gross inaccuracies or distortions. Having said 
that, it should be reminded that 2D-PIV results remain discernibly “cleaner” than 
LF-PIV ones with lower noise levels. Additionally, the velocity changes registered in 
the 2D-PIV results are more abrupt than those depicted in LF-PIV, and more repre-
sentative of the sharp velocity variations one expected to see in supersonic potential 
cores where shock structures are present. This is likely due to the presence of some 
3D optical distortions to the light-field particle images caused by strong compress-
ibility effects and should be correctable through additional calibration procedures.
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Nonetheless, what LF-PIV approach is able to provide over 2D-PIV much more 
easily in this case can be appreciated in Fig. 6.25c, where 3D velocity isosurfaces of 
the shock structures are shown. While there remain some technical refinements to be 
studied and made, in particular improvements to the overall measurement resolution 
and ability to resolve high velocity gradient regions in compressible flows, this study 
demonstrates that LF-PIV implementation on supersonic flows is feasible and may 
eventually prove to be a fruitful one.
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Chapter 7 
Future Developments 
of Light-field-Based Measurements 

T. H. New and Shengxian Shi 

Abstract As light-field camera technology and post-processing algorithms continue 
to improve, and increasingly better measurement resolutions and accuracy levels are 
realised, the range of new light-field-based measurement technologies is expected 
to widen in the coming years. This chapter will briefly cover several new emerging 
measurement technologies and techniques in which light-field-based approaches may 
be or have been recently used to improve their measurement procedures and fidelity, 
as well as the level of adoption. Whilst by no means meant to be an exhaustive 
coverage of all possible measurement scenarios, the purpose of this chapter is to 
provide insights into how light-field-based approaches may help to accelerate or ease 
the measurement data acquisition process, as well as opening up new measurement 
possibilities. 

Keywords Light-field · Multispectral radiation thermometry · 3D geometry 
measurement · Droplet and splash measurement · 3D flame structure reconstruction 

Light-field Multi-spectral Radiation Thermometry 

Accurate high temperature measurements are critical for applications such as metal 
manufacturing, gas turbine blade cooling, and rocket engine nozzles (Wen and 
Mudawar 2004; Xing et al. 2017; Li et al.  2019a). Although thermistors and ther-
mocouples have been widely used in temperature measurements, such intrusive 
point-wise methods may alter the measurement surface physically (i.e. leading to 
disturbed flow field near a turbine blade, for example), or are unsuitable in appli-
cations where the measurand is fast-moving and under extremely high temperature. 
As contactless measurement techniques go, radiation thermometry such as spectral,
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dual-wavelength and multi-spectral thermometry provide promising alternatives for 
remote high temperature measurements (Lü et al. 2016; Meng and Diebold 2016; 
Araújo 2017; Liu and Zheng 2020). Amongst these methods, multi-spectral radiation 
thermometry (MRT) that infers temperature from radiations emitted by more than 
three wavelengths, is usually preferred for its higher measurement accuracy level 
(Ackerman 1962; Gardner et al. 1982). 

A key issue in MRT however, is how to effectively separate different radiation 
wavelengths. If the temperature of a static target is desired, multiple radiation wave-
lengths could be time-multiplexed onto a single detector by a rotary filter wheel or 
scanning spectrometer. For fast-moving object temperature measurements however, 
the radiation wavelengths could be separated using a prism, optical grating, partially 
reflecting mirror or filter systems. These approaches are not without their drawbacks 
though. Take for instance, temperature control is normally necessary for a prism to 
achieve wavelength stability, whereas an optical grating requires order sorting that 
may result in strong polarisation differences between the filtered wavelengths (Cash-
dollar 1979). Additionally, partially reflecting mirrors, which are typically applied 
as beam splitters, may introduce significant discrepancies in the spectral channel 
response (Lu and Yan 2006; Yan et al. 2020). Last but not least, filter systems are 
normally applied in conjunction with collimating optics, where each detector only 
captures a portion of the radiation of the selected wavelength. 

Note that the above MRT methods relate to point-wise pyrometers that could only 
detect a handful of discrete temperature data with short time intervals. On the other 
hand, surface area MRT measurements are currently performed using colour CCD or 
CMOS imaging sensors, where three radiation wavelengths can be simultaneously 
captured by red–green–blue (RGB) Bayer filters (Tsyba et al. 2003; Fu et al.  2006). 
However, measurement accuracy is significantly constrained by the limited number 
of spectrums, and more wavelengths are necessary to mitigate the effect of unknown 
spectral emissivity (Fu et al. 2016). 

How to fundamentally increase measurement accuracy by capturing wider radi-
ation spectrums whilst keeping the optical system simple, is one of the greatest 
challenges in MRT and light-field-based imaging could provide a promising solu-
tion. It is known that a light-field camera can capture information on the directions 
and intensities of incident rays simultaneously, and multi-view images can be calcu-
lated from one single light-field raw image. If a filter array can be properly designed 
and correctly coupled with the MLA, it is possible that the incident ray directional 
information could be traded for the incident radiation spectral information. As such, 
multi-spectral images could be generated from just one raw light-field radiation image 
(Horstmeyer et al. 2009; Su et al.  2015). Such light-field multi-spectral imaging has 
already been applied alongside with MRT to achieve better temperature measurement 
accuracy levels (Kelly et al. 2021; Luan et al. 2021). 

As schematically shown in Fig. 7.1, a filter array is positioned in front of the 
main lens (i.e. 3 × 3 filter as an example shown in Fig. 7.1), such that radiation 
from a high temperature object is discretised (i.e. 3 × 3 wavelengths). By optically 
conjugating the filter and microlens image plane, multi-spectral images of the high 
temperature object can be captured by a light-field camera with just one snapshot.
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Main LensFilter Array 

MLA 
Sensor 

Fig. 7.1 Schematic of a typical light-field-based MRT method. Adapted with permission from 
Luan et al. (2021) © The Optical Society 

To verify this light-field multi-spectral radiation thermometry approach (LF-MRT), 
synthetic multi-spectral light-field images were generated with the similar ray-tracing 
method as detailed in Chap. 3. To be specific, synthetic radiational information from 
an object with temperatures ranging from 500 to 2000 K were propagated to a 3 
× 3 filter array during the verification stage. Based on nine selected wavelengths, 
portions of radiation rays would pass through the main lens and reach the sensor 
plane. Different from the earlier simulations in Chap. 3, radiation intensity of each 
ray is regulated according to its wavelength, emissivity of the object and surface 
temperature, as expressed by Eq. (7.1) (Xing et al. 2017): 

Ii = Ai ε(λi , T ) 
1 

λ5 
i

(
e 

C2 
λi T − 1

) (i = 1, 2, . . . ,  9) (7.1) 

where Ai is a calibration factor which depends on the wavelength λi , camera exposure 
time, pixel sensitivity, absorption ratio of optical windows and others, ε(λi , T ) is the 
spectral emissivity of the target at true temperature T , λi is the effective wavelength 
of the i-th channel and C2 is the second radiation constant. The final intensity of each 
pixel was determined based on the total number of rays collected by the pixel and 
normalised into a range of 0–255. Note that 20 dB white Gaussian noise was added 
into the raw light-field images for a more realistic approach. 

Details of the parameters used to generate synthetic multi-spectral light-field 
images are listed in Table 7.1, where simulated temperatures ranged from 500 to 
2000 K. Additionally, the emissivity values of the nine selected wavelengths were 
taken from Sun et al. (2005). To better illustrate, a synthetic multi-spectral light-field 
image generated at T = 1800 K is shown in Fig. 7.2a. Each microlens samples 3 × 
3 wavelengths of the object radiation, which is then discretised by 12 × 12 image 
sensor pixels below it, as shown in Fig. 7.2c. Since it is likely that marginal pixels
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Table 7.1 Parameters for generating synthetic multi-spectral light-field images 

Focus length of main lens 200 mm 

Object distance 2200 mm 

Field-of-view 120 mm × 120 mm 

Microlens number 100 × 100 
Pixel number under single microlens 12 × 12 
Pixel size 10 µm 

Focus length of microlens 1.2 mm 

f -number 10 

Filter array channel (wavelength, λi , in  µm) 0.574 0.592 0.623 

0.654 0.698 0.748 

0.826 0.870 0.914 

Emissivity, ε(λi , T ) 0.409 0.649 0.520 

0.506 0.425 0.416 

0.375 0.371 0.369 

Adapted with permission from Luan et al. (2021) © The Optical Society 

Fig. 7.2 a Raw multi-spectral light-field image, b part of the raw light-field image, c microlens 
image, (d) pixels corresponding to a filter and (e) filter array. Adapted with permission from Luan 
et al. (2021) © The Optical Society 

may capture radiation intensities from more than one wavelength due to vignetting 
effects, and adjacent microlenses may sample radiation from the same wavelength 
due to “cross-talk”, only the centre 2 × 2 pixels in the black dashed-line box shown 
in Fig. 7.2d were used in the subsequent temperature calculation procedures. 

To decouple a raw multi-spectral light-field image, or to recover 3 × 3 spectral 
channels from one light-field image, procedures similar to multi-perspective image
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calculation as described in Chap. 5 are adopted. That is, the microlens centre is deter-
mined from a board image which is captured without filter array, and pixels beneath 
each microlens are selected and stitched together according to their relative location 
to the microlens centre. In this way, 3 × 3 radiation images with a resolution of 100 
× 100 pixels are recovered, and nine equations could be established according to 
Eq. (7.1). Without knowing the emissivity, ε(λi , T ), the temperature calculation can 
be converted into a constrained optimisation problem, where the difference between 
the true and estimated temperatures is to be minimised in accordance with Eq. (7.2): 

n∑
i=1 

[Ti − E(Ti )]
2 = 0 (7.2)  

Based on optimisation methods such as Gradient Projection (GP) algorithm, 100 
× 100 data points can be obtained for each temperature. The calculated results are 
then compared with the true temperature and the relative errors are presented in 
Fig. 7.3. The measurement error varies between 0.31 and 2.22% and increases with 
temperature. Due to limitations imposed by the GP algorithm, measurements for 
higher temperatures will have lower measurement accuracy levels. 

The above LF-MRT method may now be compared with traditional RGB-CCD 
method (Fu et al. 2006) with synthetic multi-spectral images which were generated 
from the temperature data of a turbine blade. 1870 temperature measurements ranging 
from 1400 to 1800 K were taken from the blade suction side using thermochromic 
liquid crystal technique, and the results are presented in Fig. 7.4. Based on these 
measurement data, synthetic LF-MRT and RGB-CCD radiation images were gener-
ated for a 120 mm × 120 mm blade section, as indicated by the black dashed-line

Fig. 7.3 The relative errors between the calculated and true temperatures in areas marked by ➀➁➂ 
in Fig. 7.2. Adapted with permission from Luan et al. (2021) © The Optical Society
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Fig. 7.4 Surface temperature measurement data points on the suction side of a turbine blade. 
Adapted with permission from Luan et al. (2021) © The Optical Society 

box in the figure. 20 dB white Gaussian noise has been added to the synthetic LF-
MRT and RGB-CCD images as well, and the final images are shown in Fig. 7.5a, 
d respectively. After their corresponding post-processing, the evaluated tempera-
ture distributions for LF-MRT and RGB-CCD approaches are shown in Fig. 7.5b, e

Fig. 7.5 a, d Synthetic multi-spectral light-field and RGB-CCD images of a turbine blade suction 
side (parts of the raw image are shown in yellow boxes); b, e evaluated temperature distributions 
based on LF-MRT and RGB-CCD approaches; c, f relative errors of LF-MRT and RGB-CCD 
approaches. Adapted with permission from Luan et al. (2021) © The Optical Society
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Fig. 7.6 A comparison between the cumulative distribution functions (CDF) of the relative errors 
associated with LF-MRT and RGB-CCD approaches. Adapted with permission from Luan et al. 
(2021) © The Optical Society 

respectively, which were then subsequently used to determine the relative measure-
ment error distributions. These relative measurement error distributions are shown in 
Fig. 7.5c, f for LF-MRT and RGB-CCD approaches respectively and demonstrated 
that, at least for the present turbine blade, that LF-MRT method has higher measure-
ment accuracy levels for the high temperature regions with measurement errors of 
about 50% lower than the RGB-CCD method. The overall higher accuracy levels of 
LF-MRT approach can also be appreciated in Fig. 7.6 as well, where the cumulative 
distribution functions (CDF) of the relative errors associated with both LF-MRT and 
RGB-CCD are compared directly.

Further experiments were conducted with a black body furnace as shown in 
Fig. 7.7, where a 9 × 9 filter array was mounted in front of the main lens of an 
industrial light-field camera (VOMMA VA4300-M-TGE, 7915 × 5436 pixels) for 
calibration purposes. Radiation spectral light-field images were captured for temper-
atures ranging from 1000 to 1500 K at 470 nm, 500 nm, 530 nm, 575 nm, 620 nm and 
670 nm wavelengths. By comparing the calculated temperature with the black body 
temperature, the measurement error level is estimated to be less than 1%. Studies and 
experimental testing conducted so far bode well for the widening use of LF-MRT 
approach in temperature measurement applications that demand contactless, global 
high temperature distributions at high accuracy levels, particularly applications that 
offer limited access and yet require ease in the measurement process.
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Fig. 7.7 Black body furnace calibration setup with a VOMMA VA4300-M-TGE light-field camera 

3D Geometry Measurements 

Since light-field cameras have been demonstrated to be capable of reconstructing 3D 
images for nanoscale and micro-scale PIV tracer particles, it is possible that the 3D 
geometrical details of solid boundaries and any accompanying volumetric velocity 
fields could be simultaneously measured with just a single light-field camera. Such 
3D fluid–structure-interaction (FSI) investigations were previously accomplished by 
more conventional multi-view geometry (Adhikari and Longmire 2012; Jeon and 
Sung 2012; Im et al.  2015) or camera-array-based light-field imaging (Mendelson 
and Techet 2015). Towards this end, a crucial step other than light-field particle 
3D reconstructions, is how to accurately retrieve 3D geometrical details of a model 
from a raw light-field image. It is worthwhile to highlight also that 3D geometry 
measurements using a light-field camera is wide-ranging that deserves more attention 
in the future by itself. However, within the context of this chapter, its coverage here 
will be more moderate for the sake of brevity. 

Although stereo-vision, laser triangulation and structured light techniques are 
highly efficient and mature for 3D metrology, they may encounter challenges when 
measuring very small or even tiny 3D physical structures. In particular, limited avail-
able viewing angles could result in serious occlusion effects for these techniques. In 
addition, sharp edges of such small/tiny 3D physical structures are more than likely to 
drastically affect laser line reflectance or image patterns that are been projected from 
any laser emitters or structured light projectors. A good example of a 3D metrology



7 Future Developments of Light-Field-Based Measurements 173

scenario that exhibits such challenges will be that associated with turbine blade film 
cooling holes. To meet the ever-increasing desire to achieve high thrust-to-weight 
ratios, turbine blades have to work safely under extremely high gas temperatures. 
Take for instance, the M88-2E4 jet engine that powers the French multi-role fighter 
RAFALE has a turbine inlet temperature of about 1900 K (Desclaux and Serre 2003). 
It is predicted that the turbine inlet temperature of next generation jet engines could 
reach as high as 2300 K. To protect turbine blades and vanes from burning out by 
such high temperatures, coolant air from the compressor stage is fed into the root of 
these turbine blades. The coolant air will flow through the internal cooling channels 
as shown in Fig. 7.8 and ejected out from tiny holes distributed along the turbine 
blade surface. This produces a classical “jets-in crossflow” like flow behaviour that 
will see a thin layer of coolant air being formed along the turbine blade surfaces and 
shield the latter from the much hotter flow over the blade surfaces. 

It should be emphasised that geometrical details of these tiny film-cooling holes 
such as their ejection angles, orientations, shapes and exit areas are specially designed 
according to stringent aerodynamic and thermodynamic requirements, so as to ensure 
the highest possible cooling efficiency (Gritsch et al. 2001, 2005; Bohn and Krewinkel 
2009; Montomoli et al. 2012). Usually, film-cooling holes are nominally very small 
with diameters ranging from 0.2 to 0.8 mm, and relatively deep with depth-to-
diameter ratios ranging from 2 to 6. These physical attributes make the probes of
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Fig. 7.8 Schematics of how coolant air enters the turbine blade via the blade root, flows through 
the internal channels and exhausts out of the blade surfaces for film-cooling applications. Adapted 
from Han and Rallabandi (2010) CC BY 3.0
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coordinate-measuring machines (CMM) too large to be used meaningfully. At the 
same time, the very narrow available viewing angles of these small but deep film-
cooling holes would result in significant occlusion effects for stereo-vision, laser 
triangulation and structured light approaches. Early studies showed that light-field 
cameras may provide a feasible alternative for such geometrical measurements, since 
it can achieve 3D measurements despite limited viewing angles (Ding et al. 2019; 
Zhao et al. 2020).

An example of a light-field camera-based measurement system is shown in 
Fig. 7.9a, which consists of an industrial light-field camera (VOMMA VA4300-M-
CL, 7915 × 5436 pixels) and a main lens (i.e. Micro-Nikkor 200 mm lens coupled 
together with a Nikkor 50 mm lens). After acquiring the raw light-field image of 
the turbine blade as shown in Fig. 7.9b, the next step will be to extract its multi-
perspective images. As illustrated schematically in Fig. 7.10, rays from different 
viewing angles are represented by different colours. For the sake of simplicity, only

(a) (b) 

Fig. 7.9 a Light-field camera-based turbine blade and film-cooling hole measurement setup, and 
a b raw light-field image of the turbine blade surface (inset shows a magnified view) 
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Fig. 7.10 Schematic of multi-perspective image generation from a raw light-field image
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5 pixels are shown in this one-dimensional (1D) schematic (whereas it will be 5 × 5 
pixels for a two-dimensional (2D) case), which means that a total of 25 perspective 
images can be generated based on light-field imaging principles. As an example, if 
one takes the 5th pixel beneath each microlens (i.e. the blue pixels) and stitches them 
together, a top view could be generated (i.e. View A).

With the availability of these 25 perspective images, a 5 × 5 image matrix can be 
formed as shown in Fig. 7.11a. If one row of pixels from each of the 25 perspective 
images are stacked together, an epipolar-plane-image (EPI) can then be generated as 
shown in Fig. 7.11b. A prerequisite of accurate 3D geometry measurements is how to 
correctly estimate depth information from an EPI. Fundamentally speaking, slopes 
of various lines in an EPI correspond to the disparity between different perspective 
images. Accurate prediction of EPI line orientations is therefore the key task for 
light-field-based 3D measurements, which could be accomplished by traditional EPI

Fig. 7.11 a Multi-direction EPI method and b compass operator-based slope detection method
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Fig. 7.12 Structure and workflow of end-to-end deep learning network for turbine blade depth 
recovery. Adapted from Ma et al. (2019) CC BY 4.0  

algorithms (Johannsen et al. 2016; Sheng et al. 2018) and EPI-based neural networks 
(Heber et al. 2017; Feng et al. 2018; Shin et al. 2018). However, multi-perspective 
images that are generated from raw light-field images taken of turbine blades or film-
cooling holes have reflective and texture-less areas, which would greatly affect the 
depth recovery accuracy levels. To overcome such difficulties, an end-to-end deep 
learning network could be applied (Ma et al. 2019).

As shown in Fig. 7.12, a deep learning network could use astrous convolution 
with different dilation rates to extract multi-scale features from all multi-perspective 
images, so that disparities of reflective and texture-less areas can be estimated from 
their neighbouring regions. Low level multi-scale features from such feature pyramid 
are then processed by a series of residual blocks, each comprising of a shortcut 
depth-wise separable convolution layer and three consecutive depth-wise separable 
convolution layers. Lastly, accurate depth information of the turbine blade surface 
or film-cooling hole is calculated from the final residual block. 

The volumetric calibration algorithm introduced in Chap. 5 may also be applied 
here to convert depth information into 3D points in metric units. Performance of 
such a procedure can be accessed with standard gauge blocks. Table 7.2 shows the 
measurement accuracy levels at different depths-of-field and fields-of-view for a 
process capability index of Cpk ≥ 1.33. Applying metric calibration to the turbine 
blade depth image captured by a light-field camera as shown in Fig. 7.13a, a very 
dense 3D point cloud can be obtained, as can be seen in Fig. 7.13b with surface 
texture included. To be more precise, approximately 820,000 3D points were obtained

Table 7.2 Measurement 
accuracy of a VA4300-M-CL 
light-field camera system 

Magnification 1.5× 2× 4× 
Depth-of-field (mm) 5.1 3.1 0.78 

Field-of-view (mm) 14.8 × 10.1 11.1 × 7.6 5.5 × 3.8 
z-accuracy (µm) ±37 ±17 ±8 

xy-accuracy (µm) ±3 ±3 ±1
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Fig. 7.13 a Depth image of turbine blade, b 3D point cloud of turbine blade, c Depth image of a 
film cooling hole, d 3D point cloud of a film cooling hole 

through the use of a VA4300 industrial light-field camera. If one were to zoom in 
on a single film-cooling hole with a 4× lens, a very dense and highly accurate point 
cloud can be obtained, as shown in Fig. 7.13c. Based on these data points, Fig. 7.13d 
shows how details of key geometries such as ejection angle, orientation, shape and 
exit area of the film-cooling hole may be realised.

Droplet and Splash Measurements 

One of the first pseudo-3D flow imagings and hence structural reconstruction arose 
from stereoscopic imaging was conducted by Ng and Zhang (2003), where they made 
use of a stereoscopic adapter mounted in front of the lens on a 2D digital camera. 
The two sets of mirrors within the adapter allow the imaging of the same scene via 
two different perspectives by the CCD sensor, which in turn produce two different 
views in a single image. As the geometrical and optical details are known quantities, 
the two different views can be combined to produce a 3D reconstructed view of the 
scene. Similar principles had also been demonstrated by Wang and Zhang (2011) and 
Wu et al. (2020) on droplet/splash research, though in this case they reconstructed 2D
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shadowgraph image pairs derived from a stereoscopic shadowgraph system instead. 
To illustrate briefly, both studies made use of a stereoscopic shadowgraph system 
shown in Fig.  7.14, where the scene of interest is located within the shaded test section 
region. The relationship between a point within the scene and its images on the same 
sensor in the case of a stereoscopic adapter based setup, or two separate sensors 
arranged stereoscopically, may then be represented by Fig. 7.15. This relationship 
can then be described mathematically for reconstruction of the 3D images and used 
to track regions or areas of interest. 

A good example can be seen in a bubble undergoing bursting process imaged 
stereoscopically by Wang and Zhang (2011). The images were taken based on a 
shadowgraph system comprising of a 500 W xenon light source and four ~300 mm 
parabolic mirrors with ~3 m focal lengths, where two Photron SA-3 monochrome 
high-speed cameras were used to capture the shadowgraph images simultaneously 
from two different perspectives. To reconstruct the droplet trajectories after the bubble

Fig. 7.14 Schematics of a typical stereoscopic shadowgraph setup (Wang and Zhang 2011) 

Fig. 7.15 Relationship between the physical coordinates and image coordinates of the two images 
resulting from stereoscopic imaging (Wang and Zhang 2011)



7 Future Developments of Light-Field-Based Measurements 179

had burst, calibration of both cameras would have to be carried out, such that the 
depth information can be quantified from the images captured by the two different 
arranged cameras. This was done by having both cameras to take a photo of a planar 
calibration board with a known pattern and dimensions each as shown in Fig. 7.16, 
such that the relationships between the physical and images coordinates could be 
established for stereoscopic reconstructions (Zhang 2000). For more details on the 
rationale and formulation of the stereoscopic reconstructions, readers are referred to 
Wang and Zhang (2011).

The cameras were set to 5000 FPS for the experiments and triggered simultane-
ously, where a bubble of approximately 44 mm was punctured. The captured image 
sequences for both cameras are shown in Fig. 7.17, where they are separated by a

Fig. 7.16 Image samples of the calibration board taken by stereoscopically-arranged cameras, 
where each sample was taken from a different viewing perspective (Wang and Zhang 2011) 

Fig. 7.17 Stereoscopic images captured of a bursting bubble, where the top and bottom rows show 
the images captured from two different perspectives (Wang and Zhang 2011)
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Fig. 7.18 Temporal evolution of the bubble bursting boundary presented in 3D views after 
stereoscopic reconstructions (Wang and Zhang 2011) 

time-interval of 2 ms. Whilst the two sets of image sequences do provide a quali-
tative grasp of the bursting phenomenon, they do not directly provide data that can 
be analysed quantitatively. However, if the calibration data was available such as in 
the case for (Wang and Zhang 2011), the boundaries of the bubble rim during the 
bursting process could be quantitatively extracted and plotted as shown in Fig. 7.18. 
It can be seen that the availability of these 3D results made it possible to track the 
evolution of the bubble bursting process as a function of time in a more systematic 
and insightful manner. However, as noted in that paper, it is occasionally necessary 
to select some of the points for stereoscopic reconstruction manually, due to the 
occasional arbitrariness in the selection of a matched feature in both images. This 
is due to the fact that 2D cameras without depth information were used, and user 
interventions based on human depth perception would have to come in.

Nevertheless, such a stereoscopic setup was very useful not only in terms of 
tracking a continuous bubble rim during the bursting process, it was also found to 
be satisfactory when it comes to tracking the droplets formed at the same time. For 
instance, Fig. 7.19 shows that the trajectories of selected droplets produced during 
the bursting of a bubble in 3D space, which show the feasibility of the stereoscopic 
reconstruction approach. 

Wu et al. (2020) improved upon the preceding stereoscopic reconstruction 
approach when they applied a relatively similar shadowgraph imaging setup for their
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Fig. 7.19 3D trajectories of selected droplets produced during the bursting of a bubble over a period 
of 4.8 ms (Wang and Zhang, 2011) 

splash-induced droplets study. Several major improvements were made to the droplet 
tracking and stereo-matching however—Firstly, the tracking of droplets between 
consecutive image frames was enhanced by the implementation of a 3D particle 
tracking velocimetry algorithm to more reliably determined the droplet 2D posi-
tions. These were done separately for the sequential images captured by each of 
the two high-speed cameras. Secondly, epipolar constraint was used in the stereo-
matching of the droplets from images captured by the two cameras. Mathematically 
speaking, a droplet in an image from one camera should lie on the epipolar line of the 
corresponding image from the other camera. This essentially meant that the search 
for the droplets in corresponding image frames was restricted to certain regions of 
the images (with some small tolerances built in), thereby reducing the likelihood 
of stereo-matching the wrong droplets between the two images. Note that only 2D 
droplet trajectories that were able to fulfill the epipolar restrictions would be used 
for subsequent stereoscopic reconstructions. Last but not least, stereoscopic recon-
structions were carried out based on the calibration and reconstruction procedures 
described earlier on. However, additional steps were incorporated such that droplet 
trajectories which did not seem reasonable would be rejected. For the present scenario 
where droplet density was relatively low, this remains feasible. However, it remains 
unclear if it will continue to be feasible if droplet density increases significantly. An 
illustration showing the above procedures is presented in Fig. 7.20. 

To show what the approaches adopted by Wu et al. (2020) were able to accomplish, 
Fig. 7.21 first shows how the splash droplets were formed by 2D shadowgraph 
visualisations under a variety of Weber number and film thickness conditions. It 
is clear from these results that the different crown-type and crown bottom splashing 
produce a wide range of droplet formations and trajectories, and Fig. 7.22 shows 
the 3D trajectories of the secondary droplets made possible by the procedures laid 
out in Fig. 7.21. It can be seen that the present procedures were able not only to
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Fig. 7.20 Droplet tracking, stereo-matching and reconstruction schemes that were used to track 
the droplet 3D trajectories (Wu et al. 2020) 

differentiate a significant number of distinct droplets, but to quantify their velocity 
magnitudes as well. From a technical standpoint, the results are highly convincing 
and reveal much on the mechanisms of droplet formation and behaviour associated 
with the splashing phenomena investigated during the study. 

On the other hand, the need to have two high-speed cameras synchronised to 
acquire image sequences from two different viewing perspectives may prove to be 
a challenge if two similar cameras (i.e. usually recommended) are unavailable, or 
if cost is a primary concern. Additionally, the need to carry out stereo-matching to 
correctly identify the same droplet across two different images before tracking its 3D 
trajectory may also present certain experimental uncertainties. Note that the tolerance 
set for the droplet search area could also be subjected to human interpretations. 
Hence, utilising a single light-field camera may alleviate some of the above issues. 
Take for instance, firstly, it presents itself as a single camera solution where the 
calibration process is likely to be more straight forward and camera adjustments for 
different viewing perspectives would be simpler. Secondly, there is no need to carry 
out the stereo-matching step, since only one camera will be imaging all the droplet 
formations and trajectories—there is only a single series of light-field image sequence
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Fig. 7.21 Time-resolved shadowgraph-based visualisation images for splash droplet formations 
for various Weber numbers and film thicknesses (Wu et al. 2020)

for each experiment and there will be lower uncertainties when it comes to droplet 
identifications. Thirdly, 3D trajectory tracking can be accomplished by making use 
of 3D multi-grid cross-correlations similar to what had been adopted for LF-PIV 
procedures. With these in mind, it would appear that a light-field camera can simplify 
the required imaging setup and reduce the experimental cost significantly. Having 
said that, the high framerate requirement for time-resolved droplet investigations
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Fig. 7.22 3D trajectories of the secondary droplets corresponding to the cases visualised in Fig. 7.8 
(Wu et al. 2020) 

will pose technical challenges for a light-field camera-based setup. In particular, the 
light-field camera will need a very high resolution and hence pixel count imaging 
sensor for accurate 3D reconstructions of the droplets.

Whilst imaging sensor technological advances meant that resolution continues 
to increase, current speed limitations in the sensor readouts limit the framerate of 
a high resolution light-field camera to about 100–200 FPS, instead of an (or more) 
order-of-magnitude higher framerates offered by current lower resolution 2D high 
speed cameras. 

3D Flame Structure Reconstructions 

Combustion phenomena and associated behaviour under a variety of fuel mixtures, 
nozzle/holder geometries and other operating conditions have always been an area 
of intense research, due to the tremendous need to achieve more efficient combus-
tion processes, lower carbon emissions, reduced noise emissions and higher perfor-
mances, to name a few desirable outcomes. Until recently, a significant number of 
experimental investigations made use of 2D or stereoscopic PIV, as well as laser-
induced fluorescence based and other tools, to capture quantitative results associated
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with combustion and/or flame behaviour, and some recent studies would include 
those by Stratton (2005), Filatyev et al. (2007), Petersson et al. (2007), Hartung et al. 
(2009), Hossain et al. (2013), Wang et al. (2014, 2015, 2020), Weinkauff et al. (2015) 
and Huang et al. (2020), amongst others. As a result, it is not surprising that strong 
desires to understand and correlate full 3D flame structures to the eventual combus-
tion efficacy exist. This also raises the possibility of reconstructing flames structures 
with sufficiently high density-gradients based on shadowgraph or Schlieren imaging 
much like the previous section. 

One of the earliest studies on the stereoscopic reconstruction of 3D flame surface 
features will be the one conducted by Ng and Zhang (2003). In their study, they 
made use of a prismatic stereoscopic adapter mounted upon a digital camera that 
allowed the capture of the same scene from two different viewing perspectives onto 
one single digital image, as shown in Fig. 7.23. To reconstruct the 3D image with 
depth information, they made use of relatively similar stereoscopic calibration and 
reconstruction principles as those adopted by Wang and Zhang (2011). The primary 
difference between the approaches by Ng and Zhang (2003) and Wang and Zhang 
(2011) is that the latter made use of two cameras instead of one by the former. 
Nevertheless, the core principles remained the same. For the former study, they made 
use of an impinging coaxial-type burner, where propane gas underwent combustion 
with air. A flat steel plate was used as the impinging surface, and the primary interest 
was in the capturing of the flame structures produced along it. A digital camera with

Fig. 7.23 Schematics of the basic operating principles of a stereoscopic adapter used in Ng and 
Zhang (2003)
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the stereoscopic adapter was mounted on a tripod with its optical axis pointing at the 
flames along the lower steel plate.

The top row of Fig. 7.24 shows the two images of the flame structures captured 
by the camera stereoscopically, whilst the second and third rows show the recon-
structed 3D flame structures from different viewing perspectives. The availability of 
reconstructed 3D flame structures mean that they could be rotated for a much more 
meaningful visualisation and interpretation. Note that these results actually mapped 
out the external flame structure surfaces, rather than the phenomena occurring within 
the flame structures. Nonetheless, this provides a good opportunity to quantify and 
map out the flame surfaces, such that the localised flame surface areas and surface 
densities could be estimated. In this case, depth information from the current exper-
imental approach and Delaunay triangulation-based polyhedral approximations of 
the surfaces were utilised to map out the flame surfaces continuously. The latter 
triangulation step was needed to interpolate the 3D surface distributions between the 
points for which depth information was available, for a more realistic surface repre-
sentation. Figure 7.25 shows how some of the 3D meshes that were based on flame 
surfaces of interest looked like. Note that since the calibration process would have 
provided information on the magnification factor, it would be possible to estimate 
the physical areas of selected flame surfaces and the availability of flame surface 
areas could then be used to determine other combustion parameters of interest, such 
as fuel consumption rate, take for instance. 

An improved optical-based approach of 3D flame structure reconstruction for 
impinging flames based on a relatively similar setup was demonstrated by Wang 
et al. (2013). In this case, the flame structures were not imaged directly but instead

Fig. 7.24 A sample pair of stereoscopic images captured by the camera (top row) and how the 
reconstructed 3D flame structures look like when viewed from different viewing orientations (second 
and third rows) (Ng and Zhang 2003)
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Fig. 7.25 Reconstructed 3D meshes based on selected flame structure surfaces (Ng and Zhang 
2003) 

through the use of a Schlieren system, such that the density gradients were visu-
alised. Hence, there are some distinct differences in terms of identifying the flame 
structures between this study and (Ng and Zhang 2003). Figure 7.26 shows the exper-
imental setup used by Wang et al. (2013), where there were two high-speed cameras

Fig. 7.26 Schematics of the experimental setup used by Wang et al. (2013). Note that one camera 
was used for visualisation, whilst the other was used for stereoscopic imaging through the use of a 
stereoscopic adapter
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capturing the Schlieren images. Note that one camera was capturing the 2D schliren 
visualisations qualitatively, whilst the the other camera was fitted with a stereoscopic 
adapter similar to what (Ng and Zhang 2003) had done. Such a setup offered the 
advantage of obtaining simultaneous visualisations and measurements, the results 
of which could be interpreted concurrently for a better correlated understanding. 
More interestingly, as part of flame feature enhancements, the flames were identi-
fied based on a digital colour analysis approach. In particular, colour signals from 
the captured digital images were extracted and post-processed to separate the soot-
induced and radical chemilumininescence-induced flame components. The former 
and latter components would show up as yellowish-red and greenish-blue regions in 
the post-processed images, which would aid in diving more deeply into the details 
of the combustion scenario at head, such as how chemilumininescence varies with 
respect to equivalence ratio and heat release rate, take for example.

Of particular interest to the study would be the flame structures corresponding 
to chemilumininescence colour signals such as yellow and blue colours. This was 
implemented on the images captured for three different ignition positions, where 
positions 1, 2 and 3 were located at the burner exit, midway between the burner 
exit and impingment plate and adjacent to the impingement plate lower surface, and 
Fig. 7.27 shows the time-sequenced blue-colour enhanced images captured for these 
three positional configurations. It can be clearly discerned from the figure that the

Fig. 7.27 Time-sequenced blue-colour enhanced images captured for a position 1, b position 2 
and c position 3 ignition configurations (Wang et al. 2013)
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Fig. 7.28 Reconstructed 3D flame structures based on blue-colour enhanced stereoscpically-
captured images for a position 1, b position 2 and c position 3 ignition configurations (Wang 
et al. 2013) 

locations at which the fuel/air mixture was been ignited play important roles in the 
resulting flame structures and combustion behaviour. Stereoscopic reconstructions 
were subsequently carried out on the steroscopically captured image sets and the 
resulting reconstructed flame structures for the three different ignition positions are 
presented in Fig. 7.28.

Success in the study prompted a follow-up study by Wang et al. (2015) whereby 
both the blue- and yellow-colour enhanced images were reconstructed. The experi-
mental setup and procedures were similar to Wang et al. (2013) and hence they will 
not be elaborated here again. The same goes for the reconstruction procedures. What 
is worthwhile to highlight here is the reconstruction of the yellow-colour enhanced 
images, where very different flame structures and behaviour exist, as can be observed 
in Fig. 7.29. Nevertheless, the reconstructions of the 3D flame structures for this case 
were possible and the results are shown in Fig. 7.30. 

A significant improvement to the preceding experimental setup and procedures 
was reported by Yu et al. (2020), where a larger number of images from different 
viewing perspectives were used to reconstruct the 3D flame structures. Additionally, 
a more comprehensive 3D reconstruction approach was implemented for the chemi-
luminescence signals, as compared to the studies described earlier. In particular, 
the reconstruction procedures relied on algebraic reconstruction technique (ART) 
commonly used in computed tomography of chemiluminescence (CTC) and readers 
are referred to Floyd and Kempf (2011), Moeck et al. (2013) and Yu et al. (2018, 2020) 
for more details on the reconstruction formulations. The study involved two important
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Fig. 7.29 Yellow-colour enhanced images of the methan diffusion impinging flame (Wang et al. 
2015) 

Fig. 7.30 Reconstructed 3D flame structures based on yellow-colour enhanced stereoscpically-
captured images corresponding to Fig. 7.29 (Wang et al. 2015)

considerations related to the present scope—firstly, a comparison on how the camera 
number affects the fidelity of the reconstruction results and hence, the correct iden-
tification of flame structures, and secondly, the implementation of a point-extract 
method rather than threshold method to identify the flame surfaces. Figure 7.31 
shows the experimental setup used in this study, where the combustor was designed 
to produce a turbulent swirling flame. Note that two high-speed cameras were used 
like in the studies discussed earlier, but in this case, each camera was connected to 
a four-input, one-output fibre bundle. Hence, all eight fibre bundle inputs coupled 
with lenses were located at different viewing angles with respect to the flame, where 
θ ranged approximately from 46° to 131°. Each fibre bundle would then transmit 
images from four different viewing angles to each camera, where each image would 
contain four different sub-images. With both cameras operating at a synchronised
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Fig. 7.31 Schematics of the experimental study that show a the two high-speed cameras and fibre 
bundles arrangement, b combustor design and c image-pair captured simultaneously by the two 
high-speed cameras (Yu et al. 2020) 

4 kHz, these images were subsequently used to reconstruct the transient 3D flame 
structures.

A comparison between the number of images with unique viewing angles used for 
the 3D flame reconstruction and the fidelity of the reconstructed flame structures can 
be seen in Fig. 7.32, where the results for 5–8 images are shown. Whilst the primary 
flame structure remains invariant across the different camera numbers, some subtle 
differences can be discerned in the highlighted smaller and peripheral structures. 
The authors determined the correlations between 5 and 8 images, 6 and 8 images 
and 7 and 8 images, and found that satisfactory convergence could be achieved with

Fig. 7.32 Reconstructed 3D turbulent swirling flame structures resulting from the use of 5–8 
viewing angles (Yu et al. 2020)
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Fig. 7.33 Surface curvature results derived from traingle-based mesh approach a principal curva-
ture, κ1, b principal curvature, κ2, c mean curvature, κm , and  d Gaussian curvature, κG (Yu et al. 
2020) 

more than 6 images used. As a result, a reconstructed 3D flame structure obtained 
by using all 8 images of different viewing angles was used to extract the point cloud 
associated with the flame surface. With this surface point cloud, a triangle-based 
mesh approach was used to generate the surfaces that allowed the calculations of 
the principal curvatures, κ1 and κ2, as well as the mean and Gaussian curvatures, 
κm and κG . An example of these results can be seen in Fig. 7.33, where a selected 
flame surface was zoomed-in for a closer look. It is clear that these results provide 
significant information on the flame structures and behaviour, especially when they 
are time-resolved here.

From the preceding and other studies, accurate assessments of flame structures, 
behaviour and their quantitative nature are paramount towards more efficient combus-
tion processes and new combustion approaches. It should also be clear that different 
approaches may give rise to different 3D flame structures, depending on the exact 
experimental technique and quantities based on, even for the same flame. Never-
theless, there are ample opportunities for a light-field camera to be used as a high-
resolution 3D flame structure measurement solution, despite the significantly lower 
framerate. In fact, some recent studies have conducted studies into how that may be 
possible, such as those by Bolan et al. (2014, 2015), Nien et al. (2015), George et al. 
(2019), Li et al. (2019b) and Qi et al. (2019), amongst others. However, they remain 
at various degrees of exploration and testing, and more efforts over the coming years
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will be required to make light-field camera-based flame measurement technique a 
viable competitor to existing multi-camera-based approaches. Many of the pros and 
cons for and against the use of light-field cameras for flame reconstructions here are 
similar to those described for splash/droplet tracking. Having said that, the advantage 
offered by a high-resolution light-field camera for flame reconstruction could have 
far wider implications in terms of reconstructing flame structures with much greater 
accuracy. The role of turbulence in combustion process cannot be understated, espe-
cially when it comes down more efficient and clean combustions. However, it will 
be difficult to identify and reconstruct them well based on the setups used by Wang 
et al. (2013, 2015), due to their very small length-scales. 

Therefore, a high-resolution light-field camera could serve as a complementary 
approach alongside dual high-speed camera-based stereoscopic approach, at least 
until the framerates of light-field cameras become sufficiently high. As for the eight-
camera-based setup by Yu et al. (2020), there exists a good opportunity to improve the 
resolution of the flame structure by employing light-field cameras whilst potentially 
reducing camera costs. It has been seen in an earlier chapter that a dual light-field 
camera-based setup is able to produce significantly better accuracy, and such a setup 
could potentially lead to comparable accuracy levels in the 3D flame structures here. 
There is no need for fibre bundles to image four viewing perspectives upon a single 
camera image, which leads to significantly lower resolutions during the flame recon-
structions. Additionally, camera number could also potentially be reduced to as low 
as two light-field cameras. The only downside is that the framerate of a typical light-
field camera remains substantially lower than a high-speed 2D camera, as highlighted 
earlier. 

3D Background Oriented Schlieren 

One of the more recent developments in the area of compressible flow measurements 
will be Background-Oriented Schlieren (BOS). The earliest description of BOS came 
from the work by Dalziel et al. (2000), though they termed it as synthetic Schlieren. 
In the same year, Raffel et al. (2000a, b) reported upon the actual implementation 
of BOS in the study of helicopter rotor wake visualisations. The basic premise of 
a BOS approach can be appreciated in Fig. 7.34, where a flow scenario exhibiting 
density variations is located between a background plane surface with random dot 
patterns imprinted and imaging devices with appropriate optical arrangements. Note 
that an image of the dot pattern will be captured prior to the testing and used as a 
reference dot pattern. With the presence of density variations during the test however, 
the dot locations will be displaced visually due to light refraction and an image of 
the displaced dot pattern may then be captured. By comparing the latter image with 
the reference image through the use of image cross-correlation processing similar 
to that used for PIV technique, dot displacements can be obtained and further post-
processed to provide density field information. Following the earlier studies and 
due to the relative straight forward nature of the BOS technique, adoption of BOS
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Fig. 7.34 Experimental setup associated with BOS technique (Raffel 2015) 

as a more accurate 2D measurement tool for compressible flows over conventional 
calibrated or colour Schlieren approaches (Elsinga et al. 2004; Hargather and Settles 
2012) began to garner strong interest from and take hold within the compressible flow 
research community. This can be seen in the works of Loose et al. (2000), Popova 
(2004), Raghunath et al. (2004), Jensen et al. (2005), Vasudeva et al. (2005), Ramanah 
and Mee (2006), Ramanah et al. (2007), Popova et al. (2008), Atcheson et al. (2009), 
Roosenboom and Schröder (2009, 2010), Schröder et al. (2009), Yevtikhiyeva et al. 
(2009), Alhaj and Seume (2010), Mizukaki (2010), Reinholtz et al. (2010), Bichal and 
Thurow (2010, 2013), Hargather and Settles (2011), Kirmse et al. (2011), Prasanna 
and Venkateshan (2011), Bencs et al. (2011), Wolf et al. (2012), Znamenskaya et al. 
(2012), Glazyrin et al. (2012), Gojani and Obayashi (2012), Meier and Roesgen 
(2013), Clem et al. (2013), Delmas et al. (2013), Gojani et al. (2013), Le Sant et al. 
(2014), Van Hinsberg and Rösgen (2014) and Tan et al. 2015), amongst many others. 

More recently, multi-camera BOS technique as a viable 3D measurement tool 
(i.e. 3D-BOS) was further demonstrated by Nicolas et al. (2016) through the use of 
up to 12 non-coplanar cameras in their flow measurement scenarios. In particular, 
two different non-coplanar camera arrangements were studied as shown in Fig. 7.35, 
where the cameras were either distributed circumferentially and pointing towards the 
test scenario of interest with a slight tilt (see Fig. 7.38a), or they were arranged in a 
“cluster” with a 30° × 30° angular coverage of the test scenario. Results showed that 
the former camera arrangement is superior to the latter, even though co-planar camera 
arrangements will work just as well too. In particular, the results demonstrated the 
limitations in adopting 3D-BOS approach in test scenarios where optical access is 
limited. Another interesting approach in their study relates to the use of randomised 
dot patterns as shown in Fig. 7.36, where they found that a semi-randomised dot 
pattern that guarantees a large number of dots inside each interrogation window 
shown in Fig. 7.36b, worked better than a more randomised dot pattern shown in 
Fig. 7.36a, where a wider range of dot numbers could exist across all the interrogation 
windows and lead to less than satisfactory cross-correlation outcomes. Based on a



7 Future Developments of Light-Field-Based Measurements 195

Fig. 7.35 Two different non-coplanar multi-camera arrangements for 3D-BOS technique adopted 
by Nicolas et al. (2016) 

regularised framework for the reconstruction of 3D density volumes from the images 
and hence data from the multiple cameras, they were able to successfully reconstruct 
density fields associated with various flow fields with density variations. In particular, 
the investigated flow fields included a simple candle plume, heat gun hot plume, 
butane torch and ember, and proved the robustness and versatility of 3D-BOS across 
various scenarios. For instance, Fig. 7.37 shows the instantaneous isosurfaces of a 
hot jet emanating from the heat gun taken under optimal test conditions and it can 
be discerned that multi-camera-based 3D-BOS approach is highly feasible. 

A follow-up study focusing on the use of similar 3D-BOS procedures but on 
compressible underexpanded jet flows was conducted by Nicolas et al. (2017), 
where instantaneous, phase-averaged and mean density fields associated with the 
shock structures and shear layer instabilities were determined successfully. Unlike 
their earlier study however, a significant number of shock structures and alternating 
high-low speed regions exist in these compressible jet flows, which pose additional 
challenges to the density measurements. Nevertheless, based on an experimental up 
relatively similar to their earlier study and with the use of a more powerful PIV laser
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Fig. 7.36 Dot patterns generated using a Poisson and b semi-randomised distributions, the latter 
of which ensures a fixed number of random dots per interrogation window size (Nicolas et al. 2016) 

Fig. 7.37 Instantaneous density isosurfaces obtained by Nicolas et al. (2016) for a hot jet emanating 
from a heat gun

instead of halogen lights like in their earlier study, they were able to capture high 
quality 2D BOS images of the high-speed jet flows successfully. Figure 7.38 shows 
a direct comparison between the BOS and Schlieren images, which demonstrates 
that both the strong shock systems and fine turbulent shear layer structures were 
successfully captured. The multiple 2D-BOS images taken across a range of NPR 
conditions were then processed and reconstructed to arrive at the mean 3D density
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Fig. 7.38 A comparison between BOS and Schlieren images taken for a compressible jet flow at 
NPR = 5 (Nicolas et al.  2017) 

fields as shown in Fig. 7.39. The results revealed that intricate changes to the shock 
cells and density variations across the expansion fans and reflect shock waves can be 
captured. Other than quantifying the density variations, shock cell sizes and various 
length-scales can be obtained from these results as well. Take for instance, compar-
isons between density and density gradient fields from experiments and simulations 
as presented in Fig. 7.40 show that there exist good agreements between the two, not 
only in terms of the density gradient magnitudes but in terms of quantifications of 
the shock cell sizes.

The tremendous usefulness of 3D-BOS approach as an accurate density field 
measurement tool is well established at this point. However, it should also be 
highlighted that the simulations conducted by Nicolas et al. (2016) demon-
strated that utilising a larger number of cameras produces higher accuracy levels. 
Clearly, this requirement is important especially for scenarios involving highly 
complex/convoluted 3D test geometries or flow behaviour, where multiple cameras 
are to be positioned appropriately around these test geometries or flow scenarios. 

This will in fact be exacerbated if the flow behaviour is highly unsteady or turbulent 
and high-speed cameras are required to capture the flow unsteadiness and turbulent 
flow structures in a time-resolved manner. However, high-speed and high-resolution 
cameras remain costly, not to mention the higher power requirements for the illu-
mination sources when more cameras are used, as well as complexities in terms of 
setting up, positional adjustment and synchronisation of the multiple cameras. 

It should not come as a surprise then, that it is at around this time that efforts 
to make use of a single light-field camera instead of multiple cameras for 3D-BOS 
measurements began in earnest. Using a single light-field camera with 3D depth 
sensing and thus measurement capabilities resolve many of the challenges asso-
ciated with multi-camera-based 3D-BOS approach. Firstly, limited optical access 
may mean that a much smaller number of conventional 2D cameras can possibly be 
used, whilst an even smaller number of or even a single light-field cameras may be 
sufficient. Secondly, 3D-BOS reconstruction will be simpler for a light-field camera 
as compared to multiple 2D cameras, since 3D depth information can be extracted
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Fig. 7.39 Mean 3D density isosurfaces obtained for a compressible jet flow at a NPR = 2.1, b 
NPR = 3, c NPR = 4 and  d NPR = 5 (Nicolas et al. 2017)
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Fig. 7.40 Comparisons between density and density gradient fields obtained by BOS experiments 
and simulations (Nicolas et al. 2017) 

directly from the light-field images for reconstruction purposes. In relation, cali-
bration procedures will also be more straightforward for a light-field camera than 
multiple cameras with multiple dot pattern backgrounds from various orientations. 
Thirdly, data storage requirements will be significantly reduced for the use of a light-
field camera instead of multiple 2D cameras. However, light-field camera is not 
without its disadvantages and that has to do with its significantly lower image acqui-
sition speed and lower effective resolution. Thus, it will not be suitable for density 
field measurement scenarios where high-speed and/or high-resolution measurements 
are desired. Nevertheless, efforts have and are still being made in adapting light-field 
cameras for a more cost-effective and efficient 3D-BOS measurement solution.

Klemkowsky et al. (2017) proposed a “plenoptic BOS” approach whereby instead 
of using multiple 2D cameras or a single 2D camera measuring across different 
planes, a single light-field camera may accomplish the same through its unique ability 
to refocus along a specific plane after the image capture process. The procedures 
involve a light-field camera being used in-lieu of multiple 2D cameras, with the
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former capturing light-field images of a randomised background pattern with and 
without the test scenario. Note that (Klemkowsky et al. 2017) made use of a unique 
wavelet-based background pattern, designed such that optical distortions associated 
with a wider range of length/time scales of the variable density flow field can be 
detected by the light-field camera. Subsequently, a same number of perspective views 
were generated from the two light-field images captured with and without the test 
scenario, where image-pairs for the same perspective view are then subjected to 
image cross-correlation to arrive at the BOS displacement field. Thereafter, the BOS 
displacement fields are utilised to generate the focused BOS images, where a new 
refocusing function was proposed by the authors to ascertain the displacement vector 
fields. This new light-field camera-based BOS approach was subjected to a direct 
comparison with conventional BOS approach by Klemkowsky et al. (2019), when 
they made use of both approaches to study buoyant thermal plumes at the same time 
through the use of beam splitter to split the optical path from the thermal plumes 
to a conventional 2D and light-field camera 50–50% simultaneously. As part of 
the comparison shown in Fig. 7.41, they not only compared the results from the 
conventional BOS and light-field camera-based BOS focused along the same plane, 
but also compared them to down-sampled convention BOS result that matched the 
microlens number of the light-field camera as well. 

Clearly, Fig. 7.41 shows that the resolution of the result obtained through focused 
BOS is significantly lower than that of the conventional BOS. However, this can be 
explained by the fact that the resolution achievable by the conventional BOS is a 
direct function of the camera sensor resolution the authors used (i.e. 6600 × 4400 
pixels), whilst that of the focused BOS depends on the resolution of the microlens 
instead (i.e. 471 × 362 microlens). As a result, conventional BOS will produce much 
higher resolution results than focused BOS in the first instance. However, if one were 
to down-sample the result in Fig. 7.41a from its original resolution to match that of 
the microlens used in focused BOS here, the result presented in Fig. 7.41c actually 
shows a worse outcome as compared to focused BOS. Hence, despite the seemingly 
low microlens resolution, the depth-sensing capabilities of the light-field camera led 
to a measurement resolution that exceeds what the microlens resolution may suggest. 

To further compare the relative accuracy levels between conventional BOS 
and light-field camera-based BOS approaches, displacement line profiles averaged 
between 0.1 and 4 mm above the plume nozzle exit but expressed in both pixels 
and millimetres of the image sensor by Klemkowsky et al. (2019) are  shown in  
Fig. 7.42. The large discrepancies in the measured displacements in pixels between 
conventional BOS approach and light-field camera-based BOS approaches are clearly 
present in Fig. 7.42a, where the former registered about an order-of-magnitude larger 
displacement. Interestingly, the discrepancies become significantly smaller if the 
image sensor size was taken into account, as can be seen in Fig. 7.42b. This serves as 
a cautious reminder that special care and attention need to be paid towards comparing 
between conventional and light-field camera-based BOS accuracy levels and hence 
results. For more details on other comparisons between conventional and light-field 
camera-based BOS approaches, readers are advised to refer to Klemkowsky et al. 
(2019). As light-field camera-based BOS approach remains relatively novel and
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Fig. 7.41 A comparison between displacement pixels as measured by a conventional 2D-BOS, 
b light-field camera-based focused BOS and c down-sampling the result in (a) by matching the 
resolution to the number of microlens in the light-field camera used in (b) (Klemkowsky et al. 
2019)

camera technology continues to improve, there exist significant opportunities to push 
the boundaries of this approach. 
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Fig. 7.42 Comparisons of averaged displacement line profiles across the plume taken between 0.1 
and 4 mm above the nozzle exit for various BOS approaches, expressed in terms of a pixels and b 
millimetres of the image sensor (Klemkowsky et al. 2019) 

Summary 

Several research areas where light-field camera-based approaches have been shown 
to be or put forward as feasible alternatives to mult-camera-based approaches, have 
been briefly covered in this chapter to showcase how light-field technology may be 
able to push the boundaries of non-intrusive, contactless measurement techniques 
that are applicable towards a wide range of engineering measurement problems. 
For some areas such as surface temperature and metrology related measurements, 
light-field technologies have made significant headways that demonstrate their good 
performance against more conventional approaches, at potentially lower costs and 
lower optical access requirements. On the other hand, other measurement scenarios 
such as combustion processes, flame structure reconstructions and 3D-BOS, there 
remain significant opportunities to further understand how light-field cameras could 
be incorporated and how the unique depth information extracted from them could be 
better post-processed to improve the fidelity of the measurements. 
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(EoCM + EoCN ) (3.26) 

Dmajor 
EoC = 

1 

2
|EoCM EoCN | (3.27) 

Dminor 
EoC = 

1 

2 
|EoCG EoCH | (3.28) 

gchc 
lc A1 

= fl 
AA1 

(3.29) 

Am 

Ad 

cos γ 

= 
pl 
fl 

= 1 

f#(1 − M) 
(3.30) 

Am = 
Ad 

cos γ 
pl 
fl 

(3.31)

⎧
Dmajor 

EoC = k × 1 2 |EoCM EoCN | 
Dminor 

EoC = k × 1 2 |EoCG EoCH | (3.32) 

Qu,v = Ru,v − 
Qd 

Ad 
Ru,v (3.33) 

Qd = a0 + a1 Ru + a2 Rv + a3 Pz + a4 Ru Rv + a5 Ru Pz + a6
⎛
Pz
⎞2 + a7 Rv Pz 

+ a8(Rv )2 + a9
⎛
Ru
⎞2 + a10

⎛
Ru
⎞2 
Rv + a11(Rv )2 Ru + a12

⎛
Ru
⎞2 
Pz 

+ a13(Rv )2 Pz + a14
⎛
Pz
⎞2 
Rv + a15

⎛
Pz
⎞2 
Ru + a16 Ru Rv Pz + a17

⎛
Ru
⎞3 

+ a18(Rv )3 + a19
⎛
Pz
⎞3 

(3.34) 

⎛ 

⎝ 
Ru 

Rv 

1 

⎞ 

⎠ = M4×3 

⎛ 

⎜⎜ 
⎝ 

Px 

P y 

Pz 

1 

⎞ 

⎟⎟ 
⎠ (3.35) 

E
⎛
X j , Y j , Z j

⎞k+1 = E
⎛
X j , Y j , Z j

⎞k
⎛

I (xi , yi )
Σ   

j∈Ni 
wi, j E

⎛
X j , Y j , Z j

⎞k

⎞μwi, j 

(4.1) 

QRecon =
Σ   

E1(x, y, z)E0(x, y, z)
Σ   

E2 
1 (x, y, z) × E2 

0 (x, y, z) 
/ (4.2) 

⎧ 
⎨ 

⎩ 

u(x, y, z) = 25ei(kx x+ky y+kz z) 
v(x, y, z) = 0 
w(x, y, z) = 0 

(4.3)
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⎧ 
⎨ 

⎩ 

u(x, y, z) = 0 
v(x, y, z) = 0 
w(x, y, z) = 25ei(kx x+ky y+kz z) 

(4.4) 

LTPR =
⎛
px × py

⎞
LF-PIV⎛

px × py × Nc
⎞
Tomo-PIV 

(4.5) 

Errordivergence =
||
|
|
∂u 

∂x 
+ 

∂v 
∂y 

+ 
∂w 
∂ z

||
|
| (4.6) 

Iref 
I 

= A(T ) + B(T ) 
P 

Pref 
(5.1) 

β =
⎛

δ1 

τw

⎞
dP 

dx 
(6.1) 

∂u 

∂x 
+ 

∂v 
∂y 

+ 
∂w 
∂z 

= 0 (6.2)  

u(t) = umax sin

⎛
2π t 

τ 
+ θ

⎞
(6.3) 

u = 
1 

τ 

τ/2∫

0 

u(t)dt = 
1 

τ 

τ/2∫

0 

umax sin

⎛
2π t 

τ

⎞
dt = 

umax 

π 
(6.4) 

U0 = 
uπ 
2 

√ (6.5) 

AR = 
l 

d 
(6.6) 

Sr = 
f d  

u 
= 

d 

Lo 
(6.7) 

Re = 
ud 

ν 
(6.8) 

Lo = 
u 

f 
(6.9) 

f = 1/τ (6.10) 

D ≡ ⎡
di, j

⎤ = ⎡
vr vcr vci

⎤
⎡ 

⎣ 
λr 

λcr λci 

−λci λcr 

⎤ 

⎦⎡ vr vcr vci
⎤−1 

(6.11)
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Ii = Ai ε(λi , T ) 
1 

λ5 
i

⎛
e 

C2 
λi T − 1

⎞ (i = 1, 2, . . . ,  9) (7.1) 

nΣ

i=1 

[Ti − E(Ti )]
2 = 0 (7.2)
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