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Richard Blundell and Flávio Cunha

1  Introduction to the First Six Sections1,2

James Heckman’s contributions to economics and econometrics are extensive 
and, at the time when he received the Nobel Prize when these first six sections 
were written, had already spanned nearly three decades. They continue to 
proceed apace, stretching the boundary between econometric theory and pol-
icy evaluation, between microeconometrics and microeconomics, and between 
statistics and econometrics. The hallmark of Heckman’s contributions is a 
desire to link economic reasoning with the statistical analysis of observed 

1 This chapter is formed of two parts. The first, running from Section 1 to Section 6 inclusive, consists 
of a reprint with minor changes of Richard Blundell’s “James Heckman’s Contributions to Economics 
and Econometrics”, Scandinavian Journal of Economics, 2001, volume 3, number 2, pp.  191–203. It 
was written following the award of the Nobel Prize in Economics to Heckman and Daniel McFadden 
in 2000, and appears here with the kind permission of Wiley. © The editors of the Scandinavian Journal 
of Economics, 2001. The remainder of the chapter, running from Section 7 to Section 11 inclusive, is by 
Flávio Cunha and reviews Heckman’s contributions since 2001.
2 Thanks are due to Chris Flinn, Bo Honoré and Hide Ichimura for commenting on an earlier version 
of Blundell’s part of the chapter.

R. Blundell 
Department of Economics, University College London, London, UK
e-mail: r.blundell@ucl.ac.uk 

F. Cunha (*) 
Department of Economics and Texas Policy Lab, Rice University,  
Houston, TX, USA
e-mail: fc15@rice.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. A. Cord (ed.), The Palgrave Companion to Chicago Economics, 
https://doi.org/10.1007/978-3-031-01775-9_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-01775-9_37&domain=pdf
mailto:r.blundell@ucl.ac.uk
mailto:fc15@rice.edu
https://doi.org/10.1007/978-3-031-01775-9_37#DOI


940

behaviour. Never satisfied as long as any stone remains unturned, they show a 
consistency of style and a strong underlying purpose. Heckman’s energy and 
commitment to his work spill over to those he works with and those he super-
vises, leaving them mentally drained but intellectually stimulated, while pro-
ducing a recognisable string of brilliant students and renowned joint papers.

The field of microeconometrics in particular has been the principal benefi-
ciary of Heckman’s work. His initial research concerned the analysis of house-
hold decision-making, especially labour supply and consumption decisions. 
This work set the scene in much of the field for the next 25 years and still 
provides the basis from which new models are developed. In these early papers, 
we see the origination of the theoretically consistent empirical neoclassical 
models of labour supply and consumption. Two major contributions stand 
out: the analysis of female labour supply and the analysis of intertemporal 
labour supply choices. In both, the insights from Heckman’s analysis still 
form the basis for empirical and policy-based modelling of such decisions.

Hand in hand with the development of these models came the further 
analysis of their statistical implications. Heckman asked the question: If indi-
viduals act as rational agents, what are the implications for statistical analysis 
of their actions? How should we derive reliable estimates of preference param-
eters when preferences themselves dictate what we observe? Here, Daniel 
McFadden was already in the process of his pioneering development of the 
discrete choice model for economic agents. If actions are discrete and interac-
tive, then there will be further conditions on the econometric model to guar-
antee it provides a coherent statistical relationship between inputs and 
response—Heckman coined this condition the “principle assumption”. Take 
the mixture of discrete choices and continuous outcomes that are common-
place in microeconomic data and we get the rigorous development of the 
selection model. Indeed, the selection model is at the heart of the econometric 
investigation of individual economic behaviour in non-experimental settings, 
and Heckman’s paper in Econometrica, “Sample Selection Bias as a Specification 
Error” (Heckman 1979), remains essential reading for any scholar of empiri-
cal microeconomics.

The increasing use of panel data and longitudinal data in empirical micro-
economics put in place a natural step for the next set of developments by 
Heckman. His work on labour market dynamics and duration analysis in the 
early 1980s produced a number of substantive theoretical and empirical con-
tributions. Again, one followed from the other. To analyse panel data on 
labour market states, Heckman sought a robust way of separating state depen-
dence from unobserved heterogeneity. This distinction still remains at the 
centre of panel data and longitudinal data research. His contributions 
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highlighted the importance of initial conditions and the difficulties of achiev-
ing non-parametric identification.

The evaluation of policy interventions has always been a central motivation 
for much of Heckman’s research. One key principle that comes across from his 
research is the importance of defining a parameter of interest when investigating 
individual behaviour in a world with unobserved heterogeneity. This can be seen 
in his development of the selection model and his duration studies. However, it 
is revealed most clearly in his extensive analysis of training and other labour mar-
ket programmes using non-experimental data. If there is no randomised assign-
ment in a policy intervention and if individual responses to the policy intervention 
are heterogeneous, then deriving a parameter that would be of policy interest 
requires particular care. Beginning in the 1980s, Heckman began to turn his 
analysis of panel data and selection models towards this question. In subsequent 
work with colleagues, he has contributed a number of influential papers that 
examine precisely what is identified from selection, instrumental variables (IV) 
and matching procedures in programme evaluation studies.

Much of the policy evaluation work in microeconometrics is a partial anal-
ysis that does not consider feedback in the economy. Heckman addressed this 
issue by placing the microeconometric evaluation model within an economy- 
wide framework with production and intertemporal decision-making. This 
“general equilibrium” framework for microeconometric policy evaluation set 
an ambitious agenda, and one which generated significant new contributions 
for many years.

Heckman’s work covers a wide range and it is probably unfair (and maybe 
unwise) to confine it to a handful of areas. Nonetheless, in this brief non- 
technical review, I have done so, focusing on four major areas and a selected 
sample of publications—labour supply, selection models, labour market 
dynamics and evaluation methods. I have chosen these areas simply as an 
organising principle and it is not the only alternative. Equally attractive ways 
of organising these contributions would be around the concept of causal eco-
nomic parameters of interest or around the identification and estimation of 
responses to policy interventions. Instead, I will use these to provide reference 
points across areas.

2  Labour Supply

Heckman’s early work on labour supply gave rise to at least three related and 
important contributions: first, the integration of consumer theory and the 
theory of labour supply; second, the development of an empirical life-cycle 
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setting for labour supply; and third, the statistical analysis of participation, 
labour supply, and market wages. These studies on labour supply, which origi-
nated in the early to mid-1970s, set the scene for the development of his 
research on selection, labour market dynamics and programme evaluation. 
They are all empirically oriented but with a keen eye on the identification and 
estimation of structural economic parameters from micro data.

The initial aim of this work was to estimate the parameters of indifference 
curves for leisure and consumption. These would make it possible to measure 
the welfare cost of a tax or welfare intervention and to simulate the impact of 
new policies. This was already an ambitious agenda. A number of unresolved 
issues in the literature at that time were highlighted in Heckman’s analysis of 
female labour supply. There was the econometric problem of non- participation 
and the development of a reservation wage analysis in the presence of child- 
care costs; there was the variation in hours worked among participants which 
required a reasonably flexible functional form and there was the issue of miss-
ing wages. These are all covered in two of his remarkable publications 
(Ashenfelter and Heckman 1974; Heckman 1974a). Heckman recognised 
that simple least squares analyses of hours of work, wages, and participation 
would not by themselves identify preference parameters. The standard Tobit 
model alone was also insufficient for dealing with the problem. Here, then, we 
have the development of an estimation procedure which allows the work deci-
sion to be based on interrelated choices over hours of work and the use of 
formal child-care, each with its own separate source of stochastic variation. 
This represents the forerunner of the many microeconometric developments 
in this area and continues to set the standard by which models are judged. 
Indeed, the development of a likelihood, which captures the sampling infor-
mation on participation and wages, can be seen as the beginnings of Heckman’s 
investigations into the analysis of endogenously selected samples. But there 
was much more; the marginal rate of substitution specification for preferences 
turned out to be a highly innovative way of dealing with non-participation, 
allowing flexible but heterogeneous preferences. The endogenous choice of 
formal and informal child-care jointly with hours of work and participation 
provided a basis for the analysis of multiple regime models.

Perhaps the most important aspect of these studies is the policy motivation. 
Heckman is clear about why he needs to identify and estimate preferences. It 
is to allow the separation of preferences from constraints which, in turn, 
enables policy simulations to be carried out—not just simulations of existing 
policies that could possibly be analysed by simpler forms of estimation, but 
simulations of hitherto unseen policies which change the opportunity sets 
facing individuals in new ways. This has always been the toughest test of 
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empirical economics and the fundamental reason why structural microeco-
nomic models are required. For example, Heckman (1974b) examines the 
introduction of a child-care voucher to reduce welfare dependency of low 
educated mothers. Aware of the empirical requirements for tax design and 
welfare measurement, he set about recovering the full set of theoretically con-
sistent household labour supply elasticities (Ashenfelter and Heckman 1974).

In all of this “static” labour supply analysis, we find repeated references to 
the potential importance of a more dynamic setting. In fact, this work was 
undertaken alongside the development of a life-cycle framework which has its 
origins in the first essay of his 1971 Princeton University doctoral thesis. This 
work was partly motivated by the observation that both income and con-
sumption appear to follow a similar hump-shaped path—somewhat out of 
line with a simple consumption-smoothing model. Heckman (1974a) pro-
vides a beautifully simple, yet complete, integration of intertemporal con-
sumption and labour supply theory, showing that with labour supply and 
uncertainty such choices can easily explain these empirical phenomena.

This life-cycle analysis was taken forward in two different directions. The 
first was to incorporate human capital choices and human capital accumula-
tion. His article, “A Life Cycle Model of Earnings, Learning and Consumption” 
(Heckman 1976a), showed that earnings functions which ignored life-cycle 
labour supply tended to overestimate rates of depreciation. Not surprisingly, 
this ambition of incorporating human capital choices in a life-cycle frame-
work has been a continuing theme and is to be found in the very recent con-
tributions by Heckman and his co-authors to the debate on human capital 
investment, reviewed further below.

The second direction was to develop an empirically implementable form of 
the intertemporal substitution model for labour supply. This path-breaking 
work, much of it with his former student Tom MaCurdy, has become the 
basis for an extensive literature. It noticed that with intertemporal optimising 
agents and standard neoclassical assumptions, the marginal utility of wealth is 
constant over time but differs across individuals and is clearly correlated with 
wages. Since labour supply choices could be written in terms of current wages 
and the marginal utility of wealth, this was a perfect application of a fixed 
effects estimator for panel data; the idea was applied to the panel data analysis 
of female labour supply in (Heckman and MaCurdy 1980). Without too 
much adjustment, this model could also account for uncertainty and so 
became the prototypical intertemporal model of labour supply. It directly 
recovered the intertemporal substitution elasticity for labour supply and 
immediately showed the relationship of this intertemporal elasticity with the 
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standard Hicksian and Marshallian elasticities, thereby tying together the 
“static” and life-cycle approaches to labour supply analysis.

The fact that labour supply was censored at zero generated a further econo-
metric problem, as there was little in the way of any existing analysis of panel 
data estimation of the fixed effects model with censored or discrete data. This 
was just one of a number of new econometric problems that cropped up dur-
ing these initial empirical studies and formed the motivation for many of 
Heckman’s contributions to the econometrics of discrete data and selected 
samples to which we now turn. However, the early 1980s did not mark the 
end of Heckman’s contributions to the labour supply field (see, for example, 
Heckman and MaCurdy 1981, 1986, Heckman and Killingsworth 1987 and 
Heckman 1993).

3  The Selection Model and Discrete Choice

As we have seen, Heckman’s extensive empirical investigations of individual 
labour supply behaviour stimulated further analysis of their statistical impli-
cations. There are at least two major innovations in econometrics that came 
out of this work: first, the analysis of selected samples, and second, the estima-
tion of simultaneous multivariate choice models in which the outcomes are a 
mixture of discrete and continuous decision variables. These two develop-
ments most obviously fitted into the study of labour supply. The first con-
cerned learning about the unconditional distribution of market wages when 
labour market participation itself was a choice that may be based on the dis-
tribution of market wages. The second concerned the analysis of household 
choices where these were a mixture of both discrete and continuous decision 
variables. Although the motivation from the labour supply area was clear, the 
general applicability of these two developments was much more general.

Perhaps the selection model is most renowned. Heckman’s analysis of 
endogenously selected samples laid the groundwork for the analysis of returns 
to training where training was not randomly assigned, to the study of union 
wage differentials and to many other microeconometric problems. His 
approach was innovative but also simple—a winning combination. Starting 
with an additive regression model—that is, where the unobservables are addi-
tive with unconditional mean zero—Heckman noted that, for normal distri-
butions, the conditional mean for a selected sample involved a single additional 
term which itself was a function of the selection probability. This term or 
“control function” could therefore be estimated in a first step from the choice 
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probability model. The Heckman two-step estimator—or Heckit estimator—
was born (Heckman 1976b, 1979).

The selection model and the two-step estimator were also much more gen-
erally applicable than in the normal distribution case, and semi-parametric 
extensions were readily forthcoming for the additively separable model. In 
fact, this estimator not only became widely used in application, it also gener-
ated many important semi-parametric estimation and identification results. 
The easiest general identification results came with identification in the limit, 
which recognised that if the choice probability could be varied independently 
of the unconditional mean, then choosing points where the selection proba-
bility was close to unity enabled identification of the unconditional mean 
without parametric assumptions on the selection distribution. This required 
an exclusion restriction which allowed the selection probability to be varied 
independently of the conditional mean function. With his former student, Bo 
Honoré, Heckman derived the general non-parametric identification of the 
Roy Model—a two-regime generalisation of the additively separable selection 
model. This again relied on being able to “fix” the selection probability inde-
pendently of the unconditional mean function; see Heckman and Honoré 
(1990). Indeed, “matching” observations for which the control function is 
similar has proved to be a very attractive approach to semi-parametric estima-
tion in selection models (see, for example, Heckman 1990 and discussants’ 
comments therein).

In the areas of labour market dynamics and especially in programme evalu-
ation, Heckman went on to extensively develop and use the ideas in the selec-
tion model. Apart from these applications of the selection model, Heckman 
also showed its usefulness in a number of other important areas. Perhaps some 
of the most interesting, and most directly related to the original development 
of the model, were applications with Honoré (1990) and with Guilherme 
Sedlacek (1985, 1990). This work provided an analysis of aggregate and sec-
toral wage distributions when individuals self-select into the labour market 
and into sectors of the economy.

If actions are a mixture of discrete and continuous decision variables—
labour supply and consumption, for example—and are in addition simultane-
ously determined, then there will be a further condition on the econometric 
model to guarantee that it provides a coherent statistical relationship between 
inputs and response. This condition, which Heckman labelled as the “princi-
ple assumption", was presented in his Econometrica paper, “Dummy 
Endogenous Variables in a Simultaneous Equation System” (Heckman 1978). 
It is a remarkable article that derives the conditions for a coherent economet-
ric framework. This involved a jump parameter in the basic mean of the latent 
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variable underlying the discrete choice. This may appear odd, but a moment’s 
thought can relate this directly to the fixed entry cost model.

Many of Heckman’s remaining contributions to the econometrics literature 
fall in the areas of labour market dynamics and/or programme evaluation, and 
some of these will be described below. It may also be worth pointing out two 
further contributions. The first relates to the fixed effects censored or discrete 
choice model. In “Statistical Models for Discrete Panel Data” (Heckman 
1981a), Heckman presented a widely cited analysis of the impact of fixed 
effects in such models and studied the impact of increasing time series sample 
size. This showed a relatively small bias from static dummy variable Probit 
estimation (the equivalent of within groups for the linear panel data model) 
for panels of a reasonable length (say ten time-series observations or more). 
This remains a standard reference used to argue in favour of using such mod-
els in censored and discrete data. The chi-square test as a model validation 
test, introduced in Heckman (1984), has also remained a popular and attrac-
tive method of assessing the reliability in discrete and censored microecono-
metric models.

4  Labour Market Dynamics

Perhaps one of the most daunting issues in the microeconometrics of panel 
data, or longitudinal data more generally, is the separation of state depen-
dence and heterogeneity. This was a central theme of Heckman’s 1980 World 
Congress address (Heckman and Singer 1982) and continued to attract 
Heckman’s attention for a good while later (Heckman 1991). This work rec-
ognised that ‘in the presence of heterogeneity, “exogenous variables” become 
endogenous’. Unobserved heterogeneity in longitudinal data represents per-
manent individual attributes of tastes or technology. Since these attributes 
will be correlated with choices made in the past, variables that represent past 
choices will be “endogenous”. They will be correlated with the unobservables. 
This includes historic outcomes of the dependent variable and explanatory 
variables related to those historic outcomes—predetermined or weakly exog-
enous variables. Indeed, even if there is no direct state dependence in a pro-
cess, unobserved heterogeneity can induce the appearance of state dependence, 
so that individual decisions may appear unduly habit-forming and unemploy-
ment may appear to “cause” future unemployment even when it does not. 
Alternatively, true dependence on the past may be masked by offsetting effects 
of permanent heterogeneity.
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This observation and solutions to the resulting estimation and inference 
problem have become a central theme of much of the subsequent work on 
panel data with predetermined or weakly exogenous regressors. The Heckman 
and MaCurdy labour supply model, discussed above, had already stressed the 
importance of unobserved individual effects and their likely correlation with 
included regressors. Consequent problems of identification and estimation 
are exacerbated when the dependent variable under consideration is discrete 
or censored. The dynamic labour supply model for panel data had the poten-
tial for both of these problems: the specification required a fixed effect and the 
dependent variable—employment or hours of work—was naturally censored 
or discrete. Heckman’s work from this era made at least two valuable contri-
butions which have heavily influenced subsequent research. First, the degree 
to which the bias was attenuated with increasing length of the panel has 
already been mentioned in the preceding section; see Heckman (1981a). The 
use of initial conditions to capture the impact of heterogeneity was a further 
insight; see (Heckman 1981b). These ideas were already embedded in his 
World Congress lecture (Heckman and Singer 1982) and have been impor-
tant for the subsequent development of dynamic discrete choice models and 
conditional likelihood estimation approaches to panel data models.

This work evolved into the area of event history data and duration analysis. 
Typically, the data available to economists in analysing labour market dura-
tions are not drawn from controlled experiments. Consequently, the econo-
metric analysis of duration data requires accounting for the effect of the 
sampling plan on the distributions of sample spells. Heckman’s 1980s contri-
butions with Burton Singer and also with Chris Flinn are particularly notable. 
This work developed a structural economic basis for the continuous-time 
Markov model used in longitudinal studies and considered the identification 
of the economic parameters of interest in a job arrival model with search. One 
motivation here was the recoverability of the wage offer distribution, and this 
work highlighted where parametric assumptions were likely to be important. 
These studies tied in very closely with the original selection analysis, but now 
with the added twist of a Markov model of entry and exit. Deriving equilib-
rium wage distributions in empirical search models continued to be a highly 
active area in research and much of the statistical development originated in 
Heckman’s early work; see in particular (Flinn and Heckman 1982). This 
research also showed the importance of multi-spell data and developed the 
random-effects maximum likelihood estimator for multi-spell models with 
heterogeneity.

An important contribution of this work on labour market dynamics was in 
developing a three-state model that could allow the distinction between 
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unemployment and “out of the labour market” to be tested as different labour 
market states. This was applied to a sample from the National Longitudinal 
Surveys of Youth (NLSY) in Flinn and Heckman’s 1983 Journal of Labor 
Economics paper. The results firmly rejected the hypothesis that these non- 
employment states could be regarded as the same. The exit rate from unem-
ployment to employment was found to exceed that from out of the labour 
market to employment. However, the authors carefully noted that this does 
not necessarily imply that the rate of arrival of job offers is higher for the 
unemployed. Again, this is now a heavily cited reference. It has inspired much 
further empirical and theoretical analysis of the competing risks model for 
multi-state durations. Indeed, in subsequent work with Honoré, published in 
Biometrika (Heckman and Honoré 1989), the inclusion of regressors was 
shown to be able to overturn a previous non-identification result for the pro-
portional hazard and accelerated failure time models. The similarities with the 
identification results for the Roy model of selection mentioned above are clear.

The conventional analysis of single-spell duration data remained based in a 
random effects approach with unobserved heterogeneity chosen from some 
parametric family. Although the parametric family chosen was known to 
influence the resulting parameters, it was not until Heckman and Singer’s 
1984 Econometrica paper (Heckman and Singer 1984a), and subsequent stud-
ies (Heckman and Singer 1984b, 1985), that it became apparent that the 
distribution of unobservables was non-parametrically identified. This work 
was able to show that, given an assumed functional form for the structural 
duration distribution and the empirical distribution of durations, it was pos-
sible to consistently estimate the distribution function for unobservables in a 
general class of proportional hazard models. Moreover, identification of the 
proportional hazard model could be achieved through a restriction on the tail 
distribution of unobserved heterogeneity. Interestingly, this application 
showed that when the impact of distributional assumptions on heterogeneity 
was minimised, the data were consistent with the declining reservation model 
of search theory.

Heckman’s work on labour market dynamics is extensive and concerns 
more than what has briefly been discussed here. One notable application was 
to the study of fertility and labour market opportunities. This work with 
James Walker (Heckman and Walker 1989) and also Joe Hotz (Heckman 
et al. 1985) used Heckman and Singer’s identification and estimation results 
to analyse the impact of economic variables on the timing and spacing 
of births.
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5  Evaluation of Labour Market Programmes 
and Human Capital Incentives

Although Heckman’s early research had been motivated by the measurement 
of policy impacts, it was the work published with Richard Robb in the 
mid- 1980s that represented the comprehensive development of these ideas  
(see Heckman and Robb 1985, 1986). This focused on the analysis of train-
ing programmes and saw the beginnings of the enormous body of empirical 
and theoretical work that Heckman, with his students and colleagues, would 
produce on the evaluation problem. The papers with Robb are innovative in 
a number of respects. They extend the control function approach for selec-
tion to the policy intervention framework and relate it to the two-regime 
switching Roy model. These studies also develop the estimation of the treat-
ment on the treated parameter in a random coefficient model for discrete 
programmes—the heterogeneous response model—and point out the bias 
from standard instrumental variable procedures. They extend this to the 
repeated cross-section and panel data framework and develop conditions 
under which the fixed effect estimator recovers the treatment on the treated 
parameter.

This was important work and remains so; it emerged as more emphasis was 
being placed on the use of experimental design of evaluation programmes. It 
showed the limit of what could be derived from non-experimental settings 
and set the scene for the ensuing debate on the use of non-experimental 
econometric methods in the analysis of programme interventions. It is inter-
esting to note the relationship between this line of investigation and the more 
structural evaluation based on economic theory, such as that in the labour 
supply analysis described above. In terms of a tax or welfare policy interven-
tion, for example, this line of study is typically interested in the ex-post evalu-
ation of an existing policy. This contrasts with the labour supply analysis 
aimed at recovering income and substitution effects. In so far as it does not 
recover preferences or technology separately from constraints, it cannot be 
used in the evaluation of a new policy, or in the welfare analysis of policy 
reform. But, in general, the evaluation literature has had much more lim-
ited aims.

The advent of experimental data on policy interventions and, in particular, 
the data developed for the evaluation of participants in the Job Training 
Partnership Act 1982, provided a perfect empirical setting for assessing alter-
native approaches to evaluation; the experimental data were used to character-
ise the bias from relying on non-experimental econometric methods. This 
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debate had already been taken further in Heckman’s work with Joe Hotz 
(1989), but in his Econometrica paper with Hidehiko Ichimura, Jeffrey Smith, 
and Petra Todd, “Characterizing Selection Bias Using Experimental Data” 
(1998), Heckman provided a detailed description of the biases in three popu-
lar non-experimental methods—matching, selection, and difference-in- 
differences. Put simply, selection adjusts for unobserved differences that are 
correlated with participation in the programme and matching adjusts for dif-
ferences among observables. Difference-in-differences adjusts for unobserv-
ables—but only those that are time-invariant—and it also requires repeated 
observations. Heckman et al. (1997) had already established the relationship 
between matching and selection estimators. The issue remained in under-
standing the various biases in comparison to purely experimental studies.

The Econometrica study (Heckman et al. 1998) study provides an excep-
tionally clear breakdown of the major sources of bias in recovering the treat-
ment on the treated parameter from non-experimental data. It also provides a 
useful guideline for evaluation studies that do not have access to experimental 
controls. The bias arises from not directly measuring the counterfactual 
impact of the programme on those who did not receive it. With experimental 
data, this can be measured directly from the randomised control group. 
Heckman and his co-authors break the bias down into three components: 
differences in the support of the regressors, differences in the shape of the 
distribution of regressors, and pure selection bias. Matching is clearly designed 
to remove the first two biases and, with non-parametric propensity score 
matching, this seems to work well. But pure selection bias still remains. This 
can be minimised by choosing a comparison group that is from the same local 
labour market, but not eliminated. Labour force history variables and per-
sonal characteristics are found to work well as exclusion restrictions for the 
selection model. However, the normal selection model is not a good approxi-
mation and semi-parametric methods which relax the normality assumption 
appear to work best. Thus, in this work, we see the drawing together of 
Heckman’s early work on the selection model with the subsequent semi- 
parametric development of estimators for that model.

With heterogeneous responses to programme interventions, it is natural to 
ask, “What parameters are of direct interest?” In principle, the whole distribu-
tion of the response effects would be ideal. Above, we discussed the treatment 
on the treated parameter—that is, the average response among those who 
receive the programme, sometimes split down by observable characteristics or 
the propensity to engage in the programme. But there are other local param-
eters of interest. In work with Edward Vytlacil (1999, 2000), Heckman took 
forward his earlier analysis of the implicit assumptions underlying different 
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models of programme participation and treatment (Heckman 1996, 1997), 
to consider analysis of treatment effects by relating the treatment effects model 
directly to the latent variable discrete choice framework. This was extremely 
enlightening work and showed that the standard parameters of interest—
average treatment on the treated, the overall average treatment effect and the 
local average treatment effect—relate to each other according to the chosen 
interval for the range of the unobservables determining programme participa-
tion. The local estimates relating to the responses of those individuals on the 
margin of joining the programme, therefore measure the impact of the pro-
gramme on those most likely to be induced to move by the intervention.

Underlying all this work on evaluation has been an interest in the general 
equilibrium effects of interventions. All the analyses we have described so far 
are partial equilibrium. Indeed, experimental analysis is based on the premise 
of no spillover to the control group. General equilibrium effects imply that an 
intervention has wider, perhaps economy-wide, impacts. The approach taken 
by Heckman and his colleagues is to use estimates derived from non- 
experimental partial equilibrium analysis to parameterise a dynamic general 
equilibrium model. In important work with Lance Lochner and Chris Taber 
(1998a, b), he examined the impact of human capital incentives when the 
market wage is allowed to respond to changes in supply. As with much of 
Heckman’s work, and as can be inferred from the extensive overview with 
Martin Browning and Lars Hansen, “Micro Data and General Equilibrium 
Models” (1999), these are wonderfully ambitious studies with many innova-
tive aspects—not least in the solution to determining substitution parameters 
between workers with different levels of human capital.

6  Summary

James Heckman has made many other important contributions to economic 
science than those I have discussed in this brief non-technical review. Perhaps 
the finest of these is simply his willingness to discuss ideas—and that at any 
time of day or night, by e-mail or whatever means. But there are many other 
substantive papers too, such as a wonderful Review of Economic Studies article 
with Jose Scheinkman, “The Importance of Bundling in a Gorman-Lancaster 
Model of Earnings” (Heckman and Scheinkman 1987), which derived condi-
tions on the unit pricing of skills in the competitive labour market. Many 
researchers write down models with constant skill prices but without thinking 
through the conditions for their existence. Heckman was clearly not happy 
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until a precise and complete model was derived—an endearing and enduring 
aspect of his research.

There is a strong and consistent approach to empirical economics running 
through Heckman’s research. It epitomises the interrelationship between 
microeconomics and statistics, recognising the importance of individual 
choice for the statistical analysis of individual data. It is driven by the identi-
fication of economically interesting parameters in the study of heterogeneous 
agents in market economies. It is rigorous and ambitious, yet solidly based on 
economic data and the study of economic policy—most effectively sum-
marised by his own retrospective review in the Quarterly Journal of Economics 
(Heckman 2000).

The interaction between the economic behaviour of individuals and the 
micro data so generated was at the heart of Heckman’s development of the 
selection model and has changed the way empirical microeconomics has been 
conducted since the 1970s. It has been the springboard for the progression of 
Heckman’s own research and for much of the development of microecono-
metrics. It stands as a truly great contribution and, although there is much 
besides, it is fitting that his analysis of selected samples has been singled out 
for citation in the award of his Nobel Memorial Prize.

7  Contributions Since 2001

This review covers Heckman’s contributions to economics and econometrics 
since winning the Nobel Prize in 2001. It is challenging to summarise two 
decades of work spanning 179 published papers, 16 working papers, and 
eight books. According to Google Scholar, in the last five years alone, Heckman 
has accumulated nearly 84,000 citations. As impressive as these numbers are, 
they pale compared to Heckman’s enthusiasm for science—data and theory as 
he regularly states in every article he has ever written or presented. The firm 
belief that thorough scientific work can help improve peoples’ lives explain 
why Heckman has advised nearly 100 students throughout his career.

It is impossible not to commit sins of omission when describing the work 
that has influenced scientists and policy makers alike in a few pages. Still, 
choices must be made. In this review, I examine three lines of work that 
Heckman has focused on in the last 20 years. First, I describe his contribu-
tions to structural econometrics. Heckman’s research in this field has influ-
enced investigations in labour economics, macroeconomics, industrial 
organisation, international trade, and any other area in economics with a solid 
empirical tradition.
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Second, I turn to the many ways Heckman’s research has influenced the 
study of inequality. I start by describing the impact that his research has had 
on social scientists’ understanding of “human capital”. A few years ago, econ-
omists used years of completed schooling to measure human capital even 
though schooling attainment varies across time and place. Heckman’s research 
showed that that approach was misleading because it led to wrong inference 
about the importance of human capital and limited the set of interventions 
and policies that society could implement to reduce inequality and increase 
prosperity.

Third, I describe how Heckman’s recasting of human capital beyond educa-
tion informed his research on understanding human capital formation as a 
life-cycle skill formation process. I illustrate his theoretical and empirical work 
in this area, and I show why this work informs interventions that occur in 
different stages of an individual’s life cycle, from early childhood to adult-
hood. I summarise Heckman’s influential research on the long-term impacts 
of high-quality early childhood programmes. This work has influenced many 
researchers who have adapted the methodological approaches to studying 
interventions that foster human capital formation in early childhood, adoles-
cence, or adulthood. Heckman’s contributions in this area of research spill-
over beyond the ivory tower, and they are a fundamental part of public policy 
debates around the world. These studies have challenged policy makers to 
translate research findings into large-scale interventions that promote human 
development.

8  Structural Econometrics

In structural econometrics, researchers attempt to estimate structural param-
eters, that is, parameters that are invariant to a counterfactual policy environ-
ment. Therefore, whether a parameter is structural or not depends on the 
counterfactual question a researcher attempts to answer. For example, if the 
goal of the analysis is to investigate how subsidisation of input will impact the 
use of that input (e.g. clean energy), then it is arguable that the production 
function parameters are invariant to the source of energy. However, if the goal 
is to study how pollution taxes impact pollution, then the same production 
function parameters are no longer structural because firms may choose to 
change how they organise production to reduce pollution. In this case, the 
technology the firm uses is itself an object of choice. The firm’s production 
technology in the state-of-the-art policy scenario is not the same as in the 
counterfactual scenario in which the government raises pollution taxes 
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significantly. Heckman’s research has pushed forward the frontier on identify-
ing and estimating structural models to evaluate social programmes.

Structural econometrics is crucial when researchers need to produce inter-
pretable estimates of interventions or social programmes. Typically, participa-
tion in a social programme (e.g. child-care vouchers) is not mandatory, and 
many participants choose not to receive benefits from such programmes. 
However, governments can encourage individuals to participate depending 
on the costs and (private and social) benefits. For example, the government 
can encourage participation via many forms, such as cash incentives, reduc-
tion of red tape, provision of transportation, and other ways. As participation 
is voluntary, the methods used in impact evaluation must recognise that par-
ticipation is subject to selection in levels and gains. Because of the latter, there 
could be a discrepancy between the various average effects that standard 
methodologies (e.g. instrumental variable, difference-in-differences, regres-
sion discontinuity, matching) recover and the question the evaluator attempts 
to address. In essence, the standard methodologies usually recover an average 
effect that may not be relevant for the policy under consideration. The issue 
arises because different encouragement forms may generate a different set of 
participants. Given that each participant has a specific gain, different sets of 
participants could produce a different average impact. Thus, a cash incentive 
that disproportionately attracts individuals with the smallest gains will pro-
duce a small average effect, while a transportation subsidy that focuses on 
individuals with the most sizeable gains will generate a substantial aver-
age impact.

Structural models are also instrumental for evaluating programmes that 
policy makers have never implemented, which researchers refer to as “ex-ante” 
evaluation. Ex-ante policy evaluation methods allow for researchers to go 
beyond the anonymity postulate. The anonymity postulate treats two aggre-
gate distributions as equally good if the overall distribution is the same after 
income is redistributed among persons. For example, the methods in Carneiro 
et al. (2003, henceforth CHH) determine, for reforms that are contemplated 
but have never been implemented, which groups in an initial position benefit 
or lose, how much they lose, how they would vote in advance of reform, and 
how they would vote after it is implemented. It goes beyond impact because 
it identifies potential “losers” and “winners” of proposed policy reforms.

A crucial aspect of any such reform is the identification of the joint distri-
bution of outcomes. Consider a policy that aims to reduce the financial bur-
den of college attendance. Assume that no country, state, or county has ever 
implemented the policy in question. Therefore, ex-post policy evaluation is 
not feasible because there is no dataset in which some individuals benefit from 
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the policy and others do not. The economic approach is to model two aspects 
of the problem jointly to answer this question. The first aspect is how financial 
costs affect the decision to graduate college. This model component is the 
choice equation because it describes how preferences and constraints deter-
mine individual choices. In the context of policy evaluation, the alternatives 
individual can choose are discrete (e.g. to enrol or not to enrol in college). 
Work by Matzkin (1992) shows that, under some normalisation conditions, 
it is possible to identify and estimate fairly general models with discrete 
dependent variables.

The second aspect is to link college graduation to labour earnings. We refer 
to this object as the wage offer function. In typical applications in empirical 
economics, the data are longitudinal; that is, we observe earnings (or other 
outcomes) for each individual for many periods. However, for each individual, 
we observe only one sequence of earnings. If the individual did not attend col-
lege, we would observe the no-college earnings, which we denote by Yi, t, 0. If 
the individual graduated college, we observe the college earnings, or Yi, t, 1. The 
challenge that structural econometricians face is that they need to identify the 
joint distribution F Y Yi t t

T

i t t

T

, , , ,0 1 1 1
� � � �� �� �

,  to estimate the ex-ante impact of a 
new policy and uncover the individuals who are “winners” and “losers”.

Heckman attacked this joint identification model throughout his career in 
highly cited papers (e.g. Heckman and Honoré 1990), but these articles pri-
marily focused on situations where the data were cross-sectional. Adding a 
time dimension complicates the problem because it increases the dimension 
of the joint distribution of outcomes. In a cross-sectional framework, we 
observe as many outcomes as the number of alternatives that the individual 
can choose. For example, if there are N mutually exclusive alternatives, the 
researcher must identify the joint distribution of N outcomes. In contrast, 
when the dataset has a time dimension as well, the researcher needs to identify 
the joint distribution of N × T random variables, which is, in practice, intrac-
table if T is large. CHH’s innovation was to use factor models to reduce the 
problem’s dimensionality. In their framework, the factors capture both the 
dependence over time (i.e. the dependence over the time dimension) and the 
dependence across alternatives. They show that a model with few factors fits 
well the data both within alternatives and across time.

The factor model approach is not only a convenience for representation 
and estimation, but it is also crucial for the identification of the joint distribu-
tion of outcomesF Y Yi t t

T

i t t

T

, , , ,0 1 1 1
� � � �� �� �

, . To understand why, assume that the 
choice depends on the sequence of earnings in the two sectors (i.e. college and 
no-college). Then, the choice observation provides information about the 
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sequence of earnings in the sector the individual did not choose. To focus on 
the crucial point, suppose that T = 1 and that the individual chooses to go to 
college if, and only if Yi, 1 ≥ Yi, 0. This choice model dictates that any individual 
who went to college has higher earnings in the college sector than the no- 
college sector, and the opposite is true for any individual that chose not to go 
to college. If the comparison of earnings streams is the only input in the 
choice model, then Heckman and Honoré (1990) prove non-parametric 
identification of the joint distribution F. In the literature, researchers refer to 
this model as the simple Roy model.

Note that the factor model is unnecessary when the simple Roy model 
accurately describes the phenomenon that researchers are modelling. However, 
this case is rare. A more realistic assumption is that econometricians do not 
observe all random variables influencing an individual’s choice. For example, 
there may be non-pecuniary (or psychic) costs or benefits of attending college. 
Individuals know how willing they are to attend classes, but such information 
is rarely—if ever—collected in datasets that researchers collect and analyse. 
The general Roy model extends the simple Roy model, allowing for such ran-
dom variables unobserved by the econometrician. Unfortunately, Heckman 
and Honoré (1990) show that one cannot identify the joint distribution of 
outcomes without further restrictions. However, when the data are longitudi-
nal and one can use a factor model to capture the dependence between unob-
served variables that determine the choice and the residuals in the earnings 
equations, then the generalised Roy model is identifiable. In this sense, CHH’s 
factor structure is the price researchers must pay to represent preferences and 
constraints more generally. This result is appealing from a methodological 
standpoint because CHH shows that the restrictions on the number of factors 
are relatively weak.

Using a few factors to capture dependence across alternatives and over time 
has influenced research that separates heterogeneity from uncertainty in life- 
cycle earnings. Heterogeneity is the variation in labour earnings that we can 
attribute to differences in human capital across individuals3 or prices of ele-
ments of human capital. Heterogeneity captures inequality in human capital 
that influences earnings inequality. Therefore, individuals know and act on 
this heterogeneity that econometricians do not observe when making choices.

On the other hand, uncertainty captures aspects of labour earnings that 
reflect “luck”. For example, variation in earnings across real estate agents may 
reflect heterogeneity in the capacity to execute sales and temporary variation 
in supply and demand conditions that may affect the volume or price of real 

3 Or differences across markets in the prices of elements of human capital.
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estate transactions. From the point of view of economic theory, uncertainty 
generates welfare costs when markets are incomplete. In terms of policy mak-
ing, heterogeneity partly reflects differences in the implementation of policies 
that foster human capital accumulation (e.g. variation in school quality across 
socio-economic, racial, or ethnic groups). Both cases offer arguments for 
intervention, but the nature of this intervention depends on the relative con-
tribution of heterogeneity and uncertainty.

Two papers use the CHH framework to decompose earnings inequality 
into heterogeneity and uncertainty. First, Cunha et  al. (2005) applied the 
CHH framework to analyse the National Longitudinal Survey of the Youth 
1979 (NLSY/79) data, a longitudinal study whose participants were a repre-
sentative sample of individuals born between 1957 and 1964. They show that 
over 60% of inequality in lifetime earnings is due to heterogeneity and the 
remaining 40% is due to uncertainty. In contrast, Cunha and Heckman 
(2016) compare inequality in lifetime earnings evolved for the cohort of par-
ticipants in the National Longitudinal Survey (NLS/66), whose participants 
represented the population born between 1942 and 1951, with the NLSY/79 
cohort. They show that inequality increased, but most of the increase in no- 
college earnings was due to uncertainty.

So far, we have summarised work in which the choice takes place at one 
point in time. However, in most circumstances, individuals have to make 
choices every period. For example, in higher education, individuals choose 
whether to enrol or not in the first semester. After they finish the first semes-
ter, they can re-enrol for the second semester or drop out of college. Heckman 
et al. (2018) extend the CHH framework for dynamic discrete choice models, 
and provide a new interpretation of the classic works by Mincer (1958) and 
Becker and Chiswick (1966).

Methodologically, the paper bridges the treatment effect approach and the 
fully structural dynamic discrete choice approach. As in the treatment effect 
literature, the model does not impose precise rules agents use to make deci-
sions, but there are choice equations that capture individual decision-making 
processes. Therefore, readers should think of the model as one that generates 
approximations of decision rules. However, as in the structural literature, 
there are well-identified margins of choice and a well-defined sequence of 
choices in which some alternatives are only feasible if individuals have decided 
to follow some specific paths. For instance, an individual who has not gradu-
ated high school cannot choose to jump to a graduate programme without 
first completing a college degree.

The middle ground opens up the possibility to model heterogeneity in rich 
ways because it simplifies the identification issues that arise in fully structural 
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models. This advantage does come with a cost. The approach does not allow 
endogenous state variables to enter the right-hand side of the outcome equa-
tions because these endogenous state variables correlate with the unobserved 
factors. This restriction, for example, rules out models with learning-by-doing 
in which an endogenous state variable (e.g. actual experience) is part of the 
wage offer equation. Such a limitation, however, is not applicable to the types 
of questions Heckman et al. (2018) pursue in their paper.

Heckman has also used structural models to conduct ex-post policy evalu-
ation. A significant concern in his research is that any policy impacts indi-
viduals in a different way. In the literature, researchers refer to this fact as 
treatment effect heterogeneity. One way to illustrate this issue is to consider 
the following system of equations:
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� � �
� �
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(37.1)

The variable Yi is the outcome. The binary variable Di denotes exposure to 
the policy. So, Di = 1 if individual i was exposed to the policy, and Di = 0, 
otherwise. The variable Zi influences exposure to the policy (δ ≠ 0), and it does 
not correlate with ϵi, so E(ϵi| Zi) = 0. In words, Zi is an instrumental variable.

System (37.1) is distinct from the typical two-stage least squares model 
because the coefficient βi varies across individuals. In particular, when Di rep-
resents participation in a social programme (e.g. receiving COVID-19 vac-
cine), we would expect βi to correlate with Di. This phenomenon represents 
sorting on impacts of the policy or “essential heterogeneity” as defined in 
Heckman and Vytlacil (2005).

Essential heterogeneity is a significant obstacle for meaningful policy evalu-
ation. Let � �� � �E i , and rewrite the first equation of system (37.1) in the 
following way:

 
Y Di i i� � �� � �

 
(37.2)

where � � �i i i iD� �� � � . In this situation, the IV approach does not con-
sistently estimate the parameter β  because the instrumental variable Zi cor-
relates with νi through Di.4 If we impose additional restrictions, the IV 
approach can estimate the local average treatment effect (LATE, e.g. Imbens 

4 If Zi does not correlate with Di, then Zi is not an instrument. In this case, the analysis would not be 
possible because the first stage breaks down.
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and Angrist 1994). LATE estimates the average impact among individuals 
whose participation is induced by the variation in the instrument Zi (“compli-
ers”). LATE is interpretable whenever the instrumental variable represents the 
lever policy makers explore to encourage participation in a programme. For 
example, suppose that Yi are hours of hospitalisation, Di is the COVID-19 
vaccination status, and Zi is the travel time to the nearest vaccination site. In 
this case, LATE informs policy makers of the impact of vaccination on hospi-
talisation hours among individuals whose vaccination status is affected by a 
reduction in travel time. Therefore, if policy makers encourage individuals to 
get vaccinated by reducing travel time (e.g. improving transportation supply), 
then LATE is the parameter of interest (or the policy-relevant treatment effect, 
henceforth PRTE). However, if the policy lever is a cash incentive, the LATE, 
which uses travel time as the exclusion restriction, does not recover the PRTE 
because the individuals the transportation improvement policy induces to 
take vaccines are generally different from those encouraged by the cash incen-
tive. Heckman and Vytlacil (2005) show how to recover the PRTE by model-
ling outcomes and choices jointly.5

9  Human Capital: Beyond Educational 
Attainment and Cognitive Skills

The General Educational Development (GED) is an eight-hour subject test 
that establishes the equivalence between high school graduates and high 
school dropouts. Heckman’s work on understanding the GED programme 
started early in Cameron and Heckman (1993) but continued after 2000. 
Heckman and Rubinstein (2001) showed that GEDs—individuals who have 
passed the GED test—have the same cognitive ability, as measured by the 
Armed Forces Qualification Test (AFQT), as high school graduates who do 
not go on to college. On average, individuals with a GED credential have 
higher AFQT scores than regular high school dropouts. The comparison of 
raw hourly wages yields the same pattern. They also showed a remarkable 
result: Once one controls for AFQT, the hourly wages of GED recipients are 
lower than those of high school dropouts.

Adam Smith implicitly refers to human capital as one of the four types of 
capital used to produce goods and services.6 In 1928, Pigou referred to it 

5 For an application of this methodology, see Carneiro et al. (2011).
6 ‘[T]he acquired and useful abilities of all the inhabitants or members of the society’ (Smith 1999: 377).
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explicitly.7 Finally, the contributions by Mincer (1958), Schultz (1961), and 
Becker (1962) crystallised the term “human capital” as a staple across the 
social sciences. Still, with a few exceptions, human capital was essentially 
equated to either educational attainment (years of completed schooling) or 
cognitive ability (e.g. Barro 2001; Griliches 1977). The exceptions to this rule 
were the works by Bowles and Gintis (1976), Edwards (1976), and Klein 
et  al. (1991), who surveyed employers and showed that job stability and 
dependability are the skills that they value the most.8

Heckman’s work on the GED forever changed social scientists’ understand-
ing of what constitutes human capital. Heckman’s argument was strong 
because he showed that the GEDs’ lower hourly wages reflected their lower 
stock of non-cognitive skills. Moreover, unlike previous work, his evidence 
came from data on hourly wages (prices of human capital) which comple-
mented the evidence from the previous research.

In this sense, Heckman et  al. (2006) significantly contributed to this 
research programme. The authors applied the CHH framework to quantify 
the contributions of cognitive and non-cognitive skills to various socio- 
economic outcomes. The NLSY/79 data used in their research was uniquely 
suitable for this study because the NLSY/79 measured cognitive and non- 
cognitive skills during adolescence, and the outcomes measured when indi-
viduals were in their 30s. This aspect of the NLSY/79 reduced concerns about 
reverse causality (i.e. high non-cognitive skills arise from success in the labour 
market and not the other way around). However, the authors still needed to 
address selection, which they did by using the CHH framework. They found 
that the gaps in non-cognitive skills predicted gaps in educational attainment, 
labour market outcomes, and other socio-economic outcomes, such as crime 
participation and teenage pregnancy. In addition, they find that non- cognitive 
skills are an essential dimension of human capital for many outcomes and 
cognitive skills explain a small share of the variation in some crucial out-
comes, such as crime participation.

Unfortunately, the NLSY/79 measures only a few non-cognitive skills, so 
the paper’s findings probably suggest a lower bound about the importance of 
dimensions of human capital that still play a minor role in policy making. For 
example, the National Assessment of Educational Progress still focuses on 
assessing students’ performance on tests that strongly load cognitive skills (e.g. 
English language, arts and maths). The same is true for the standardised 

7 ‘There is such a thing as investment in human capital as well as investment in material capital’ (Pigou 
1928: 29).
8 In addition, Bowles and Gintis (1976) showed that perseverance, dependability, and consistency are the 
most important predictors of grades in school.
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assessments that states conduct independently from the federal government. 
Some states, as Texas, issue school-level report cards based on standardised 
tests of English and maths. Not only do these tests make “teaching to the test” 
appealing, but they also encourage schools to shift instruction from non-cog-
nitive towards cognitive skills. Therefore, despite the impact of non-cognitive 
skills on many socio-economic outcomes, education policy makers still over-
look these dimensions of human capital when deciding how to allocate 
resources within schools.

In a series of papers, Heckman dives into the literature on personality psy-
chology and connects it to economics. Then, a paper that summarises this 
research and ignites the literature in human capital economics is Almlund 
et  al. (2011). The authors discuss the measurement of personality factors, 
present challenges in operationalising such measurement, and summarise the 
predictive power and stability of personality traits.

The paper contains a novel contribution as the authors conceptualise per-
sonality traits within economic models. First, the authors extend the Roy 
model, the basis of the CHH framework, to incorporate personality traits as 
arguments in the returns to and cost of effort functions. In the Roy model, 
individuals choose different occupations (or tasks) according to their person-
ality traits. Thus, for example, introverted individuals would choose different 
occupations from extroverted ones. This difference in sorting could arise 
because of differences in returns (e.g. extroverted individuals may have more 
connections in their social network) or psychic costs (e.g. introverted indi-
viduals have a more challenging time making many friends).

This extension is crucial for our understanding of inequality. For example, 
a regression of log hourly wages on potential experience, education, and cog-
nitive skills will lead to an R-squared of about 20%. This result indicates that 
we do not understand 80% of the variance of wages. We know, however, that 
most of this variance represents heterogeneity (48%; see Cunha et al. 2005), 
while the remaining part (32%) is uncertainty, which could be due to infor-
mation frictions in the labour market (e.g. Mortensen and Pissarides 1994). 
Thus, we do not observe the lion’s share of inequality (heterogeneity) even 
though individuals act on it when deciding how much human capital to accu-
mulate before entering the labour market. Once we develop forms to measure 
these unobserved dimensions of human capital (and personality traits may be 
one component of heterogeneity), we will understand how and when (in an 
individual’s life cycle) we will be able to produce these human capital compo-
nents. Such knowledge will determine policy making towards reducing 
inequality.
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This body of work has implications for the design of policy that promotes 
long-term sustainable economic growth. In endogenous growth models, 
human capital plays a vital role in determining technological innovation and, 
as a result, the balanced path growth rate. Empirical research confirms the 
significant relevance human capital has in promoting growth (e.g. see the 
research on the birth of the bioengineering sector by Zucker et  al. 1998). 
However, we have little understanding of how to produce the human capital 
that makes individuals highly entrepreneurial and innovative. In this sense, 
Heckman’s research on expanding the definition of human capital beyond 
cognitive skills and educational attainment is necessary for designing human 
capital formation policies.

In addition to using personality traits in an extended generalised Roy 
model, Almlund et al. (2011) also discuss their relationship with parameters 
in structural models. Two critical parameters in understanding intertemporal 
choice and choice over states of nature are time preference and risk aversion 
parameters, respectively. Almlund et al. (ibid.) cite the evidence from Daly 
et al. (2009) to relate time preference parameters to conscientiousness, self- 
control, and the capacity to imagine the future consequences of present 
actions. In addition, they link risk aversion to sensation seeking (Zuckerman 
1994; Eckel and Grossman 2002), openness (Dohmen et al. 2010), and neu-
roticism (Borghans et al. 2009; Rustichini et al. 2016). These relationships are 
significant for policy because heterogeneity in time preference may help 
explain heterogeneity in the accumulation of human and physical capital, 
while differences in risk aversion could explain why investors choose different 
investment portfolios. Moreover, interventions that shift these personality 
traits could increase wealth at retirement, elevate productivity (through higher 
human capital stocks) in the labour market, and impact the rate of innovation 
in the economy.

10  Life-Cycle Skill Formation

In the late 1990s and early 2000s, research on human capital formation 
focused on investigating the relevance of credit constraints in explaining the 
socio-economic gaps in college enrolment (e.g. for a review, see Card 1999). 
Unfortunately, it is difficult to find evidence on credit constraints because we 
do not observe them directly. Instead, empirical economists adopt an indirect 
approach, which depends on the predictions from theoretical models that 
feature credit constraints.
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Around the turn of the century, the theoretical models were based on 
Becker and Tomes (1986, henceforth BT). BT featured a two-period model, 
in which the first period was the “investment” period (before entering the 
labour market) and the second period was the “earnings” period (after enter-
ing the labour market). In this model, individuals had an endowment that 
could impact both the costs of and returns to investments in human capital. 
In the context of the 1990s, this endowment represented a fixed level of cog-
nitive ability. The crucial word here is “fixed” because BT assumed that invest-
ments in human capital could not affect an individual’s stock of this 
endowment. This property of the BT model introduced the debate of nature 
versus nurture in economics. The endowment was nature, fixed at conception 
and the investment was nurture, subject to the policy environment.

BT also featured inequality in family resources, so some children were born 
in families with abundant resources that they could allocate to the child’s 
human capital formation in the first period, and other children were born in 
families whose resources were not enough to invest optimally in their child’s 
human capital.

In such a framework, the existence of credit constraints can generate sub- 
optimal inequality when low-income families have high-endowment chil-
dren. To understand this point, suppose that there are diminishing marginal 
returns to investments in children’s human capital. Then, consider the situa-
tion where there are no credit constraints and families can take on loans to 
invest in their children’s human capital at a risk-free rate equal to r. In this 
situation, families will invest in human capital up to the point that the mar-
ginal benefit of a dollar is equal to the marginal cost of funds, which is r. As a 
result, there is inequality in investments in human capital because the point 
at which the marginal benefit equals the marginal cost depends on the child’s 
level of the fixed endowment. However, this inequality is optimal because it 
reflects efficiency in resource allocation: marginal benefit equals marginal cost.

Next, consider the situation in which there are credit constraints so that 
families cannot borrow to invest. In this case, low-income families with high- 
endowment children will invest “too little” in the sense that the marginal 
benefit of an extra dollar of investment is above the marginal cost r. In this 
situation, investment inequality is not optimal, and there is room for policy 
intervention (e.g. government loans).

Empirical researchers relied on this model prediction to investigate the 
existence of credit constraints for college enrolment. The argument proceeded 
in two steps. First, researchers estimated the return to a college degree through 
ordinary least squares (OLS) regressions. The consensus was that such 

37 James J. Heckman (1944–) 



964

regressions are upward biased because of omitted variables since researchers 
did not observe the children’s ability endowments (Griliches 1977; Card 1999).

Second, researchers would search for an instrumental variable that impacted 
the decision to graduate college but did not correlate with the children’s 
endowments. A few prominent examples of instrumental variables were 
tuition subsidies, distance to the nearest college, and compulsory schooling 
laws. Finally, if there were no credit constraints, the IV estimator should be 
lower than the OLS estimator because the latter suffered from the upward bias 
due to omitted variables (e.g. Kane 2001). However, researchers found that 
the IV estimator was greater than the OLS estimator. For researchers, this 
finding meant that the rate of return of investments in human capital was 
above that of the risk-free rate r.

Carneiro and Heckman (2002) contributed to the literature by critically 
revisiting the argument that the IV/OLS comparison was sufficient to deter-
mine the existence of credit constraints. They offered three arguments. First, 
the instrumental variables were not valid. Carneiro and Heckman (ibid.) used 
the NLSY/79 to show that the instruments used in the literature correlated 
with the “fixed endowment” measures not present in most datasets but avail-
able in the NLSY/79.

Second, even if they were valid, the IV/OLS empirical pattern was consis-
tent with a model with selection on comparative advantage even when credit 
constraints were absent. As we described above, the empirical literature fol-
lowed BT to interpret their results. However, in the BT model, investment is 
a continuous variable, and the solution is interior. On the other hand, invest-
ment is a discrete variable in the empirical literature (college versus no col-
lege), and such situations do not allow for interior solutions. Instead, the 
empirical approach should model this dependent variable in the context of a 
discrete choice model and allow for sorting with heterogeneous returns. 
Carneiro and Heckman (ibid.) showed that when they do so, the model can 
generate the IV/OLS empirical pattern even when credit constraints are 
absent. This argument demonstrated that a greater estimate of the effect of 
education on earnings by the IV methodology (relative to the OLS one) is not 
sufficient to establish the existence of credit constraints.

Third, Carneiro and Heckman (ibid.) extend the typical discrete choice 
model to account for college quality. In this extended model, individuals have 
three alternatives in their choice set: not attend college, attend a low-quality 
college, or attend a high-quality college. They assume that the higher the col-
lege quality, the greater the returns. For example, some individuals may not 
attend college if there are credit constraints. However, if the government 
intervenes in this market and removes credit constraints, some individuals 
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may shift from the “no college” alternative to the “low-quality college” one. 
Such a movement increases the weight of observations in the “low-quality 
college” alternative which, in turn, should reduce the estimated returns to col-
lege because the empirical literature does not control for quality. Thus, with 
this model, Carneiro and Heckman (ibid.) show that the IV/OLS empirical 
pattern is not necessary to establish the existence of credit constraints.

One empirical regularity called Heckman’s attention. There was clear sort-
ing on the “skill” endowment in the research on college enrolment (e.g. 
Cameron and Heckman 2001; CHH; Cunha et al. 2005). When investigat-
ing the impact of policies that reduced tuition, Carneiro and Heckman (2002) 
found that high-ability individuals were more likely to move from the “no 
college” to the “college” alternative. In his early work on the evaluation of the 
Job-Training Program, Heckman found a similar empirical regularity: it was 
individuals with high stocks of endowment that benefited from such inter-
ventions (e.g. Heckman et  al. 1997). These findings led Heckman to ask, 
What if policy interventions can impact these individuals’ endowments? 
What if we move from “nature versus nature” towards “nature and nurture”?

Cunha and Heckman (2007, henceforth CH) proposed a model of life- 
cycle skill formation to answer this question. In their model, human capital is 
multidimensional. They assume that human capital is a vector with two skills, 
denoted by cognitive and non-cognitive skills. Each task in the labour market 
requires different combinations of these types of skills.

Unlike BT, they assume that it takes many periods for families to produce 
these skills. More importantly, the marginal productivity of investments dif-
fers by skills and by stages of the life cycle. For example, the return to invest-
ments in one set of skills may be high in early childhood and low in adolescence, 
while the opposite could be true for another set of skills. These properties of 
the production function of human capital, which they refer to as the technol-
ogy of skill formation, introduce the concepts of critical and sensitive periods 
of development into the economics literature. A critical period is a stage in life 
when an individual can develop certain specific skills that the same individual 
cannot develop later. For example, as CH described, the critical period for 
vision development is a few months after birth, and lack of visual stimulation 
during this short window of time will compromise full binocular vision devel-
opment (e.g. Daw 1998). Researchers have also documented the existence of 
critical periods of development for language acquisition (e.g. Newport 1990).

A sensitive period is a stage in development when we can acquire a particu-
lar skill rapidly or, in economics jargon, when investments have very high 
marginal productivity rates. Unlike skills that have critical periods of develop-
ment, individuals can develop skills that have sensitive periods in other stages 
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of the life cycle (earlier or later), but it is more challenging to do so. The sensi-
tive periods of development need not occur in the early childhood stages of 
the life cycle. For instance, the literature in developmental psychology sug-
gests that secure attachment has a sensitive period in the child’s first year of 
life. However, areas of the brain responsible for social skills have sensitive 
periods in adolescence. Therefore, naturally, interventions that promote secure 
attachment (e.g. Nurse-Family Partnership, see Olds 2002) occur in early 
childhood, while programmes that develop social skills happen in later stages 
of the life cycle (e.g. Kosse et al. 2020). This discussion shows that sensitive or 
critical development periods have significant consequences for designing 
interventions that foster human capital formation. Therefore, if policy makers 
decide to intervene, they need to pay attention to what and when the inter-
vention will occur.

However, not all components of human capital have sensitive or critical 
periods of development. Vocabulary growth can continue to occur through-
out an individual’s lifetime. Furthermore, many forms of knowledge that we 
accumulate while in school (e.g. history, geography, and maths) do not seem 
to have sensitive or critical periods of development. Consequently, interven-
tions that aim to foster the accumulation of these skills do not need to worry 
about the timing (early versus late) because no biological reason prevents indi-
viduals from learning these skills at later stages of the life cycle.

CH introduces the concept of the self-productivity of skills, which means 
that the skills produced in the early stages of the life cycle form the basis of the 
skills that individuals will develop in later stages. Oral language development 
helps an individual develop reading skills, and learning how to count num-
bers helps the child understand arithmetic operations. Therefore, self- 
productivity is linked with the concept of school readiness, which means that 
children possess ‘the skills, knowledge, and attitudes necessary for success in 
school’ (Head Start Office 2021).

Another essential feature of the CH model is the concept of dynamic com-
plementarity, which means that investments in the early stages of the life cycle 
increase the returns to investments in later stages (and, crucially, vice versa). 
Dynamic complementarity offers another view of the empirical regularities 
that make pre-college skills fundamental for college enrolment and gradua-
tion described above. Nevertheless, BT has no room for public policy because 
these pre-college skills are endowments determined at conception. In Cunha 
and Heckman (2007), these same skills are the product of a sequence of 
investments which, combined with genetic makeup, raise or lower the returns 
to the investment in a college education. From the point of view of a life-cycle 
skill formation model, the optimal policy that promotes college enrolment 
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and graduation across socio-economic groups involves tuition subsidies and 
subsidies to skill formation that occurs in different stages of the life cycle. Skill 
begets skill.

These forces in the CH model depend on a few parameters of the technol-
ogy of skill formation. Cunha et al. (2010) discuss the identification and esti-
mation of these parameters, and they zero in on three problems that arise in 
this literature: the measures of skills do not have a cardinal scale, the measures 
of skills and investments are error-ridden, and the observed investments likely 
correlate with unobserved inputs in the production of skills.

The measures of human capital typically do not have a cardinal scale for 
economic outcomes—the difference between any two values is not itself 
meaningful. At best, as far as economic outcomes are concerned, these mea-
sures are ordinal. This point holds for cognitive (e.g. the Bayley Scale of Infant 
Development) and non-cognitive measures (e.g. the Child Behavior 
Checklist). Non-cardinality implies that standard statistical methods may not 
lead to valid inference—order-preserving transformations of the human capi-
tal measures could significantly impact estimates of self-productivity and 
dynamic complementarity. The lack of robustness is worrisome given the 
critical role cardinal analyses using these measures have played in guiding 
both academic research and public policy. To address this problem, Cunha 
et al. (ibid.) anchor test scores to cardinal outcomes (earnings) to rescale the 
measures to cardinal units. This research topic is active, and Bond and Lang 
(2013, 2018) and Nielsen (2015, 2019) build new tools to address the lack of 
cardinality in test scores.

Measures of human capital and investments have errors. Researchers use 
such measures as dependent variables, independent variables, or simultane-
ously as both to estimate the production functions of human capital. The 
ubiquity of measurement error in early childhood data requires methods that 
account for such errors, or inference may not be valid. Cunha et al. (2010) 
explore the fact that for each latent variable of interest (skills or investments), 
there are multiple measures (proxy variables) that are error-ridden. They show 
how they can aggregate across measures to address biases that arise from mea-
surement error. The works by Williams (2019, 2020) and Rodríguez Sánchez 
(2020) further expand on this area of inquiry.

Observed investments correlate with unobserved inputs in the production 
function of human capital. This problem arises for several reasons. First, cur-
rent datasets measure a small number of all goods and activities that promote 
child development. Second, although these datasets measure whether a good 
is present in the household or whether adults interact with the child in ways 
that promote development, they do not necessarily measure the frequency in 
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which the families use these goods or the quality of the interactions, although 
a few exceptions are starting to appear (e.g. Cunha et al. 2020). Third, chil-
dren may have unobserved characteristics that simultaneously determine their 
skills and influence the families’ decision of how much to invest in the chil-
dren. Cunha et al. (ibid.) show how to adapt instrumental variable methods 
to account for the correlation between investments and omitted inputs. This 
research topic has benefited from new studies that collect richer investment 
data within randomised controlled trials, such as Attanasio et al. (2020, 2021).

The authors use the Children of the NLSY/79 dataset (henceforth 
CNLSY/79) to estimate the technology of skill formation. The CNLSY/79 
participants are the children of the NLSY/79’s female respondents. In this 
ongoing study, these children are assessed every two years, starting from birth. 
Most children were born between the mid-1980s to the mid-1990s, so the 
children are currently around 30-years-old. They find that the sensitive peri-
ods of development for cognitive skills are in early childhood and adolescence 
for non-cognitive skills. They also find evidence that dynamic complementar-
ity becomes stronger as children age. The research on the identification and 
estimation of production functions is an active area, and contributions by 
Attanasio et al. (2020) and Agostinelli and Wiswall (2020) build on these tools.

Heckman’s research has focused on estimating the long-term impacts of 
prototypical early childhood programmes in the last ten years, and this work 
has influenced policy making from local to state to federal government. This 
influence is because Heckman was able to transform policy makers’ questions 
into research projects, and answer these questions thoroughly by implement-
ing advanced methodological tools for data analysis and collecting data for 
new and old programmes. In this sense, Heckman’s research goes well beyond 
the ivory tower, and it shapes the public debate about the tools governments 
have to enhance human potential, increase economic prosperity, and decrease 
inequality in socio-economic outcomes.

Heckman has focused primarily on four programmes. First, the Perry 
Preschool Program (PPP) is a centre-based early childhood project in Ypsilanti, 
Michigan. At its establishment, PPP taught three- and four-year-old children 
according to the HighScope Curriculum, the same curriculum the Head Start 
Program used when it was created. Thus, the PPP’s evaluation studies estimate 
the impact of the Head Start Program if implemented with high fidelity.

Second, Heckman and his team have also studied the Abecedarian Program, 
a full-day centre-based programme from birth to age five in Chapel Hill, 
North Carolina. The early focus of the Program, and its intensity, allow us to 
draw a parallel with the Early Head Start Program. Therefore, evaluation mat-
ters not only for the sake of the Abecedarian Program but also because it 
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allows researchers and policy makers to quantify the impacts that a high- 
fidelity Early Head Start Program can produce on long-term socio-economic 
outcomes.

Third, Heckman has also studied the Nurse-Family Partnership, a home 
visitation programme that targets economically diverse pregnant mothers 
from the second trimester of pregnancy to a baby’s second birthday. The pro-
gramme’s curriculum focuses on promoting a secure attachment between the 
baby and the mother. Nowadays, the Nurse-Family Partnership programme 
serves 200,000 families a year in the United States. The evaluation of its pro-
totypical implementation in the twentieth century informs researchers and 
policy makers about the impacts of a high-fidelity home visitation programme 
on long-term outcomes.

More recently, Heckman has extended his research to developing countries, 
specifically China. In this work, he has collaborated with many researchers to 
culturally adapt and implement a version of the Jamaica Home Visitation 
Program. This research is fundamental for developing countries because they 
lack highly trained early childhood teachers. Therefore, researchers need to 
find a way to overcome a significant hurdle: it takes human capital from 
members of one generation to help members of another generation produce 
human capital.

I draw on Heckman et al. (2010) to illustrate Heckman’s approach to eval-
uating the long-term impacts of these prototypical early childhood pro-
grammes. In a randomised controlled trial (RCT), the researchers randomly 
assign the study participants to the control or intervention condition. Thus, 
there is perfect compliance in textbook RCT cases: individuals in the control 
group never benefit from the intervention, while individuals in the interven-
tion condition completely adhere to the treatment protocol. However, in real-
ity, compliance is imperfect, either because individuals refuse to participate or 
because researchers need to modify the assignment rule. For example, a ran-
domisation algorithm may assign one sibling to the control condition and its 
twin to the intervention one in a centre-based early childhood programme, 
and researchers may choose to reassign both siblings to the same condition. In 
addition, when sample sizes are small, unbalance in demographic characteris-
tics due to the random assignment may lead researchers to move participants 
across groups to achieve the said balance. In any case, compliance is imper-
fect, and empirical analysis should not overlook any post-assignment swaps 
the research team executed before the beginning of the intervention.

The textbook RCT case involves assessing the impact of an intervention on 
a single outcome. In reality, researchers have dozens (if not hundreds) of out-
comes of interest. As time goes by, researchers return to fieldwork and reassess 
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the same outcomes again (and may also include assessing different outcomes). 
As the number of outcomes increases, the probability of a false positive also 
increases. Without any adjustment, any evaluation will find impacts on at 
least some outcomes even if, in reality, there is none. In the statistics literature, 
this problem is known as multiple hypothesis testing. One powerful solution 
to it is to sample participants ex-post and relabel them randomly as “control” 
or “intervention” participants regardless of the authentic original assignment. 
If all the results are false positives, then this relabeling will not affect the con-
clusion, only the outcomes for which there is a false positive.

In the programmes evaluated by Heckman and his colleagues, the solution 
is not straightforward because of imperfect compliance. For example, we can-
not simply randomly relabel participants and assume they will comply with 
the protocol because we know poor compliance existed in the original assign-
ment. In addition, the imperfection is due to researchers executing post- 
assignment swaps according to maternal working status (to reduce the 
programme’s costs). Heckman et al. (2010) significantly extend the methods 
by designing data analysis and deriving resampling strategies that simultane-
ously address the issues of multiple hypotheses testing and imperfect compli-
ance. This research has impacted the analysis of RCTs in economics, and 
current applied research incorporates these insights when analysing data with 
imperfect compliance and multiple outcomes.

The application of these procedures shows that the PPP produced mixed 
results. The Program certainly improved educational and labour market out-
comes for females and crime outcomes for males. They report that these find-
ings are consistent with the PPP impacting primarily non-cognitive skills, 
thus reinforcing the importance of expanding the definition of human capital 
for research and policy making. They estimate a rate of return of 6% to 10% 
per year, which is sizeable, but Heckman’s more recent research on the PPP 
shows that these rates of return are downward biased because the Program 
produced intragenerational and intergenerational impacts (Heckman and 
Karapakula 2019).

The PPP cohort and the NLSY/79 participants were born around the same 
years. When Heckman et al. (2010) match participants from the NLSY/79 to 
those of the Perry study, they conclude that 16% of the US population would 
be eligible for the PPP. In 2019, there were nearly 20 million children between 
0 and 5-years-old in the United States according to the Census Bureau, and 
the Head Start Program served about 5% of these children. These figures 
indicate that, although an early childhood programme such as Head Start 
should not be universal, there is still significant room for growth so that all 
eligible children can receive such services.
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García et al. (2020) apply and extend the methods from Heckman et al. 
(2010) to evaluate the Abecedarian and the Nurse-Family Partnership pro-
gramme. The evaluation of the Abecedarian Program uses biomedical data 
that contain measures of many dimensions of health. The authors find that, at 
age 40, Abecedarian children had better blood pressure, lower blood glucose 
levels, higher “good” cholesterol levels, lower triglycerides, and smaller waist 
circumference, all indicating a more positive cardiovascular health.

For the Nurse-Family Partnership programme, Heckman et al. (2017) find 
positive impacts on cognitive skills for males and females up to age 12. In 
addition, they show that the children in the Partnership group benefit from 
growing up in a home environment that offers children more development 
opportunities. These findings show that skills are malleable and that the home 
environment significantly fosters human capital formation.

Finally, Heckman et  al. (2020) evaluates the causal impacts of an early 
childhood home visiting programme in China. This work involves an RCT 
with primary data collection in the field. The authors find that the programme 
substantially improves child language and cognitive, fine motor, and social- 
emotional skills development. To the best of my knowledge, the paper is the 
first to investigate whether an intervention affects the mapping between mea-
surement and latent skills. The authors find that the random assignment to 
the intervention group affects the relationship between measured and latent 
skills. This finding indicates that some of the impacts of the programme are 
not due to improvement in skills, but to changes in the manifestation of skills 
(e.g. the children in the treatment group may participate in activities that 
resemble assessment of child development; thus they become better at doing 
these tasks).

11  Conclusion

I have summarised three areas in which James Heckman’s research has been 
transformational. However, one should not compartmentalise these contribu-
tions to specific, separate fields. These contributions maintain a dialogue 
inside Heckman’s head, his co-authors’ heads, and his students’ heads, forever. 
For example, Heckman employs the CHH framework to study the impor-
tance of non-cognitive skills, thus reshaping our understanding of what 
human capital is, how we form these skills, and at what point in time we 
should intervene. The findings from the life-cycle skill formation research, in 
turn, motivated Heckman to investigate the long-run impacts of early child-
hood programmes. Armed with this knowledge, Heckman goes back to the 
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CHH framework and extends it to a dynamic framework. It is chaotic and 
exhilarating work.

Heckman’s research should be understood from a single question that uni-
fies all of his work: How can we use social science to improve lives? The 
response is a philosophy of work that makes cutting corners unacceptable, not 
turning every stone inadmissible, and not doing the homework inappropri-
ate. Alternatively, as I have heard many times, ‘this is not going to be easy, but 
we need to bite the bullet’.
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