Lecture Notes in Mechanical Engineering

Adam Hamrol
Marta Grabowska
Damjan Maletic Editors

Advances in

Manufacturing
]

Volume 3 - Quality Engineering:
Research and Technology Innovations,
Industry 4.0

@ Springer



Lecture Notes in Mechanical Engineering

Editorial Board Member

Francisco Cavas-Martinez(®, Departamento de Estructuras, Construccion y
Expresion Grafica Universidad Politécnica de Cartagena, Cartagena, Murcia, Spain

Series Editor

Fakher Chaari, National School of Engineers, University of Sfax, Sfax, Tunisia

Editorial Board Member

Francesca di Mare, Institute of Energy Technology, Ruhr-Universitit Bochum,
Bochum, Nordrhein-Westfalen, Germany

Series Editor

Francesco Gherardini(®, Dipartimento di Ingegneria “Enzo Ferrari’, Universita di
Modena e Reggio Emilia, Modena, Italy

Editorial Board Member
Mohamed Haddar, National School of Engineers of Sfax (ENIS), Sfax, Tunisia

Series Editor

Vitalii Ivanov, Department of Manufacturing Engineering, Machines and Tools,
Sumy State University, Sumy, Ukraine

Editorial Board Members

Young W. Kwon, Department of Manufacturing Engineering and Aerospace
Engineering, Graduate School of Engineering and Applied Science, Monterey, CA,
USA

Justyna Trojanowska, Poznan University of Technology, Poznan, Poland


https://orcid.org/0000-0002-8391-0688
https://orcid.org/0000-0002-9275-4314

Lecture Notes in Mechanical Engineering (LNME) publishes the latest develop-
ments in Mechanical Engineering—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core
of LNME. Volumes published in LNME embrace all aspects, subfields and new
challenges of mechanical engineering. Topics in the series include:

Engineering Design

Machinery and Machine Elements

Mechanical Structures and Stress Analysis
Automotive Engineering

Engine Technology

Aerospace Technology and Astronautics
Nanotechnology and Microengineering

Control, Robotics, Mechatronics

MEMS

Theoretical and Applied Mechanics

Dynamical Systems, Control

Fluid Mechanics

Engineering Thermodynamics, Heat and Mass Transfer
Manufacturing

Precision Engineering, Instrumentation, Measurement
Materials Engineering

Tribology and Surface Technology

To submit a proposal or request further information, please contact the Springer
Editor of your location:

China: Ms. Ella Zhang at ella.zhang @springer.com

India: Priya Vyas at priya.vyas@springer.com

Rest of Asia, Australia, New Zealand: Swati Meherishi at

swati.meherishi @springer.com

All other countries: Dr. Leontina Di Cecco at Leontina.dicecco@springer.com

To submit a proposal for a monograph, please check our Springer Tracts in
Mechanical Engineering at https://link.springer.com/bookseries/11693 or contact
Leontina.dicecco@springer.com

Indexed by SCOPUS. All books published in the series are submitted for
consideration in Web of Science.

More information about this series at https:/link.springer.com/bookseries/11236


mailto:ella.zhang@springer.com
mailto:priya.vyas@springer.com
mailto:swati.meherishi@springer.com
mailto:Leontina.dicecco@springer.com
https://springerlink.bibliotecabuap.elogim.com/bookseries/11693
mailto:Leontina.dicecco@springer.com
https://springerlink.bibliotecabuap.elogim.com/bookseries/11236

Adam Hamrol - Marta Grabowska -
Damjan Maleti¢
Editors

Advances 1n
Manufacturing

Volume 3 - Quality Engineering: Research
and Technology Innovations, Industry 4.0

@ Springer



Editors

Adam Hamrol Marta Grabowska

Department of Production Engineering Production Engineering Department
Poznan University of Technology Poznan University of Technology
Poznan, Poland Poznan, Poland

Damjan Maleti¢

Faculty of Organizational Sciences
University of Maribor

Kranj, Slovenia

ISSN 2195-4356 ISSN 2195-4364  (electronic)
Lecture Notes in Mechanical Engineering
ISBN 978-3-031-00166-6 ISBN 978-3-031-00218-2  (eBook)

https://doi.org/10.1007/978-3-031-00218-2

© Springer Nature Switzerland AG 2022

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-031-00218-2

Preface

This volume of Lecture Notes in Mechanical Engineering gathers selected papers
presented at the 7th International  Scientific-Technical = Conference
MANUFACTURING 2022, held in Poznan, Poland, on May 16-19, 2022. The
conference was organized by the Faculty of Mechanical Engineering, Poznan
University of Technology, Poland.

The aim of the conference was to present the latest achievements in the broad
field of mechanical engineering and to provide an occasion for discussion and
exchange of views and opinions. The conference covered topics in:

mechanical engineering
production engineering

quality engineering

measurement and control systems
biomedical engineering.

The organizers received 165 contributions from 23 countries around the world.
After a thorough peer-review process, the committee accepted 91 papers for con-
ference proceedings prepared by 264 authors from 23 countries (acceptance rate
around 55%). Extended versions of selected best papers will be published in the
following journals: Management and Production Engineering Review, Bulletin
of the Polish Academy of Sciences: Technical Sciences, Materials, Applied
Sciences.

The book Advances in Manufacturing I1I is organized into five volumes that
correspond to the main conference disciplines mentioned above.

Advances in Manufacturing III - Volume 3 - Quality Engineering: Research
and Technology Innovations, Industry 4.0 consists of articles regarding chal-
lenges of quality engineering and quality management related to the Fourth
Industrial Revolution and humankind’s pursuit for sustainable development. They
show that climatic and environmental threats require a product design paradigm
shift in order to meet the expectations and requirements of consumers. A range of
subjects is covered, including risk analysis in production processes and in product
life cycle. Some articles address the use of big data and quality management
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methods in production companies and in higher education or public sector. Some
chapters are devoted to the implementation of statistical process control, vision
control and inspection in the production processes. The articles significantly con-
tribute to the development of quality engineering and quality management and are
attractive for academic, business and industry. This book includes 20 chapters,
prepared by 61 authors from ten countries.

We would like to thank the members of the international program committee for
their hard work during the review process.

We acknowledge all people that contributed to the staging of
MANUFACTURING 2022: authors, committees and sponsors. Their involvement
and hard work were crucial to the success of the MANUFACTURING 2022
conference.

May 2022 Adam Hamrol
Marta Grabowska
Damjan Maleti¢
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Risk Analysis as a Way to Improve the Efficiency
of Production Processes — Case Study

Dominika Rysifiska-Wojtasik®® and Artem Balashov

Faculty of Mechanical Engineering, Wroclaw University of Science and Technology, Wroctaw,
Poland

{dominika.rysinska-wojtasik,artem.balashov}@pwr.edu.pl

Abstract. The importance of risk management in enterprises is constantly
increasing, because it has influence on the company’s leading positions, increasing
its competitiveness in markets. It also helps to increase the efficiency of fundamen-
tal production processes by reduction of production losses. At present time, there
is no unified assessment methodology of risk impact of the enterprise efficiency
activity. Each enterprise uses independently developed methods for calculating
the risk. The paper describes a methodology for analysing and assessing the risk
in production system. The use of integrated methodology of risk assessment and
analysis has been discussed based on case study from automotive company. The
author describes the matter of performing identification of possible risks from 4M
group (machine, material, method, man), their continuous analysis, assessment
and mitigation method. This article features a case study by which production
efficiency disturbing factors have been identified. Additionally, the risk levels
have been assessed and process improving actions indicated.

Keywords: Risk - Risk assessment - Risk analysis - Risk management -
Production process - Continuous improvement - 4M method

1 Introduction

The aim of contemporary enterprises is to constantly improve the areas of their activities.
In order to do that, they use various methods and tools meant for identifying problems,
weaknesses and the steps needed to be made to minimize or eliminate the possibility of
their occurrence in the system [1, 2]. The issue of risk management tackles such actions.
Proper, systematic and structured approach to risk management contributes to reduction
of risks factors and, at the same time, it gives tangible benefits in the form of improving
the effectiveness of all processes.

Managers seek to improve those areas of the production system where the strategic
importance for the organization is essential and where the level of risk is the highest [3,
4]. In this dissertation, it has been assumed that the production losses are determinants
of level of risk value because they reflect that the production processes in the system
failed to accomplish assumed goals.

The areas of production systems that have been analyzed are in the first place related
to the processes performed in the system. The input factors of those processes can be

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Hamrol et al. (Eds.): MANUFACTURING 2022, LNME, pp. 1-11, 2022.
https://doi.org/10.1007/978-3-031-00218-2_1
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divided into four main categories: materials, machines, methods and men (4M) [5]. It is
thought that the concept of 4M is the foundation of functioning of every company, hence
it is impossible to optimize any kind of process without stabilizing the 4M area first. For
this reason, this dissertation has taken the 4M area as the main factor of potential source
of losses [6, 7].

Risk factors in these areas disrupt and obstruct the fulfillment of assumed goals in
the system which impacts the effectiveness of production processes and reduces it. To
reduce negative effect of risk factors in production systems, the company needs reliable
and appropriate risk management and the introduction of an effective and comprehensive
risk management methodology.

2 Literature Review

The methods used for analysis and risk assessment help enterprises to interpret the threats
in the environment — risk factors resulting in failure to achieve goals and, furthermore,
decrease in effectiveness of production systems. There are several dozens of methods
of risk assessment and analysis used in theory and practice [8—12]. The most extensive
classification of tools and methods for risk assessment and analysis is presented in
EN 31010:2010 standard which specifies as much as thirty-one methods being used in
economic practice [13].

In relation to their character, those methods can be divided into quantitative, qual-
itative and mixed. Although the aim is common - to minimize the risk - these meth-
ods present a broad spectrum of usage, ranging from expert reflection to methods
based on creating schematics and logical event scenarios. Table 1 presents the list from
EN 31010:2010 standard related to the possibility of applying chosen method in risk
assessment and analysis.

Table 1. Selected methods of risk assessment and analysis.

Method Risk identification | Risk analysis Risk assessment
Severity | Occurrence | Detection

FMEA analysis ++ ++ ++ ++ ++
Tree decision model | — ++ ++ + +
Monte carlo - — — — ++
Cause/effect matrix | ++ ++ ++ ++ +
Check list ++ ++ ++ ++ ++
If-What analysis ++ ++ ++ ++ ++
HAZOP analysis ++ ++ + + +
FTA + - ++ + +
ETA + ++ + + _
HRA ++ ++ ++ ++ +
LOPA + ++ + + _

Description: — not used + used ++ commonly used
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Comparing the collected data, it can be noticed that some methods have limitations
in relation to their usage in contemporary production systems. Presented methods are not
complex enough which means that they do not always contain identification of threats,
their analysis or risk assessment.

With reference to the conducted overview [14, 15], similar conclusions can be made.
The methods presented in literature focus on individual cases of managing given risk
factor [16—19]. In order to assess the risk comprehensively, it is necessary to modify the
method in order to enable its application. The analysis and value of risk level in each
method should refer to the whole production system [20-22], rather than to individual
issues, which would prove that the method is complex and universal. Also, the methods
of analysis and risk assessment available in the market do not ensure the possibility
of analysing risk factors in view of the sources of their occurrence. Moreover, these
methods do not enable viewing those risk factors with reference to their categories and
their value in each group.

3 Methodology of Risk Assessment

Risk management facilitates the risk assessment of the production process by recognition
and then grouping the risk factors. The presented risk assessment methodology uses the
fact of dividing risk factors into 4M categories (machine (1M), material (2M), method
(3M), man (4M)) [23]. The 4M approach considers all the main sources of risk [24].

Mentioned risk factors have influences on planned realization of production plan,
what is closely connected with processes effectiveness. The presented methodology
refers to FMEA analysis - it allows to find problems in the organization and creates
a space for improvement. The methodology divides the risk assessment related to the
presence of risk factors into the following stages [25]:

STAGE 1: Identification of risk factors in the process by usage of standardized data
collecting tools to find the risk.

STAGE 2: Categorization of risk factors - risk factors distribution into 4M categories.
Each single case should be assigned to the appropriate category.

STAGE 3: Analysis of risk factors from each category including the frequency of occur-
rence (0), severity of their impact (S) and probability of their detection (D) — based
on proposed evaluation criteria.

STAGE 4: Assessment of risk level:

o Single Risk Indicator (SRI) regarding 4M categories - (SRI1M, SRI2M, SRI3M,
SRI4M),

e Risk Level Indicator (RLI) regarding 4M categories - (RLI1M, RLI2M, RLI3M,
RLI4M),

o Total Risk Indicator in production systems (TRI).

STAGE 5: Implementation of improvement actions to remove or minimize risk occur-
rence. Based on Pareto principle — 80% of consequences come from 20% of the causes.
Therefore, the implementation of appropriate improvement actions for the upper 20%
of risk level indicators should minimize the risk of system disruptions.
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4 Risk Assessment for Production Processes — Case Study
from Automotive Sector

The case study was conducted in the second half of 2017 in an automotive industry
business. It focused on risk management to guarantee the efficiency of production process
by losses reduction. The study consists of three months of analysis (June, October,
November), when production losses were dominant — Table 2. The assembly line — Al
chosen for the study produces safety valves for truck semi-trailers.

Table 2. Period of production losses’s analysis.

Production line 6/2017 | 7/2017 | 8/2017 | 9/2017 | 10/2017 | 11/2017 | 12/2017 | Sum
Al
Production goal | 5421 4494 3447 | 5563 | 4497 4970 3527 31919
[pes]
Production output | 4066 | 4676 4082 |5237 2719 3645 3363 27788
[pes]
Difference [pcs] | 1355 | —182 |—635 |326 1778 1325 164 4131

The goals of the presented analysis were to assess process risks by identifying and
categorizing risk factors occurring during production process and to establish corrective
activities to improve process efficiency.

In order to specify the reasons of loss in efficiency, hence identification of risk
factors on analysed assembly line, the data from hourly control cards were tracked.
Production line workers recorded the number of units produced at each working hour.
They then compared the result with the target hourly output. If the goal was not achieved,
it was necessary to explain the reason and determine the duration of the production line
downtime. Following data allowed to determine the cause of the failure in achieving the
target production efficiency Based on this simple tool, risk factors have been established
along with their frequency of occurrence and duration. The results of analysis of hourly
control cards are shown in Fig. 1.

The presented graph shows that the main risk factors are closely connected with each
other. The tester’s and tool equipment’s breakdowns (every month, the breakdown of
screwdriver, table’s sensor or lubricator has occurred several times) resulted in production
of faulty items and consecutive error analysis, as well as in set up of assembly line. During
three analysed months, the noted production losses summed up to 157 h. Additionally,
the amount of losses has been supplemented with the production leader’s data regarding
employee’s absence. In such cases, assembly line has not been started and hourly control
cards have not been filled. The stoppage of line during the analyzed period summed up
to almost 404 h.

In the next step of analysis, the identified risk factors have been divided into 4M
categories. In the case of line Al, this categorization looked as follows:

e Machine (IM) — 9% (equipment breakdown, tester breakdown, settings/adjustment
of the tester after changeover),
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W6/2017 ™10/2017 W11/2017

Fig. 1. Production losses of Al line.

e Material (2M) — 34% (missing components due to logistics or quality issues),

e Method (3M) — 27% (excessive changeovers, production line occupied by engineer,
error analysis by assembly operator, adding components, training of employees, visits
on production line,)

e Man (4M) — 30% (absence).

Subsequently, the identified risk factors were analyzed according to the frequency of
their occurrence, severity of the impact and probability of their detection. The analysis
was conducted in accordance with the suggested assessment criteria and its results are
presented in Table 3.

Table 3. Analysis of risk factors.

Cat. | No. | Risk factor | Frequency Severity of the Probability
of effect of
occurrence detection
1M OoIM SIM DIM
1M1 | Equipment | 3x6/2017 5 Total stoppage: 4 High 3
breakdown - | 3x10/2017 395 min probability
screwdriver | 3x11/2017 of risk’s
factor
detection
and its
reason

(continued)
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Table 3. (continued)

Cat. | No. | Risk factor | Frequency Severity of the Probability
of effect of
occurrence detection

Equipment | 1x6/2017 4 Total break: 3 Middle 4
breakdown - | 2x10/2017 50 min high
sensor probability
of risk’s
factor
detection
and its
reason

Equipment | 1x11/2017 |3 23 min 3 Ongoing 1
breakdown - controls
lubricator will
certainly
detect the
risk’s
factor as
well as its
cause

1M, | Tester 2x6/2017 5 Assembly 6 Medium 5
breakdown | 1x10/2017 stoppage for probability
2x11/2017 1258 min in total of risk’s
factor
detection
and its
reason

IM3 | Settings of | 6x6/2017 8 Total stoppage: 4 Ongoing 1

tester after | 16x10/2017 517 min controls
changeover | 16x11/2017 will
certainly
detect the
risk’s
factor as
well as its
cause
M o2M S2M D2M
2M; | Missing 1x6/2017 3 Stoppage of 3 Risk factor |2
parts due to | 3x10/2017 115 min in total will
logistic 3x11/2017 certainly be
issues detected
2M, | Missing 17x6/2017 |4 Break of 464 min |4 Risk factor |2
parts due to | 4x10/2017 will
quality 3x11/2017 certainly be
issues detected

(continued)



Risk Analysis as a Way to Improve the Efficiency of Production Processes

Table 3. (continued)

Cat.

No.

Risk factor

Frequency Severity of the
of effect
occurrence

Probability
of
detection

2M3

Missing
parts from
suppliers

3x6/2017 4 Total stoppage 17
1x11/2017 shifts

V. high
probability
of
detection

3M

O3M

S3M

D3M

3M;

Excessive
changeovers

23x6/2017 |7 In total 1176 min
25x10/2017 of offline
33x11/2017

Ongoing
controls
will
certainly
detect the
risk’s
factor as
well as its
cause

3M,

Assembly
line
occupation
by engineer

7x6/2017 6 In total 973 min of
13x10/2017 line stoppage
7x11/2017

Medium
probability
of
detection
via current
controls.
The
detection
of the
cause of
risk is
likely

3M3

Error
analysis by
assembly
operator

23x6/2017 |7 Total
25x10/2017 stoppage 2507 min
33x11/2017

Medium
probability
of
detection
via
ongoing
controls.
The
detection
of the
cause of
risk is
likely

3My

Adding
components

8x6/2017 6 Total line
7x10/2017 stoppage 491 min
7x11/2017

V. high
probability
of
detection

(continued)
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Table 3. (continued)

Cat. | No. | Risk factor | Frequency Severity of the Probability
of effect of
occurrence detection
3Mj5 | Visits on 3x6/2017 4 Assembly offline |3 Probability |2
assembly 3x10/2017 120 min in total of risk
line 4x11/2017 factor
detection
and its
cause is v
high
4M 04M S4M D4M
4M; | Absence of | 3x6/2017 8 Lack of staff for 16 | 10 | Probability |7
employees | 1x10/2017 shifts detection is
13x11/2017 v
low.
Minimal
supervision
of HR

The next step was to assess the risk of the analyzed process based on the established
formulas [14]. Firstly, value of Single Risk Indicators (SRI) for each category were
calculated. Value of SRI for first factor in the Machine category (1M) - that is equipment
breakdown — equals:

n
SR11M1:E - (OIM,-SIM-DI1M ) (1)
i=1
hence
SRIM;=(05-4-3)+@4-3-94+@B-3-1)=117 2)

Value of SRIIM; for equipment breakdown equals 117 units. Values of SRI for
factors second and third correspondingly equal:

SRIIM» =5-6-5 =150 3)

SRIIM3; =8-4-1=32 “)

Then, having the values of all risk factors from each category, value of Risk Level
Indicator (RLI) for the machine category RLI1M could be calculated:

n
RLI\M = Zizl RLIM,; 5)
hence

RLITM =117+ 150 + 32 = 299 (6)
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According to the established formula, value of Risk Level Indicator for the machine
category RLIIM is 299 units.

The calculations have been made for remaining categories similarly. The summary
of calculations is presented in Table 4.

Table 4. Assessment of risk level.

OIM | SIM | DIM | SRIIM | RLIIM | TRI

5 4 3
IMi| 4 3 4 117
IM 3 3 1 299
IM2| 5 6 5 150
IMs| 8 4 1 32

O2M | S2M | D2M | SRI2M | RLI2M
2Mi| 3 3 2 18

2M 2Mz| 4 4 2 32 90
2M3 | 4 10 1 40 1344
O3M | S3M | D3M | SRI3M | RLI3M
3Mi| 7 4 1 28
3M2| 6 4 5 120
3M 3Ms| 7 5 5 175 395
3Ms| 6 4 2 48
3Ms | 4 3 2 24

04M | S4M | D4M | SRI4M | RLI4M
4M 4Mi| 8 10 7 560 560

Value of Total Risk Indicator (TRI) in presented production system is 1344 units.
Factor from men category of 4M (4M- Absence of employees) has the highest input on
the total risk value. The factors from the 3M category were also crucial. The smallest
share relates to the risk factors for material category — 7%. The last stage was the
introduction of improvement actions in order to eliminate or minimize risk occurrence.
According to Pareto principle, the threshold of 80% was established. The factors that
required immediate improvement were related to employees’ absences (4M3s), errors
analysis by assembly operator, (3M3) tester’s breakdown (1M3) and assembly line’s
occupation by engineer (3M>).

Based on presented risk assessment’s results, the analyzed organization implemented
actions below:

e human resources monitoring system to track employee holidays etc.
e attendance premium



10 D. Rysiriska-Wojtasik and A. Balashov

e conducting training for assembly operators. The training focused on the process
of analysing errors for each product and the attendees of this training have been
documented for further verification

e introduction of work’s instruction related to the analysis of errors for various cases

e performing the analysis of errors ‘outside’ of assembly line by worker in order to
minimize losses

e introduction of arule that an engineer is not allowed to take the assembly line which has
production backlogs. Engineers can perform tests or analysis only during production
break.

5 Conclusion

Risk management to improve efficiency of processes, is fairly difficult task. Many enter-
prises use independently developed methods for calculating the risk. However, in many
production systems, procedure of risk management is improper or disregarded at all. This
article presents the issue of risk management in production systems. It has been done
through providing the new, integrated methodology of risk assessment and analysis with
regards to the main 4M categories of factors category disturbing the proper production
process.

In order to know which area requires improving the most, it is crucial to identify,
categorize and establish the probability of occurrence, the severity and detection rate of
each risk. In this way, appropriate actions can be applied to certain areas as an attempt
to improve them.

Process of risk management should be a standard routine of any organization. Imple-
mentation of one-time analysis will not bring any positive effects. The levels of risk are
not constant and may change over time. The risk factors decrease, disappear or new
threats appear. However, effective risk management leads companies to improve their
activities and add value to the organization [14].
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Abstract. For any efforts to improve working conditions that are guided by risk
assessment to be effective, it is critical to rely on accurate information and ensure
that any improvement measures taken can be assessed and modified at any stage.
Success in achieving the desired effects depends on the use of appropriate tools
to help the organization improve its ability to achieve intended outcomes. The
paper indicates that is particularly vital to deploy proper instruments to assess,
select, and supervise activities so that the work environment to be managed in an
orderly manner on the basis of risk management cycle guidelines. The corrective
measures will then contribute to the achievement of the intended improvement
outcomes in the work environment and possibly provide the organization with
competitive advantages. The article discusses based on literature sources the use
of tools traditionally associated with quality engineering. Based on relevant liter-
ature and field observations in manufacturing organizations, it assesses the option
of using quality tools at each stage of risk management. The article focuses on
the possibility of achieving outcomes consistent with a particular stage of risk
management. Many of the tools discussed in the article can be used to improve
the measures attributed to various stages of management, enabling organizations
to garner benefits that are characteristic of that management stage rather than the
type of tool used. The study refers to the possibility of using the tools for specific
activities related to the shaping of the work environment.

Keywords: Improvement - Work environment - Safety - Elimination of hazards
and nuisances - Risk management

1 Introduction

Any risks occurring in a work environment, the majority of which are inextricably
linked with an organization’s processes, require solutions that will mitigate their impact
on workers and the severity of the damage they may cause. Such risks may ultimately
reduce worker efficiency. Any improvement measures should be designed accordingly
to the nature of both the issue at hand and the resulting non-compliance and reflect the
magnitude of potential consequences [1-3]. The improvement measures undertaken in
response to an issue should be adequate for the nature of the problem, as identified,
and ensure effective improvement. This requires that proper account be taken of all
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factors that affect the manufacturing process. Such factors include conditions related to
workplace equipment and the individual predispositions of workers assigned to perform
work. Moreover, due to an increasing complexity of processes, organizations need to
constantly search for solutions to ensure continuous process improvements [4].

The study provides a broad view of the analyzed problem. In particular, close over-
sight and efforts to identify the need for improvement measures are required where the
performance of work may generate high risks caused by particularly hazardous condi-
tions, poor work organization and the use of equipment poorly adapted to needs. The
nature of particular issues needs to be recognized to develop responses that will effec-
tively eliminate risks and ensure the safe performance of work. Worker safety during
the operation of processes is central to any successful improvement [5, 6]. Improvement
measures should not only be guided by risk assessment, but also ensure the effective
use of systemic activities included in the occupational risk management loop. Thereby,
improving the management process.

Responses to risks may be guided by the ISO 31000 standard [7], which is designed
to increase the effectiveness of improvement measures. This is particularly helpful where
efforts to improve working conditions are expected to additionally help reduce the costs
of risk mitigation [8—10]. An added benefit is a favorable perception of improvement
measures by the organization’s workers and management. Contributing to the reduction
of burdens, including financial burdens related to the failure to ensure working con-
ditions, that provide the efficient implementation of tasks and effectively limiting the
potential burdens [11-13].

Research to date is based mainly on the use of single tools to analyze specific prob-
lems. Itis also possible to consider combining tools in order to obtain optimal conclusions

[7].

2 Nature and Characteristics of Risk-Management-Guided
Improvement Measures

The main purpose of improvement measures is to effectively protect any individuals
who may be exposed to hazards. A possible secondary aim may be to reduce the costs
of having a work environment that is poorly adapted to the needs of the workers and any
other persons entering production floor. Regardless of the reason why they are taken,
improvement measures must reflect the nature of any non-conformities [2, 14].

Risk management guidelines allow one to effectively implement well-justified
improvement measures. Such guidelines establish new standards in the implementa-
tion of improvement measures, helping organizations to de-ploy them in an orderly and
duplicable fashion, ultimately contributing to their greater effectiveness and superior
overall outcomes [4]. Such outcomes may include reductions in harm to humans, i.e.
any direct adverse impacts of hazards on the health and life of workers [15]. They can also
easily be measured against relevant financial costs. This is a consequence of determining
the level of burdens, which transfer “human consequences” into financial losses.

The use of measures based on occupational risk assessment allows organizations to
respond exclusively to the status quo found at the time of assessment and the circum-
stances that may arise in the near foreseeable future. To successfully achieve long-term
improvements, organizations must identify their issues precisely and roll out solutions
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and measures that will guarantee stable improvements and offer flexibility to accommo-
date future changes. This makes the deployment of improvement measures a dynamic
activity that involves constant responses to changing conditions [14, 16]. One may there-
fore view it as a process focused on the continuous improvement of the solutions in
place that can be readily equated with the PDCA cycle known in quality engineering.
A proper sequence of measures that duly account for improvements of a specific nature
will support ongoing modifications accordingly to changes in the environment. Obtain-
ing information about the current state of the work environment should be treated as a
factor significantly contributing to ensuring the conditions for the effective performance
of professional tasks [17]. The inclusion of the human aspect allows for an individual
look at the analyzed issues [15].

To effectively manage occupational risks, organizations only need to recognize the
“initial state”, as found at the time they first assess their work environment, and ensure the
option to perfect their original solutions. Their responses will be evaluated on the basis of
the effects of their improvements. Indirectly described by reference to the improvement
effects achieved.

The factors affecting an organization’s ability to deploy the measures included in its
risk management loop are shown in Fig. 1.

Occupational risk analysis and

Risk , determination of isk acceptabilty |
assessment
Assessment of meas- Assessment of need for
ure effectiveness IMPROVEMENT improvement measures
OF WORKING after occupational risk
CONDITION assessment
Improvement measures (corrective and preventive)

Implementation | Choice of Risk
of measures designed to gy  measures aimed i management
mitigate risks or eliminate [ at mitigating risks tools 5

hazards ’ oreliminating | T
hazards

Fig. 1. Occupational risk management loop. Source: Own work.

The response included in the management loop begins with risk assessment. Its
purpose is to assess the existing state, or the so-called “starting point”, and support
decisions that may affect enterprise performance in the long term. Given the considerable
uncertainty as to potential future events and their consequences, inaccurate assumptions
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may be reached leading to misguided choices of measures intended to reduce future risks
to an acceptable level. Response effectiveness will therefore largely depend on ongoing
monitoring of task performance aimed at bringing risks down to an acceptable degree
well into the future [14, 18, 19].

Any improvement measures adopted in line with the risk management methodol-
ogy to lastingly shape working conditions should recognize key aspects of continuous
improvement. These include the requirement to [19, 20].

Lay the groundwork for management by way of policy formulation and goal setting,
Select and adopt organizational arrangements that include activity planning and
account for mutual relations, responsibilities and rules necessary to roll out solutions
as adopted,

Manage risks in accordance with the adopted action plan that lays down the
preconditions to be met to ensure effectiveness,

— Embed risk management procedures in the strategic and operational policies and
practices of the organization.

The improvement measures that follow the risk management methodology need to
conform to all the above guidelines and be reassessed at every stage of deployment
[18]. Any failures to apply such principles may prevent the achievement of the intended
outcomes and consequently impede the elimination of non-compliances.

3 Occupational Risk Management

3.1 The Nature of Effective Occupational Risk Management

Risk management combines management and monitoring functions. In practice, risk
management should be ensuring the effectiveness of solutions applied in order to elim-
inate hazards or reduce the consequences of their impact. The main goal of the used
activities is to ensure the safety of employees and preventing hazards that may occur
in the business, related to the performed tasks affecting the safety and health of the
population living in the vicinity of the plant. This applies to the internal and external
context of the organization’s operation. One should also not forget about the prevention
of hazards to the natural environment.

Any improvement measures taken in an environment ridden with hazards and nui-
sances should be guided by tried-and-tested practices that are known to be both feasible
and effective. For the response to existing risks and nuisances to be effective, it is crucial
to adjust it for the nature and severity of the non-compliances that evoked that response
in the first place, and the feasibility of its deployment in the specific work and business
environment [4, 19]. Such a response should be seen as an attempt to reduce accident
rates and the incidence of work-related diseases as well as improve working conditions,
thus contributing to a reduction in burdens, particularly those resulting from failures to
ensure the safe performance of work.

Risk management helps one to make effective decisions in conditions of uncertainty
[21]. Any improvement measures based on risk management guidelines require the
consideration of prerequisites for effective management. These include the efficiency
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and effectiveness of the measures taken [21], which is achieved by the proper use of
resources, including information [22]. To accomplish the intended outcomes of systemic
occupational risk management, organizations should [5, 23]:

— Put in place and maintain hazard identification and risk assessment procedures,
Regularly assess the methodologies they use and their risk assessment findings,

Get the workers involved in evaluation activities and, in particular, con-sider their
opinions on the nature of non-conformities and on the need for and the required scope
of improvement measures,

Take measures as planned to ensure the suggested solutions are deployed consistently
with stakeholder expectations.

Effective risk management measures must extend to all areas of an organization’s
operations, including its [21]:

— Internal environment, in which the organization pursues its goals,
— External environment, within which the organization operates.

Both the external and internal factors should also be considered when determining
the extent of risks and identifying risk features (risk priority determinants) in view of the
existing risk policy [21, 24]. Accordingly to the complexity of measures, adequate tools
should be selected that best facilitate their deployment and are most likely to secure the
achievement of intended out-comes [7].

All such measures are to ensure that the adopted risk management methodology
achieves the intended improvement effects.

3.2 Use of Tools to Improve the Efficiency of Improvement Measures

Choosing the right improvement actions is a complex and difficult activity, especially
in organizations that do not have sufficient facilities to carry out the indicated actions
[25]. Obtaining the intended effects of the change requires the use of tools, measures
and methods of improvement appropriate for the area of the working conditions shaping.
Whether corrective or preventive, improvement measures must be aligned with the profile
of non-conformities and be applied adequately to the severity of risk and the impacts of
nuisances. It is vital to consider the circumstances in which a non-compliance occurs
and the actual impact they have on the workers.

Conducting improvement actions taken solely on the basis of a description of the
current condition is not always sufficient to effectively improve working conditions. [26].
In addition, it is necessary to take into account factors related to human characteristics
[27, 28].

When undertaking improvement measures, one must assess the likelihood of achiev-
ing the intended outcomes, and therefore use a procedure that will allow one to use the
available tools to identify and describe non-conformities and plot a path towards intended
outcomes. Such tools should assess the actual need for any selected improvement mea-
sures, support their correct choice and application, define how the improvement measure
should be used and verify the end results of improvement [23, 29].
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The selection of appropriate tools can be based on the normative guidelines indicated
in EN IEC 31010 [18] and ISO 31000 standards [21]. But the ultimate criterion for
selecting them should be the need for get a specific information.

The quality engineering tools that can be used for this purpose are described in

Table 1.
Table 1. Quality engineering tools used in risk management.
Stage of risk Sample quality Description of outcomes appropriate for
management engineering tools specific risk management stage

Assessment of the need
to use for improvement
measures

(1) Histogram,

(2) Fishbone Diagram,
(3) Check sheet,

(4) Pareto Diagram,

(5) Affinity Diagram,
(6) Fault Tree Analysis,
(7) Requirements table,
(8) Stratification

(9) Suzuki Method

The tools make it possible to:

- identify the causes of
non-conformities and indicate
appropriate preventive measures,

- identify areas that require immediate
action and improvement,

- identify detailed requirements,

- collect the available data and organize
it to obtain necessary information

(10) FMEA
Selection of measures (1) Pareto Diagram, The tools make it possible to:
that mitigate or eliminate | (2) Fishbone Diagram, - determine the need for specific
risks (3) Matrix Data Analysis, | measures,
(4) Affinity Diagram, - indicate the best course of action to
(5) Interrelationship eliminate a non-compliance,
Diagram, - design a response to multiple

(6) Process Decision
Program Chart,

(7) Suzuki Method,

(8) Prioritization Matrix,
(9) Scatter Diagram,

non-conformities,

- choose the right improvement
measures,

- guide corrective and preventive
measures,

(10) Relationship - identify the achievable benefits
Diagram,
(11) “Why-Why”
Diagram
Deployment of measures | (1) Flowchart, The tools make it possible to:
that eliminate or mitigate | (2) Arrow Diagram, - identify mutual links between the
risk (3) Process Map, measures taken,
(4) Top-Down Flowchart, | - present details of measures being
(5) Deployment taken and thereby facilitate their rollout,
Flowchart - indicate the structure of tasks
(6) Pareto Diagram performed and mutual interactions

among their components,
- make the perception of activities more
accurate

(continued)
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Table 1. (continued)

Stage of risk Sample quality Description of outcomes appropriate for
management engineering tools specific risk management stage
Assessment of (1) Value Added The tools make it possible to:
effectiveness of Analysis, - evaluate the effectiveness of measures
undertaken improvement | (2) Histogram, and identify options for their
measures (3) Control Chart, improvement,
(4) Customer Satisfaction | - identify the need to improve the
Index Method measures being taken,
- assess worker satisfaction with the
changes made

Source: Own work based on [1, 4, 14]

4 Discussion

4.1 The Benefits of Using Tools Designed to Improve the Efficiency
of Occupational Risk Management

The main purpose of introducing risk management and the use of tools to improve
risk management is to obtain benefits derived from the applied improvement actions.
Identified risk factors define the need and define the scope of activities [3]. The potential
benefits can be measured based on the increased capacity to effectively eliminate such
irregularities in the work environment as arise in the performance of work [4, 30]. Such
an increase is achieved as a consequence of risk assessment and of a traditional rollout of
improvement measures that does not rely on the continuous improvement cycle. Ensuring
the possibility of verifying the activities as part of risk management requires the use of
objective criteria for assessing the achieved effects.

By managing risks and doing so to an ever higher quality standard, an organization
stands to secure benefits that are tantamount to the effects of selecting and employing
quality tools that are adequate to a given stage of risk management (see: Table 1, Column
3). Influencing the effectiveness of the improvement actions. Such benefits include [5,
291

— Improved chances of achieving desired improvement objectives,

— Support for proactive business management that is responsive to changes in the work
environment,

— Raised worker awareness of the need for proper risk handling,

— Improved identification of irregularities and risks and improved opportunities with
due account taken of all existing conditions (internal and external),

— Improved principles to govern the performance of manufacturing and ser-vice
activities and the resulting improvements in such performance,

— Greater stakeholder confidence in the organization, which is recognized as caring
about its workers, its internal work environment and the external environment in
which it operates,
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— An improved system for the monitoring of impacts on the environment and the
workers,

— Improved measures taken to reduce potential losses,

— Better performance in occupational safety, including lower costs of accidents.

Should be considered that the necessary condition for effective occupational risk
management is the use of information from verified sources, observations, prognosis and
opinions. When obtaining information, one should take into account the feedback that
indicates the possibility of discrepancies affecting the perception of risk and estimating
its level. It is imperative that the obtained information describes the current state in
the most complete and adequate manner. Effective management of occupational risk
requires [6, 16—18, 31]:

— Conducting activities related to shaping working conditions in accordance with the
safety policy adopted in the organization, defined by the company’s top management,

— Basing the improvement activities carried out on the exhaustive analysis of the causes
of accidents, near-accidents and work-related diseases,

— Identification of the requirements defining the scope and nature of the necessary
improvement actions, allowing for compliance with the applicable legal and normative
regulations,

— Planning activities to eliminate or reduce the occurrence of hazards and their imple-
mentation in a manner consistent with the principles adopted in the company, based
on the guidelines of the safety policy,

— Ensuring monitoring of the improvement activities, aimed at verifying the effec-
tiveness and obtaining the possibility of introducing changes and modifications
contributing to the improvement of the possibility of obtaining the desired effects,

— Conducting reviews of the improvement actions to indicate the directions of necessary
changes, consistent with the needs resulting from the experience acquired during their
implementation.

By deploying risk mitigation measures comprehensively, an organization is enabled
to develop a consistent risk mitigation policy. The available scientific studies indicate
many of the effects obtained, which primarily relate to the effectiveness of the used tools.
However, every action that reduces a risk comes with a financial cost. Risk management
allows one to apply an evaluation algorithm that is helpful in identifying and applying the
most effective solutions [32]. In this sense, integrating occupational risk management
into existing processes will improve their implementation and help to increase long-term
benefits, thus providing the company with a competitive advantage [33]. This approach
may vary depending on the model and tool employed to assess both the circumstances
at hand and the workers’ capacity to perform their tasks. In many cases, it requires a
variety of tools, not just one. The implication of several tools allows for a broader look
at the analyzed problem, obtaining objective comments.
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5 Conclusion

Occupational risk is an integral part of every professional activity. It cannot be ignored
unless the solutions in place already ensure full protection of workers. In an effort to find
a way to mitigate the negative impact of risks on workers and increase the effectiveness
of improvement measures, an organization may follow management guidelines that will
allow it to modify working conditions by focusing on the management factors that are
designed to in-crease management effectiveness.

Risk management should be viewed as a way to ensure occupational safety by
improving the effectiveness and efficiency of risk elimination or mitigation with a view
to improving working conditions. By incorporating occupational risk management into
existing processes, one will improve their performance and help increase long-term
benefits, thus providing the company with competitive advantages.

Risk management should be recognized as part and parcel of organization-al
improvement whose outcomes depend on the effective performance of critical measures.
The success of this process requires ongoing adaptations to changing conditions. The
use of tools to identify the problem, indicate improvement actions that are reasonable to
take, and evaluate the results obtained. This is the way to achieve this goal.

Acknowledgement. This paper has been prepared as a part of Research Topic No.
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Abstract. Nowadays, risk is inherently related to managing an organization,
regardless of its size and business profile. When implementing a strategy of effec-
tive enterprise management in a turbulent environment, it is necessary to apply
an approach that includes comprehensive risk management in the organization,
particularly in the implemented production processes. The latest update of the
ISO 9001 and the IATF 16949 standards focused in particular on implementing
a risk-based approach by organizations. The ISO 9001 standard guides organi-
zations into applying a multidisciplinary approach to risk management in order
to increase their adaptability in relation to changes taking place in both external
and internal environment. The article presents an example of a risk management
approach in a cast iron foundry based on the use of qualitative tools in order to
improve the identification and elimination of both faults occurring in the process
and their causes. The PFMEA process analysis is one of the risk management
methods in the production process widely used in the automotive industry. The
PFMEA analysis is an effective tool for identifying problematic areas, which con-
tributes to ensuring the required quality of foundry products and improving the
production process.

Keywords: PFMEA - Quality - IATF 16949 - Casting - Automotive industry

1 Introduction

Risk is an inseparable element of the processes existing in the organization today, as
it has a significant impact on the functioning of enterprises. In order to run an orga-
nization effectively and efficiently, it is necessary to manage risk at every operational
level. By default, a risk management process is aimed at supporting entities in making
informed decisions and implementing a given business strategy. By using an interdisci-
plinary approach to risk management, enterprises increase their adaptability to changes
in a turbulent environment. Entities conducting business activity need to understand the
importance of targeting their strategy, taking into consideration the mechanisms that
enable an early identification of the existing threats and taking adequate corrective and
preventive action. In order to ensure stable development in a dynamic environment,
enterprises have to take into account the necessity to integrate a risk-based approach
into their organizational culture [1].
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According to PN ISO 31000 standard, risk management is a process which system-
atically applies management policy, procedures and adopted practices for the follow-
ing activities: setting the context, identification, analysis, evaluation, communication
and consultation, proceeding, monitoring and supervision (Fig. 1). At the identification
stage, the main challenge for the organization is to obtain as much data as possible about
potential risk factors and their consequences for the entity. The result of the identification
step should be the compilation of the possibly most complete list of threats resulting
from potential events. The aim of the second stage is to analyse the identified risk, which
is then subject to evaluation. Risk assessment is the estimation of the degree of threat of
individual factors by comparing the established levels of risk with the recognized crite-
ria. The collected data constitute the basis for making decisions related to the methods
of dealing with risk.
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Fig. 1. A risk management scheme according to PN ISO 31000

The purpose of the risk management process is to minimize the impact of threats
and to enable the enterprise to take advantage of opportunities. Continuity and order are
important characteristics ensuring the effectiveness of the process. It is also important
to correlate this process with the organizational culture existing in the company in order
to ensure its greatest efficiency. The risk management process should also be carried
out in accordance with the adopted methodology and applicable legal regulations, and
be understandable to those involved in it [2]. In addition, the importance of focusing on
building effective communication between the people involved in the risk management
process in the enterprise is definitely worth mentioning. A comprehensive approach
to communication during performing risk management activities makes it possible to
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understand the cause-effect relationships and make the right decisions. The risk man-
agement process is primarily aimed at achieving by organizations an acceptable level of
risk and creating optimal conditions for further growth of the business entity [1]. The
risk-based approach in all sections of the enterprise is a concept that has been strongly
popularized since the introduction of the latest amendment to the ISO 9001 and IATF
16949 standards dedicated to the automotive industry. Nowadays, the ISO standards
concerning management systems constitute a guideline embedded in the organizational
culture of the vast majority of economic entities from the sector of large and medium-
sized enterprises. The ISO quality standards are very popular and are the feature the
most widespread approach to organization management in the world [3, 4].

The main purpose of applying risk management in the production process is to
develop effective and efficient procedures to ensure the continuity of the process and
reduce the level of risk to an acceptable level. In order to achieve this goal, it is necessary
to acquire the knowledge needed to accurately forecast the effects of potential events in
technological processes and to determine the probability of their occurrence based on
risk assessment methods.

Thanks to the increasing popularity of this subject, the methods and tools applicable
in the risk management process are being constantly improved. Most of the methods
dedicated to risk assessment are based on the diagram shown in Fig. 1. Today, enter-
prises dispose of an extensive range of methods to support the application of a risk-based
approach, which are based both on statistics, expert knowledge and experience. Many
of them are recommended in international standards, guidelines and recommendations
of international associations or regulated by law. One of the preventive quality manage-
ment methods is the FMEA analysis, which is irreplaceable in the context of meeting the
requirements of ISO 9001: 2015 and IATF 16949: 2016, which impose the requirement
to conduct risk analyzes, in particular in production processes. The PFMEA analysis
presented in this article is a tool supporting the organization in the risk management
processes. The article presents a new approach to conducting PFMEA analysis pre-
sented in the FMEA manual in 2019, which is currently being implemented in many
manufacturing companies [5, 6].

2 The PFMEA Analysis

Eliminating the threats in the process enables to consistently improve products quality
by removing the causes of their occurrence. One of the methods for risk analysis is
the PFMEA method, which is widely used in the automotive industry. It focuses on
preventing the consequences of defects that may occur in the production phase. The
essence of the PFMEA is to establish cause-and-effect relationships of potential defects
in the process, taking into account risk factors.

Failure cause and effect analysis (FMEA) is an analytical methodology used to ensure
that potential failures are considered and resolved throughout the course of product and
process development. The application of the FMEA methodology enables to reduce pro-
duction costs. This is because the cost of removing a non-conformities increases expo-
nentially as the product life cycle progresses. Consequently, the later a non-compliance
is discovered, the more expensive it will be to remove it [7, 8].
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Until now, ATAG has developed its requirements for the automotive industry in
companies cooperating with the American industry, and VDA issued a standard that
presented a risk analysis from the point of view of the German automotive industry.
It resulted in the necessity to conduct risk analyses according to various approaches,
depending on the clients’ expectations. In addition to developing a consensus between
the various approaches used in the automotive industry, the new standard is also intended
to solve the problems affecting the added value that companies have so far struggled with
when conducting risk analyses. One of the objections to the latest version of the FMEA
methodology was that some of the teams responsible for conducting the analysis did not
take into account all the defects and all the effects when running the operations. The
causes of the problem were, among others, deliberate actions and the lack of sufficient
knowledge to identify the complexity of the analysed problems. The new manual requires
adetailed description of the elements that make up the analysed process, starting with the
manufactured product, through the phases of the process, and ending with the elements of
the process. Problems can be eliminated by using the defect tree tool, which significantly
reduces the risk of omitting a defect in the analysed area. Another change aimed at
improving the completeness of the analyses carried out is the requirement to provide
information about the expected and required functions [7].

Another significant change introduced in the new edition of the FMEA manual is the
replacement of the RPN coefficient, previously used to establish priority actions, by the
AP matrix. The change was caused by the basic disadvantage of the RPN coefficient,
which was flattening the risk image as a result of non-compliance. AP is not a value
calculated like the RPN, which was the product of three indices. The AP risk factor is
determined from a special table. The new manual systematizes the way the FMEA is
carried out by introducing a simple standard called 5T.

The two main types of FMEA are Design FMEA (DFMEA), which focuses on
product analysis, and Process FMEA (PFMEA). The AIAG & VDA FMEA manual
describes the above approaches, with the difference that it introduces a completely new
area of FMEA-MSR risk analysis (FMEA for Monitoring and System Response), which
is related to the requirements of ISO 26262. The purpose of this methodology is to
estimate defects in electronic and electrical systems and features related to the function
of maintaining safety and compliance with legal regulations. An appropriate use of the
supplementary FMEA-MSR is also intended to ensure compliance with environmental
regulations. The seven-step FMEA-MSR process is very similar to DFMEA, except for
the methodology of Step Four (Failure Analysis) and Step Five (Risk Analysis).

The new FMEA according to AIAG & VDA has been transformed into a seven-
step process. Most of the steps are already known from the previous FMEA approach.
What is new, however, is defining the scope of the FMEA analysis in the first step and
documenting the results by the use of lessons learned.
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Table 1. The 7-step FMEA approach. Source: Own study

7 STEPS ACCORDING TO FMEA AIAG & VDA

ERROR ANALYSIS

SYSTEM ANALYSIS AND RISK ASSESSMENT REPORTING
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In order to improve the prepared documentation, in the seventh step a report should
be prepared, which should contain, first of all, a summary of the findings, an overview
of the risk analysis and confirmation of closing the activities. The introduction of the
first step aims at:

essentially defining the scope of the project,

clarifying the type of the used FMEA,

determining the time limits of the FMEA analysis, and

defining the basis for further stages of the process according to 5T, i.e. Team (FMEA
team), Timing, inTent (aim of the FMEA), Tools and Tasks.

In the fifth step, risk assessment is carried out by assigning individual values, in
accordance with the guidelines in Tables 2, 3 and 4 below, for the severity, probability of
a defect occurrence and detectability, after which the risk level is defined in accordance
with the AP matrix. The current edition of the FMEA manual introduces a new form
template, which is characterized by a highly extensive amount of information that needs
to be documented (change from a dozen to almost thirty columns) [8—11].

The FMEA analysis should be performed by an interdisciplinary team under a
leader’s supervision. The team should include people responsible for the implemen-
tation of the project, specialists in a given area (quality, production, technology, supply,
etc.). The effectiveness of the analysis is also enhanced by including representatives of
customers and suppliers in the work of the team. The FMEA analysis process should be
started at least if:

e there has been a change in a product, production process, material flow, assembly
method,

e the process does not have the required capacity,

e new devices, tools or machines have been applied,
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Table 2. Evaluation criteria for the severity indicator for PFMEA according to the manual FMEA
AIAG & VDA ed. 1. Source: FMEA AIAG & VDA manual

Severity

Your Plant
Severity criteria

Ship to Plant
Severity criteria

Customer
Severity criteria

d-

Corporate
or pro
uct Line

Examples

Failure may  endanger
operator (machine or as-
sembly), Possible long-term
effects on health of produc-
tion associates

Failure may endanger operator
(machine or assembly), Possible
long-term effects on health of
production associates

Affects safe operation of
the wvehicle and/or other
vehicle, the heath of opera-
tor or passenger(s) or road
users of pedestrians.

Failure may result in in-
plant regulatory noncompli-
ance

Failure may result in in-plant
regulatory noncompliance

Noncompliance with regu-
lations

100% of product affected
may have to be scrapped

Line shutdown greater than full
production shift. Stop shipment
possible. Field repair or replace-
ment required (Assembly to End
User) other than for regulatory
noncompliance

Loss of essential vehicle
function necessary  for
normal  driving  during
expected service life.

A portion of the production
run  may have to be
scrapped. Deviation from
primary process; decreased
line speed or added man-
power

Line shutdown 1 hour ~ Full
Production Shift. Stop shipment
possible. Field repair or replace-
ment required (Assembly to End
user) other than for regulatory
noncompliance

Degradation od essential
vehicle function necessary
for normal driving during
expected service life.

100% of production run
may have to be reworked
off line and accepted

Line shutdown up to one hour

Loss of convenience func-
tion

A portion of the production
run may have to be re-
worked off line and accept-
ed

Less than 100% product affected.
Strong possibility for additional
defective product-sort required.
No Line Shutdown

Degradation  of
ience function

conven-

100% of production run
may have to be reworked in
station before it is processed

Defective product triggers signif-
icant reaction plan. Additional
defective products not likely.
Sort not required

Perceived quality of ap-
pearance, sound or haptics
unacceptable to most cus-
tomers

A portion of the production
run may have to be re-
worked in station before it
is processed

Defective product triggers minor
reaction plan. Additional defec-
tive products not likely. Sort not
required

Perceived quality of ap-
pearance, sound or haptics
unacceptable  to  many
customers

Slight inconvenience to
process, operation, or opera-
tor

Defective product triggers no
reaction plan. Additional defec-
tive products not likely. Sort not
required. Requires feedback to
supplier

Perceived quality of ap-
pearance, sound or haptics
unacceptable to  some
customers

No discernible effects

Defective products not likely.
Sort not required. Feedback to
supplier not required

No discernible effect
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Table 3. Evaluation criteria for the indicator of probability of defect occurrence for PEMEA
according to the manual FMEA AIAG & VDA ed. 1. Source: FMEA AIAG & VDA manual

Q 2]
&) Eg 22
8 Estimated Occurrence Process Experience Prevention Controls g 8- g
SEES
Occurrence during manu- | New  process  without | Est practices and procedures do not
facturing or assembly | experience. New product | exist
cannot be determined, no | application
10 | preventive controls, or
occurrence during manu-
facturing or assembly is
extremely high
Very high occurrence | Limited experience with | Not targeted to specific failure cause.
9 during manufacturing or | the process. Application | Newly developed for this process.
assembly significantly different | First application of new procedures
from previous application with no experience
High occurrence during | Known but problematic | Not a reliable prevention of the
3 manufacturing or assem- | process. Application | failure cause. Few existing proce-
bly presents significant pro- | dures and best practices, not directly
cess challenges applicable for this process.
Moderately High occur- | Similar  process  with | Provides limited use in preventing a
7 | rence during manufactur- | evidence of nonconform- | failure cause. Procedures and best
ing or assembly ance in excess of accepta- | practices apply to the baseline pro-
ble rate. No experience | cess, but not the innovations
with this application in the
company
Moderate occurrence | Similar process with some | Provides some ability to prevent a
during manufacturing or | evidence of nonconform- | failure cause. Procedures and best
6 | assembly ance. Limited experience | practices exist but are insufficient to
with this application in the | ensure that the failure will not occur
company
Moderate occurrence | Similar  process  with | Capable of finding deficiencies in
during manufacturing or | successfully completed | the process. Process design address-
assembly process validation. Lim- | es lessons learned from previous
ited experience with sup- | designs. Best Practices re-evaluated
5 plication at this facility for this process, but have not yet
been proven. Provides some indica-
tion that the process will not yet
been proven. Provides some indica-
tion that the process will not have
problems.
Moderately low occur- | New setup based on prov- | Capable of finding deficiencies in
rence during manufactur- | en process. Application | the process related to the failure.
4 ing or assembly. does not introduce signifi- | Predecessor process and changes for
cant risk of process chal- | new process conforms to best prac-
lenges. tices and procedures. Indicates likely
process conformance.
Low occurrence during | Process has been tried and | Capable of finding deficiencies in
manufacturing or assem- | tested with successful | the process related to the failure.
bly results in series produc- | Process expected to confirm to best
3 tion. History of capability | practices and procedures, consider-
within ~ control  limits. | ing Lessons Learned from previous
Similar application processes. Predicts conformance of
production design
Very low occurrence | Process has been tried and | Capable of finding deficiencies in
during manufacturing or | tested with successful | the process related to the failure.
assembly. results in series produc- | Process expected to conform to best
2 tion. History of capability | practices,  considering  Lessons
within control limits. | Learned from previous processes,
Carryover application with significant margin of confi-
dence. Indicates confidence in de-
sign conformance.
Possibility of failure is | Cause cannot occur be- | Failure cannot occur in series pro-
eliminated through pre- | cause failure is eliminated | duction. Process proven to conform
ventative control and | through demonstrated | to procedures and Best Practices,
1 history of failure-free | preventative control considering Lessons Learned
series production. The
failure cannot occur in
series production
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Table 4. Evaluation criteria for the detectability indicator for PFMEA according to the manual
FMEA AIAG & VDA ed. 1. Source: FMEA AIAG & VDA manual

Corporate
% A]I;léiz:tto Detection criteria Ij)irngrgi;lfr:-
ples
Absolute The failure will not or cannot be detected as no testing or inspection
10 . . .
uncertainty method has been established or is known
9 Very re- | Failure is not easily detected. Random audits<100% of product. It is
mote unlikely that the testing or inspection method will detect a possible
malfunction or fault mechanism.
Remote Defect (Failure Mode) detection downstream through visual, tactile or
audible means. Ability of testing or inspection method is uncertain or
8 the company/business unit has no experience with the defined testing or
inspection method. The method relies on a human for verification and
disposition
Very Low Defect (Failure Mode) detection in-station through visual, tactile or
audible means. Ability of testing or inspection method is very low or
7 the company/business unit has little experience with the defined testing

or inspection method available. The method relies on a human for
verification and disposition.

Low Defect (Failure Mode) detection downstream through use of variable
gauging (e.g. calipers, dial gauge, etc.) or attribute gauging (e.g. go/no-
go, manual torque check/clicker wrench, etc.). Ability of testing or
6 inspection method not been proven for this application. The compa-
ny/business unit has experience with the defined testing or inspection
method. Test/inspection/measuring equipment capability in not yet
proven

Moderate Defect (Failure Mode) or Error (Failure Cause) detection in station
through use of variable gauging (calipers, dial gauge, etc.) or attribute
gauging (go/no-go, manual torque check/clicker wrench, etc.). Proven
testing or inspection method for comparable products under new oper-
5 ating/boundary conditions. Test/inspection/measuring equipment capa-
bility for comparable processes is confirmed through gauge repeatabil-
ity and reproducibility evaluations. Fer set-up Causes only: confirma-
tion of setup with first piece check and use of last piece check, as appli-

cable
Moderately | Defect (Failure Mode) detection downstream through use of controls
high that will detect and control discrepant product. Proven testing or inspec-
tion method from comparable processes under similar operat-
4 ing/boundary conditions (machines, material).

Test/inspection/measuring equipment capability grom comparable
processes confirmed through gauge repeatability and reproducibility
evaluations. The required error proofing verification is performed.

High Defect (Failure Mode)detection in station through use of controls that
will detect and control discrepant product. Proven testing or inspection
method from comparable processes under similar operating/boundary
3 conditions (machines, material). Test/inspection/measuring equipment
capability from comparable processes confirmed through gauge repeat-
ability and reproducibility evaluations. The required error proofing
verification is performed.

Very high Error (Failure Cause) detection in station through use of controls that
will detect error and prevent discrepant product from being produced.
Proven testing or inspection method from identical processes under the
2 same operating/boundary conditions (machines, material). Test, inspec-
tion/measuring equipment capability from identical processes con-
firmed through gauge repeatability and reproducibility evaluations. The
required error proofing verification is performed.

Almost Discrepant product cannot be physically produced due to design (part
1 | certain geometry) or process (fixture or tooling design). The effectiveness was
demonstrated on this product.
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production has been relocated,

there has been an accident during work,
a customer has filed a complaint,

as part of regular maintenance.

Continuous improvement is a necessary condition for companies that want to build
a strong position on the market and competitive advantage. The use of the FMEA anal-
ysis is aligned with the ideology of continuous improvement, as it enables to eliminate
defects occurring in the process consistently and effectively. PFMEA makes it possible
to prioritize activities, which is important considering limited resources of the organiza-
tion. Considering the variability of environmental conditions, improving processes and
the preventing faults should be a continuous process aimed at achieving high efficiency
and effectiveness. To sum up, by using quality management instruments such as the
FMEA methodology, it is possible to effectively detect defects in the production pro-
cess, minimize production costs of a product and introduce effective corrective actions,
which allow, among others, to reduce losses and direct costs in production [12, 13].

3 The PFMEA Analysis of the Production Process

Fierce market competition and increasing customer requirements mean that foundries
place great emphasis on the production of castings of high quality, reliability and opera-
tional durability. In order to meet these requirements, it is necessary to identify potential
defects in the process by conducting risk analyses [14]. Metalpol is a producer supplying
products for the railway, automotive, machinery, mining, agricultural, construction and
public works sectors, made of grey cast iron EN-GJL-200, 250, 300 and ductile iron
EN-GJS-400-15, 500-7, 600-3, 700-2. The plant also manufactures industrial fittings.

Fig. 2. A vertical moulding line
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The process of casting iron in bentonite moulds in the enterprise consists in pouring
liquid metal into a bentonite mould under the action of gravity (Fig. 2). It is the oldest
casting technology. The most important issues considered in this technology include,
among others: the forming method, the division of the cores, the analysis of conditions
for the castings solidification, the review of the arrangement of the cast in the form
including the division of the mould, and the analysis of the supply system, arrangement,
dimensions of the elements the infusion system and the range of their impact [14].

There is a wide variety of casting defects that result from the gravity casting tech-
nology itself. Typical casting defects occurring with this technology result from the
phenomenon of foundry shrinkage. In addition to shrinkage defects, the disadvantages
of the discussed technology include non-metallic precipitates such as slagging, gas bub-
bles and gas bubbles, and sandiness. In the case of castings, where the quality of the
product is influenced by a multitude of closely related factors, it is very difficult to deter-
mine the root cause of the problem. In order to conduct the PFMEA analysis effectively,
it is necessary to be familiar with the basic issues related to the conduct of foundry
processes by an interdisciplinary team [15].

The main assumption of this paper is to present the implementation of the risk
management process in a manufacturing company through the use of an exemplary
risk analysis, which is PFMEA. In the conducted research described in chapter three,
in order to prevent potential inconsistencies in the production process, Metalpol has
applied the PFMEA methodology. Table 5 shows a fragment of PFMEA for the casting
process carried out on a vertical moulding line. The following analysis was carried out
based on the guidelines and principles presented in the latest FMEA handbook, issued
in June 2019. The FMEA analysis was carried out in accordance with the 7-step process
illustrated in Table 1. The new FMEA manual requires from the organization to introduce
a new way of conducting FMEA analysis, which may be a problem at the beginning,
especially with the precise definition of the structure of analysis and the functions of
its individual elements. The individual indicators of severity, occurrence and detection
were assessed by an interdisciplinary team on the basis of Tables 2, 3 and 4. This table
includes corrective and preventive actions aimed at ensuring the expected course of the
production process by eliminating potential threats.
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Table 5. PFMEA analysis. Source: Own study

Structure analysis (step 2) Function analysis (step 3) Failure analysis (step 4)
1. Process .
2. Process 1 Function of a . . @ | 2. The type
element, 3. Function of the 1. Failure 2
step, Job process ele- 2. Process step N ~| oferror
System, 3. Element 5 working element of | effect (FE) | @
number, ment, system, function and = | (FM) result-
subsystem, 4M of the the process and onthenext | 2| .
name of the subsystem, | product character- L . = | ing from
component process Y characteristics of the | recipientand | &
central ele- component, or istics > | the central
or process process /orenduser | &
name ment process element
Machine: Coating the
Machine: Dip- core with a coating;
ping bath; Material: Adequate core
Material: Cover, protection;
Core; Production of cores Protection of the Method: Presenting the Oceurrence of a
Coating of the | Method: Coating necessary to recre- cores, Employee with the quali- non-compliant Drip on the
Core production cores. method, ate lh;yin(emal Ensuring a lower ty requirements and the roduct (5[1)1 rface 8 surface of the
(Dipping bath) | Work instruction, | & % (WS | surface roughness of | method of performing the P defects) coated core
Identification P = the castings operation, Identification
label; of materials;
Person: Worker Person: Checking the
of Core room implementation of the
operation
Machine: Mold- Machine: P_roducuon of
. . the casting mold;
ing Line, Mask- - Ass
: . Material: Assurance
ing Machine quality of materials; | Occurrence of a
Assembling the | Material: Core; Assembling the cores 9 . . Cracking of
) ; ; Method: Presentation to | non-compliant %
cores to the Method: work . . in the form of the the cores in the
. . N Production of a . the Employee of the product (shape .
Forming mold instruction, castings necessary to : B 8 | casting mold
) nstructior mold > quality requirements and | defects and : ;
(Loramendi identification recreate the internal ! during pouring
N the method of implemen- | sandiness of the
molding line) label; shapes ! - imp! ; the mold
tation, Identification of castings)
Person: Operator P
) materials;
of the molding ! o
line Person: Operation im-
plementation control
(step N q
Risk analysis (step 5 R
4) ysis (step 5) Optimization (step 6)
g
g g 2
= 4 3 oy £ =)
2| Current | & =z § s £ 8 g m e =
Current 3 control —| & & 5 5 < i g 2 = 3 9| =
3. Cause | control - | | Detec- Al = 3| g| Preven- | Detec- s s g £ 5 & D 5 = :
of failure | preven- | 2| tion = E B tive ac- tion 2 2 g 8 £ S 2| 2 SIS
(FC) | tion (PC) E (DO) for | .S 2| S ©| tions | actions £ S I L 5 |8 E £l 2
for FC 3| FCor | 8| & -5 § 5 2 = 2| 8| g| &
- o
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7] =1 =2 2 A
g £ =
= =
1. Devel-
opment of
Incorrect the core 1. Intro-
storage of control duction of | New 2 | Accord-
8 Visual system | astandard | project | 31.12.202 | @ | 31.10.202
the recently - 7. ; 8 - - A S| ingto 1|8 |L
¢ inspection during the | for surface | Manage 1 = 1
painted > . o plan
coating verifica- r
core 8 |
operation tion
and the
drying place
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a gas dryer
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Low tem- ducing the
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4 Conclusions

The growing importance of the implementation of the risk management process in enter-
prises has been influenced by the dynamic character of the environment, which has an
immeasurable impact on the effectiveness of the organization. As forecast by most
experts in the field of quality management, current trends of uncertainty in the orga-
nization’s environment and the dynamism of changes taking place will only become
deeper. Many qualitative and quantitative methods of risk assessment are used today,
but most of them are based on the same steps, i.e. setting the context and identifying
risk factors, analysing and evaluating risk. Nowadays, enterprises face the necessity of
continuous improvement of the existing processes, as well as searching for new technical
and organizational solutions in order to meet the applicable requirements [16].

The current edition of the ISO 9001 standard underlines the essence of understanding
the context of the organization and implementing the management strategy in accordance
with the risk-based approach. Adapting the concept of risk management in processes, in
particular production processes, makes it possible to respond to the requirements of the
interested parties and make informed decisions. It is necessary to make people aware
and accept the fact that risk is an inherent link related to functioning on the market. Risk
management should be a basic element built into the company’s management strategy
at every operational level. Popularizing risk management issues has contributed to the
creation of many qualitative and quantitative methods supporting the implementation of
the risk management process. One of the tools applied for risk assessment is the PEMEA
analysis [15].

This article presents the use of the PFMEA analysis in production practice to detect
the causes of defects, and on its basis, preventive and corrective actions were imple-
mented in the production process on the moulding line. Ensuring high-quality products
is one of the main goals of production plants. It is worth mentioning that the earlier a
non-compliance is detected in the production process, the lower the costs of poor quality
are associated with it. The PFMEA analysis is a tool that enables the prevention of any
defects in the process and effective response in the event of their occurrence.

To sum up, thanks to the use of quality management instruments, consistent with the
idea of continuous improvement, which include the PFMEA analysis, the occurrence of
faults in both the production process and the product can be minimized by identifying
the defects. The PFMEA analysis is an effective methodology for identifying problem
areas and taking actions aimed at minimizing or completely eliminating the causes of
inconsistencies in the process. It is worth noting that PFMEA also allows to prioritize
activities and sets the direction for enterprises in the process of establishing an action
plan, thanks to which it effectively ensures the required quality of foundry products [12,
17, 18].
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Abstract. Emergency assembly areas (EAAs) are safe areas where the people can
gather away from the dangerous area in order to prevent the panic that will take
place until the temporary shelter centers are ready after disasters and emergencies.
Determination of a suitable site for an EAA is crucial to decrease the negative
impacts of disasters. There are a few criteria to be considered while finding a
place for an EAA, e.g. assembly points should be located at a safe distance away
from the danger (building, fire), they must be easily accessible, and finally they
must be big enough to accommodate all potential victims. To solve this problem
scientifically, the aforementioned conditions should be modeled as a maximum
coverage location (MCL) problem. In this paper, the EAAs in Gaziantep University
campus are discussed and evaluated. To do so, the 32 current points are considered
as source nodes, and 65 buildings are considered as demand nodes. The covered
population who are evacuated from buildings is maximized under different travel
distance limits. An integer programming formulation is applied to evaluate the
current EAAs and the suitability of existing signs is discussed. As a result, it has
been determined that eight current EAAs are not suitable. According to another
result, everyone can reach the remaining 24 EAAs within 196 m.

Keywords: Emergency assembly area - Evacuation - Integer programming -
Location analysis - Maximum coverage location

1 Introduction

Emergency assembly areas (EAAs) are pre-determined areas, to be used in case of
emergency situations. They provide a safe area for potential disaster victims to stand
during the period for emergency aid. These safe areas also aim to prevent panic and
ensure healthy information exchange in the period until temporary shelter centers are
ready after disasters.

Not every empty space is suitable for EAAs. Various criteria are evaluated together
while determining these assembly points. EAA determination criteria can be summarized
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as; being away from secondary dangers, being accessible and finally having adequate
place for keeping the population safe [1].

According to Turkish Disaster and Emergency Management Presidency strategic
plan [2]: (i) increasing the effectiveness of coordination in disaster and emergency man-
agement and (i/) managing the processes during and after disasters in the most effective
way are listed among the main objectives for disaster preparedness plan. In this context,
determining the EAAs in strategic locations is crucial.

The problem area of this paper, namely Gaziantep city is the ninth most crowded
city in Turkey [3]. In addition, as can be seen in Fig. 1, the city is determined among the
most earthquake risky cities of the country.

Sanlurfa Mardin

Fig. 1. The earthquake risk map of Gaziantep and its region [2].

Therewithal, the University of Gaziantep has almost 50 thousand people includ-
ing students, academicians and staff in its campus, being among the most crowded
institutions in the region. Thus it is important to make an emergency plan for the campus.

In this study, the EAAs in Gaziantep University campus are investigated. Firstly,
the 32 current assembly points are considered as source, and 65 university buildings
are considered as demand nodes. The number of potential victims is maximized regard-
ing alternative distance limits. For the solution, an integer programming formulation is
proposed to evaluate the current EAAs and offer new locations.

The outline of the paper is as follows; the next section examines the literature on MCL
problems and defines how the proposed paper will fill the gap. The third part defines the
proposed methodology and the fourth part includes the case study and analysis. In the
fifth part, the summary of the paper is given and future directions are explained.

2 Literature Review

Since emergency management is a very important topic, there are a lot of papers with
different approaches to similar problems. In this part, the emergency management studies
that use the MCL analysis are summarized.

Araz et al. [4] proposed a multi-objective MCL model to solve the emergency service
vehicles location problem. They aimed to determine the best locations for a group of
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vehicles while optimizing the service levels. For the solution of the problem, they pro-
posed lexicographic multi-objective linear programming and fuzzy goal programming
approaches. To prove the applicability of the proposed model, they provided numerical
examples by using different solution approaches.

Balcik and Beamon [5] considered facility location problem for humanitarian relief
chain. They developed a model to determine the number and locations of distribution
centers and the total amount of supplies to be kept at each center. They formed the
problem as a variant of the MCL model that integrates inventory decisions and facility
locations. The computational experiments were conducted by using GAMS/CPLEX and
they illustrated the efficiency of the proposed model on a real case problem. As a result,
the effects of pre & post disaster relief funding on system’s performance, especially on
proportion of demand and response time were satisfied.

Yin and Mu [6] examined a modular capacitated MCL problem and formulated to
allow different capacity levels for each facility at potential sites. To optimally site emer-
gency vehicles, they considered allocations of the demands in addition to the covering
standard. Two scenarios were discussed in the model: the facility constrained model that
fixes the total number of facilities, and non-facility constraint model. In addition, they
also applied spatial demand representation in the analysis and discussion. Finally, as a
case study in the State of Georgia, Geographic Information System and optimization soft-
ware packages were used together to site the ambulances optimally for the Emergency
Medical Services.

Chanta et al. [7] focused on ambulance location problem to optimize the level of
ambulatory services provided to patients in rural or urban areas. They modified the MCL
models by proposing three bi-objective covering location models. The multi-objective
problem was solved by the e-constraint method. The obtained results were provided by
using the data from Hanover County fire department, Virginia. A sensitivity analysis was
applied to provide an insight on how the zone classification affects the solution. It was
reported that the proposed method was effective and could help to reduce disparities in
service levels in emergency management.

Zhang et al. [8] employed uncertainty theory to address the emergency service facility
location problem under uncertainty. They made use of the uncertain location set covering
model and also they examined MCL problem again in uncertain environment. In addition,
they modeled the MCL problem by using different approaches, namely, the (a, f)-MCL
model and the a-chance MCL model. Finally, their approaches were illustrated by a case
study in Sichuan, China.

Paul et al. [9] tried to analyze the effectiveness of the current and optimal locations
of emergency management assets that belongs to the Department of Defense in United
States. They formulated a multi objective MCL problem and they developed a set of
non-inferior solutions by making use of the “e-constraint” method. By doing so, they
offered several Pareto optimal decisions to the decision makers. They highlighted that,
as a result of their case study; by the relocations determined by the model, additional 45
million people could be covered.

Lietal. [10] examined the ambulance location problem in emergency medical service
by proposing a MCL model. They used improved double standard model for the solution
of the problem. A real case study was conducted by using the emergency medical service
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datain Shanghai, China. Itis reported that the proposed model improved the service levels
and allocation of the ambulances.

Zhang et al. [11] examined the multimodal facility location problem in humanitarian
logistics. The multimodality rooted in, landside, airside, air-ground transshipment and
air-ground combined transport. They proposed a two-stage MCL model for the problem.
A solution algorithm was proposed and computational experiment was conducted by
using a Java platform and CPLEX solver. They validated the proposed model’s efficiency
in a case study of Beijing, China. It was reported that the proposed approach was suitable
for large-scale disaster rescue.

Yang et al. [12] proposed a MCL problem often confronted in natural disasters. Their
aim was to optimize the locations of the communication hub centers of the self-organizing
mobile network that is established in fields not receiving signal. They formulated the
problem with two mixed-integer mathematical linear programming models and two hier-
archical objective functions; the shortest moved distance and the maximum coverage. A
new linearization method was used to linearize and solve the proposed models optimally.
In addition, they provided a MILP-based heuristic approach to solve larger problems.
As the result of experimental analysis, they summarized that the proposed models could
find good solutions and were applicable for the emergency rescue scenes.

Bahrami and Ahari [13] examined the MCL problem for emergency services in
Iran. They formulated the proposed problem by M (t)/M/m/m queuing system which
try to minimize the number of victims waiting in the queue for receiving services. The
obtained results showed that the GAMS software was not able to solve large problems.
So they proposed an NSGA-II algorithm to solve larger problems. They demonstrated
the applicability of the model in real case study that took place in a metropolitan city in
Iran.

Alizadeh and Nishi [14] presented a hybrid covering model that exploits the set
covering and MCL problems. The problem that they took into account was locating the
first aid centers in humanitarian logistic services in Japan. The dynamic set covering
location problem determined the locations of the facilities and assigned the facilities
and allocated demand points via dynamic modular capacitated MCL problem. They
validated the model by a case study in Japan and the results were compared to other
possible combined problem versions. As a summary, it was reported that their model
provided better coverage percentages when compared to other covering models.

This paper will fill the gap in the literature by proposing MCL problem while mod-
eling the distance, accessibility and expanse criteria. Also solving a real case problem
of a very crowded institution namely Gaziantep University is another contribution of the

paper.

3 Methodology

In this paper, the current locations of EAA signs are evaluated and also new locations
for additional signs are discussed. To do so, one of the well-known location-allocation
models namely maximum coverage location (MCL) model is used in this study.

The MCL problem considers the objective of locating a given number of facilities
(EAA signs) to maximize the covered number of demand nodes (buildings include
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students, staff, and academicians) and demand nodes are expected be covered entirely
if nodes are in the range of critical distance of the facility (an EAA sign), otherwise it is
assumed to be not covered [15]. The optimal result of a MCL problem depends on pre-
decided critical distance, decision on a critical distance value without altering coverage
may lead “fully covered” to “not covered” [16]. The formulation of MCL model applied
is given as follows [17]:

Sets and indices

i € I, set of demand notes (buildings),

J € J, set of candidate facilities (sites of EAA signs),

S, the distance beyond which a demand point is considered “uncovered”,
N;{j € J/d;j < S} the nodes j that are within a distance of S to node i.

Parameters

P number of facilities
d;j shortest distance between locations i, j,
a; population (students, staff, and academicians) to be served at demand node i.

Decisions Variables
x; is 1 if a facility sited at the jth node (j € J); O otherwise,
yi is 1 if node i is covered by one or more facilities stationed within S; O otherwise.

Objective Function maximizezidaiyi (D)
subject to
D D2 @)
=P, 3)
yi, xj€{0, 1} Viel, VjeJ. ()

The objective function (1) is maximizing the sum of covered population in the sets
in which they are covered. Constraint (2) allows y; to equal 1 only when one or more
EAA signs are established at sites in the set N; (that is, one or more signs are located
within S distance units of demand point 7). Constraint (3) states that exactly p amount
of signs are to be located. The binary restriction is shown in Constraint (4).

4 Case Study

The campus of Gaziantep University is selected as the study area in this paper. The
campus has a total of 2,248,301 square meters of open space. The 65 buildings (faculties,



Assessing the Emergency Assembly Areas 41

Fig. 2. The locations of demand nodes (buildings).

departments, administration offices and etc.) are considered as demand points and shown
(B1 to B65) in Fig. 2.

There are 32 EAA signs in the main campus at the time of this study. The locations
of current signs (EAAs) are shown in Fig. 3. One of the current signs namely EAA24
(written in Turkish) is shown in Fig. 4.

Fig. 3. The locations of current EAA signs.
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Fig. 4. The picture of EAA24 (written in Turkish).

To find dangerous zones, the heights of buildings are calculated. Magnitude of buffers
is determined via buildings’ heights and multiplying them by 1.5 [18]. These zones are
debris coverage zones and EA As must be stay away from debris. If a building is collapsed
in an earthquake, the effect area of that building is shown in the Fig. 5. According to
the Fig. 5, it is found that eight of the current EAA signs are located in the dangerous
zones. Eight signs (EAA4, 11, 13, 16, 17,24, 27, and 31) within the impact area are also
shown in Fig. 5. It means that the mentioned signs are not located properly.

Fig. 5. The dangerous zones of buildings if they are collapsed.
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To re-locate the missing signs and evaluate current signs, suitable areas where signs
to be placed are determined. The blue areas that cover 8,002 square meters show potential
available locations (see Fig. 6). As it is known, 0.75 square meter space is required per
person in the assembly areas [18]. Therefore, a total of 10,669 people can gather in the
areas shown in blue. University’s main campus population is almost 50,000 including
students, academicians, and staff. But not all these people are in the buildings at the
same time. Therefore, the blue areas can cover one-fifth of the total population. Figure 6
also shows the proper 24 (32 — 8 = 24) current signs.

Fig. 6. Available emergency assembly areas.

At this stage of the study, maximum coverage model is applied. To apply the model,
24 signs are considered as a facility. Therefore, p is taken as 24. There are 65 buildings.
10,669 people are distributed to those 65 buildings (demand nodes) (see Table 1).

The mathematical model (Eqs. 1-4) is written in LINGO 14.0 using the data above.
In the model, different coverage distances (S) are considered such as 25, 50, 75, 100,
125, 150, 175 and 196 m. The results of the model are given in Table 2 including the
information of covered/uncovered buildings and population.

According to the Table 2, all people (10,669 people) can reach at least one EAA sign
in 196 m. However, decreasing the coverage distance limit also decreases the number of
covered people and buildings as expected. For instance, only 25.06% of people can reach
an assembly area in 25 m. It must be noted that 24 of 32 current signs are considered in
this analysis. Eight of them are located in unsuitable areas. Although 196 m is acceptable
to reach an assemble area, all population can be covered in a shorter coverage distance
if the eight idle signs are re-located.
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Table 1. Population in buildings.

Building | Population | Building | Population | Building | Population | Building | Population
B1 15 B18 260 B35 12 B52 1
B2 [§ B19 148 B36 295 B53 25
B3 B20 224 B37 15 B54 210
B4 4 B21 771 B38 5 B55 3
B5 323 B22 1 B39 5 B56 175
B6 1 B23 12 B40 5 B57 1
B7 101 B24 21 B41 342 B58 64
B8 121 B25 20 B42 218 B59 72
B9 68 B26 431 B43 432 B60 1
B10 531 B27 415 B44 14 B61 161
Bl11 149 B28 764 B45 25 B62 8
B12 4 B29 1532 B46 27 B63 5
BI13 5 B30 595 B47 13 B64 4
B14 764 B31 1 B48 25 B65 1
BI5 1 B32 17 B49 25

Bl16 222 B33 190 B50 25

B17 133 B34 1 B51 1 Total 10,669

Table 2. Results of MCL problem.

Distance limit

Covered population ratio

# of covered buildings

Uncovered buildings

25 m

25.06%

18

B2, B3, BS, B6, B7, B8, B4, BS, B17,
B18, B19, B20, B21, B23, B24, B26,
B27, B29, B31, B32, B33, B34, B36,
B38, B39, B40, B41, B43, B44, B46,
B47, B48, B49, B50, B51, B54, B55,
B56, B57, B58, B59, B60, B61, B62,
B63, B64, B65

50 m

66.12

37

B2, BS, B6, B14, B17, B24, B26,

B27, B32, B34, B36, B38, B39, B40,
B44, B46, B47, B48, B49, B50, B51,
B54, B56, B57, B58, B62, B63, B65

75 m

76.38

50

B5, B14, B17, B24, B26, B32, B38,
B39, B40, B46, B56, B57, B62, B63,
B65

100 m

76.97

55

BS5, B14, B17, B26, B32, B56, B57,
B62, B63, B65

125 m

84.08

61

BS5,B14, B32

150 m

84.20

63

BS5,B14

175 m

91.36

64

B5

196 m

100.00

65

None
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5 Conclusion

The EAAs are used in case of an emergency and the victims are kept there until partially or
completely evacuation. In most of the governmental institutions, these assembly points
are pre-determined and it is very important to inform the people about these points.
The EAAs need to be clearly signposted to make it obvious; also these signposts can
prevent others from parking there or dumping items to the area. Since our country —
Turkey—had many disasters especially earthquakes for years, the Disaster and Emergency
Management Presidency pays attention to the disaster education and preparedness. The
year 2021 was determined as Disaster Education Year [19]. One of the most important
objectives of this theme is determining the EAAs scientifically.

In this paper, the EAAs in Gaziantep University campus are taken into account. The
distance, accessibility and the expanse of the area are chosen as the most important
issues that affects the EAA location problem. Thus these conditions are modeled as a
MCL problem. Current 32 assembly points in the campus are chosen as source nodes,
and 65 buildings in the campus are considered as demand nodes. The maximization
of covered population (students, academicians and staff) is aimed considering different
travel distances. An integer programming formulation is applied to evaluate the current
EAAs. Asaresult, eight of the 32 signs are found as unsuitable because they are located in
the dangerous area. Therefore, the locations of eight signs should be changed. According
to the model, the remaining 24 signs can cover all the population in 196 m. Decreasing
the reach distance from 196 m to 25 m also decreases the covered population by 75%.

Consequently, a scientific approach is proposed for using in emergency management
in the university campus. The results of the paper can be used by university administration
and policy makers. For the future studies, geographic information system-based multi-
criteria decision making techniques can be used together for determining the additional
EAAs.
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Abstract. The aim of this article is to present a set of barriers activities occur-
ring in collaboration between scientists, business and infrastructure at the public
sector level. The current capacity for the current strengthening of the knowledge
networking and collaboration foundations in line with the concept of Triple-Helix
(Academia - Business — Public sector) was highlighted. It is essential to trans-
fer knowledge and technology from academia to industrial and social ground,
highlighting and adapting solutions to some of the major problems related to
industrial and societal challenges. The main goal is to create added value for the
real economy. It is a particular challenge for companies with complex production
technology (foundry, plastic processing, meld plastic working). In this respect,
a special role lies in the good communication of the public sector, industry as
well as modern universities focused on the willingness to cooperate. The exam-
ples of research results provide the financial commitment of particular triple-helix
partners, which turned out to be successful in research and science.

Keywords: Triple helix - Innovation brokers - Counteracting barriers

1 Introduction

At the end of the 20th century, new opportunities appeared for a significantly acceler-
ated development of production companies. This is due to the possibility of obtaining
investment funds from the EU budget, which can be used in whole or in part to cover the
costs of specific investments in fixed assets (machines and stationary devices), mobile
measuring equipment or even commissioning research and development [1-5].

Many enterprises decided to introduce changes in the field of technology and work
organization, which could make them more competitive in relation to other companies
operating on the market. As you know, the competitiveness of enterprises is determined
primarily by the possibility of satisfying customer needs in the best possible way. This
means providing specific customers with the products or services that best meet their
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requirements for timeliness, quality and price. Free market economy and hence — the
dominant role of the client cause that these requirements are more and more diverse and
individualized [6-8]. Recently, it has been especially noticeable in non-waste processes
such as foundry, plastic processing, meld plastic working with assistive technologies
such as laser technology or technology modeling [9].

The emergence of new business models based on innovation, collaboration networks
and the expansion of endogenous resources is expected to make a strong contribution to
the development of competitive European economies and regions. The triple helix [10,
11], following the logic of Smart Entrepreneurial Ecosystems [12] is not only based on
a purely academic dimension, but also technological and entrepreneurial, in the most
diverse sectors of activity.

Modern economics has reformulated conventional economic theory so that knowl-
edge, technology, entrepreneurship and innovation are at the center of the new model
of economic growth, rather than being seen as independent forces that are also largely
independent of state policy [13]. The above is based on the fundamental assumption that
the main objective of the state policy is to stimulate higher productivity and economic
efficiency by stimulating innovation manifested in implemented projects. Consequently,
it will also stimulate economic development. Nowadays, cooperation in complex inno-
vative projects requires active cooperation and network connections with other entities
and institutions.

Optimal cooperation between individual participants in projects can be ensured by
the triple helix (TH) model, which is an innovation model that covers the mutual
complex relationships occurring in the process of creating knowledge between three
types of entities: research centers (universities, research centers, institutions supporting),
industry (enterprises) and government (excluding local government institutions). The
mutual relations between these three entities, undisturbed by barriers, determine the
potential of cooperation. The lack of these connections significantly impedes the flow
of knowledge [14]. Triple Helix describing the crossing of three worlds is presented in
Fig. 1.

According to such a vision of an innovative economy, business is of key importance
for all other activities, because both the networks of mutual connections in TH, the
services provided and capital are focused mainly on entrepreneurs. Innovation interme-
diaries (brokers) are an important element in the network of mutual connections. They
constitute a wide group of participants in innovation processes, knowledge exchange
and technology transfer. Although they are not a party to these processes, they can
perform many functions, such as foresight (discussion on the future among repre-
sentatives of decision-makers — public authorities, scientific circles, industry, media,
non-governmental organizations) or diagnosis of the demand for technologies, informa-
tion and knowledge processing, gatekeeping (information dissemination) and brokering
(technology flow control and brokerage), testing, building a framework for legal pro-
tection of commercialized knowledge, commercialization of knowledge and technology
and many others [16, 17].
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) ‘ Public
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Fig. 1. The structure of mutual connections according to the Triple Helix assumptions [15].

For this, first of all, conscious, qualified staff — both on the side of government
support institutions and on the side of BEI (a new model of compre-hensive service
for the needs of innovative enterprises, so called INNO-BROKER), universities and
entrepreneurs are need. Their goal is to provide specialist knowledge in the field of
cooperation network management. Moreover, such a person is to be both an animator
of relations between business and science, and a competence center in the area of e.g.
intellectual property protection. The diagram of the relationship between the broker and
other network participants within the TH is shown in Fig. 2.

Nowadays, science and technology play a very important role in technological
progress and are one of the key driving forces behind the growth of modern economies.
In order to effectively transfer knowledge from the science and research sector to the
economy, appropriate tools and system solutions are necessary with participation. The
most important of them, apart from legislative changes, include [18]:

e the existence in scientific and research centers of units with appropriate human
resources responsible for developing a network of contacts between the world of
science and business, and constant communication in order to exchange information
taking into account the current demand for innovative solutions from industry or
scientific achievements created in the units research,

e intensification of cooperation between university technology transfer centers (TTC)
and business environment institutions, i.e. technology and industrial parks, business
incubators, regional development agencies, scientific foundations or chambers of
industry and commerce,
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Fig. 2. The Innovation Broker in aspect of connects businesses and entrepreneurs to community
resources [11].

creation of university platforms for the exchange of information that would be
used to disseminate the results of scientific works created at the university as well as
provide the opportunity for the business sector to formulate inquiries and generate
ideas directing the conduct of research works directly related to the needs of the
industry,

commitment of more funds to help researchers obtain funding from external sources
for early stages of research, i.e. proof-of-principle and/or proof-of-concept, admin-
istered, for example, by government agencies, regional public funds or private funds
characterized by high risk tolerance,

increasing the low awareness of the scientific staff in the field of commercialization
of knowledge and technology transfer, resulting from the unfavorable position of
commercialization of scientific research results in the parametric evaluation system
of both the university and the scientist,

support for activities in the field of technological brokerage by assigning selected
employees by universities and business environment institutions or by employing
external experts specialized in specific areas of knowledge who, using effective mech-
anisms of verification and assessment of the market potential of conducted research
works, are able to assess on an ongoing basis market suitability of the solutions being
developed.

Technology brokering may be performed by natural persons acting as a broker, tech-
nology broker, innovation broker or other entities. It is important that they can be both
legal persons and organizational units that carry out similar activities and have appro-
priate competences. Technological brokerage carried out by scientific units primarily
focuses on acquiring and analyzing information on the research and development
work carried out at the university, while at the same time verifying the size of their
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commercialization potential. In the event of a positive opinion on the commercial-
ization potential of the created solution, the phase of presenting the obtained results
among potential recipients of the developed technology takes place. The last step is
to establish cooperation between the university and the business partner.

e The process of initiating the transfer of knowledge from universities to business carried
out in this way, with the participation of specialists in the field of commercialization,
is possible provided that various barriers that arise between intersectoral partners
are overcome.

2 Tools and System Solutions Supporting Triple Helix

Nowadays, science and technology play a very important role in technological progress
and are one of the key driving forces behind the growth of modern economies. In order
to effectively transfer knowledge from the science and research sector to the econ-
omy, appropriate tools and system solutions are necessary with participation. The most
important of them, apart from legislative changes, include [18]:

e the existence in scientific and research centers of units with appropriate human
resources responsible for developing a network of contacts between the world of
science and business, and constant communication in order to exchange information
taking into account the current demand for innovative solutions from industry or
scientific achievements created in the units research,

¢ intensification of cooperation between university technology transfer centers (TTC)
and business environment institutions, i.e. technology and industrial parks, business
incubators, regional development agencies, scientific foundations or chambers of
industry and commerce,

e creation of university platforms for the exchange of information that would be
used to disseminate the results of scientific works created at the university as well as
provide the opportunity for the business sector to formulate inquiries and generate
ideas directing the conduct of research works directly related to the needs of the
industry,

e commitment of more funds to help researchers obtain funding from external sources
for early stages of research, i.e. proof-of-principle and / or proof-of-concept, admin-
istered, for example, by government agencies, regional public funds or private funds
characterized by high risk tolerance,

e increasing the low awareness of the scientific staff in the field of commercialization
of knowledge and technology transfer, resulting from the unfavorable position of
commercialization of scientific research results in the parametric evaluation system
of both the university and the scientist,

o support for activities in the field of technological brokerage by assigning selected
employees by universities and business environment institutions or by employing
external experts specialized in specific areas of knowledge who, using effective mech-
anisms of verification and assessment of the market potential of conducted research
works, are able to assess on an ongoing basis market suitability of the solutions being
developed.
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Technology brokering may be performed by natural persons acting as a broker, tech-
nology broker, innovation broker or other entities. It is important that they can be both
legal persons and organizational units that carry out similar activities and have appro-
priate competences. Technological brokerage carried out by scientific units primarily
focuses on acquiring and analyzing information on the research and development work
carried out at the university, while at the same time verifying the size of their com-
mercialization potential. In the event of a positive opinion on the commercialization
potential of the created solution, the phase of presenting the obtained results among
potential recipients of the developed technology takes place. The last step is to establish
cooperation between the university and the business partner.

The process of initiating the transfer of knowledge from universities to business car-
ried out in this way, with the participation of specialists in the field of commercialization,
is possible provided that various barriers that arise between intersectoral partners
are overcome.

3 Barriers in the Commercialization of Knowledge

3.1 Barriers on the Side of Scientists

In addition to the broadly understood system and organizational barriers related to the
state and university policy, there are barriers related to the commercialization awareness
and competences to carry it out, occurring in all entities involved in the commercialization
process, i.e. the world of science, the economy sector and the business environment. On
the side of the scientific community, the main barriers include [17, 19]:

e reluctance and low openness of scientists to commercialization activities and
cooperation with the economy sector,

e lack or a small number of appropriate models for successful commercialization

projects,

no reaction of scientists to the emerging cooperation offers from industry,

poor communication skills of scientists,

reluctance to bear the risks associated with the commercialization of research,

little knowledge of research workers about technology transfer mechanisms,

imprecise and constantly changing provisions in the field of intellectual property law,

too much bureaucracy in cooperation,

lack of ongoing cooperation with the industry sector, which is mainly due to the

limited flow of information about the specificity and details of activities and problems

of entrepreneurs,

e concerns about understating the valuation of intellectual property,

e low supply of projects for commercialization.
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3.2 Barriers on the Side of the University

The most important barriers identified on the side of universities include the reluc-
tance of the scientific community to commercialization, which directly translates into
reluctance to cooperate with Technology Transfer Centers responsible for knowledge
transfer. Moreover, TTCs, which should be mainly responsible for the commercializa-
tion of technologies, often have too small and untrained staff to effectively carry out
research commercialization processes, e.g. the lack of direct support from a patent attor-
ney or lawyer on the part of the university during difficult talks with entrepreneurs [19,
20]. These difficulties result from the insufficient number of trained employees in rela-
tion to the demand. These difficulties are not only badly received by scientists, but also
by entrepreneurs. In addition, the lack of developed mechanisms and basic knowledge
about the available tools for the protection of intellectual property, often the lack of reg-
ulations and templates of agreements regarding intellectual property rights and broadly
understood commercialization, licensing, conducting business activities by scientists in
the form of spin-off companies or sharing profits from commercialization, result in the
creation of barriers between science and business. Another barrier to commercialization
is in many cases the low budget that universities have for basic commercialization activ-
ities, such as testing patent purity or technology valuation. Other barriers encountered
in the process of commercialization of knowledge faced by universities include:

e no market demand for the developed technologies, which most often results from
the mismatch between the offer of the obtained research results and the needs of the
industry,

lack of friendly formal and legal conditions,

too few projects submitted for commercialization,

complicated legal procedures related to technology transfer,

low awareness among entrepreneurs about the possibility of establishing cooperation
with the university.

3.3 Barriers of Entrepreneurs and Business Environment Institutions

The above-mentioned barriers were applied directly to scientists and universities, but
it is not only scientists who are the main cause of weak links between universities and
industry.

On the part of entrepreneurs, there are also identified limitations that adversely affect
mutual relations, the most important of which are [17, 20]:

e lack of interest on the part of entrepreneurs in the implementation of research works
by universities,

low level of business confidence in the world of science,

lack of wider interest of entrepreneurs in innovations,

low legal awareness of enterprises,

financial restrictions, especially for beginning SMEs,

poor development of commercialization awareness,

little experience in the field of cooperation with the world of science,
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uncertain return on investment in innovation or too long payback period,
lack of a sufficiently effective legislative policy (unclear and non-transparent
provisions, constant changes to them).

3.4 Barriers from Government Institutions

The most important institutional barriers to public administration include:

legislative changes. Legislative changes include: amending the complex VAT Act,
which causes difficulties not only for private entrepreneurs, but also for universities
and other public institutions. It does not contain indications on how to introduce the
invention to the market [19]. Consequently, the situation of the unit implementing
the invention usually depends on many factors. In such a situation, it is necessary
to apply for an individual interpretation of the provisions to the Tax Office, which
makes it difficult to make many decisions, not only for accountants, because it is also
associated with many months of waiting [20],

e regional policy not adjusted to the needs of entrepreneurs and scientists,
e public procurement law (PPL) not adjusted to the realities of universities. Polish public

procurement law is not adapted to the realities of today’s science [17]. The thresholds
set out in the Act make it very difficult to conduct research, and the purchase of
research equipment takes months and is not always successful. It is related to many
formal and legal reasons that will not be discussed in this article,

lack of a coherent model of introducing innovations to the market by universities. Many
studies show that universities are not willing to establish cooperation with business
[17]. There is still a sense of distance between the two worlds. The improvement of
the situation requires the improvement of communication between the university or
research and development unit and entrepreneurs,

financing changes. In Poland, the path “from idea to market success” is very tedious
and complicated. There is no need to convince anyone that, apart from a good idea,
the key to the success of an innovative enterprise is finding an effective way to finance
it in the initial phase.

It seems that in order to eliminate the above-mentioned barriers, profound institu-

tional changes should be introduced, i.e.:

legal order in the sphere of intellectual property protection,

e pro-innovative legal regulations in the science sector,

improvement of the legal environment for the functioning of the economy in the field
of innovation and technology transfer,

e creation of coherent regional innovation support systems,
o effective management of pro-innovative services.
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4 Examples of Partnership Cooperation Implemented with Triple
Helix

Below, this chapter describes in detail practical examples of cooperation carried out
within the framework of ongoing projects, taking into account the triple helix formula
[21, 22]:

e ISM project (see Table 1) [23],
e TPPA project (see Table 2) [24],
e KWB project (see Table 3) [25].

4.1 The ISM Project

The first of the ISM projects was entitled “The increase in the efficiency of the public
transport as a result of implementing the concept of LCC and RAMS compatible to IRIS
based on an integrated IT system” (see Table 1).

The final effects of the project were mainly used in the railway industry. As part of
the project, an IT monitoring system was developed to collect, process and analyze data
(see Table 1) on the damage to the fleet of rail vehicles (trams) according to the LCC
(Life Cycle Costing) and RAMS (Reliability, Availability, Maintainability and Safety)
concepts in accordance with the standard IRIS. The developed IT system was used by
the manufacturer for quality management in the railway industry.

As part of the project, apart from the development of an IT system for the needs
of Solaris Bus & Coach S.A., several master’s theses were defended at the Poznan
University of Technology, one habilitation thesis and many scientific publications.

The project consisted of a consortium, with an entrepreneur being the leader of the
consortium, and the university acting as a consortium member.

Table 1. Data from the ISM project.

Design data Name of the entity, role in the project and
financial resources [PLN]
Type of Acronym | Project Project Government | Education Business
partnership duration | budget National Poznan Solaris Bus
[months] | [PLN] Research University of | & Coach
Center Technology | S.A.
and
Development
Executive Consortium | Leader
Founding member
Agency
Triple ISM 26 3080000 |1 780000 - 1300 000
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4.2 TPPA Project

As part of the second, with the acronym TPPA (see Table 2), an innovative method
of reducing the moisture content of loose materials in alternative fuels production
technologies was developed.

On this basis, a prototype installation for reducing the humidity of an alternative fuel
obtained from combustible waste in the form of a mixture of paper and plastic packaging
was designed, built and tested, according to the patent registered in the Polish Patent
Office under the number 397062. As part of the project, one invention was created,
which received the claim Patent In addition, as part of the project, several engineers
and master’s degrees were created, which were defended at the Poznan University of
Technology, as well as many scientific publications.

The second project, similarly to the first, consisted of a consortium, with an
entrepreneur being the consortium leader, and the university acting as a consortium.

Table 2. Data of the TPPA project.

Design data Name of the entity, role in the project and
financial resources [PLN]
Type of Acronym | Project Project | Government | Education Business
partnership duration | budget | National Poznan Ltd
[months] | [PLN] | Regearch University of | Ekopoz
Center Technology
and
Development
Executive Consortium Leader
Founding member
Agency
Triple TPPA 24 4113 3290 400 - 822 600
000

4.3 The KWB Project

As part of the KWB project (see Table 3), a prototype technological line was developed
to obtain humic acids or potassium humate from lignite on an industrial scale and to
obtain an innovative product in the form of humic acid with established parameterization
values for the product ensuring its high quality.

Process innovation: an innovative technology for the production of humic acids
from lignite on an industrial scale. As part of the project, one invention was created
and several engineering and master’s theses, one doctoral thesis and many scientific
publications were created. Moreover, there were trainings and demonstrations of new
technology for students.
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In this project, the main contractor of the project was selected, which was business,
while the universities acted as subcontractors. Summarizing the above-described exam-
ples of partnership cooperation implemented as part of the triple helix, the successor of
its positive effects, expressed by project indicators, can be mentioned:

e joint patents, publications and conferences published in popular scientific journals
with high impact factors,

e completed engineering, master’s, doctoral and habilitation theses with very good final
grades,

e joint technology development as part of basic and industrial research and development
works,

e employing research workers in enterprises, which took place in the third of the
discussed projects,

e special training, demonstrations and demonstration seminars for a specific technology.

However, the most important of the effects is jointly developed technologies that

will contribute to the increase in the competitiveness of many enterprises and the overall
dimension to technological progress and increase in the innovativeness of the economy.

Table 3. Data of the KWB project.

Design data Name of the entity, role in the project and
financial resources [PLN]
Type of Acronym | Project Project | Government | Education Business
partnership duration | budget National Poznan Brown Coal
[months] | [PLN] | Regearch University of | Mine
Center Technology, Ltd.
and University of | “Sieniawa”
Development | Technology
and Life
Sciences in
Bydgoszcz
Executive Subcontractor | General
Founding contractor
Agency
Triple KWB 26 23818 | 14915078 - 8903 806
884

5 Conclusions

As indicated above, universities often do not have separate or well-specialized units
for cooperation with industry with sufficient human resources. Therefore, in order to
improve the efficiency of the process of commercialization of knowledge or greater
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integration of science with industry, the barriers that have arisen should be eliminated.
The aforementioned technology brokerage, involved not only in the industry, but also in
leading research centers, can help.

The key factor deciding on overcoming some barriers is the broker or broker using
both formal and informal contacts through a network of connections and personal
acquaintances, as well as reaching the sources of information about research projects
and the results obtained. This may be a strong support for CTT in the process of com-
mercialization of knowledge, as the information obtained often concerns projects which
managers have not submitted for commercialization for many reasons. In addition, the
form of personal contact with the scientist allows you to quickly assess the commercial
potential of the works carried out by the scientist, as well as translates into their later
more understandable presentation to the interested entrepreneur. As shown in the given
examples, the government is able to provide a large share of the required funds with an
appropriate consultations between the university and industry, taking into account the
industry’s own financial contribution.
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Abstract. The growth of distance learning in higher education has been gaining
market share. The COVID-19 pandemic has reinforced this trend. Enrollments are
increasing sharply while fierce competition is a threat to distance learning insti-
tutions. To conquer and retain distance learning students, it is necessary to offer
quality services and products, seeking innovation and continuous improvement to
meet their needs. However, studies that analyze the application of the principles
and practices of TQM (Total Quality Management) in distance higher education
are still scarce. From this perspective, this study seeks to identify practices that
increase the presence of TQM principles in distance higher education institu-
tions. The qualitative research was carried out with managers from 64 teaching
centers of one of the largest distance learning institutions in Brazil. The pillars
of TQM considered in this study are leadership, staff, students, technological
resources and continuous improvement. This study contributed to the literature by
identifying practices to expand the presence of TQM principles in distance higher
education adopted by the studied institution and its teaching centers. Management
contributions are also presented.

Keywords: Distance learning - Higher education institutions - Total quality
management - Distance higher education - Service quality

1 Introduction

This research considers three main aspects. The first is related to the relevance of distance
learning in higher education. Distance learning has received increasing attention from
the academic field as well as society in general [1]. The popularization of the internet has
contributed to the spreading of distance learning to remote regions around the world [2].
Additionally, the COVID-19 crisis has accelerated the offering of distance learning by
colleges and universities exacerbating the challenges and advantages to both: providers
of service - college and universities - and students [1]. These authors reinforce the
importance of understanding the impact of distance learning on the effects of education
and the social consequences of this type of education.
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The second aspect is related to the quality of the distance learning education service.
Dynamic market forces are compelling higher education institutions to adapt to remain
relevant and competitive [3]. In this context, quality is an essential element to contribute
to improving internal processes while leveraging student loyalty. To the author, in the
context of higher education, quality refers to fitness for purpose, value for money, per-
fection, transformation and distinctiveness, and is categorized in terms of educational
quality and administrative quality. Total Quality Control (TQM) is considered as one of
the critical determinants to support organizations in improving their financial and oper-
ational performance [4]. TQM is a systematic approach for the continuous improvement
of all organizational processes through total participation of all employees, resulting in
high-quality products and services to attain customer satisfaction. The philosophy of
TQM is “Do the right things, right the first time, every time” [5].

The third aspect considers that both themes separately — distance learning in higher
education and TQM — have been widely discussed in academic literature. However, when
distance learning is combined with TQM, there are still few academic studies [6]. It is
also noteworthy that implementation of TQM in services is made difficult by the char-
acteristics of services [7]: service heterogeneity, intangibility, and perishability, as well
as the simultaneity of production and consumption, cause more complex applicability
of quantitative tools and techniques of TQM [8].

In the next section, it is presented the research problem. After, the literature review
is presented, concerning principal concepts related to TQM, TQM in higher education
institutions, and TQM pillars in distance learning. Next, the method is presented. Then,
the results and discussion. In the end, conclusions are exposed.

2 Research Problem

Effective service quality measures for distance learning have been required to evaluate
the satisfaction of students. It is essential to distance learning offers to avoid evasion
because students not satisfied with the course easily find other options in the market [9].
The satisfaction of students is a consequence of distance learning quality that can be
leveraged by the application of TQM principles [6]. TQM was used as an analysis lens
for this research because it is a consolidated structure, widely applied in services and
focused on continuous improvement [7]. Understanding what TQM principles contribute
to improve the distance learning quality and how they are implemented are understudied
in academic literature [6]. Such understanding of what principles and how to apply
them are relevant concerning TQM in distance learning offers because the COVID-19
pandemic environment has accelerated the offering of distance learning courses around
the world [1]. Educational institutions focus on quality of their products and processes,
supported by well-structured quality system, possibly will achieve better performance
and satisfaction of students.

The presented context of distance learning and the need to expand the application
of TQM in higher education institutions led us to the question: How can TQM princi-
ples be incorporated in higher education institutions that only offer distance learning
courses? The consolidation of TQM principles and practices could help the institutions
to remove inefficiencies, keep the focus on the market demands and threats, achieve
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better performance in all areas, and satisfy stakeholders’ (students, partners, teachers,
etc.) needs. To understand how TQM is implemented, a case study was performed in one
of the biggest distance learning higher education institutions in Brazil. The managers of
64 educational centers were interviewed, and practices and documents were analyzed.
This study contributes to the literature by proposing a framework to TQM principles
in distance learning in higher education and identifying practices adopted by the studied
institution and its educational centers. Managerial contributions are presented.

3 Literature Review

3.1 Total Quality Management (TQM)

Academic literature has a multitude of studies on Total Quality Management (TQM)
and its applications in the most diverse sectors. Many authors disagree on the correct
definition of TQM, as there are different variables and principles to be considered. Older
studies bring a broad view of the various aspects that involve TQM, such as its concepts
and definitions, the roles assigned to senior management leadership, employees, the tools
and methods used [10-13], as well as the importance of a quality-oriented organizational
culture [4]. In a more modern view, TQM practices are understood as strategic tools,
widely used by organizations to generate competitive advantages through performance
optimization [14].

Briefly, the TQM is consolidated through concepts and techniques that aim to boost
competitiveness through the continuous improvement of processes, involving the per-
manent and long-term management of all organizational resources and stakeholders
involved [15]. As it encompasses the entire management of the organization, the TQM
approach proposes a new management model that seeks to make organizations more
efficient and flexible [16].

The so-called TQM pillars are essential elements for the implementation of a struc-
tured and strategically designed system, as the implementation of good management
practices requires changes in the organization’s internal arrangements [17]. There are
theoretical divergences as to the principles that guide the composition of TQM. Some
researchers point to 10 topics based on four different studies. They are: senior man-
agement support, customer relations, supplier relationships, workforce management,
employee behavior, product development, process management, quality reporting and
data, the role of the quality team and benchmarking [18]. Other authors list eight prin-
ciples considered key elements for the development of TQM [19, 20]. In general, there
are: (I) customers; (II) leadership; (III) continuous improvement; (IV) systemic app-
roach to management; (V) mutual benefits in relations with suppliers; (VI) manage-
ment by processes; (VII) decision-making based on facts and data; and (VIII) employee
involvement.

In general, there are: (I) customers; (II) leadership; (III) continuous improvement;
(IV) systemic approach to management; (V) mutual benefits in relations with suppliers;
(VD) management by processes; (VII) decision-making based on facts and data; and
(VIII) employee involvement.
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3.2 TQM in Higher Education Institutions

The growth of competitiveness in service organizations has been favored, especially in
recent years, by the application of operational excellence tools, with a focus on qual-
ity improvement, cost reduction and process acceleration [21]. Faced with a dynamic
and increasingly competitive educational scenario, valuing the improvement of ser-
vice quality is an essential prerequisite for higher education institutions, requiring the
reformulation of strategies for an emerging market of mass services [22].

Quality management and improvement initiatives are continuously established in
all service delivery industries, as these initiatives are aimed at meeting the needs and
desires of users of the services offered [6]. As in other service-providing industries,
the education sector also aims to meet the needs and desires of its users [23]. About
quality management in higher education institutions, the main constructs are related
to the quality of student learning, their involvement with the institution, quality and
satisfaction in the provision of services, TQM, quality assurance, benchmarking and
accountability [24].

In TQM’s philosophy, the concept of quality will not be defined by the service that the
institution expects to offer, but rather by the expectations of its clients. Organizations
that follow the TQM path see quality as being defined by their customers. They are
the ones who make the final decision on the perceived quality and, without them, the
institution would not exist. Thus, the institution that adopts the TQM philosophy must
use all available means to explore the needs of its clients [25]. The implementation of
TQM, in the area of education, can shape educational institutions to meet the needs of
different stakeholders, such as students, parents, the market and society in general [13].

The study by Tan, Muskat and Zehrer [26] identified five major research streams
present in the literature: the exploration of the student experience; exploration of the
learning experience; gender differences in the evaluation of experience in higher edu-
cation; improving the quality of the student experience; and student satisfaction with
the higher education experience. The study by Mehta, Prakash and Nitin [6] suggests
thirteen guiding principles for the implementation of TQM in the education sector: (I)
Institutional resource management; (II) Long-term strategy and planning; (IIT) Excel-
lence HRM; (IV) Continuous assessment and improvement; (V) Top management com-
mitment and visionary leadership; (VI) Student focus; (VII) Employee focus; (VIII)
Alumni focus; (IX) Information management system; (X) Quality mission and vision
statement; (XI) Service culture; (XII) Innovative academic philosophy and method; and
(XTIII) Industry institution partnership.

The principles listed cover a variety of technical and behavioral topics to be worked
on, which include strategic planning, continuous improvement and a focus on internal
and external customers, represented by the institution’s employees, students and alumni.

3.3 TQM Pillars in Distance Learning

From a literature review, 11 articles were selected in order to identify the main TQM
pillars and how they best relate to distance learning [2, 6, 24, 27-34]. Thus, relevant
elements for the approach of each of these pillars were identified. In this way, a prelim-
inary theoretical basis is elaborated, which serves as the starting point for the empirical
research of this study.
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From these related studies, it is identified that leadership, staff, students, techno-
logical resources and continuous improvement should govern the management of such
educational institutions. Four studies indicate that leadership, combined with good plan-
ning, builds relationships, and improves the quality of service provided by the institution
[24, 27, 29, 31]. All authors list the training and monitoring of professionals as a key
aspect for standard teaching quality, encouraging their high performance and, conse-
quently, minimized costs and times for preparation and execution of services. Seven
studies list student-centered teaching as essential for the quality of distance learning,
which includes rapid feedback and assistance to them, as well as constant monitoring
and measurement of their dissatisfaction, so that there is an understanding and improve-
ment of such aspects [2, 6, 24, 27, 28, 30, 34]. Four studies show that technological
resources should be used in favor of more fluid, agile and complete teaching, in order to
provide access to classes and material at any time, the exchange of information between
students and tutors, in addition to enabling familiarization of students with the profes-
sional environment from virtual reality [24, 28, 32, 33]. Furthermore, all studies indicate
continuous improvement as a pillar of distance learning, mainly as a result of employee
training, the pursuit of innovation and prominence, and adaptation according to the needs
of students. The results of this review are detailed next.

Regarding the pillar leadership, management and leadership operate at different
levels because while the manager looks for the best ways to solve problems, the leader
determines what exactly needs to be done [29]. Few publications in the current literature
bring complete and structured studies on leadership as a fundamental part of teaching
and learning processes [24].

The leadership principle is directly related to decision-making processes. To manage
is to make the right decisions, even if they do not satisfy most stakeholders involved
in learning [31]. In the education service provision environment, leaders influence and
define instructional activities and processes, academic and social support, and the hiring
and development of employees, establishing what strategic priorities should be for the
use of available resources [27]. In this way, leaders build relationships and improve the
quality of the service provided by the institution.

With regard to educational management, a leader will act as a mentor, serving clients
- students -, at the administrative level, seeking to meet needs, solve problems and
doubts that may arise. In some cases, there may be a leadership team, with the task
of finding better ways of teaching [24]. In carrying out their daily activities, leaders
promote instrumental goals, while recruiting faculty for the change effort, they cultivate
a growing cadre of leaders in this process [27].

Regarding the pillar students, the quality of a service provided must always be
improved, evaluated and measured reliably. Regarding educational institutions, it is
essential to apply solutions for measuring quality developed from the students’ point of
view [35]. Student focus depends on a number of other factors, such as improving the
overall performance of faculty, staff, benchmarking, assessments, safety, skills, alumni
feedback, syllabus, partnerships, and more. These factors represent the critical outcome,
which should receive special care from senior management [6].

Baig, Abrar, Ali and Ahmad [5] emphasize the importance of tolerance to freedom of
expression and partial participation in decision-making processes within the institution



Total Quality Management: Practices to Leverage 65

by the student. This is so that they feel included in the teaching environment. The
standardization of teaching must be combined with personalized service to each student,
so that they acquire a feeling of belonging and importance, increasing their satisfaction
and achievement.

Concerning pillar staff, it is reinforced that an educational institution is an organi-
zation that requires a lot of human resources. The training of the faculty is one of the
essential factors for the quality of the service delivered. This aspect requires special
attention from leaders with regard to the ability to recruit and retain trained employees,
the effectiveness of performance feedback and professional development, and social
resources within work teams [27].

Baig, Abrar, Ali and Ahmad [5] emphasize the importance of training and monitoring
teaching professionals for the standardization of the service, while they should have the
freedom to plan the time, place and duration of classes. The authors also emphasize
that the participation of professionals is encouraged in the innovation of the teaching
method, in order to explore modern and digital tools so that quality and teaching time
can be gained. For Gay and Betts [30], the humanization of these professionals becomes
essential for the quality of the service provided; thus, they reveal the importance of
personalized communication, inclusion, equalization, follow-up, and quick feedback to
students.

It is important to emphasize that, in addition to teaching professionals, the admin-
istrative and practical sectors of institutions must also retain some attention, as their
correct execution guarantees a better experience for customers [2]. According to Gay
and Betts [30], the correct handling of service in the first instance is capable of building
customer loyalty, even before they use the service. Furthermore, the technical support
team must be agile so that students do not miss out.

Regarding the pillar technological resources, distance learning is designed to promote
independent learning, which eliminates the need for students to be physically present in
the same environment as peers and teachers [24]. Such a system uses electronic tech-
nologies to enable the interaction of students and teachers separated geographically,
temporally, or both [33]. Technological resources must be employed so that the student
feels comfortable so that their learning is more effective. This also includes the infras-
tructure and study environment, which must be inclusive, secure, standardized, easily
accessible and student-centered [27]. Gay and Betts [30] add that the use of technolog-
ical resources such as virtual reality allows students to have theoretical and practical
learning.

The availability of technological resources makes the educational process more
accessible, as the asynchrony of classes makes the schedules and pace of learning more
flexible, resulting in student satisfaction in relation to educational processes [36]. How-
ever, Tan, Muskat and Zehrer [26] emphasize that the digital platforms used must be
easy to use, so that users can enjoy agile and punctual service and research. Still, it
is suggested the provision of training, especially for students not yet familiar with the
technology. Gay and Betts [30] also point out the importance of a fluid system and the
provision of continuous support so that the experience does not become negative.

Finally, regarding the pillar continuous improvement, with the expansion of the offer
of higher education courses and the increase in competition among higher education
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players, it is increasingly important that higher education institutions pay attention to the
quality and perceived value of their services, both for managerial and business reasons, as
well as the requirement established by Organs regulatory bodies [37]. Higher education
institutions have faced new challenges every day, due to the dynamism of a scenario
of continuous changes and full of demands, characteristics of the current educational
market. Thus, when talking about quality and continuous improvement with regard to
education, it is necessary to consider how it is understood and evaluated [38].

4 Method

This is a case study operationalized through qualitative research [39], in which the
concepts and definitions of Total Quality Management in higher education institutions
and the pillars of TQM regarding distance learning were addressed.

In order to establish a starting point for the TQM framework in distance learning,
we seek to identify how the topic has been addressed in the literature. From the search
in the databases, exclusion criteria were established in order to select only articles that
addressed applications or literature reviews in relation to the application of the TQM
in distance higher education environments. The exclusion criteria adopted were: (i)
duplicate articles between the two bases, (ii) complete reading of the abstracts and (iii)
complete reading of the articles to verify the elements related to each of the main pillars
for the application of the TQM in teaching from a distance.

To better understand the current scenario of distance learning in higher education
institutions, interviews were conducted with managers of educational centers from one
of the largest distance learning higher education institutions in Brazil. Direct observa-
tions and documentary analyze were also carried out in part of the educational centers.
Documents such as internal procedures, performance indicators, part of the strategic
planning were analyzed. These interviews sought to identify common relevance factors
in different educational centers to draw a profile of the practices and presence of the
TQM pillars and understand the concerns and strategies adopted in terms of quality
management in this sector.

For this, managers of educational centers from different Brazilian locations and
of different sizes were chosen. In total, 30 interviews were carried out with managers
from 64 educational centers, distributed in the five regions of Brazil. Some managers
coordinate more than one center. Some managers coordinate more than one center. The
higher education institutions studied have 300,000 active students and have already
graduated 100,000 students in more than 60 different undergraduate courses. It also
offers postgraduate courses, has 900 educational centers in Brazil and 5 abroad teaching
in Portuguese.

In addition to the distribution by region, an attempt was also made to apply the
research to educational centers of different sizes, in order to better capture the differences
between them. Thus, managers of 49 small-sized centers, 10 medium-sized centers and
5 large centers were heard.

To carry out the interviews, a questionnaire was prepared with 10 open questions. The
questions are related to the pillars identified in the literature: leadership, staff, students,
technological resources and continuous improvement. The objective was to understand
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present aspects of each pillar and how they have been applied from the perspective of
each interviewee. 4 interviews were face-to-face and 26 took place remotely. All were
recorded and transcribed.

For the organization of data and analysis of the results, the answers of each inter-
viewee were organized in a table in which the TQM pillars considered were included.
In this way, the convergences and diverses perspectives of the respondents could be
analyzed. Furthermore, for the proposition of the final framework, the pillars identified
in the literature were considered, complemented with the practices pointed out in the
interviews and with the documents made available by the institution studied.

5 Results and Discussion

Regarding the TQM elements in distance learning, the literature has several references
to the importance of continuous improvement strategies, from a strategic and service
management point of view. The points highlighted as pillars in the theoretical framework
are due to literary findings, as in the study published by Mehta, Prakash and Nitin [6], in
which principles are identified to guide the implementation of the TQM in the educational
area.

The authors frequently highlight the importance of strategic leadership, respon-
sible for institutional decision-making. Bryk, Sebring, Allensworth, Easton and Lup-
pescu [27] state that, in the academic environment, leaders influence and define instruc-
tional activities and processes, academic and social support, and the hiring and devel-
opment of employees, establishing what strategic priorities should be for the use of
available resources. In this way, leaders are responsible for building relationships and,
consequently, for the quality of the service provided by the institution.

After completing the interviews, it was evidenced that the higher education institu-
tions addressed have a well-defined standard, applied and controlled in all their partner
educational centers. As much as the educational centers have some independence in their
decision-making, they must still provide a level of service required by the head office.
This working method has been successful in partner educational centers, regardless of
size, location or courses offered. This standardized work is possible due to the support
offered by the head office, whether in the form of staff training, instruction for the accom-
modation of the structure and assistance in strategies in pursuit of the achievement of
goals.

It is noticed that the larger educational centers have a management model that is
a little different in relation to employees. In large educational centers, the coordinator
leads the managers of each physical structure, while in small educational centers, this
leadership comes entirely from the manager. The achievement of funding targets, in turn,
proved to be the main objective of all interviewed managers, precisely because students
are the source of the business.

The satisfaction of the student that has already been recruited is the next objective,
as maintaining the acquired base is as important as increasing it with each module - the
period for attracting new students. This satisfaction is periodically measured through
surveys by the CPA (Proper Assessment Commission), a requirement of the Ministry
of Education in Brazil, to measure the quality of service provided by higher education
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institutions. The results obtained through these assessments, in addition to serving as a
basis for the accreditation and de-accreditation of higher education courses, also guide
managers in promoting continuous improvement in their courses, in the infrastructure
offered and in procedures adopted.

Based on the insights obtained, a framework is proposed that presents the pillars of
TQM with regard to distance learning. From the conclusions obtained through interviews
carried out with area managers, the main topics to be worked on in each of the five
principles initially defined were pointed out, as observed in Fig. 1.

e ENGAGEMENT AND MOTIVATION

LEADERSHIP ===p
% e e STRATEGIES DEFINITION
=
E STAFF e COMMITMENT
= > . QUALIFICATION
S
Z N e EFFECTIVE LEARNING
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=
Z TECHNOLOGICAL e GOOD VIRTUAL LEARNING
= —)
= RESOURCES ENVIRONMENT
2
TR TR , ° ANALYSIS OF SATISFACTION
IMPROVEMENT SURVEYS

Fig. 1. Framework of TQM pillars in distance learning.

When dealing with the relationship with the customer in the educational environ-
ment, Gay and Betts [30] highlight the use of personalized communication strategies,
which encourage regular and continuous interaction between instructor and students,
whether through active participation in discussion forums or simply using Students’
names respond to posts, creating a sense of closeness, in addition to providing personal-
ized feedback on the assessed tasks. In the distance learning environment, technological
resources are key elements for higher education institutions, according to Baig, Abrar,
Ali and Ahmad [5], the educational world is closely connected to information technol-
ogy, which allows students to access information and develop new skills, regardless of
their location. Distance education becomes an effective way to gain leadership with-
out the influence of social stereotypes and other barriers. Razik and Swanson [33] also
emphasize that the use of electronic technologies enables the interaction of students and
teachers separated in terms of geography, time, or both.

The focus on student satisfaction, with the maintenance of the relationship from
enrollment to follow-up after completion of the course, appears as one of the main
strategies to be applied to continue improving educational processes. An example of
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this is the award received by the institution object of this study due to the quality of
the teaching material made available to students — a fact widely cited in interviews with
managers. The use of augmented reality technology, support material with QR Code and
virtual visits seeks to make studying more attractive for students, in addition to enabling
their own management of study times and places. The bet on technological resources is
a great differential for higher education institutions, since the mobile application allows
the download of classes to attend at the time and place that is most convenient for each
student.

Another essential point is the maximum use of available technology in favor of
distance learning. For this, it is necessary to aim for resources that, in addition to being
functional, are viable and accessible, as is the case of the mobile phone application, made
available by the higher education institutions observed. The possibility for the student
to have the study material at their disposal in an application, with the possibility of
attending classes at the time that is most convenient for them, is not only a facilitator of
learning, but also an interesting way to work on the issue of dropout. Many students opt
for distance learning precisely because they work full-time and have little time available
to attend classes at conventional times, in addition to the difficulty of daily travel to a
university’s headquarters. This is one of the main reasons for dropping out of the course,
along with the financial issues involved. With the possibility of optimizing their study
time, the academic gains another incentive to take the course forward.

Given these issues, it is understood that this study contributes to the literature on TQM
by presenting a framework that associates the pillars defined in the literary findings with
topics that stood out during observations and applied research, from the point of view of
managers who experience daily the reality of higher education institutions focused on
distance learning.

6 Conclusions

Since there is still a small number of articles that explore the TQM related to distance
learning and, also, that the implementation of TQM in services is hampered by its
particularities, such as heterogeneity, intangibility and perishability, the study guides
future research to the development of the theme, as well as the application of the TQM
in distance higher education institutions. This allows for a better-quality service, which
is increasingly necessary, especially after the onset of the COVID-19 pandemic and the
need to adapt to study and work.

From the identification of the practices adopted by the studied institution and its
teaching centers associated with the practices identified in the literature, it is possible to
answer the research question of this study. The resulting framework points to the way in
which TQM principles can be incorporated in higher education institutions that only offer
distance learning courses. The application of such guidelines enables the minimization
or elimination of inefficiencies, the maintenance of competitiveness in the market, the
agility in meeting customer demands, as well as providing a favorable environment for
the work of employees and the learning of students, including cooperation between the
same.
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The elements presented in the proposed Framework can be seen as leverage points,

capable of supporting the implementation of TQM principles in higher education insti-
tutions that offer distance learning. The result is a direction centered on the experience
of educational processes, identified with the needs and interests of the stakeholders of
these processes, indicating practices adopted with favorable effects for higher education
institutions of different sizes and markets, which makes the delivery of this study even
more interesting, as it is unrestrictedly applicable to any institution that seeks continuous
improvement of its processes.
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Abstract. Selecting the optimal material from a wide range of competitive vari-
ants significantly affects the final technical success of the product development.
It avoids undesirable cost consequences and possible premature failure in the
marketplace. Today, among the criteria for choosing materials, the emphasis has
shifted more towards considering economic aspects and environmental impact.
Various defects can occur during the life cycle of a material, from the produc-
tion of original components to the commissioning of a product in the field. The
nature of the deficiencies must be quickly identified and appropriate action taken.
It has created a tendency to solve material selection problems using root cause
analysis as the most useful problem-solving method in the engineering toolbox.
The concepts and step-by-step methodology selected for research quality manage-
ment tools in root cause analysis (Cause and Effect Analysis, Failure Mode and
Effects Analysis, Quality Function Deployment, and Life-cycle Assessment) are
considered in the paper. The main advantages and disadvantages of each method
are established. Practical cases of using these methods to decide concrete applied
problems in polymer materials science are described.

Keywords: Product innovation - Sustainable manufacturing - Root cause
analysis - Cause and Effect Analysis - FMEA - QFD method - Life-Cycle
Analysis - Life-Cycle Assessment - Process innovation

1 Introduction

At the base of materials science are the well-known paradigm (Fig. 1) about the rela-
tionship between the material structure, the processing methods for obtaining this mate-
rial, and the resulting material properties. A complex combination of all these aspects

provides material performance in a specific application [1].

Ultimately, materials affect product function, customer satisfaction, manufacturing
systems, product lifecycle, who uses or manufactures it, usability, product identity, work

environment, and cost [2].

Selecting an appropriate material or group for product design is often a complicated,
responsible, and complex task for engineers. Material selection is a tedious task in
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Fig. 1. Materials science paradigm.

manufacturing because many factors need to be carefully assessed before making a
final decision [3]. The basic requirements may vary from application to application.
Still, several other interrelated factors may also need to be considered depending on the
operating environment, making the selection process more complex and time-consuming
[4]. In the past, material selection was only a small part of the design process. Therefore,
it did not receive the same level of research and development as other areas of design
[2].

Nevertheless, few methods have been developed to solve material selection problems,
some of which can be applied to material selection and any design selection procedure
[5]. Today there is no one standard and universal method, but there are also widely used
methods such as computer databases, performance indicators, decision matrices, expert
systems, cost analysis, failure analysis, cost-benefit analysis, and so on [6].

Failure analysis is the logical and systematic evaluation of a component through
analytical observation and verification of good engineering practice. Depending on the
defect, the researcher may perform a damage analysis using macroscopic and micro-
scopic examination, analysis of the composite material, assessment of the supramolec-
ular structure, and physical or mechanical testing. Both indestructible and destructive
testing can be performed. Although the selection of experimental materials, such as
testing and prototyping, is the most accurate for a specific design solution, due to the
time required and the high cost of experiments, especially if more material needs to be
considered, this quickly becomes impossible [7].

Root cause analysis (RCA) is one of the easiest and simplest ways to solve a problem
in an engineering toolbox. It is used to identify the root causes of failures (defects,
malfunctions) in engineering systems and to eliminate them [8].

This paper presents the theoretical foundations of the concept of four manage-
ment tools and practically shows how they can and should be used for visualization,
assessment, and further analysis of polymer materials during operation.
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2 Research Problem

2.1 Definition of Criteria on Materials Selection in Product Development

In practice, the material engineer must control three factors that affect the cost of a
product: the design of the components, the materials, and the manufacturing technology
(Fig. 2) [9]. These factors are interrelated in that the creation of an element can affect
what material is used, and both the design of the component and the material used to
impact the manufacturing technology choice.

Fig. 2. Fundamental factors in sustainable manufacturing.

Some of the cost of a product component is related to its design (specification of size,
shape, and configuration that affect the performance of the parts). Therefore, the design
concept must consider the contribution of each component to the efficient operation of
the entire system. The choice of materials with the appropriate combination of properties
is based on the principle of affordability (least expensive). Therefore, a comparison is
made of the cost of various competitive materials based on the price of each part. The
choice of manufacturing process will be influenced by both the material selected and
part design [10].

Materials play a crucial role in the “technology — economy — environment” scheme.
So, the final product must be designed to have a minimal environmental impact. In
addition, at the end of the service life, it must be possible to recycle the materials of the
components, or at least dispose of them with minimal environmental impact [11].

2.2 Basic Methods of RCA for Development of Products or Services

Root cause analysis is used in lean production and helps to identify the root causes of the
problem [12]. The main purpose of this method is to find the root cause of the problem
through a series of questions: what happened, how it happened, and why it happened.
This systematic approach to problem-solving is the root cause. It will help to develop
solutions to the problem to prevent a recurrence. The general methodology of RCA is
presented in Fig. 3.
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Collect the data
Define the problem related to the

problem defined

Fig. 3. Generalized RCA methodology.

RCA includes quite well-known and popular techniques for visualization, statistics
collection, and quality analysis like 5 Whys, Fishbone diagram, FMEA method, Pareto
method, etc. [13].

For our research, we settled on four of the most applied in the practice of materials
science RCA tools: make a Fishbone diagram and analyze polymer composite defects
by FMEA, make a house of the quality of polymer materials, and study the technique of
LCA.

3 Results

3.1 Application of Cause and Effect Analysis for Defective Polymer Composite
Material

The Cause and Effect Analysis helps identify the main factors that make the most sig-
nificant contribution to the problem under consideration and prevent or eliminate their
action. This method has already found its practical application in the diagnosis and
defectoscopy of materials, in particular, to identify the leading causes of failure of the
mounting bracket of the car bracket [14], chemical industry to assess the safety of spher-
ical natural gas tank [15], biodiesel production technology [16], in automotive industries
[17], etc.

The following steps illustrate the methodology of the Cause and Effect Analysis:

So, according to the main steps in Fig. 4, the materials science problem of obtained
polymer composite blanks with low physical and mechanical properties was analyzed.
These blanks are intended to manufacture various antifriction products by machining,
including sliding bearings, O-rings of movable bearings and other friction units operating
in air and liquid media, wet and dry gases in vacuum in the temperature range from minus
120 °C up to 260 °C. Blanks were obtained from a polymer composite, which does not
meet the standard indicators (underestimated properties). The material of these blanks
was Flubon 20 (80% polymer matric of PTFE and 20% carbon fibers) [18]. A Fishbone
diagram was constructed (Fig. 5).
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Fig. 4. Four main steps to applicate the tool of Cause and Effect analysis.
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Fig. 5. Fishbone diagram of analyzing the defective polymer composite material.

A visual analysis of the machined turned surfaces of the test specimens revealed
the following surface defects of the material surface: nonuniform distribution of carbon
fiber in the polymer matrix, a patchy structure (alternating black and white spots), and
the presence of cracks. During wear tests, an increase in temperature in the friction zone
up to 200 °C was noted. It led to the seizure of the sample with the counter body. This
phenomenon is associated with the material’s low physical and mechanical properties
(low density, uneven distribution of the filler in the polymer), confirmed by the tests
carried out. All samples have a low elongation at break (30-100%). As a rule, this
is a consequence of poor-quality mixing of the initial components — the presence of
underground or coagulated fiber in the composition matrix.

The reasons were categorized into six key positions — person, method, material,
mechanisms, control, and environment. The most significant causes of this problem
were revealed with the employee’s low qualifications and a violation of the mixing
technology. In connection with the high responsibility of such products made from this
material in the industry, it would be necessary to check the physical and mechanical
properties of the entire batch. This problem would lead to the loss of material part,
additional money and time, or replacement of the whole batch.
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3.2 Investigation and Assessment of Macroscopic Polymer Composite Defects
Using FMEA

At present, at least 80% of the processing of materials and technologies is carried out
using the analysis of types and consequences of potential incompatibilities (FMEA
methodology) [19]. The management of global companies widely introduces the types
and consequences of potential incompatibilities for developing new designs and tech-
nologies, analysis, and planning of production processes and products [20]. This method-
ology makes it possible to assess the risks and potential damages from potential or exist-
ing defects from the initial design stage to create the finished product or its components
[21].

In addition, the scope of the method covers all stages of the material life cycle, all tech-
nological processes, and trade [22]. The methodology of conducting any product/design
FMEA involves following the steps (Fig. 6).

Planning and Preparation
Structure Analysis
Process Item Functional AMYS!S
Process Step Failure An.a.IYSlS

Function of the
Process Item

Function of the
Process Step and
Product
Characteristics

Function of the
Process Work
Element and
Process
Characteristics

Process Work
Element

Fig. 6. The general methodology of the FMEA.

For example, FMEA was used to assess the macroscopic defects of polymer com-
posite materials. External defects are various surface cracks, scratches, chips, chipping,
etc.

At the macroscopic level, the following polymer composites characteristics were
determined: uniform distribution of components; the number of components of the mate-
rial, visually different in its structure; a geometric arrangement of the reinforcing filler;
the geometric shape of the material components.

Finally, according to the FMEA methodology described in [23], it was assessed
typically surface defects of polymer composites and established of permissible values
for their characteristics. The results of the analysis are presented in Table 1.

Although surface defects slightly affect the mechanical properties of materials in the
initial period of their occurrence, but they must be eliminated since the violation of the
continuity of the outer surface of the material can further contribute to the penetration
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Table 1. FMEA matrix.

Analyzed defect | Protentional Possible S-0-D*, Detection of the
causes consequences Risk assessment | problem

Surface crack Improper mode of | Damage to the 9-3.3 =81 Determined
forming the elements of the | defect is not visually,

workpiece, high

upper, inner,

critical (less than

dependence on

cooling rate. through detail 100-120) the size of the
Shock effects part defect part,
during operation affected layers
and direction of
cracks
Scratch Carelessness Changes in the 5-1.3=15 Determined
when removing material are not visually, depth
parts from tooling | composition in | large-scale and width of the
and machining the cross section defect,
of the defect and orientation of
physical and the defect on
mechanical detail
Inclusions Getting foreign properties 544 =280 Dimensions and
materials in the defect is not thickness of the
manufacture of critical inclusion. Depth
prepreg of occurrence
Chips, cuts and | Negligence when | They are voltage | 4-2-2 =16 Defect
holes removing parts concentrators are not dimensions,
from equipment, | and reduce large-scale width, depth
transportation, strength of
storage, composites
machining
Local areas with | Non-compliance | The degree of 9-4.3 =91 Determined
high fiber with the mode of | danger of these | defect is not visually,
content, matrix | formation, time defects critical dependence on
or pores and magnitude of | ultimately the size of the

the applied drop,
heating rate

depends on the
size, shape and
location of the
defect

defect part,
affected layers

* Notes: S (severity) — assessment of the most serious consequences of potential failure for con-
sumers; O (occurrence) —the probability of specific causes and mechanisms of failure;D (detection)
— assessment of the ability of the proposed management actions to detect this type of failure.



Materials Selection in Product Development: Challenges 79

of aggressive media, which, ultimately, will significantly reduce the service life of the
product.

Thus, this methodology can be successfully applied to all types of materials. It makes
FMEA a universal management tool for assessing materials quality.

3.3 QFD Method

QFD is a flexible decision-making method that helps developers focus on the criti-
cal characteristics of a new or existing product or service from the perspective of an
individual customer, market segment, company, or development technology [24]. The
methodology results are clear diagrams and matrices that can be reused for future goods
or services [25, 26].

In general terms, QFD consists of four matrices necessary to link the functions of
the company and the needs of customers. These are product planning, part placement,
process planning, and production planning schedules (Fig. 7). The initial QFD building
process begins with a matrix that links customer needs to technical requirements and
competitive information. This process is followed by a sequence of matrices that integrate
the technical requirements into the design, operation and production system [27].

Customer Needs
s -
* House of » Manufacturing Requirments
Quality * Parts Operations * Production

Deployment Planning

N

Fig. 7. Four QFD matrices.

The QFD quality function is deployed using a house-shaped diagram in which these
matrices fit together (Fig. 1). It is named according to its form «House of Quality»
(HOQ). The HOQ matrix is a basis that drives the entire QFD process and provides the
tools to integrate customer requirements with technical requirements. The six building
blocks of the HOQ matrix are described below (Fig. 8).

The central part of the house (3) is a table whose columns correspond to the technical
characteristics (2), and the lines meet the requirements of the consumer (1). The level of
addiction is noted in the cells, if any. The house’s roof (5) represents information about
the correlation between the technical characteristics. The left room (1) includes a column
for the importance of customer requirements. The right room (4) consists of assessing
the fulfillment of needs (from the consumer’s point of view) for similar products on the
market. The basement of the house (6) contains the results of the analysis of the technical
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6. Correlation
Matrix

1. Customers
Needs

5. Targets

Fig. 8. House of quality matrix.

characteristics of competing products, the target values of the technical aspects of the
products, estimates of the absolute and relative importance of the characteristics.

This methodology was used to carry out a quality analysis of developed polymer
composites based on polytetrafluoroethylene with different fillers [28]. Figure 9 is shown
for the most important indicators of products made of polymer composite material,
where the links between requirements and characteristics are shown. The intensity of
relationships is determined by the expert method.

The properties of products made of polymer materials are largely determined by
the matrix’s properties, the mixture’s composition, and the modes of manufacturing
processes. First, the parameters of the technological regime were ordered in order of
importance (from 1 to 5) (Fig. 9, column 3). Then a connection was established between
the technological mode parameter and characteristic (assign weights to strong, medium
or weak links, respectively, 9, 3, 1). The transformation of customer requirements through
QFD allows determining the relationship between requirements and characteristics. To
determine the advantages of the developed materials in comparison with the industrial
analogue, a comparison was made of the degree of consumer satisfaction (from 1 to 5).

Based on QFD analysis, it was found that the main parameters characterizing the
required properties of the products under study are the strength at break, intensity of
wear, and durability. The most significant factors affecting these parameters are material
of polymer and filler and its technology of mixing. The influence of these parameters
should be investigated to establish quantitative dependencies. The most priority technical
characteristics were identified for further research and development of recommendations
for improving quality.

3.4 LCA Analysis

Many of the industrial materials we consume come from non-renewable sources. These
include most polymers that are used as raw materials for use, petroleum, and some
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Fig. 9. House of the quality matrix for polymer composites.

metals. These valuable resources are gradually depleted, which requires new solutions:
increasing resources, processing new materials comparable in volume to the environ-
ment, increasing results or developing new processing technologies. From the point of
view of the economics of production, the influence of the environment and environmen-
tal factors on sustainable production, the life cycle of the material “from the cradle to
the grave” is more important than the entire production process [10].

Life cycle assessment (LCA) includes assessing potential aspects of the environment
and possible aspects related to material (or product). It is a systematic set of procedures
for the collection and study of the import and export of materials and energy and their
direct impact on the environment (ISO 14040:2006 «Environmental management. Life
cycle assessment. Principles and framework») (Fig. 10).

The assessment of the product life-cycle is based on a rather complex and com-
prehensive methodology for assessing the impact of products on the environment at all
stages of its life-cycle: extraction of raw materials, production, use, repair, maintenance,
transportation of the product at all stages, and ending with disposal or recycling of waste.
The main steps of LCA analysis are summarized in Fig. 11.

An excellent example of LCA was used to compare a car as an example of an
individual vehicle and a bus as an example of public transport [29, 30]. The material
flow consists of the impacts in the production, use and handling of related wastes. Data
were collected on all material flows generated by the car and bus during their operation.
It turned out that the tension of the material of the bus is much higher than that of the
car, 37 times higher. However, given that a bus travels 7.4 times longer in its lifetime
than a car and carries 25 times more passengers than a car, the impact of a public bus
per kilometer and per passenger compared to a car is about 5.0 times less.

Based on a comparative review of the environmental impact of different types of
traditional bioplastics [31], note that environmental aspects of plastics production are
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Fig. 10. Scheme of the life-cycle assessment of a product.
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Fig. 11. Main key steps of a formal LCA study.

the negative impact on the atmosphere and protection of atmospheric air, as well as the
formation of a few wastes in the production of plastic packaging. So, assessing the full
life cycle developed polymer composites based on polytetrafluoroethylene with different
types of fillers [28] seems to be an important and urgent task for future research direction.

4 Discussion

Cause and effect analysis visually display the relationship of the problem being investi-
gated and the reasons that affect this problem; makes it possible to conduct meaningful
research of the chain of interrelated causes affecting the problem; convenient and easy
to use and understand.

The disadvantages of this quality tool include the difficulty of correctly determining
the relationship between the problem under study. The causes of the problem under study
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are complex, i.e., part of a more difficult problem. The scope of analysis is quite broad,
but it is often applied concerning developed products and related production processes.

The FMEA defines material properties that must be inspected, monitored, and con-
trolled to ensure the part’s reliability for the material is used to construct it. It is essential
to understand that this type of analysis is intended to identify not the actual causes of
probable failures but their manifestations, i.e., the types and forms of failures (failure
modes).

The main advantage of QFD methodology over the other approaches is that it can be
applied for processing qualitative and quantitative data and serve as a flexible framework
that can be simplified, extended, and combined with other quality design and improve-
ment techniques. Because this method provides both a score and a rank for each material,
it helps designers better understand material selection issues by considering both the dif-
ferences and similarities of alternative materials. Thus, it can be applied to any complex
decision problem with many alternatives and quantitative criteria.

LCA of plastics and other structural materials play an important role in maintaining
energy, saving resources, and saving money by preventing premature failures in an
engineering component in a machine or equipment. LCA data on surface engineering
materials improve the life cycle of a design component, increasing energy efficiency,
sustainability and rejecting global temperature rise.

But LCA is applicable only as its data. Therefore, the data used to complete the
life-cycle analysis must be accurate and up to date. When comparing different life-cycle
analyses, equivalent data must be available for the product or process in question. If
one product has much higher data availability, it may not be fair compared to another
product with less detailed data. The importance of data is an ongoing challenge for life-
cycle analysis. Thanks to globalization and the rapid pace of research and development,
new materials and production methods are constantly being introduced to the market. It
makes using up-to-date information very important and very difficult when performing
LCA. If the LCA results are correct, the data must be up to date; however, the data
collection process takes time. If the product and associated processes have not changed
significantly since the last LCA data collection, the reliability of the data is not an
issue. This paper will be useful for materials science and manufacturing engineers to
understand the theoretical foundations of the concept of main management tools and
practice using them with your own examples.

5 Conclusions

Cause and effect analysis turned out to be the easiest to understand and implement a
method from RCA. To work with the Ishikawa diagram, we can easily involve students
in practicing using management tools at the training stage.

QFD and FMEA, used as quality tools in composite materials design, can greatly
improve development efficiency, leading to systematic design, material selection, and
manufacturing.

The main LCA aim is to highlight the phases of the life cycle that have a strong impact
on the environment and provide information for the product design process to improve
environmental performance. This method is the only way to objectively determine which
materials are environmentally friendly and which ones only seem to be.
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Further research is related to the practical implementation of each of the described
methods for solving various materials science problems of choosing materials. It is also
planned to develop a prototype of the complex methodology (an expert system) based
on multi-criteria decision-making (MCDM) system for materials selection in product
development.
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Abstract. The optical perception of high precision, fine grinded surfaces is an
important quality feature for these products. Its manufacturing process is rather
complex and depends on a variety of process parameters (e.g. feed rate, cutting
speed) which have a direct impact on the surface topography.

To improve the conventional methods of condition monitoring, a new image
processing analysis approach is needed to get a faster and more cost-effective
analysis of produced surfaces. For this reason, different optical techniques based
on image analysis have been developed over the past years. Fine grinded surface
images have been generated under constant boundary conditions in a test rig built
up in a lab.

Within this study the image of each grinded surface is analyzed regarding its
measured arithmetic average roughness value (Ra) by the use of random forest
algorithms.

Keywords: Machine learning - Random forest - Computer vision - Condition
monitoring

1 Introduction

The surface topography as well as the optical perception are important features for eval-
uating the quality of fine grinded knives. Parameters as the surface roughness, gloss or
coloring are used for the quantification of these features. The measuring is implemented
by the use of traditional methods, which are manual, time-consuming and cost-intensive.
On top of that, the application of these methods for the condition monitoring of the ongo-
ing process is rather limited. Therefore, a new, faster and more cost-effective approach
is needed to improve the classical measurement methods. A conceivable approach could
be based on image analysis.

Over the past years, different contactless image analysis based approaches have
been developed to simplify the traditional roughness measurement methods. Some stud-
ies propose picture pre-processing and feature extraction in combination with machine
learning algorithms. Neural Networks (NN) based methods are presented and tested on
specific surfaces, as well (cf. [1-3]).
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Fig. 1. An example image of a chef knife analyzed within this research activities

The overall goal of the presented research activities is the development of a con-
dition monitoring tool which can be implemented in the ongoing grinding process of
the knives. It should be used to ensure the knives quality and to reduce rejects by an
immediate detection of deviations of the target values and the possibility to adapt the
production process accordingly. For this reason, a data set based on cutlery samples has
been generated and analyzed. During previous research activities, the extraction of fea-
tures of the data set is presented. The features are used to train various machine learning
algorithms with and without a combination of logged process parameters to evaluate the
surface roughness (cf. [4, 5]). Another roughness prediction possibilities by the use of
neural networks (NN) are presented in [6] and [7]. In this paper, the focus is set on the
evaluation of the surface roughness (Ra) based on NNs. Therefore, a set of 851 chef’s
knives is used. An exemplary knife is shown in Fig. 1.

2 Data Generation

Within the presented research activities the analyzed data set embraces photographs of
the surfaces of 851 8” chef’s knives (cf. Fig. 1). The surface images are taken within
an experimental test rig which provides constant boundary conditions (cf. Sect. 2.2).
Reference measurements of the surface roughness as well as gloss and coloring are
taken of all the knives (cf. Sect. 2.1).

2.1 Reference Measurements

To describe the surface topography of the knife blades the surface roughness (Ra, Rq,
Rz, Rt), gloss (GU) and coloring (CIELAB) are measured with traditional measurement
methods. The roughness measurements are provided with the device PCE-RT11 over
a sampling length of 6 mm. The arithmetic average roughness (Ra) can be calculated
with Eq. (1). Here, z(x) is the surface profile and 1 describes the length of the measured
section (cf. [4, 8, 9]).

)
1
Ra = 7/|z(x)|dx (D
0

Since the Ra value is commonly used to define rejection limits in the regarded process,
this parameter is used as the target value in this study. The measured Ra value of the
data set varies between 0.07 um and 0.47 pm.
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2.2 Experimental Setup

In order to take comparable images of different knives, a test rig that provides consistent
lighting conditions was designed and build up. The test rig is based on a design with
white inside-walls, to keep ambient light outside and diffuse the light inside to prevent
reflections on the knife’s surface. The knives are mounted on a 3D printed fixation to
ensure a proper positioning of each knife (Fig. 2).

Fig. 2. An exemplary image of the photographed knife section

Two LED Spotlights, pointed at the walls on the top- and bottom ends of the knife,
provide constant, diffuse light conditions inside the box. This light arrangement accen-
tuates the characteristic marks left by the grinding process that appear in a 90° angle to
the knife’s length. The photos are taken by an Olympus E-520 DSLR, equipped with
an Olympus Zuiko Digital 14-42 mm f 1:3.5-5.6 lens. The lens is placed normal to the
knife’s surface at a distance of 8 cm. Finally, to prevent reflections, a black screen at
the height of 15 cm covers the camera body and the white ceiling, leaving only the lens
visible from below. For a comprehensive description of the test rig cf. [4, 5].

3 Computer Vision Based Feature Extraction

Computer Vision (CV) describes the ability of perception of optical data by a computer.
Since the investigation of optical data is extremely complex, picture pre-processing
can be used to reduce the amount of information which will be studied to the most
important characteristics for the available analysis task. The selection and application of
appropriate pre-processing methods increase the quality and accuracy of the research.
Therefore, within this study CV is used for analyzing the pictures of the knife surfaces
and for the extraction of relevant features out of these images [1, 2, 10, 15].

As a first step the part of the knives, where the reference measurements had been
taken, has to be identified on the pictures. In this way, scattering of the surface topography
and inconsistent lightning conditions on the edge of the focused range don’t affect the
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Fig. 3. (a) cropped image (b) sobel operator (c) contrast change and sobel operator (d) low pass
mask and median blur (e) low pass mask, median blur and sobel operator

results of the further analysis. The images are cropped to a size of 1250 px x 550 px,
which corresponds to an area of 2,5 cm x 2,0 cm.

The knife surfaces have a grooved structure, as it can be seen in Fig. 3(a). On all
of the images the creases are rising vertically and parallel, but they differ in terms of
the creases’ width, depth and quantity along the considered picture section. As a result,
information to determine these parameters will be detected within this research of the
analysis of the surface roughness based on CV. Because the roughness is measured
orthogonal to the creases, it makes sense to extract the features in the same way. The
grooves are not consistent along their length. For this reason, ten uniformly distributed
lines are drawn over the image height and the features are detected along [4, 8].

In order to get the best results, appropriate picture pre-processing filters and methods
are utilized to reduce and adjust the kind of information which is inspected. The choices
of the type of filters and their specification were made on base of researches and trials on
the data base. For one part of the pre-processing the contrast of the images is changed.
Besides that, low and high frequencies are filtered with approved filters. For the purpose
of sharp separations between the individual grooves, the Sobel filter for the x-dimension
with a kernel size of five is used. It is a well-known high pass edge detecting filter by
which the kernel gets convolved with the image. As low pass filter, a filtering mask
is used which is applied to the frequency domain of the image. On top of that, the
median blur filter with a kernel size of three is selected to eliminate disruptive pixels by
the comparison with its neighbors. Figure 3 shows the original and the pre-processed
pictures [1-4, 11].

Subsequently, features are extracted. The creases’ width and quantity are extracted
from:

the original image,

the picture with the Sobel filter,

the photo after the change of the contrast and the Sobel filter,

the result after the application of the low pass mask and the median blur filter,

the image with the use of the frequency mask, the median blur filter and the Sobel
filter.
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In addition to the absolute values, the averages and standard deviation of the creases’
width of each line as well as their minimum, maximum and range are calculated. Between
the results of each pre-processing combination obvious differences can be detected.
Because the pictures are two-dimensional the grooves’ depth cannot be gathered directly.
Therefore, the lightness of each pixel is extracted by the use of the L*-value of the
CIELAB color space. Since its course over the image width is comparable to a roughness
profile, the course is used to determine parameters with the formulas of the roughness
values (Ra, Rq, Rz, Rt). These parameters are calculated over the whole image width,
over the width of the sampling length, and without the consideration of the edges of the
images since these areas tend to show changing lightning conditions. That provides 42
features in total which are used within the following analysis:

the number of creases,

its average width and the associated standard deviation,

the minimum and maximum width as well as the range of the crease’s width from five
differently pre-processed images (all above amount to 30 in total),

roughness value formula calculated parameters (12 in total). cf. [5]

Exemplarily and according to [4], the average outputs of one line for two images can
be found in the following Table 1.

Table 1. Results of the feature extraction on the basis of two exemplary picture for one line each

Filter Image A Image B
Average width of | Quantity of Average width of | Quantity of
creases — line creases — line 1 | creases — line creases — line 1
1/pixels 1/pixels

Original 4.34 287 3.70 335

Sobel operator 3.06 406 3.48 357

Contrast change | 3.09 402 3.40 365

+ Sobel operator | 14.77 31 14.32 37

DFT + median 13.82 39 12.71 42

blur

DFT + median

blur 4 Sobel

operator

Ra 0.11 pm 0.16 um

R; 0.88 pm 1.56 pm

It is obvious that all pre-processing stages result in different values. It is possible
to detect less than 300 creases along one line from Image A out of the original picture.
If the grooves are counted by human eye due to the verification purpose, the sum will
be more than 400. That correlates with the result of the Sobel operator. Whether the
contrast change is needed or not, depends on the individual photo. That is the reason
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why both results are used. The comparison of the groove width outlines the undetected
edges of the original picture, as they are measured about one and a half time as wide
in the original picture as in the filtered one. Apparently, the use of the discrete Fourier
transformation causes the blur of several grooves into one. The identification works even
better after edge detecting processes. By comparing the results of image A and B, in
consideration of the references of their measured surface roughness, differences can be
seen. On the one hand, it seems that there are more grooves on surfaces with a lower Ra
value after the use of a high pass filter. On the other hand, the low pass filter causes less
creases for lower surface roughness.

In general terms, regarding the results of this feature extraction, it can be stated that
there are analogies between the measured roughness values and the extracted ones.

4 Random Forest Theory

In the previous subsection, data base and data generation were described. The machine
learning model used for this study is the random forest which was first published in [12].
This Algorithm is a widely used forecasting tool and can be assigned to the learning
technique of supervised learning. The application of the random forest relates to the
classification and regression of data.

Random forests are a combination of tree predictors, also known as decision trees,
such that each tree depends on the values of a random vector sampled independently
and with the same distribution for all trees in the forest [12]. These types of algorithms
generate classifiers or regressors in form of a decision trees by synthesizing a model based
on a tree structure. The C4.5, one of the most known decision trees, first published in
[13], is one of the most known and well renowned decision tree algorithms. Generally, is
uses a divide-and-conquer method to grow an initial tree based on recursively partitioned
data sets with the splitting criterion of entropy.

Entropy, or information entropy, is a representation of how much information is
encoded by given data. Measured by the highest information gain, the data is split into
partitioned data sets. At each node of a decision tree, the entropy belonging to a class
membership is given by the formula:

k freq(Cj,S) " log2<freq(cj’s)>bits

info(S) ==Y S|

s @

where freq(Cj, S) is the number of cases in S that belong to the class Cj. By applying for-
mula 2 to a set of training classes, info(TT) measures the average amount of information
needed to identify the class in the case of TT as follows:

info,(TT) = Ziﬂ% x info(TT;) 3)

And

gain(X) = info(TT) — info,(TT) 4)
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with the outcomes of a test X. A disadvantage of decision trees is that they are prone to
overfitting. As a result of overfitting the model becomes too catered towards the training
data set and performs poorly on testing data. This will lead to low general predictive
accuracy [14]. Whereas combining decision trees in a random forest circumvents this
problem. To create the forests, the algorithm uses various methods of ensemble learning.
The Bagging is amethod for generating multiple versions of a predictor and using these to
get an aggregated predictor. The aggregation averages over the versions when predicting
a numerical outcome and does a plurality vote when predicting a class. The multiple
versions are formed by making bootstrap replicates of the learning set and using these as
new learning sets. This method adds some of embedded test data set to the model, which
improves the accuracy on unknown data [12]. Besides bootstrapping, random forest
using randomly selected subsets of features for creating slightly different tree structures.
The simplest random forest with random features is formed by selecting randomly, at
each node, a small group of input variables to split on. Consequently, the following
properties are the result of the random forest improvements:

It has been considered as very good algorithm in accuracy, also with noisy data
It is much more efficient on huge data sets without overfitting

Works fine without a lot of hyper parameter tuning

Very good generalization ability

— Can process numerical data as well as strings

Another property of the algorithm should be mentioned separately. In the combina-
tion of trees, it is possible to see the importance of the individual features calculated
by the algorithm. The Importance of the different features are measured by the mean
decrease of impurity. The meaning of impurity in this context is the information content
in relation to the forecast of the data. Therefore, the computed entropies of the features
of all trees are summarized and averaged. With the insight into the importance of the fea-
tures, it is possible to identify particularly relevant features in the data set. This method
is used by for the reduction of input parameters presented in the following section.

5 Feature Reduction

Based on the mentioned impurities, the feature/input parameter reduction can be per-
formed. For this purpose, the data set is split into two subsets consisting of production
parameters (PP) and based on CV extracted features (EF). For the sake of simplicity, the
parameters are numbered and don’t need to be described in detail.

Once performing the feature weighting based on the impurities, as it can be observed
in Fig. 4, we take a look into the subset based only on EF and without PP.

It can be observed that the feature 1 is the most important one with the highest mean
decrease in impurity by around 8%. A slightly different behavior can be observed by
applying the same method in a regression problem. In this case (not shown in a figure)
the most important features are 1, 6 and 3 according to the mean decrease in impurity.
The analysis of both, classification and regression problem in term of feature importance
gives a diffuse projection of features. It can be stated that the first 6 features have slightly
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higher number than the remaining ones, though none of them (neither a single one nor
a group) cab be defined as dominant.
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Fig. 4. Feature importance of classification with RF without PP

Once adding the PP into the data set, a different behavior can be observed (as shown
in Fig. 5).

Itis obvious in this case that the PP dominate the importance graph. The first extracted
feature occurs at the amount of around 4% by a highest amount of the first production
parameter (the temperature of cooling fluid) by around 13%. This parameter dominates
even much more the importance in term of regression analysis with an amount of over
50%.
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Fig. 5. Feature importance of classification with RF with PP

6 Analysis and Prognosis of the Data

In the following sections, a selection of numerical results of the machine learning analysis
is discussed. Basically, all analysis processes were divided into many groups accord-
ing to the certain problem. Therefore, we distinguish between different data sets (with
and without PP) as well as between classification and regression problems, where the
roughness values were classified by the specification limits into thee groups.

All the forests were trained with 80% of the data. The remaining subset was divided
equally into two groups for the validation and test purposes. All the forests were
performed with the amount of 1000 trees.
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6.1 Prognosis Without Process Parameters

95

In Fig. 6, an exemplary confusion matrix obtained by the classification analysis of data
without PP is shown.

0.40
0 0.088 0
0.35

0.30

14 0.076 0.012

True label

24 0.0014 0.043 0.1

0 1 2
Predicted label

Fig. 6. Confusion matrix, classification problem, data set without PP

The overall efficiency of all perfumed analyses amounts to around 75%—77% which
corresponds also to other tested algorithms that are not discussed within this paper
(especially Support Vector Machines and Neural Networks). An important property of
the analysis with RF is the fact that only very few data points are classified wrong with
the distance of two classes (no wrong classified class 2 and very few in class 0). The
most misclassification occurs especially at the borders of the specs which can let the
conclusion of an inappropriate data amount.

Data Set
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Fig. 7. Regression analysis of the data without PP — test phase

In Fig. 7 the results of the regression analysis in form of the predicted data as well

as both models (predicted and real) in form of the two different lines are shown.



96 M. Hinz et al.

It shall be mentioned that the plot shows the test data which is separated only for the

prediction purposes.

Once more it can be stated that the RF provide good results in terms of the model
accuracy (mainly regarding the interpretation of both regression models but also based

on quantified results which are not shown within this study).

6.2 Prognosis with Process Parameters

The achieved results by the analysis of the data without the PP can be significantly

increased by the addition of PP (cf. Fig. 8).

It can be observed that the overall efficiency increases to 93% with the additional

fact that no data is misclassified with the distance of two classes.
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Fig. 8. Confusion matrix, classification problem, data set with PP
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Fig. 9. Regression analysis of the data with PP — test phase
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Also, the analysis of regression results leads to the conclusion that the addition of
the PP increases significantly the modelling accuracy (as shown in Fig. 9).

Here, the scattering of the prediction decreases by a simultaneous increase of the
model efficiency compared to the theoretical/optimal one.

7 Summary and Outlook

In this paper, the results of RF based analysis of fine grinded surfaces were shown. The
training of the algorithms is based on feature extraction gathered by the means of CV.
As summary, following declarations can be stated:

— RF provide comparable results to other machine learning algorithms which leads to
the statement that the achieved efficiency of 75%-77% is mainly restricted by the
feature extraction or even more particularly to the amount of unextracted information
from the photos

— The inclusion of PP increases the efficiency of the algorithm to around 93%

— RF s a very good and well working algorithm for the feature reduction

In the further studies, more comprehensive feature extraction techniques shall be
analyzed and performed. Here, a great number of potential features can be extracted
and, with the help of FR, evaluated in terms of importance. A further possibility of
the feature extraction is the application of LSTM [16] networks in terms of encoder —
decoder algorithm. These networks with a recurrent part in the neurons itself give extract
the features automatically, though not necessary with a higher technical understanding
of the product.

Furthermore, an optimized camera system with an optimized lens within the test rig
is planned to be tested. For an alternative measuring equipment in terms of the target
variables, a confocal 3D measuring device shall be used.
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Abstract. Intelligent companies are able to become more and more advanced
due to the accessible high-tech solutions, data collection and processing systems.
Appropriate analysing and using of these large collections of data is significant in
Industry 4.0 applications. The advancement of intelligent systems has a powerful
effect on the progress of numerous innovative ideas considering the data analysis.
They will make the choice of the proper data possible, but they will also suggest
suitable methods for obtaining knowledge from these data. On that account, quali-
tative and quantitative research methods are employed in this paper to examine the
outcomes on the product quality acquired from the case study company. The fea-
tures which affect the product quality in a manufacturing process were recognized
on the basis of statistical analysis of the acquired outcomes. Moreover, the work
demonstrates that the machine learning method might be applied as a decision-
supporting tool in a manufacturing process. The model created with the random
forest method allowed to examine the influence of every single process parame-
ter as well as the connection between them on the product quality. The acquired
findings may be helpful while defining the most significant variables that might
be considered to constitute the input data for developing an automated system for
the uninterrupted monitoring of the process parameters, and, in consequence, for
the product quality control.

Keywords: Product quality - Random forest - Six sigma project - Quality
monitoring system

1 Introduction

Manufacturing processes are often characterized by abnormal changes of some key pro-
cess parameters that could result in various categories of faulty products [1, 2]. Therefore,
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alot of provided research focuses on the problem of finding or developing the most appro-
priate model that would allow to identify the input parameters that are mainly responsible
for the non-conformity in the specific production process. Weiss, Dhurandhar and Base-
man described the methods for continual prediction of manufactured product-quality
prior to final testing [3]. Guo, Li and Du proposed a model where an extreme learning
machine is developed for monitoring the manufacturing processes and recognizing faulty
quality categories of the products being produced [4]. An interesting two-step feature
learning approach was introduced by Bai, Sun and Deng [5]. For the first step of learning,
the multi-parameter feature is learned by a manifold learning algorithm (ML), while for
the second step learning, the features of the low-dimensional information obtained by
the ML are learned by a deep learning technique, which can learn sufficient features of
the pattern between manufacturing quality and the low-dimensional information through
layer-wise unsupervised training [6]. On the other hand, Ji presented the principle and
the framework of quality prediction in intelligent manufacturing that adopt the theory
of combinational prediction and allow to improve the accuracy of quality prediction as
well as to reduce the production risk [7], while Schmitt and Deuse proposed an approach
that utilizes quality prediction models and similarity algorithms [8].

In the last few years the provided research has mostly focused on developing methods
and models based on data analytics and deep-learning techniques. In this field of study
Jun, Chan and Jun presented a comprehensive framework that consists of three steps
and allows to predict defects in improve yield by using the semi-supervised learning,
time series analysis and classification model [9]. A deep multistage multi-task learning
framework to jointly predict all output sensing variables in a unified end-to-end learn-
ing framework was presented by Yan et al. [10]. Recently, Zhang et al. has proposed a
path enhanced bidirectional graph attention network (PGAT) that also allows to take into
account dependency relationships among multiple machines in a multistage manufactur-
ing process [11]. The comprehensive evaluation of several machine learning algorithms
and the results of their performances in quality prediction was presented by Jung et al.
[12].

Some of the initial recent research suggest the random forests technique as useful
for the manufacturing quality prediction purposes. Although this technique is widely
used in different scientific areas [13—16], its utilization for the manufacturing processes
analysis and prediction is still very limited [17-20]. Therefore, the authors decided to
develop the model which will help to analyse how each individual production process
parameter and the relationship between them have an influence on the product quality.
The data obtained from the case study company were used to develop the model.

2 Research Goal and Methodology Description

The main aim of the research was to develop a decision tool that can support monitoring
of a production process in the company which produces paraffin inserts for candles. The
main problem in the production process of this product is a large discrepancy of the
product weight from the nominal value. Nonconforming products constitute approx. 5%
of the production. Its most problematic consequence is the decrease in economic profits.
If the weight tolerance is not sustained, the possibility of not providing a customer with
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the product specified in the earlier agreement grows. The research was performed to find
the factors influencing the product quality. As a result, it could help the company in the
process of making choices that would reduce the amount of nonconforming products.
The results of the conducted research will be used as input data for the design of an
automated system for continuous monitoring of the process parameters and, thus, for
the product quality control.

The work methodology includes two phases. The first phase aims at recognizing
the factors which are significant and which have an impact on the product quality sta-
tistically. The Six Sigma methodology was applied to explain the problem there. After
that, the analysis of the production process was conducted according to the information
obtained in the case study company. Then, the statistical analysis methods were used to
examine the collected information. Additionally, in order to reinforce a decision-making
process, machine learning methods (random forest) were applied in the second phase.
The developed model presents the dependence of the production factors on the product
quality.

3 Production Process Analyses with Six Sigma Methodology

3.1 Description of the Manufacturing Process

The first stage of paraffin inserts for the candle production process is the collection of
raw materials from the warehouse. Then, the collected plastic containers are placed in a
sorter. After filling the sorter, the containers are positioned. Then, they are transported to
the machine responsible for sticking a wick together with the plate. This process is fully
automated and it is called crimping. At the same time, on the second station, paraffin
mass is prepared for filling the container. After the crimping stage, the blank goes to the
production line and it is arranged in rows with the use of specialized combs which place
the containers in the same distance from each other. Then, the containers are transported
on the line where the first mass filling takes place. In this case, it is half of the target
paraffin basis weight. The belt moves the containers towards the second filling machine
at the appropriately set speed. During this time, the paraffin mass slowly solidifies. The
next step is pouring the second layer with the paraffin mass. Next, the products move
along a cooling tunnel where the mass solidifies completely. The next stage of the process
is the product quality control. Products for the quality control are randomly selected. The
quality control is carried out visually by the employees of the production line and the
quality control department, as well as by photocells placed in a special tunnel. Identified
defective products are withdrawn. The next step in the process is packaging. A stack
of products is formed by means of a manipulator that grips aluminium containers with
suction cups. The shaped stack is transported towards the foil wrapping machine. The
foil-wrapped stack is labelled with a marking machine. The labelled package has a
unique code including a production line, the last two digits of the year, the week of the
year, the day, a production shift and time. The product marked this way facilitates the
traceability of the products in the event of a complaint from a customer. The next stage
is packing the stacks into a collective packaging, which is a flap carton, an easy-to-open
display with skidding, a display for 2 pallets or stacks placed loosely on a pallet. During
the packing process, a visual inspection of the wrapped packages takes place. Then, the
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goods are properly secured, wrapped with stretch foil and taken to the ready products
warehouse. In Fig. 1 the general overview of the analysed process is presented.
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Fig. 1. The general overview of the analysed process.

Transport to warehouse

3.2 Six Sigma Project - Problem Definition, Goal and Scope

The problem of incorrect weight of the product, which causes high costs of the production
processes in a company, was a subject of the Six Sigma (SS) project. Till now, the
case study company have tried to minimize the number of nonconforming products, for
example implementing the quality management tools and lean manufacturing methods.
However, the client’s requirements incline the company to decrease the nonconforming
products. In order to solve this problem, the company started to implement the SS
project. The aim of the SS project was to identify the factors which have influence on
the quality of the product (product weight within specification). The implementation
of the SS project will reduce the production costs resulting from the production of
non-conforming products and stabilize the process on a production line.

3.3 SIPOC Development, Data Collection and Analyzes

In the first phase of the SS project, in order to present the production process, a SIPOC
diagram was developed. The SIPOC diagram includes: material suppliers for the process
(S), Inputs (x1 - temperature of the paraffin mass in the tank), main process operations (P):
wick crimping, paraffin mass pouring, cooling, packing product for different customers
(C). The following process data were collected: x1 — paraffin mass temperature in the
tank [°C], x2 - worm temperature [°C], x3 - baths temperature [°C], x4 - filling machines
temperature [°C], x5 - nozzle temperature [°C] x6 - priming time [s], X7 - temperature
in the tunnel [°C], x8 - cooling time [s], X9 - day of the week, x10 - shift, x11 — operator.
The data were collected from 1 March, 2021 to 30 June, 2021. In this period the sample
with 740 observations was taken from the process. The gathered data were the subject
of a further analysis. In Table 1 the basic statistics for input variables are presented.
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Table 1. Basic statistics for input variables.

Variable | Average | Min. Max. | Standard
value deviation

x1 41,40 40,60 | 44,20 |0,809

x2 21,54 20,10 |22,50 |0,760

x3 56,17 55,00 |57,00 |0,617

x4 42,78 40,00 |45,30 |1,225

x6 1,02 1,00 1,20 0,052

x7 15,92 15,30 | 16,50 0,335

x9 2,96 1,00 5,00 1,454

x10 2,02 1,00 3,00 0,824

x11 2,02 1,00 3,00 0,824

For the identification of the factors that have the influence on the product quality and
corelation between them, due to the type of the analyzed data, the statistical chi - square
and Spearman tests were performed. The Spearman’s rank correlation coefficient (R)
was determined by an error according to the formula (1):

B 6%, d?
n(n2 — 1)

where: diz - squares of differences between the ranks of the corresponding feature values
x"and y*; n —anumber of data pairs (number of rows in the table). The chi-square statistic
was calculated from the following formula (2):
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This statistic has an asymptotic distribution x2with(k — 1)(p — 1) degrees of free-
dom. Where: O — observed values; n;j; E;j— theoretical values obtained from the prod-
uct of border values. The chi-square test is often used to test the independence of two
qualitative variables. In this case, a two-way table was created, and the expected fre-
quencies for the cell were determined as the product of the total count in the column,
and the total count in the row divided by the total number of observations. For the
depended variable (product quality — OK/NOK) the chi-square test with null hypothesis
Hy: x1 =xp = --- =x11,andHy: x1 # x2 # - -+ # x11, with confidence level « = 0.05
was performed.

Tables 2 and 3 present the results of statistical tests which were performed to test the
hypotheses.

The results presented in Table 2 were analyzed according to the Cohen scale [21].
According to this scale there is no correlation if the value of R varies around 0.1, the
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Table 2. Results of Spearman and chi-square test for inputs variables.

Variable x1 x2 x3 x4 x5 x6 x7 x9 x10 xI1
x1 - 0.273 -0.243 -0.029 -0.029 -0.095 0.322 -0.161 -0.008 -0.008
p-value - 0.000 0.000 0.427 0.427 0.010 0.000 0.000 0.830 0.830
x2 0.273 - 0.112 -0.323 -0.323 0.388 0.499 -0.126 -0.081 -0.081
p-value 0.000 - 0.002 0.000 0.000 0.000 0.000 0.001 0.027 0.027
x3 -0.243 0.112 - -0.015 -0.015 0.394 -0.226 0.036 -0.081 -0.081
p-value 0.000 0.002 - 0.677 0.677 0.000 0.000 0.332 0.027 0.027
x4 -0.029 -0.323 -0.015 - 1.000 -0.351 -0.259 -0.042 0.079 0.079
p-value 0.427 0.000 0.677 - 0.011 0.000 0.000 0.259 0.031 0.031
x5 -0.029 -0.323 -0.015 1.000 - -0.351 -0.259 -0.042 0.079 0.079
p-value 0.427 0.000 0.677 0.011 - 0.000 0.000 0.259 0.031 0.031
x6 -0.095 0.388 0.394 -0.351 -0.351 - 0.332 -0.035 -0.062 -0.062
p-value 0.010 0.000 0.000 0.000 0.000 - 0.000 0.338 0.091 0.091
x7 0.322 0.499 -0.226 -0.259 -0.259 0.332 - -0.162 -0.033 -0.033
p-value 0.000 0.000 0.000 0.000 0.000 0.000 - 0.000 0.367 0.367
x9 -0.161 -0.126 0.036 -0.042 -0.042 -0.035 -0.162 - 0.013 0.013
p-value 0.000 0.001 0.332 0.259 0.259 0.338 0.000 - 0.725 0.725
x10  -0.008 -0.081 -0.081 0.079 0.079 -0.062 -0.033 0.013 - 1.000
p-value 0.830 0.027 0.027 0.031 0.031 0.091 0.367 0.725 - 0.011
x11 -0.008 -0.081 -0.081 0.079 0.079 -0.062 -0.033 0.013 1.000 -
p-value 0.830 0.027 0.027 0.031 0.031 0.091 0.367 0.725 0.011 -

correlation is weak if R varies around 0.3, medium if R varies around 0.5 and large if R
is more than 0.5. For most of the analyzed variables there is no correlation or correlation
is weak. For some of them (highlight in green) the correlation is medium. These are,
for example, variables x4 and x2. The highest correlation is between variables x2 and
x7 (R = 0.499 — highlighted in blue). Although the correlation between the factors was
identified, a cause-effect relationship might not exist. That is why the analysis showed a
relationship between the variables for which p—value was < 0.05). Table 3 presents the
results of statistical tests for inputs and product quality (Q).

On the basis of the statistical tests results presented in Table 3, it can be said that the
factors which have influence on the products quality are: paraffin mass temperature in the
tank [°C] (x1; p-value = 0.000), worm temperature [°C] (x2; p-value = 0.000556), baths
temperature [°C] (x3; p-value = 0.000008) and the temperature in the tunnel [°C] (x7,
p-value = 0.000). Moreover, the medium correlation between x1 and product quality (R
= —0.473) can be observed.

The result of the analyses indicated the factors that have a great impact on the product
quality from the statistical point of view. Moreover, it also revealed the correlation both
between the individual parameters of the process and the product quality.

Therefore, the question arises which of the analyzed factors should be taken into
account in the first place by the company to build a system of continuous monitoring of
the product quality control. Which of them are the most important? In order to answer
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Table 3. Results of statistical tests for inputs and product quality (Q).

105

Variables x; & Q N R t(IN-2) p-value
x1 740 —0.473 —14.587 0.000
x2 740 —0.127 —3.467 0.005
x3 740 0.163 4.495 0.008
x4 740 0.072 1.961 0.050
x5 740 0.072 1.961 0.050
x6 740 0.004 0.1091 0.913
x7 740 —0.210 —5.825 0.000
x9 740 0.027 0.735 0.462
x10 740 0.037 1.013 0.311
x11 740 0.037 1.013 0.311

this question, the authors used the machine learning (random forest) method to develop
amodel in a further stage of the study, which explains the changes in the product quality
depending on the process parameters. In addition, this model will allow to identify the
importance of the variables that have the greatest impact on the quality of products.

4 Random Forests to Support the Decision-Making

4.1 Random Forests

When it comes to scientific methods, companies can find data mining methods helpful.
There are several data mining procedures originating from well-founded scientific areas
such as statistics and machine learning. The random forests technique is among them. It
is a means of classification (and regression) that includes forming a number of decision
trees established on a random collection of data. This algorithm aims at creating a board
of experts from random decision trees. On the contrary to the classic decision trees, the
rule underlying the random trees is that a subset of the analysed features in the node is
chosen in a random way. The random forest method is perfect for sample testing with a
high observation vector. The learned random forest may be used not only for classification
but also for different tasks, and this is considered an extra value. The Random Forest
[22] consists of a set of classifiers (ensemble classifier), where every single classifier
stands for a decision tree learned in an uninterrupted manner (till merely the samples
of the identical class remain in the leaf). Every single classifier of the random forest is
trained on a DO data sample, created particularly for it, and which is formed by drawing
n times with returning from all N learning samples [23]. Furthermore, in the process of
creating a decision tree, at the point of defining the decision rule in a node some attributes
are ignored. M attributes are outlined, where m < M. The decision rule in the node is
specified according to them. When it comes to predicting a class for a sample, it is shown
to all decision trees, the final choice considering the class affiliation is established on
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the outcome selected by most decision trees in the random forest. The random forest
algorithm has many decision trees and which creation may take place in an independent
way. Constructing a single decision tree in the random forest involves looking thoroughly
for all the obtainable variables as well as all probable splits in a dataset for every decision
node by means of choosing an optimal split [20]. In order to construct a random forest,
it is necessary to observe the features (dependent and independent variables) and create
a dataset D = {(y;, Xi)} <;<,- For each observation the dependent (output) variable y;
may assume values from a set {c1,c2, ..., cs}, although e.g. the vector of realizations
of independent variables (predictors) goes into RK space, x; = (X1, Xj2, . .., Xjk) € R*.
All the achievable classes of the variable y are symbolised by the values ¢y, c3, .. ., c;.
The classification problem mainly involves predicting a suitable class the feature will
belong to established on the acquired information (observation vector) of the independent
variables x; = (xj1, Xi2, ..., Xik).

Effectiveness of solution of the presented task depends on dividing R* space on
q separated regions, where each region corresponds to an appropriate class. To create
classification tree the entire space R is divided into g separated regions, R; U Ry U
rURy = R¥. For each region is calculated the Gini index value, also called the node
pollution measure (or impurity measure). For the node m, 1 < m < g, representing
region R,,, the Gini index is determined as follows [24]:

Qo(m) =Y pui(l =pumi) =1= 3 P 3)

where p,,; is a conditional probability for i— th class in m— th node, s — a number of
classes. For node m with n,, observations the conditional probability for j— th class is
equal:
#{y=ci:x € Ry}
Pmi = : = )

N

The fundamental purpose of the random forests decreasing a number of variance by
diminishing the correlations between the trees. In order to reduce the variance one needs
to grow the tree sets, in which the predictors for every tree are selected in a random
manner, i.e. in the first place j predictors, j < k, are chosen this way, then R space
is split in order to construct a tree. Each tree’s output variable classification (predicted
class) from the random forest (a set of trees), founded on the observation of the vector
of predictors(x;1, X2, - . . , Xjr), i obtained through a majority vote strategy.

When it comes to the random forest model, it provides a higher level of stability
and classification outcomes over a decision tree algorithm. However, it is comparatively
more complex considering the interpretability of classifiers. Furthermore, random forests
give the opportunity to classify the tree variables from the forest in order to determine
their predictive accuracy. The random forest algorithm constructs a tree form an original
dataset D after the set Dy C D is pulled at random. Samples that are non-random are
termed as out-of-bag (OOB) [23].

The OOB set helps to assess prediction errors as well as the importance of single
variables. The OOB prediction error expresses a number of possible test set samples
which have not been properly classified. That’s the difference between the elements
positioned in the validity matrix and the elements positioned outside the diagonal of
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the matrix. Several different parameters are applied to evaluate the classification model
[25-28]. The errors by class are indicated in a confusion matrix. They are described
as: the first type errors when the objects are classified from the positive to negative
class, and the other error type in case of assigning the objects from the negative class
to the positive one [29]. The potential resulting classifier outcomes are specified as: TP
(true positive) — refers to the correctly indicated positive samples, TN (true negative) -
correctly indicated negative cases, FP (false positive) — refers to the samples wrongly
indicated as positive, FN (false negative) - the samples wrongly indicated as negative.
On the basis of the confusion matrix, the evaluation of the predictive value of a random
forest may be established with the help of diverse measuring instruments. However, the
model accuracy is the most significant.

4.2 Model Development

A random forest was built for the developed research problem. The primary aim involved
creating:

e a model which would show how the product quality changes dependent on the values
of the considered parameters,

e the significance standing of the variables together with the data on the parameters
which influence the product quality at most.

The collected output information was assigned into the categories: the product qual-
ity, OK (good quality) and NOK (nonconforming) products. Therefore, the investigated
task is considered a classification problem.

While developing the random forest two parameters of the model building algorithm
were altered, namely the tree number in the model and the number of parameters pulled
into the pool. The issues considering the parameters which influence the product quality,
the single parameters as well as the relations between them affecting the product weight
were recognised.

The algorithm that built the random forest combined the following criteria: the sort
of the random forest classification, the number of trees and m-try (i.e. the number of
predictors to be tested at random at each split during the creation of the tree mod-
els). Furthermore, the dataset including 740 observations was distributed into two sets.
Namely, these are: teaching (aimed at learning the classifier and consisting of 80% of the
instances) and validating (designed for the classifier trial and consisting of the remain-
ing 20% of instances). The percentage ratio 70 to 20 was made purposefully in order to
enhance the probability of achieving better effects.

4.3 Results and Discussion

The classification model of the random forest was primarily generated for the following
data: ntree = 200 and mtry = 4 (assuming that mtry = sqrt (p) principle, where p =
11 of analysed input features). The above parameters used in a training dataset served
to design a random tree with the resulting classification errors for all OOB variables
at 1.08%, in the case of the OK class = 0.0039 and for the NOK class = 0.0561. The
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minimization of the classification error designed for the OOB set and for OK and NOK
classes depends on the trees number (Fig. 2).
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Fig. 2. The observed change in the OOB estimate and the classification error for the OK and
NOK classes for the ntree value of 200.

Figure 2 demonstrates the change in the OOB error, and the classification error the
OK and NOK classes for ntree = 200. A rapid decline of the error can be observed in
the beginning. However, starting with the number of 80 trees, the increase of the base
models ceases to reduce it in a considerable way.

The constructed model predictive potential was tested for the training and validation
data with parameters of ntree = 100 and mtry = 4. The confusion matrix for the training
data was presented in Table 4. The attention should be drawn to the fact that the classi-
fication error of OOB equals 0.68%. Four instances were casted to the incorrect classes,
thus the prediction Accuracy is 0.993 (4/592). The prediction error was acquired on the
level of 0.67% ((1-Accuracy) * 100%).

Table 4. Training data - confusion matrix.

Reference

Quality NOK OK
Prediction NOK 86 3

OK 1 502

The model was also checked for the validation data set. Table 5 shows the confusion
matrix for the validation data.
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Table 5. Validation data - confusion matrix.

Reference

Quality NOK OK
Prediction NOK 25 1

OK 1 121

In a validation dataset two items were wrongly classified. It results in the accuracy
rate of 0.9864. The great value and effectiveness of the designed model is proved by a
low prediction error at 1.36% level.

One of the most significant characteristics of the established models of the random
forest is their potential to define the importance of particular variables. Their importance
is computed for every single random forest that was designed. It is offered in a system of
variable weights. The variables ranking is based on the mean variations in the Gini index.
It provides the way to prioritize the variables according to their importance. Therefore, it
establishes how important the variables are for the successful classification, thus which
have greater predictive attributes. The higher the weight is, the bigger effect it has on
the described variable. The importance ranking for the most significant variables of the
constructed model is shown in Fig. 3. The highest scores mean the greatest impact of
the variable on the product quality.
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Fig. 3. Significance ranking for the most important variables of the created model.

The importance of the variable determines the participation of the variable in the
created random forest. Importantly, the specific meaning of a variable applies only to the
analysed for which it was determined. Interpreting the above values, it can be concluded
that the best variable in terms of predictive values among the variables analyzed is
variable x1 (paraffin mass temperature in the tank [°C]), X7 (temperature in the tunnel
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[°C]), x2 (worm temperature [°C]) and x4 (filling machines temperature [°C]). The lowest
variable is x6 (priming time [s]). Variable x1 is particularly important compared to other
variables. The results of analysing the variable importance for a random forest can be
used to determine the most important input variables, while rejecting those which do
not affect the quality of the products. Moreover, three of the identified most important
variables in the model are compatible with the results obtained after the performed
statistical analyses. These are the variables: x1, x2, and x7. These variables should be
included in the first place in the monitoring system of the products quality of paraffin
inserts for candles.

5 Conclusions

The work aimed primarily at showing a method which facilitates the identification of
the elements that have an impact on the product quality. The offered approach is the
combination of machine learning method and the Six Sigma methodology. At first,
the Six Sigma method was applied to examine the issue. Next, the identification of
possible factors likely to affect the product quality was accomplished through statistical
analyses. Based on their results, the following factors which have an effect on the product
quality were recognised: paraffin mass temperature in the tank, warm temperature baths
temperature and the temperature in the tunnel.

In addition, a decision making process was facilitated in the second phase by the
use of the random forest algorithm. What is more, the constructed model aided the
determination of the most significant factors as well as their relation to the product
quality. The key variables were established on the basis of the factors analyses performed
for the random forest model. They were as follows: paraffin mass temperature in the
tank, the temperature in the tunnel, worm temperature and filling machines temperature.
Three of the variables defined as of the greatest importance in the model overlap with
the outcomes of the carried out statistical analyses. The factors described as the most
significant ones ought to be integral in the process of constructing the product quality
monitoring system.

In spite of several advantages of the offered approach, there are some constraints as
well. The study was performed in a single company and the methodology hasn’t been
applied in the real conditions. The authors’ further study will consider the application of
the offered approach in constructing the product quality monitoring system. Moreover,
the assessment of the usefulness of this approach as well as its potential for customising
to different conditions will examined based on the achieved outcomes and their analysis.
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Abstract. Manufacturers of Heating Ventilation and Air Conditioning systems
in Brazil are experiencing several challenges to increase competitiveness of their
operations, considering the world class companies which are continuously improv-
ing their products and processes to deliver better quality products with lower costs.
To achieve this target, new opportunities for improvements in management and
operation system are welcome. This paper evaluates the statistical process con-
trol data acquisition system in a company in Manaus Industrial Zone for heat
exchanger manufacturing, by using BPMN for Process Mapping at current state.
Following the mission of Industry 4.0, options for improvements were proposed
for a new future state, considering quality improvements and resources reduction.
The analysis brought process improvements, for instance increased speed of data
analysis time, regarding the corrective and preventive actions taken in the pro-
duction system, and its influences in reducing the failure rate of products due to
leakage rate, besides the analysis of the failure rate of product performance, and
the reduction of resources used to collect process data.

Keywords: SPC - Data acquisition - BPMN - Industry 4.0

1 Introduction, Context and Methodology

Brazilian industry has been facing a challenging period of high international competi-
tiveness, including attraction of other countries with lower production costs [1]. They
are also experiencing substantial changes with Industry 4.0 [2]. The world has gone
through several stages of industrialization and revolutions occur with each paradigm
shift. We are going through the 4th Industrial Revolution, which brings several impacts
on industrial sector, starting with new business models development consumer demand
increasing, and the industrial model should undergo an evolution in order to serve the
new markets and quality and reliability of products improvements [3].

Additionally, unexpected events can cause more adverse scenarios in economics,
like outbreak of COVID-19, which results in a recession effect, demand decrease, and
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disruption in supply chain, and a possible recovery time is impossible to predict and
it will depend on many factors for economic activities restart [4], what causes new
initiatives for process improvements to be pointed and evaluated.

Considering the actual scenario described above, new alternatives for quality
improvements, cost reduction and production increase are requested to these compa-
nies to be more competitive. Study as [5] shows a bibliometric study of papers in last
50 years considering SPC-related themes, [6] shows an example of application of BPMN
for monitoring and improving a Maintenance System and [7-9] show importance of Lean
Six Sigma integration with BPMN (Business Process Model Notation).

This paper presents a case study of split Heating, Ventilation Air Conditioning
(HVAC) components assembly and scenarios for improvement. It will be shown research
to consider refrigeration systems and components fabrication, for promoting the com-
pany to the transformative requisites underlying the Industry 4.0 era. Then current state
is described by using a BPMN map constructed. Improvement scenarios are constructed
and decided which ones will be applied by using future state BPMN. Then, KPI (Key
Performance Indicators) for quality and productivity are evaluated.

In this work an Action-Research (AR) methodology was used in a company of the
Manaus Industrial Zone, which is one of the largest manufacturers of HVAC systems
and its components in Latin America, and it has capacity to assemble indoor and outdoor
units of split systems, as well as the manufacturing of heat exchangers.

AR can be used to improve Statistical Process Control (SPC) firstly recognizing
the actual condition, then applying the intended practical action plan, following up the
on-going actions, and then monitoring the results, and if necessary, plan a new cycle,
starting by the step of recognize actual condition [10].

Manaus industrial park in Brazil has the capacity to assemble HVAC systems as
well its components. The process seeks to assure quality of product and process, by
monitoring key characteristics, which are measured periodically and controlled by sta-
tistical analysis. This process demands resources from the quality department and costs
associated need to be controlled and, if possible, reduced.

2 State-of-Art Research

2.1 Refrigeration Systems

ASHRAE [11] defines thermal comfort as “a state of mind that expresses satisfaction
with the thermal environment” [11]. Despite being a subjective concept, there are main
environmental parameters that influence thermal comfort: temperature, relative humidity,
thermal radiation, and average air speed, and other factors such as the clothes worn by
people, the level of physical activity performed by them, among other factors [12].

Split HVAC has a part of the system located inside the environment (indoor unit),
removing the heat from this environment, filtering, and circulating the air; and another
part of the system is in the external area (external unit), being responsible for transferring
the heat from the internal environment to the outside.

The heat exchangers are made with copper coils, through the forced passage of
air from the environment through the metal fins and they are components responsible



Evaluating the Statistical Process Control Data Acquisition System 115

for the transfer of heat between fluids at different temperatures, using principles of heat
exchange by conduction and convection [13]. And it has specific key characteristics (KC)
to be controlled to assure quality of finish good, like Frames per Inch (FPI) quantity and
absence of leakage under internal high pressure.

2.2 Industry 4.0 and Manufacturing Data Processing

Industry 4.0 is a concept still under development, which will apply in different ways
depending on the reality of a company, but some trends will guide technological develop-
ments from now on, being the pillars of Industry 4.0, as big data analysis and monitoring,
artificial intelligence, internet of things, robotics, among others [14].

Sarfraz [15] makes a differentiation between concepts of image processing (which is
related to image acquisition and its digitalization, for treatment through algorithms), and
computer vision (which also studies the theoretical models of the human role for appli-
cation in artificial systems of data acquisition, processing, analysis and understanding
of images to obtain numerical or symbolic information).

Digital image processing systems must have some fundamental steps, where the
image is captured (acquisition), imperfections are removed (pre-processing), itis divided
into sectors for analysis of a part of interest (segmentation), the sector of interest is
analysed through algorithms, filters, artificial intelligence approaches or another method
to obtain information (attribute extraction) and finally, the identification of patterns and
the storage of the collected information [16].

Another important approach for analysing manufacturing data in the 14.0 is based on
simulation, and in [17] is presented a mathematical model through numerical simulation
for processing data about fixtures for fork-type parts manufacturing.

There are other important issues regarding manufacturing data processing in the
14.0, among which collaborative approaches, technologies and tools, namely based on
the cloud, which are currently of upmost importance [18, 19].

3 Heat Exchangers and SPC Process Improvements

3.1 Process Map and Improvement Opportunities

Heat exchanger manufacturing is composed by main subprocesses below:

3.1.1 U-Bender Tube

This process receives rolls of raw material (copper tubes) and processes to specific
dimensions according to product specification. Peg-Leg is defined as length difference
in a “U” Shape copper tube, and it is the Critical Characteristics (KC) for this process.

3.1.2 Fin Press

Raw material (steel sheet coils) are cutted in blades and conformed with specific dimen-
sions and shapes. Monitored KCs are the height and diameter of the holes for the
tubes.
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3.1.3 Package Assembly

Tubes and fins are assembled together in its specified quantities according to heat
exchange model. At this point, tubes and fins are only positioned, with no permanent
connection between them. There is no data collection at this stage.

3.14 Expander

Tube diameters is increased to give the fins and tubes a permanent set through interference
fit to allow transfer of heat in final product. The controlled KCs are FPI (number of fins
per inch) and tube height.

3.1.5 Brazing

The curves are mounted on the opposite side of the tubes, and then the heat exchanger
goes through an automatic welding machine to connect the curves with the tubes through
a brazing process. The KC controlled is the absence of fin leakage.

Business Process Model Notation (BPMN) workflow was built to map the process
of data collection, as it can be seen in Fig. 1.

Process 1

Get Process Data
TUBE BENDER

Data Repostory
TUBE BENDER

op_Quaity1

Heat Exchanges Manufacturing Process

Dinsert Data in System
TUEE BENDER

Data Reposkory
FIN PRESS

Op_Quaiity2

Data Reposkory
EXPNDER

0p_Quaity3

Fig. 1. BPMN of Heat Exchanger production and SPC process, considering actual state.

By analysis of BPMN As-Is, and in-loco check, it was possible to identify
improvement opportunities, as listed below:

e Some KCs data are not reliable, are not always recorded or are recorded incorrectly.

e Manufacturing operators writes manually data on paper form.

e Quality operator needs to go to process in each machine to collect data. It takes too
much time to write all read data on a sheet.
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3.2 Scenario 1

Considering the amount of time required for the quality operator to go to the machines
and to input data in a repository, the proposed solution to reduce both times was changing
the manual control chart to an electronic form where the process operator would input
information of measurement on this form.

For the application of scenario 1, electronic forms were developed. The advantages
of this solution are the reduction in the processing time of the data measured registra-
tion process, the data collection and insertion process in the repository, as well as the
paper consumption reduction (paperless concept). These forms were developed using
the Microsoft Forms platform, as the example shown in Fig. 2.

(a)

KCsA BHO. SNy ‘

® @ | “

Fig. 2. Electronic form for the collection of cloakrooms and fins (a) Initial screen (b) Information
of operator and shift, (c) date and machine and (d) value collected.

3.3 Scenario 2

Due to the expander process characteristics, it was not possible to apply the electronic
form immediately. In addition, this process has the biggest processing time and having
the most critical characteristics for product performance. An incorrect information will
give us wrong conclusions and non-effective actions.

To improve these points, it was suggested to improve the measurement of KC, with
the measurement of FPI and nozzles height and diameter through a system of image
acquisition and processing with data storage.

Therefore, the system was designed to make the image acquisition by making a
comparison with a known standard. In that way, main information is acquired from
products. In the case of FPI measurement, height and nozzle diameter, the software has
edge pattern detection requirements to accurately obtain the component dimensions, as
shown in Fig. 3.
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b
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Fig. 3. System for measuring nozzles and fins (a) Initial screen (b) Information of operator and
shift, (c¢) date and machine and (d) value collected.

In order to perform system measurement errors to be evaluated, it is necessary to
quantify the variation component of the process and measurement system. So, it is nec-
essary to proceed with a measurement system analysis (MSA), with measurement data
collection and analysis through control charts. For the FPI measurement, measurement
samples were collected with new system and this new system was compared with the
instruments already used today, considering process variation factors. The sampling trees
were made for the planning of the FPI measurements and the nozzles diameter, as shown
in Fig. 4.

Machine .
Machine

Operator 1 2
Operator 1 2
Sample A 2 2 2 2 2
Sample A 8 [ A 8
Measurement | 2 3 4 5 6 7 8 3 M 1 2 D u % % 7 W ~ - 3 " +
PACIFPI 1 1 1 % 3 1 1 3 3 1 § 3 3 ¢ 39 1 1 % Measurement 1 2 3 4 § 6 7 & 3 0 1 R W M B % W W
PAC2FPI 1+ 1 1 1 1 1 1 1 T 101 1 1 1 1 1 1 1 NozzleDlameter 1+ 1 1 1 1 1t 1 1 1 1 1 1 1 1 1 1 1 1
PAC3FPI 1+ 1 1 1 1 1 1 1 LJNNE T T T D R TR BN B | NozzleHeight + 1 1 1 1 1 1 1 % 1 1 1 1 1 1 1 1 1

(a) (b)

Fig. 4. Sampling trees for data collection (a) FPI (b) Height and diameter of nozzles.

Three samples of heat exchangers were selected, which were measured by 2 opera-
tors, each operator taking 3 measurements on each of the instruments. These 3 measures
will be used to form subgroups, and in each of these, the mean and variation between
the elements are calculated, with the objective of constructing the X-bar R charts and
calculating the lower control limit (LCL) and upper control limit (UCL), as shown in
Fig. 5.
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Fig. 5. Comparing before and after improvements (a) diameter of nozzle measured with new
system (b) diameter of nozzle measured with caliper.

Range control limits is directly related to measurement error, it was possible to
identify that the image inspection system presented a variation in the control limits greater
than that measured with the current instrument. Besides this disadvantage, measurement
error can be calculated and it is well-known, as shown in Fig. 6.

Measueand Regiter
Peg-leg

.

Process1

Measue 9
and nozzle heghtand
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Register Fins

—
.................................................... * Data Repostory
TUBE BENDER

Heat Exchanger Manufacturing Process

O
“ifisert data in system
TUBE BENDER

0.
“ifisert data in system

| ' Data Repostory
FIN PRESS 1

FINN PRESS

Op_Quality 1

3 R Data Repostory
— EXPANDER

Fig. 6. BPMN of Heat Exchanger production and SPC process, considering future state and
applied Scenarios 1 and 2.
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In a period of 12 weeks, data were collected from the performance indicators, where
weeks 27 to 31 corresponded to the process with no improvement scenarios applied,
weeks 32 to 35 correspond to the application of scenario 1 and weeks 36 to 40 refer to
the application of scenario 2.

Information about maintenance of related systems [13, 14] was not considered, in
detail, in this paper.

4 Results

4.1 Resource Utilization

The resource utilization ratio of quality operators can be defined as the ratio between
the sum of all activity times done by operator and the total available time available.

According to Table 1, each scenario application has its contribution for resource
utilization decrease, and operators’ necessity can be adjusted according to improvements
applied in the process. A summary of each simulated scenario and resource utilization
can be shown in Table 1.

In Fig. 7, it is possible to see the variation between maximum and minimum obser-
vations of occupancy rates in each week and compare with simulation result. The actual
values observed from the graphs above were different from the simulated values. This
can be explained due to some factors that could not be reproduced, such as variations
in the standard time of the activities of operators, limitations of the simulation software
that did not allow the group transfer modelling of process components, among others.

Table 1. Summary of simulated results for each scenario.

Legend | Description Opl Op2 Op3
Cco No improvements 28% 36% 12%
Cl1 Electronic Forms 44% 32% -
Cc2 Electronic Form and Measurement system by image 38% - -

4.2 Leakage Rate

Leak rate in each machine is calculated by the ratio between the quantity of products
with leak issue and the quantity produced, in ppm.

After the application of scenario 1, there was a change in the leakage level of both
products. However, this level change was only maintained without significant changes
after the application of scenario 2, as shown in Table 2.

With the agile analysis of the data with the company main departments involved,
it was possible to act in the process at the moment the anomaly occurred, the distinc-
tion when the failures are related to machine adjustment or measurement method or
tool maintenance, the standardization of operations and the scheduling of preventive
maintenance.
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Fig. 7. Observed results of Resource Utilization for (a) Quality Operator 1 (b) Quality Operator
2 and (c) Quality Operator 3.

One of the factors that explained the reduction in the average leakage failure rate
in product 2 was the adjustment of the machine and reduction of differences in length
between tubes in an agile operation after trends were identified quickly.

Table 2. Leakage Rate with scenarios applied in products 1 and 2 (ppm).

Description Co C1 Cc2
Product 01 2233 962 852
Product 02 3574 1262 1430
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5 Conclusions

The SPC process is very important to guarantee the quality of the process and product
and achieve customer satisfaction, by sample data collection critical characteristics, its
analysis of trends, failure identification and corrective and preventive actions application.

The actual state map was done with a process map that showed the critical character-
istics that affects the product’s quality and performance, and the indirect data collection
process was mapped with the BPMN workflow.

The improvements have considered the Industry 4.0 trends, and it was decided to
introduce a questionnaire for quick data collection and a component measurement system
by image processing, which were implemented at two different times (scenario 1 and 2,
respectively). The data collection systems proved to be very well adapted. This system
showed some additional issues such as the excess of corrective maintenance at the
beginning of the process operation. Even that error between measures is greater than the
previous manual system, they are predictable and calculable, and the application enabled
the reduction of process time.

Therefore, as the main points observed in the development of this work, it is possible
to highlight:

e All the process mapping tools proved to be adequate, as it was possible to identify
opportunities for improvement and to propose an action plan and a future state.

e The use of Bizagi software (which already uses BPMN notation) helped in process
flow and suitability for BPM CBOK validation.

e The model was not able to reproduce all operating characteristics of the process and
Bizagi software showed some limitations in accurately simulating some conditions,
such as the processing of multiple products and the transfer of parts in batches, features
present in other available software.

e The Measurement systems Analysis (MSA) proved to be a very effective method for
validating the readings of the image system and determining the measurement error
compared to other available systems

e The data collection systems based on Microsoft Forms were very well adapted, despite
their original objective not to cover this type of application.

e BPMN proved to be adequate as a tool of process map. By its use, it was possible
to identify opportunities for improvement and to propose an action plan and a future
state.

e The image measurement system was a good resource to improve the SPC process,
although there are opportunities for future studies, such as the evaluation of new
measurement methods and software improvement for better integration between direct
and indirect processes.
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Abstract. This work shows a case study of the application of data digitalization
in visual inspections on smartphone manufacturing, from the context of the need
for inspection carried out by humans, in order to analyze its impacts. The impacts
of visual stress and fatigue in employees, the technological techniques that can be
used through computer vision and artificial intelligence to reduce those impacts
in a person, along with the support that digitization can bring to the daily lives
of companies and workers are focused in this paper. In this paper is also shown
how the digitalization actions were proposed and applied, using a new method for
prioritization, along with preliminary results obtained.

Keywords: Superficial inspections - Digitalization - Computer vision - Artificial
intelligence

1 Introduction

The use of smartphones in the world has become common in people’s lives. These
contain several features, from the simplest to the most complex, such as making calls
and typing documents resembling notebooks. It is considered that “Currently there is a
great interest of an organization in guaranteeing the quality of its products and services
in order to remain in the consumer market” [1].

In Brazil, to carry out an analysis of the quality of products, the standards defined
in technical standard 5426 must be followed to obtain, test, and/or compare to verify
the list of possible defects according to their severity and identification of what is called
AQL (Acceptable Quality Level) [2].

The AQL parameters also assess the superficial condition of smartphones during
manufacturing. These are performed visually by employee in the productive environ-
ment, through a visual inspection process [3, 4] but this visual inspection can impact the
worker’s visual stress because of a long periodicity of this activity [5].
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Looking at the study done by Mora [6], it shows a sample of the main symptoms
related to visual discomfort. This approach was defined to distinguish the different
symptoms associated with this problem, namely the visual fatigue, blurred vision, visual
irritability, headaches, stress, and difficulty concentrating. It is interesting to note that
this portrays activities in the office, but it can lead to a parallel reference on what it would
be like to work with vision in a factory environment.

For Mora [6], his study showed that for people who work in offices that 50% of
employees wear glasses and 60% have ophthalmological problems, such as myopia and
astigmatism, thus generating greater visual fatigue. The prevalence of the visual fatigue
is expressed in percentage, relatively to the total number of the participants. In this case,
30% of respondents feel visual fatigue 17% have visual fatigue at the beginning of the
day, 33% in the middle of the day and 50% at the end of the day. These results indicate
that after several hours of continued work with few pauses, it can lead to long-term visual
problems.

Among the types of symptoms that can be generated with the use of prolonged human
vision, there are terms called fatigue and visual stress and for Pimenta et al. [7], fatigue
is as one of the main causes of human error. Many times, its symptoms are ignored, as
well as its importance for a good mental and physical condition, elementary for human
performance and health. Fatigue is however a very subjective concept and difficult to
define from a scientific point of view. It may be a combination of symptoms that include
loss in performance.

During technological advances, methods of intelligent computing systems based on
images like human vision, capable of being processed through computers, have emerged,
according to Szeliski, 2010 (as cited Aradjo [8]). These become alternatives for dealing
with impacts related to visual stress in long periods and fatigue.

The technological fronts that can contribute to reduce impacts of visual stress and
fatigue are computer vision & Atrtificial Intelligence (AI) through computer vision soft-
ware and Al algorithms in machines. It has been defined as the science and engineering of
making intelligent machines and as human-like intelligence, either in machines or soft-
ware. Al technologies are used widely today to optimize processes, to make products
easier to use, and to automate tasks. Within Al research, we look for new methods of solv-
ing problems, based on action-research approach [9]. This search generates challenges
in terms of knowledge representation and reasoning Introduction 35 methods, planning,
learning, natural language processing, motion, manipulation, perception, social and evo-
Iutionary intelligence, feelings, and creativity. These techniques can be applied and used
in areas such as medicine, psychology, weather, finance, transportation, gaming, avia-
tion, and in the law, where they have been applied. Many of these advances have been
targeted at vehicle drivers [10].

This paper is organizing the following demonstrating the context of the importance
of Smartphone manufacturing in society associated with good quality of human visual
inspection and impacts, some technologies digitalization that can reduce these impacts,
the application of the computer vision in the manufacture and conclusions.
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2 Context

Today there is a use of approximately 355 million smartphones produced in the first
quarter in the world, data from 2021, and massively manufactured by around 7 large
companies, including: Samsung, Huawei, Apple, Xiaomi, Oppo, Vivo, Motorola. These
data reflect the reality of a demanding market [11] in Fig. 1. This paper was analysed in
a company from the Industrial Pole of Manaus, Brasil, in smartphone manufacturing.

Global Smartphone Market Share (2018 Q1 - 2021 Q1)
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Fig. 1. Smartphone production in the world.

For Lobato [1], the market requires companies to produce quality products at a
lower cost. To achieve results in this direction, it is necessary to maintain a dedication
to constant improvements.

Looking at the course of history, for Pinheiro et al. [12], “quality went through four
stages of development: inspection, process supervision, control and strategic quality
management”.

“The first, the quality inspection phase, in which the final products were examined
based on visual inspection, separating the products with defects that should be destroyed
or return to the production process for correction” [13].

To understand a little more, about how superficial defect analysis has been done, the
next section presents a brief description of the product quality analysis carried out in
this work.

2.1 Product Quality Analysis Performed by People in the Production
Environment

To analyse the quality of products, standards established in technical standard 5426
must be followed to obtain measurements, tests, and/or comparisons to verify the list of
possible defects according to their severity and identification of what is called AQL [2].
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Within the AQL parameters it is necessary to find the non-Conformity in the day-
to-day and this is expressed in terms of “percent defective” or in terms of “defects per
hundred units”.

e Defective percentage:

Defective Units

= ———7—x 100 1
Inspectiined unit * b

e Defects per hundred Units

Defective Unit.
_ Defective Units )
Inspectiined unit

** any product unit may have one or more defects.
In addition to the representation of non-compliance in terms of defective parts, it is
necessary to classify defects according to their severity, such as:

o Critical defect;
e Major defect;
o Tolerable defect.

Therefore, the superficial inspection work itself, being a work entirely carried out by
the human being, even if well directed by the AQL, is subject to errors at the time of its
application. Thinking about it, and looking at existing technologies, there are currently
computer vision techniques associated with Artificial Intelligence that can minimize
these impacts, as can realised through the information summarized below.

2.2 Digitalization with Computer Vision and Artificial Intelligence Techniques

According to the Data Science Academy team, published in 2018 [14], computer vision
is the process of modelling and replicating human vision using software and hardware
that studies how to reconstruct, interrupt, and understand a 3d scene from its 2d images
in terms of its properties of the structure present in the scene.

Therefore, the superficial inspection work itself, which guarantees quality, being
carried out by the human being, and even if well directed by the AQL, is subject to errors
at the time of its application. Considering this, and looking at existing technologies,
there are currently techniques of computer vision system (SVC). With the technology
advancing, methods of intelligent computer systems based on images, like human vision
have emerged, capable of being processed through computers, or computer vision. In
the context of the presented case study, i.e. detection of visual superficial defects on
smartphone devices, there are multiple works that demonstrate various machine learning
based approaches to detect smartphone surface defects, through computer vision [15].
The most common superficial defects are shown in Fig. 2 (Fig. 3).
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Fig. 2. Common superficial defects as ‘areas of interest’.
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Fig. 3. Automatic detection of ‘areas of interest’ with smartphone surface defects.

Computer vision can be used to digitize social media platforms to find relevant images
that cannot be discovered through traditional searches. The technology is complex and,
like all the tasks mentioned above, it requires more than just image recognition, but also
semantic analysis of large data sets. Data Science published in 2018 [14].

Computer vision systems (SVC) started in the 70s with approaches in Artificial
Intelligence (AI) according to Lopes [16]. Itis a technology that has been gaining strength
and giving directions to image processing, using cameras, optical sensors, scanners,
among others [16].

It can be said that Al aims to perform and simulate human functions such as the
ability to learn, adapt and make decisions in different situations according to knowledge
according Oliveira [17].

In the field of Al one can cite the branch named machine learning (ML), or also
known as machine learning, which intends to perform human functions for learning with
provisioning and decision-making [18].

Machine learning is a subset of Al applications capable of learning on their own. In
fact, it reprograms itself, as it digests more data, to perform the specific task for which
it was designed with increasing precision [19].

In this article ML is used to provide surface analysis on smartphones through com-
puter vision and Artificial Intelligence techniques, but there are other 6 powerful, and
frequently mentioned use cases for machine learning in manufacturing, which are: 1-
predictive maintenance, 2 - predictive quality and throughput, 3 - digital twins, 4 -
generative design/intelligent manufacturing, 5 - energy consumption prediction and 6
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- cognitive supply chain management (six powerful use cases for machine learning in
manufacturing) [20-22].

These approaches have technologically followed the main objectives underlying the
Industry 4.0 (I4.0), which is aimed at digital manufacturing, also frequently called as
smart factory, further associated to intelligent networks, mobility, flexibility of industrial
operations and its interoperability” and collaboration [23-25].

In a general approach context, Artificial Intelligence is the area of computer science
that emphasizes the creation of intelligent machines that work and react like humans.
Machine Learning is a branch of Artificial Intelligence that allows computers to learn to
perform new tasks without being explicitly pre-programmed for the corresponding end.
Thus, it enables to study algorithms and perform statistical analysis by using computers
to accurately perform a specific task without the use of explicit instructions.

In this work a mathematical model was built on sample data, known as “training
data”, to make predictions or decisions without any direct programming to perform the
task. These types of algorithms learn on their own and grow when new data is provided
for the machine to learn.

Machine learning can be divided into three main branches, as we can be seen in
Fig. 4, through which specific sub-branches are shown [10].

The sub-branches are:

e Supervised Learning.
e Unsupervised Learning.
e Reinforcement Learning.
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Fig. 4. Machine learning in its three main sub-branches [10].
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2.2.1 Supervised Learning

In supervised learning, the objective is stated with labelled/classified training data. There
is a value, an assigned class, that allows you to have an idea of what you are looking to
learn. That training data consists of the input vector X and output vector Y with labels.
A vector Y label is the explanation of its respective input vector X data. Together, they
form a training example that can describe a relationship that makes sense.

For example, as a child, parents teach their children about the names (labels) of
objects by pointing at them and pronouncing their names, in a supervised manner.

2.2.2 Unsupervised Learning

In unsupervised learning, there is no supervisor indicating/labelling a vector with a
defined objective and therefore there is no data for training. There is no clarity about what
you want to learn. This is a fact that data scientists and machine learning professionals
often find, where a large amount of data is available, but without labels. Still, it is possible
to learn from the search for significant or hidden structures or behaviours in the data
[10].

2.2.3 Reinforcement Learning

According to Deep Learning Book [26] the Reinforcement Learning, is the training of
machine learning models to make a sequence of decisions. The agent learns to achieve a
goal in an uncertain and potentially complex environment. In reinforcement learning, the
artificial intelligence system faces a situation. The computer uses trial and error to find
a solution to the problem. For the machine to do what the programmer wants, artificial
intelligence receives rewards or penalties for the actions it performs. Your goal is to
maximize the total reward. We can see below the Fig. 5.

Agent

action reward

Fig. 5. Reinforcement learning process.

All branches lead to machine learning and show approaches that can be applied to
consider what type of data is input and which answer is sought in the output of the
modelled algorithm. Thus, it is necessary to analyse what type of data is generated in
the smartphones’ surface defects inspection through a vision system (system input data)
and which metrics are sought in the output.
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3 Smartphone Production Quality Control in the Company

The general processes of the smartphone company are related according to the macro
layout expressed in Fig. 6, and an explanation of each function, in Table 1. In the image,
we can see where the superficial inspection process is, this at post 5, and in addition,
there is a sample, at post 7, for review to review in a lower percentage if the smartphones
have a good surface.

By analysis of BPMN As-Is, and in-loco check, it was possible to identify
improvement opportunities, as listed below:

e The data collected from some KCs is not always reliable and are not always recorded
or are recorded incorrectly.

e Manufacturing operators manually writes data on paper.

e Quality operator needs to go to each machine to collect data and takes too long to
manually write all data collected on a spreadsheet.

@, i) A, m‘j @,

o . -

[ == = [ = [ ]= "\
Mounting PCB Mounting Functionality Cosmetic

Screwin, Packagin
on Smartphone Display i Testing fssues - ﬁj

Fig. 6. Macro smartphone assembly process.

Table 1. Macro details of mounting smartphones (own creation)

Process number | Process name Assy

1 Mounting PCBS on Smartphone PCBS, battery, cables, Labels

2 Mount display Screen, labels, microphone, camera

3 Screwing Closing

4 Function tests Colour test, screen, audio, network

5 Surface issues Check Strokes, scratches, impurities

6 Packing Mount phone and accessories in the
box

7 Surface review Review surface (~5%)

During the monitoring of the process, in the period of 6 months of superficial inspec-
tion on smartphones (inspection of smartphones’ surface quality, whether there is any
visible defect in appearance, such as scratches etc.), carried out by human operators
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(inspectors), it was observed that there were defective pieces that passes through the
operators as if they were “good” products and, similarly good products, i.e. without
any visible surface defects were labelled to be defective by the human operators. The
portions of good quality product, and superficially defective product, out of all the smart-
phones manufactured in the company, and sampled at Station 7, are highlighted in Table
1. This index is based on the behavioural average of monthly production of the com-
pany. Looking at the graph in Fig. 7, which represents the inspection performed by the
human operators, it is evident that there were failures that occurred in the judgment of
the inspection station, the station 5. This could have been caused by several factors.
Considering the data collected, the biggest challenge is to reduce the 1.67% of % false
negatives, i.e., the undetected ‘defective’ phones. This could mean that the system may
pass some superficially defective phones to consumers.

% Cosmetics Review - Station 7

1,67%_ L17%

97,17%

% Good Smartphone % False Failure Negative % False Failure Positive

Fig. 7. Percentage of surface inspection — station 7 (own creation).

However, in this company there is another filter that reviews the smartphones again
before packaging. Therefore, the main objective of the company was to guarantee that
it would not pass superficial defects in production, without the need for a second revi-
sion before packaging the products. Hence, it installed an automatic surface inspection
machine to recognize superficial defects by the capturing images, through computer
vision assisted by Artificial Intelligence using Reinforcement learning and Neural Net-
works (NN) algorithms. In this case, the model is trained with an image bank of surface
defects. However, the company had not yet made an efficiency comparison between
both alternatives (with and without the second inspection phase), to be able to clearly
conclude whether the result of the completely automated station would be meeting
its needs. Therefore, a case study was considered for comparing the efficiencies of both
alternatives, the Al station and the human based solution, which will be briefly discussed
below.
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4 Results Discussion and Analysis

During a period of 20 days of smartphone production in the factory, a total of 1824
samples were collected for the present study. A machine with an automatic surface
inspection was used to recognize superficial defects through the captured images, based
on computer vision assisted by Artificial Intelligence using Reinforcement learning
and Neural Networks (NN) algorithms. There were produced 3 batches, to compare
the efficiency of the operator and the Al station. The objective was to understand the
effectiveness of using artificial intelligence in the day-to-day processes in the production
facility, to help employees in the detection of surface defects in the smartphones. These
passed at the Al station in a similar way as those evaluated by the human operators,
without one knowing what the other has identified. Again, since the objective of the
inspection was to detect a defect, the samples with defect were labelled as ‘positives’
and the others are ‘negatives’.

After the period of collection and evaluation by both, the operator and the Al station,
the results have been compiled, as summarized in Table 2.

Table 2. Smartphone’s inspection results — confusion matrix data for both inspection methods

Without defect With defects Total
True negatives | False positives | True positives | False negatives
Manual 1557 12 194 61 1824
inspection
Al station | 1371 198 255 0 1824

To evaluate and compare the two inspection methods, the values from the confusion
matrix for each method from Table 2 were then applied to calculate the Al system
evaluation metrics as in previous examples. The values of these metrics are presented in
Table 3.

Table 3. Results of the analysis with the Al parameters with data from the operator and the Al
station

Accuracy | Precision | %False positives | %False negatives | Recall
Manual inspection | 96.00% 94.17% 0.66% 3.34% 76.08%
Al station 89.14% | 56.29% |10.86% 0.00% 100.00%

Based on the results of Table 3, it is necessary to understand what the client asked
for as a priority in Business and data understanding, which was to avoid passing surface
defects and this is represented by what we call recall, that is, the greater the recall the
greater the capacity to identify defects. Considering what has been measured, the Al
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station has a greater capacity to detect defects as compared to the human operators’
powered station. This helps to achieve the objective of this company. Although the
operator had greater accuracy, this does not represent the result that the client expects.
This may have occurred due to visual stress of the worker, due to a long periodicity of
this activity or the changing of operator in the 3 shifts, or some other issues which are
not the scope of this study.

However, the Al powered station helped clearly to achieve the goal, under the given
circumstances. In other words, after the comparison of the results in terms of evaluation
parameters from both methods, it may be declared helpful to have the Al-powered station
to help employees/inspectors in the detection of surface defects in daily routine of the
production process. Besides providing better quality and efficiency, the Al powered
station may help reducing the cost of quality control as well.

5 Conclusions

This work aimed at presenting the basic concepts in machine learning, showing its
historical background and how the ML algorithms can be evaluated and applied in an
industrial context, more precisely in smartphones surface quality inspection process.
The main purpose was to enable a digital transformation in the factory, along with an
improvement on production productivity, and in quality, along with costs reduction.

The case study considered for the application of data digitization analysis on super-
ficial inspections carried out in smartphone manufacturing system, which did enable to
realize about the support that digitization can bring to the daily lives of the company and
its workers.

The main objective was achieved, through the application of machine learning in a
world industrial scenario, through the application of data digitization analysis on smart-
phones’ surface visual inspection process in the considered company, which did enable
to improve the process efficiency, and further in terms or production management, and
quality control, while reducing costs. Therefore, the use of these kind of technology
and approaches enable the manufacturing company to be more efficient and remain
innovative and competitive. The main achievements are thus mainly related to, better
quality control, higher production volumes, reduction of human stress due to repetitive
labour (with occupational risks and avoiding human-induced errors), and gaining more
accuracy through artificial intelligence powered machines with human support, thus
achieving better general results.

Contrary to the third industrial revolution, which was a digital revolution, where com-
puters started replacing humans for many ‘intelligent’ tasks, the current fourth revolution
considers the ‘humans’ in the centre, despite some of the ‘intelligence-intensive’, ‘smart’
and ‘automatic decision-making’ tasks that have been being passed to the machines, as
emphasized in [21, 22], regarding the two-part issues, related to the 14.0, and to the
underlying importance of collaboration [25].
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Abstract. Printed Circuit Boards (PCBs) are components with increasing use for
many applications. The industrial production of these components led to a situation
of necessary efficient automation performance, for their production, and, mainly,
of test systems for their quality control during the production process. Quality
control of PCBs is a very complex task and the development of automatic testing
machines is an asset for this purpose. This work is focused on the development of a
vision system to be used in an automatic machine for testing PCBs in a systematic
and automated procedure. The test procedure developed for PCBs is based on
the development of a tool composed of needles that, when coming into contact
with PCBs at predetermined contact points, allow the measurement of different
predefined parameters and conclusion on their quality. The task of checking and
controlling the quality of these needles, in the developed tool, is also automated,
requiring a vision system to ensure that these needles meet the requirements for
their assembly. This vision system is capable of detecting problems in the needle
beds, and it is important to assess whether they will be able to be embedded in the
PCBs, taking this process into account.

Keywords: Vision system - Robotic system - Mechatronic design - Needles’
beds - Positioning systems - Inspection systems

1 Introduction

Technological production is growing today at a very high rate, which drives electronic
equipment manufacturers into a race for the supply of electronic components at a high
rate. Printed circuit boards (PCBs) are an electronic component widely used globally

and represent a highly developed market [1].

Increasingly, PCB boards have a reduced size and an increase in electronic compo-
nents on them one of the main problems affecting the production of PCBs is the fact
that there are not many quality analysis systems in the electrical quality testing phase

(circuit test systems - ICT systems) in the automotive industry [1].

This lack of analysis/quality check leads to plates being rejected or left on standby

in order to be repaired at a later stage [1].
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The big problem lies in the fact that PCBs are still mostly produced by hand. This
leads to failures in the manufacture of ICT systems in the final product. Often these
needles can suffer damage caused by the handling systems or transport systems of the
same [1].

ICT systems consist of a test plate (DUT) and a set of needles that are placed on it.
The needle bed consists of a test plate that can be of different sizes and has several holes.
Here in these holes the receptacles and needles will be inserted. On the other side of
the test plate, the set consisting of the receptacle and the needle, is coupled to a wiring
system for electrical connections.

This wiring system allows electrical parameters to be measured on the PCB and a
connection between software and printed circuit board [1]. Figure 1 shows each side of
the test plate in detail: the needle bed and the wiring system, respectively [1].

Receptacles Needle

Fig. 1. Test plate [1].

The needles are manually inserted into the receptacles, which serve as a guide for
the needles (see Fig. 2). This manual manufacturing process can take longer than a week
depending on the type of PCB being tested. This being a repetitive process that requires
operators to have a high sense of responsibility and level of concentration, mistakes can
happen with the wrong choice of needles.

Luis Freitas et al. (2021), defined a set of defects that occur in the manufacturing
process in PCBs and that affect the productivity and quality of the final product, namely
[1]:

Perpendicularity between the receptacle axis and the test plate [1];

Precision placement of the receptacle [1];

Defects that may be present in the needles according to their entire routing process
until they are placed by the operators on the PCB (this is where this article focuses)
(11;

The angle and force applied by the technician to the receptacles [1];
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v
Fig. 2. Needle beds [1].

This work focuses on the process of analyzing the quality of the needles through the
implementation of an artificial vision system that will allow a correct insertion of good
quality needles in the receptacles, thus avoiding the rejection of PCBs.

To achieve the proposed objectives, the article is organized as follows: Sect. 2 presents
a brief description of systems that exist on the market and that use vision systems to
detect defects in needles. Section 3 describes how an artificial vision system works and
what equipment is used in industrial applications; Sect. 4 presents the vision system
that is used for needle quality analysis; Sect. 5 presents the main results, focusing on
the most important aspects and also the techniques used to obtain them. Finally, the last
section presents the conclusions summarizing the objectives achieved with this solution
and the steps to be taken in the future.

2 State of Art

In order to present a conceptual solution to solve a problem related to the quality of
needles, this chapter presents in Subsect. 2.1, a description of current systems and in
which manufacturing processes are most used in the medical industry.

In Subsect. 2.2, applications with vision systems in the analysis of needle quality in
the textile industry are presented.

Finally, in Subsect. 2.3, more applications in other industries with vision systems in
the analysis of needle quality will be presented.

2.1 Needle’s Vision Systems in Medicine Applications

Balter et al. (2017) presented a paper on how to explained a series of motion tracking
experiments using a vision system in conjunction with an ultrasound system and force
detection to guide the position and orientation of the needle tip (see Fig. 3). The system
enabled automated venipuncture, which provides and combines 3-D NIR and US imaging
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software, computer vision and image analysis, and a 9-DOF Needle Manipulator in a
portable shell. The device operated by mapping the 3-D position of a selected vessel and
introducing the needle into the center of the vein based on real-time image guidance and
force [2].

Fig. 3. Needle tip positioning studies [2].

2.2 Needle’s Vision Systems in Textile Industry Applications

Zhang, Zhougiang et al. (2020) presented a paper on how to explained a needle detection
system of a hosiery machine based on machine vision (see Fig. 4). A system was then
created to detect problems with knitting needles quickly and accurately based on machine
vision [3].

The system can detect problems with the knitting needle, and the needle causing the
problem can be identified as the beginning of the fabric defect. In image processing, the
vertical projection algorithm is introduced into the system, and the image binarization
defect is improved [3-5].

2.3 Needle’s Vision Systems in Other Applications

Jing Yang et al. (2020) presented a paper explaining how to a stable and accurate real-time
tiny parts defect detection system and solve the problems of manual setup of conveyor
speed and industrial camera parameters in defect detection for factory products. 0.8 cm
darning needles were used as an experimental object.



142 F. Pereira et al.
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Fig. 4. The principle of system operation [5]

The four types of defects on 0.8 cm darning needles, which are often used in actual
production, they are crooked shapes, length size errors, terminal size errors and twist.
An industrial vision camera was used in this project to detect defects (see Fig. 5) [6].

Defect 2: length size errors

Defect 1: Crooked shapes

Defect 3: Wringing errors

Defect 4: endpoint size errors

Fig. 5. Autonomous collection of experimental data with needles [6].
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At the industrial level, there is currently a gap in industrial PCB manufacturing
systems using artificial vision systems to detect defects in needle beds, and it is important
to assess whether they can be embedded in PCBs.

3 Vision Systems

3.1 Introduction

Vision systems can be broadly defined as all industrial and non-industrial applications,
which through a combination of certain hardware and software components, provide
operational directives or inputs to mechanisms/systems based on image capture and
interpretation [7].

It is immediately possible to associate terms such as artificial vision and computer
vision to these systems, sometimes even wrongly identified as the same, vision systems
try to combine all the existing development in these areas in a practical way.

Thus, a vision system needs to take into account all aspects inherent to the inspec-
tion process, image capture, lighting, image processing, communication protocols, etc.
Therefore, vision systems are defined as the integration engineering of mechanical,
optical, electronic and software systems essential for examining objects, products, man-
ufacturing processes and production lines, with the aim of detecting defects, improving
their quality, offering more efficient manufacturing processes and production lines and
insurance.

They also play a key role in the control of equipment used in manufacturing and are
currently used successfully in several high-volume markets, for example, in the control
and verification of the correct placement of components on printed circuit boards, plate
reading and security (recognition facial, fingerprints and signatures).

The advantages that vision systems guarantee, when well designed and applied, in
an industrial environment are mainly:

e Repeatability, capable of providing production lines or manufacturing processes with
consistent and reliable inspections for 24 h, 7 days a week without being affected by
external constraints, such as fatigue;

e Speed of operation, on a production line a vision system can inspect hundreds and
sometimes even thousands of objects/products per minute;

e Accuracy and high inspection detail, in some production lines and manufacturing
processes there are details impossible to inspect by the human eye, vision systems
when correctly designed (correct camera resolution and optical lens) are able to inspect
these same details with facility;

e Non-contact inspection, in the industry where inspection without sample contamina-
tion is indispensable, for example, pharmaceutical and food industry, vision systems
present themselves as a dominant inspection method;

e Operation in hazardous environments, vision systems can operate in extreme
environments, high temperature, toxic or radiation harmful to human beings;

e Eliminates costs associated with the wear of mechanical components of quality control
systems and their maintenance time;
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e Reduces the need for human labor in production lines and manufacturing processes,
increasing safety and profitability;

All these advantages are combined with the objective of improving product qual-
ity, reducing waste, increasing profitability and, finally, increasing industry profits. A
well-designed industrial vision system requires robustness, reliability, high precision,
mechanical stability and adequate cost.

Vision systems are made up of five main components, lens or objective, camera,
lighting, image processing unit and communication interface, all of which depend on
the object, product or process that will be inspected by the vision system.

3.2 Types and Classification of Vision Systems

An artificial vision system has several components, from the camera that captures an
image for inspection to the processing engine itself that renders and communicates the
result (see Fig. 6) [7].

The goal of good lighting is to improve and stabilize the image of the object to be
analyzed. Thus, lighting correctly can be the key to success. To choose good lighting,
both the material of the object to be inspected and the properties of the light source must
be taken into account [7].

The functionality of a lens within the artificial vision system is to transfer a clean
image of the object that we want to inspect to the sensor element (CCD or CMOS).

There are different valid technologies to capture electromagnetic energy and trans-
form it into an image that can be treated. CCD technology is mostly used although
CMOS is gaining ground day by day.

The processor is in charge of capturing the images and applying the appropriate
computer treatments to obtain the relevant information in each case [8].

0 9
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Fig. 6. Schematic diagram of machine vision system.

Below, we make a more detailed analysis from a different types of system visions:
Vision sensors: includes different types of cameras and light sensors at all
frequencies, 2D and 3D sensors [9].
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Smart cameras: in addition to sensors, they include a processor capable of analyzing

images and providing results to make decisions.

Advanced vision systems: These are devices, such as cobots, that integrate artificial

vision systems to perform specific tasks [10].

a)

b)

c)

d)

e)

4

At the level of classification of vision systems, these can be the following:

light source: bright field, dark field and backlight. Each of these categories refer to
the position of the light source in relation to the plane of the object to be illuminated,
which results in different angles of incidence.

lens characteristics: Focal Distance, Maximum aperture, Max sensor size, Dis-
tortion, Minimum focus distance, Type of Mount, Iris Adjustment and Focus
Adjustment

camera parameters:

— Project in which it is inserted and future projects;
— Technology to be used in the sensor;

— Camera interface and communication;

— Dirivers and Software (SDK) available;

— Working Distance (WD) and Field of View (FOV);
— Minimum sensor resolution;

— Lighting to which it will be subject;

— Focus and Depth of Field;

— Other camera features (Shutter, Color, FPS, etc.).

capture capabilities: Color or Monochrome, FPS (Frames Per Second), Rolling
Shutter vs Global Shutter and Environmental Working Conditions.

processor characteristics: ARM type processors with interfaces for MIPI/CSI cam-
eras, general purpose processors with x86/x64 architecture in BOX PC format and
processors with architectures dedicated to intense graphics processing, such as:

— GPU (graphics processing unit). NVIDIA and AMD platforms, multi-core archi-
tectures that facilitate parallel processing, critical to reducing latencies in image
processing.

— VPU (video processing unit)

- GPU

— Jetson

validation algorithms: Leave-One-Out cross validation, K-Folds cross valida-

tion, Stratified K-Folds cross validation, Leave-One-Label-Out cross-validation and
Random sampling with replacement cross-validation.

Applied Methodologies

4.1 Laboratory Acquisition System

To solve the proposed problem, an artificial vision solution for industrial application
was developed. The image of the component to be inspected is taken in an environment
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suitable for it. The choice of lighting as well as the background color are important to
obtain the best results (see Fig. 7).

Smart Camera FQ2

e Needle

————-

Fig. 7. Laboratory acquisition system

The system consists of a smart camera with a lens and filter attached to it. Also,
a lighting system that the camera has is essential to obtain the best possible results.
The needles are placed in a strategic position, within the camera’s field of vision. The
network present in this project is the Ethernet [11, 12].

4.2 Vision System and Software

The FQ vision sensor (see Fig. 8) allows quick and easy real-time parameter adjustment.
Eliminates the need to stop the machine for fine tuning and optimization of settings,
resulting in zero machine downtime [13].

[llumination

+
Optic

+
CPU

Fig. 8. FQ2 — smart camera from OMRON [13].

The FQ vision sensor combines a high-powered processing unit and true color pro-
cessing technology that allows fast inspections using color images. The same technology
is used in Omron’s leading-edge vision sensor model, which is widely used in indus-
try. This smart camera utilizes Omron’s high dynamics (HDR) processing technology,
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improving system dynamics up to 16 times over conventional vision sensors. The result
is stable detection of objects that are highly reflectors, even when the placement of parts
is not consistent.

The software used for this project was touch finder for PC (see Fig. 9) [13].

Camera setup

Fig. 9. Software touch finder for FQ2 — smart camera OMRON [13].

4.3 Camera

The choice of the Smart Camera FQ2, for this project, was based in a comparative study
of the more important existing ones on the market, presented in Table 1.

Table 1. Advantages and disadvantages of the Smart cameras chosen for the system.

Manufacturer | Model Advantages Disadvantages

OMRON FQ2 Low price; software free Only Ethernet-IP industrial
protocols

COGNEX In-Sight More industrial protocols High price; pay software

KEYENCE IV3-500MA | More industrial protocols High price; pay software

5 Analysis and Discussion of Results

5.1 Defects

A new system has been developed that can be used to inspect a variety of different types
of needles and geometries fully automatically and can analyze defects in them.

This type of analysis allows a further identification of which needles do not meet the
requirements to be used in the manufacture of PCB boards (see Fig. 10) [14].
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Fig. 10. Needle reception plate with four sets of holes and four diameters [14].

To carry out the insertion of the needle (see Fig. 11), it must not present defects for
a correct insertion. For this, the needles must be arranged in a row so that the quality of
the needles can be checked when passing through the vision system.

N

Fig. 11. Needle type for inspection [14].

5.2 Needle Inspection

To carry out the inspection, the first step will be to obtain images of the needles with
the smart camera in a position superior to them. For this we must adjust the camera
resolution, through the image exposure time, gain and shutter speed.

After these steps, we get the following image (see Fig. 12).

5.3 Techniques Used to Obtain Images

This project uses the Image filtering technique (Filter Items). We can filter the images
that are taken by the Camera to facilitate measurement. This is used in the following
cases:

e Cut unnecessary funds so they are not measured;
e To remove noise.

To stably find the edges of marks when other edges have been clearly extracted, gray
color filters are used (only for sensors with color cameras). This allows converting an
image that was input from a color camera into a monochrome image (see Fig. 13). In
addition, we can use the technique called Background Suppression.
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Fig. 13. Needle monochrome image (left) and needle with background removed (right).

5.4 Obtained Results

Was used in the final results, the Edge Position Inspection. This inspection item is used
to verify positions needles. For example, it can be used to see if a label or a product is
attached at the correct position. In this case Places where the color changes greatly are
called edges.

The positions of these needle’s edges are measured (see Fig. 14).

In this Teaching function, specifying the measurement region, Character color,
Printing type and Correct string, the measurement parameters for OCR are set
automatically.

Teaching means to store the region and partial image (see Fig. 15) as reference data
for the measurement.

Shape Search II Inspection Item was used in this project (see Fig. 16). This function
is for detecting user defined target to estimate target position and pose precisely. The
correlation value indicating the degree of similarity, measurement target position, and
orientation can be output. In shape search III, edge information is used as features,
whereas in a normal search mode, color and texture information are used. It enables
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File(F

FileF

Fig. 15. Needle’s measurement region

highly robust and fast detection robust to environmental variations including shadings,
reflections, lightings, shape deformations, pose and noises.

Since state-of-the-art object detection algorithm is exploited in shape search II, it can
provide much more reliable position and pose estimation with higher speed compared
to shape search II (see Fig. 16).

Furthermore, it has much more parameter to tune to support a wider variety of
applications.

The needle search area can be expanded by adjusting the function called “Angle
range”. The OK or NG Judgment is determined by correlation with the image pattern
recorded for the search. Therefore, there may be an NG judgment result for a good
workpiece if the correlation is low due to the angle being skewed. In this case, to get an
OK judgment, increase the Angle range (see Fig. 17).
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Fig. 16. Shape Search II Inspection in needles.

Fig. 17. The OK or NG Judgment in needles.

6 Conclusions and Future Work

The implementation of artificial vision in the analysis of needle positions at the industrial
level is currently low compared to other industrial sectors, such as in medicine with its
use in conjunction with collaborative robots.

The strengths of this system proposal are: being innovative for this kind of indus-
trial activity, low cost, light weight, easy portability and integration with other existing
systems in companies.

The added value part of this study is the fact that, with this proposed system, com-
panies will be able to save money, which comes from the total destruction of the PCB
boards. Companies should choose this vision system, as it allows detecting problems in
needle beds, and it is important to assess whether they can be embedded in PCBs, taking
this process into account.

Currently, the presented technology, in this paper, leaves many promising aspects
and allows the analysis of several research and development activities that have been
carried out in research institutions and industrial companies.
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Machine vision applications in the PCB assembly industry are not yet fully imple-
mented. This is due to the simple fact that they are very specific manufacturing appli-
cations that have not yet been investigated and because it is an area that is still under
development.

Future use of mechatronic needle routing systems is suggested for better image
collection. The inspection on the board that receives the needles must also have a vision
system that identifies which ones were correctly inserted and emits an image of those
that must be replaced.

In conclusion, the use of artificial vision systems in the electronic PCB assembly
industry is beginning to be used and in the coming years it will play an important role in
the production and final quality of products, taking into account technological advances
and market competitiveness.

The solution here presented makes it possible to eliminate the destruction of PCB
boards due to the fact that the needles present defects, which will lead to a better quality
in the production process and the consequent reduction of the current quality failures of
the final product.

The implementation of this project aims to develop a new technological solution,
capable of detecting problems with the needle beds, namely in obtaining the charac-
teristics of each one, such as diameter and length, which are important parameters to
consider in this process, among others.

Acknowledgments. This work is co-funded by the European Regional Development Fund
(ERDF) through the North Regional Operational Program (NORTE 2020) of the Portugal 2020
Program [Project No. 43922, with acronym “iFixturing”; Funding Reference NORTE-01-0247-
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Abstract. In 2016 marked the 30th anniversary of the publication of Masaaki
Imai’s book: “Kaizen. The Key to Japanese Competitive Advantage”, so conduct-
ing a review of the literature to determine value and trend conclusions became
essential for the academic arena. The purpose of this article is to carry out a review
of the Kaizen literature, exploring and analyzing the articles presented by the term
in the last 30 years (1986-2020). Although clearly from 1986 to 2016 are 30 years,
the latest advances in Kaizen were included in the three years that we have been
in the second decade of the millennium, that is, until 2019 (33 years) to cover all
the possible research in these two decades. Our findings explore quantitative and
qualitative arguments and proposition. Therefore, according to the literature we
detected five evolutionary stages of the Kaizen concept throughout the year.

Keywords: Kaizen - Literature review - Research trends - Kaizen philosophy -
Meta-analysis

1 Introduction

It seems that the world is taking a quite radical turn in this second decade of the 21st cen-
tury. In recent years, the world’s organizations have faced political, social, and economic
pressures. Pressures that were increased by the real and latent threat of the global COVID-
19 pandemic that has paralyzed practically all people and companies in the world [1].
In the same way, we can add to these pressures terrorist attacks, social changes, excess
accessibility to technology, even climate and energy change (hurricanes, earthquakes and
other catastrophes). The operations of the companies have faced all this turbulent envi-
ronment in a context of increased competition, global markets, demanding and impatient
customers, an increasingly substantive need for integrated supply chains and of course,
new workers known as: “Millennia’s (generation Y)” who quickly get bored with the
jobs they have [2, 3]. Short-term thinking governs the management of Western compa-
nies derived from this context, which generates a strong need to achieve results quickly
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and expeditiously. However, this type of management seriously affects the operations
of the company, the quality of the processes and of course, the quality of the products
and/or services that are delivered to society. For these reasons, organizations have turned
their gaze to quality systems and therefore, to continuous improvement processes, also
known as Kaizen (Z{3) for its Japanese word; all with the purpose of generating a
long-term vision, reducing environmental pressures, being more productive, reducing
costs, and eliminating MUDA (/fit 1), from its operations, the Japanese term for waste
or activities that do not add value [4-6].

In this way, the subject seems more practical than academic due to its business roots,
different countries and companies around the world have adopted it as a technique to
improve their operations; from Japan [7] of course, China [8], United States of America
[9, 10], United Kingdom [11], Sweden [12], India [13], Holland [14], Mexico [15], until
Australia [16]. Now, from an academic angle since the end of the first decade of the 21st
century, it has become a “hot topic” of total quality management [17].

On the other hand, different articles have tried to explain Kaizen as a theoretical
construct and not simply as a business-like methodological approach. Several of these
attempts in the academic arena have carried out reviews of the literature that attempt
to explain them, for example, [15, 18, 19]. In 2018, a Special Issue on the subject
was even generated in TQM Journal, which indicates that interest in research in this
field continues to grow. In fact, the 11 articles included in this special issue provided
greater “light” to the theoretical contribution of Kaizen from applications (case studies)
to philosophical and theoretical analyzes of it [20]. However, and despite this, the need
to explore the issue from a conceptual evolutionary angle is vital and necessary. The
theoretical construction of the Kaizen philosophy is preponderant for its application
and implementation in 21st century organizations, due to the specific need to face so
many pressures from the external environment (including the global pandemic). Thus,
the purpose of this article is to carry out a review of the Kaizen literature, exploring and
analyzing the articles presented by the term in the last 30 years (1986-2020). Although
clearly from 1986 to 2016 are 30 years, the latest advances in Kaizen were included
in the three years that we have been in the second decade of the millennium, that is,
until 2019 (33 years) to cover all the possible research in these two decades of the new
millennium. Finally, our literature review was carried out by constructing the content
of the references in evolutionary stages of the Kaizen philosophy throughout all these
years.

The article is structured in four parts. The first part develops the Kaizen philosophy
in order to have the theoretical framework that serves as a reference for the review of
the literature. The second part explains the research methodology. In the third part, the
results of the literature review for decades are presented, providing characteristics and
management activities of the content of the articles about Kaizen for each identified
evolutionary stage. The article concludes with some final conclusions of the results
obtained, in addition to the determination of some topics for future research in Kaizen.
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2 Literature Review

2.1 What is Kaizen?

Different definitions of Kaizen have emerged throughout these 30 years of history. Of
course, as these authors explain in all these years, misunderstandings, practical lan-
guage, and even definitions have arisen that confuse Kaizen with other terms such
as Lean Manufacturing (Lean), Six Sigma, Continuous Process Improvement and of
course, Management by Total Quality (Total Quality Management-TQM for its term
in English). Therefore, creating a common language about the topic reduces confusion
and contributes to a better understanding of the theoretical approach. Therefore, in this
section we try to define Kaizen from its roots in Japanese culture.

On the other hand, some authors have directly defined the Japanese term “Kaizen” and
others to the western version of “Continuous Improvement”. Both seem synonymous
and even by western definition the term Kaizen has also been known as Continuous
Improvement. However, for the focus of this research, only those articles that define this
approach as “Kaizen” will be specifically taken and only two “classical” authors will be
referred to who have defined the term Continuous Improvement from its western angle
(see Table 1). In this context, it is important to understand that Kaizen is an ancestral
concept despite the fact that Imai [21 p. 23] defines it as “a means to continuously
improve personal life, home life, social life and work life. In the workplace, Kaizen
means continuous improvement for each of the companies’ employees (managers and
workers alike), at all times of work™. Its roots can probably be traced to the 13th and
14th centuries in medieval Japan of the samurai [22]. For Newitt [23], it is defined as
the derivation of two Japanese ideograms (Kanjis): KAI ) - change and ZEN GE) -
virtuous, benevolent, to improve; that combined indicated us: “change to improve” or
“the principle of continuous improvement”. In this sense, Kaizen begins to be visualized
then, as a «philosophy of life», in which the personal, family, social spheres and of course
the work aspect can be covered [21, 24]. Due to this tendency to understand Kaizen,
as a harmonizing principle of the environment with the values of each individual, other
authors even establish its origin in the Confucian philosophy, which establishes a deep
respect and harmony for the environment, through a balance between the individual
and nature [25]. From what is seen, as a principle or «individual spirit» of Cooperation
and Improvement, which rapidly unfolds generating a positive impact on society [26
p. 197]. Other authors have defined it in the literature as follows, which are presented in
the following table:
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Table 1. Kaizen definitions

Authors Definitions

Brunet and New [7] A continuous space of activities in which different actors participate
in specific roles to identify and ensure improvements that contribute
to corporate goals

Sudrez-Barraza [24] A management philosophy that generates incremental improvements
in the work method (or work processes), which allows reducing
waste and consequently improving work performance and employee
satisfaction

Aoki [8] Kaizen is the combination of three capacities that lead workers to an
operational discipline of self-initiative, inter-functional
communication, and the initiative of improvement projects

Macpherson et al. [11] | It is the way Japanese employees see the world. It is a metaphor for
the understanding of life, at work, in your company, in your growth
in your development, creativity and independence

3 Research Methodology

The research methodology used in this research was the systematic review of the litera-
ture. Different authors have successfully worked on this type of methodologies to explain
a topic of interest in the business management arena. Some authors have explored the
topics of Total Quality Management (TQM); Continuous Improvement [19]; Kaizen
[15], therefore, the purpose of the research is based on similar works carried out over
the years. In this sense, the work carried out by Sdnchez and Blanco [19] is a clear
contribution to the literary review of continuous improvement as a theoretical construct
in the management arena. Your collection of continuous improvement documents has
provided support and sustenance for this research.

In this way, the literature review was carried out on primary information focused
at all times on peer-reviewed articles with a blind review of scientific journals and
“classic” books that have generated a paradigm of knowledge on the subject of Kaizen.
Management articles, popular articles, bachelor’s, master’s or doctoral thesis, as well as
unpublished articles, lectures or textbooks were excluded. The literature review focused
at all times on scientific journals of research in operations and production management.
Specifically scientific journals on quality management, process improvement and con-
tinuous improvement. The articles were identified in prestigious international databases
such as: Scopus, Web of Science, ABI Inform Global, Emerald Insight, Business Source
Premier, and Elsevier Science Direct. Therefore, the selection criteria were the following:

e The first selection criteria focused on the type of document. In other words, we focus
specifically on academic articles in which the keyword in the article title or abstract is:
“Kaizen”. Although the English translation uses the term “continuous improvement”,
the search was specifically limited to the term “Kaizen”; The reason is that there are
other studies on similar topics in this field for the term of continuous improvement
[19]. This study specifically focuses on the Japanese Kaizen concept.
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e The second criterion was about the time period. It starts from the paradigmatic book by
Masaaki Imai [21] “Kaizen the key to Japan’s competitive advantage”. Therefore, that
year is taken for the expansion of the literature because Imai placed the term of Kaizen
in the academic arena of business management and operations. On the other hand, it is
known that since the sixties Toyota Motor Corporation already practiced Kaizen in its
operational processes developed by Taichi Ohno for solving problems using the PDCA
cycle [22], even so, the work focused on of the publication of Imai’s book, as this book
is considered to have played a crucial role in spreading the concept around the world.
Therefore, the analysis of the selected articles focused on the definitions established
in Table 1 and on the four synthesis points that characterize Kaizen contained in the
article section of the Kaizen literature; which functioned as a theoretical frame of
reference.

e The third criterion is about the evolution of the concept. From the pioneering articles
of the mid-eighties following the publication of Masaaki Imai’s book in 1986 to the
latest articles relating Kaizen to environmental sustainability, continuous learning,
continuous service improvement, and operational innovation. Literally the 30 years
end in 2016. However, as a result of the growing expansion of the literature on this
term in 2017, 2018 and 2019, it was decided to include these years to reinforce the
analysis of the literature.

Likewise, in order not to leave any relevant article on the subject studied (Kaizen),
five main scientific journals in the area of Total Quality Management and Continuous
Improvement were reviewed in a detailed and systematic way. These journals were:
TQM Journal (Emerald); Total Quality Management and Business Excellence (Tay-
lor & Francis); Business Process Management Journal (Emerald); International Jour-
nal of Quality and Service Science (Emerald) and International Journal Operation and
Production Management-IJOPM (Emerald). The initial general search in any scientific
journal yielded 428 articles using only as a keyword: “Kaizen” in the abstract and in
the title of the article (the only two parameters that were strictly considered). Counting
on these pre-selected articles, we proceeded to the next phase in which an exhaustive
review of each article was carried out in its content (not only in the abstract) in order
to maintain the three criteria established for the selection of the same related ones with
Kaizen. Subsequently, the search was filtered and refined, focusing on the five selected
journals to further refine the articles referring to Kaizen. As a final result of the analysis
and filtering of the literature review, 267 articles were obtained, selected under the three
criteria indicated above. The rest of the articles (161) were discarded because they did
not have the established selection criteria and because the word “Kaizen” was used only
as a reference or fashion, but the article in its content did not argue any element of
what can be called Kaizen (see Table 1 and the points of synthesis of the philosophy).
Articles were also found that indicated “Kaizen” but in their content they related it to
another management approach such as: Lean Manufacturing (Lean), Six Sigma or some
quality control method. Therefore, it was sought at all times for the final selection that
the concept of Kaizen was the heart of the purpose of the article. In other words, the
main reason for it, and that the term was not used as “fashion’ or a substitute for another
managerial approach. Finally, it is important to point out that some scientific articles and
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seminal books did not contain the keyword “Kaizen” in their title, however their content
presents elements to determine that the sources refer to the Kaizen philosophy.

In summary, the applied process of the literature review methodology was the
following supported by authors such as Machi and Mcevoy [27]:

1. Determine the literature review based on the purpose of the research.

2. Determine the selection criteria for the articles. Search and explore the literature
using the selection criteria.

3. Analyze the groups of topics of the selected articles that are presented in the form
of meta-analysis (numerical-quantitative data) and in a qualitative way of patterns
of the content of each article.

4. Group into evolutionary phases according to the characteristics of each of the decades
since Kaizen was coined.

5. Explain in detail each of the evolutionary phases of Kaizen found in the literature
review.

Specifically, the meta-analysis consisted of determining per year the number of
articles found with the aforementioned characteristics, in the same way the number
of articles per specific journals was determined. From the aspect of content analysis
(qualitative) by patterns, the evolutionary stages were determined and for each one of
them the articles and those specific articles that determined a differentiator of the decade
found were quantified. With this last analysis, a synthesis of each of the decades indicated
was generated with the best examples of the Kaizen articles of each evolutionary stage.

4 Quantitative and Qualitative Findings

4.1 Evolutionary Stages of Kaizen from Meta-analysis Perspective

As indicated in the methodology section, the first results of the research are presented
from the perspective of meta-analysis. Therefore, the number of articles related to Kaizen
was determined from 1986 to 2019. Although 30 years of philosophy (from 1986 to 2016)
had been considered since its launch in the management arena in 1986 with the Kaizen
book by Masaaki Imai, it was decided to include the years 2017, 2018 and 2019 due
to the growing trend that the term presents throughout this second decade of the 21st
century. Likewise, the only exception was the article generated by Kodama in 1948 as
one of the first published examples of Kaizen from a scientific perspective. The result
of the meta-analysis is presented in Table 2 with the number of articles per year and per
decade, and the quantitative trends can be observed in the graphs of Figs. 1 and 2.

As can be seen in Fig. 1, the trend for articles began in the second half of the 1980s
with only 8 references (including the 1948 reference). During these origins there were
few articles on the subject, the vast majority of them were focused on showing examples
of the application of Kaizen in manufacturing companies, in addition to some seminal
books that seek to explain the Kaizen philosophy [21] and Masao’s. Nemoto of the Toyota
Production System [28] at the Toyota Gosei company. For the decade of the nineties, the
number of references increased notably to 74 of which in 1993 and 1997 were the years in
which more articles and books were presented with 11. In 1997 precisely, Masaaki Imai
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Table 2. Kaizen papers published by year

Year Article Year Article Year Article Year Article
1948 1 1990 4 2000 4 2010 13
1986 2 1991 4 2001 7 2011 15
1987 1 1992 6 2002 4 2012 15
1988 1 1993 11 2003 2 2013 7
1989 3 1994 6 2004 3 2014 14

1995 10 2005 5 2015 17
1996 7 2006 3 2016 15
1997 11 2007 8 2017 9
1998 9 2008 8 2018 17
1999 6 2009 11 2019 8
TOTAL 8 TOTAL 74 TOTAL 55 TOTAL=| 130
TOTAL OF ARTICLES SELECTED =267

TOTAL PAPERS PUBLISHED PER
YEAR
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Fig. 1. Graph of total Kaizen articles by year (1986-2019)

[29] publishes his second book where he delves into the concept of Kaizen: “Gemba-
Kaizen: a common sense, low cost approach to management (gemba-Kaizen, a low cost
approach with common sense to manage)” and explains detailed Kaizen techniques such
as gemba management, the 5’S and standardization. Same year that Berger [30] made
the first approaches to the guiding principles of Kaizen and began to further define the
term. The first decade of 2000 the number dropped to 55 references, probably because
the possible “euphoria” of Kaizen had already generated the past and was being replaced
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by other approaches such as lean thinking (Lean) or six sigma. Now, by the end of the
first decade of the second millennium, specifically in 2009, Kaizen begins to re-emerge
with 9 references and in the second decade (2010-2019) it has not yet concluded and
reaches 130 more references. Notable rise in it. In fact, it seems like a rebirth of the
subject. This result confirms the work carried out by Sanchez and Blanco [19], although
their study was focused solely on the term “continuous improvement” in their literature
review for articles in the English language worldwide. Now, in this decade (2010-2019)
the largest number of Kaizen articles and books of the 33 years measured is presented.
Even the average per year for this passing decade was 14.4 references (almost 15 per
year), while in the 1980s the average was 1.6 references, less than 2 articles per year.

4.2 Evolutionary Stages of Kaizen (Qualitative Analysis)

As a result of the content analysis of the articles (qualitative) and the patterns found,
four evolutionary stages of the term Kaizen emerged in the literature. In addition, a stage
0 that explains the possible origins of philosophy in literature. Each of them is listed
below.

Stage 0.- Origins of Kaizen

Stage 1.- The Kaizen philosophy (1986-1989)

Stage 2.- Kaizen techniques and tools (1990-1999)

Stage 3.- Kaizen in other sectors (2000-2009)

Stage 4.- Kaizen: Learning, Sustainability and other elements (2010-2019)

4.2.1 Stage 0. Origins of Kaizen

Sawada [22] based on the meanings of the Kanjis (Japanese ideograms) of Kaizen
indicates that both symbols both KAI (£§) that can be understood as “the person” that
is capable of watering (changing) their internal “I”’. What waters “the person (Kai)” is
his tree, that is, the ZEN (). Therefore, the person can constantly water the trunk and
roots of the tree from him so that they grow strong and healthy. Sustained in the meaning
of the Kanjis, Kaizen can be understood as a series of personal principles that make you
grow as a person, and that assume that our way of life - be it our work life, social life or
family life - deserves to be constantly improved, that is, watering our internal tree.

Its visualization and origin in the roots of Kaizen ZEN Buddhism can be traced back
to its arrival in Japan in the 12th and 13th century at the hands of Chinese-trained monks
such as Dogen and Eisai. Zen Buddhism can be seen more as a practical religion that
seeks to observe and experiment, beyond following figures and dogmas [31]. Therefore,
during the XV and XVI centuries the samurai warriors in Japan took it as principles
generating the Bushido code or way of the warrior. In this sense, for Ishikawa [32] and
Imai [21] himself indicate that ZEN Buddhism is the main influence of the creation of the
Kaizen philosophy in Japan. For the virtues of visualizing the present, of experimenting,
of growing by yourself, reflecting on your failures and your mistakes and developing
more every day. In the fifties and sixties when Toyota Motor Corporation had serious
problems in sales and production, Taiichi Ohno turned to the principles of ZEN Buddhism
for the creation of Kaizen as a way to improve daily work in the company, in addition to
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its benchmarking in companies. North American. In fact, today the Kaizen philosophy
is a fundamental part of Toyota’s management model. For Deming [33] who was invited
to deliver a series of total quality management seminars at the same time as Toyota’s
developments, continuous improvement and constancy of purpose were two crucial
elements in the foundation of the Kaizen philosophy (the well-known cycle of Plan, Do,
Check and Act - Plan-Do-Check-Act (PDCA for its acronym in English). All this idea
of Zen Buddhism, the teachings of Deming and the work done by Ohno were reflected
in the first writings of the Kaizen of Kodama in 1948 [34] where it expands on the idea
of nutrition of the Japanese as a way of caring for the inner tree and its growth.

4.2.2 Stage 1. The Kaizen Philosophy (1986-1989)

In 1986, Random House publishes Masaaki Imai’s book, the “Kaizen, the key of Japanese
Competitive Advantage (Kaizen the key to Japanese competitive advantage)” in which
the master (sensei) Imai consultant of Toyota and several Japanese companies exposes
in a practical and simple way the importance of continuous improvement and standard-
ization in organizations. The terms of maintenance, improvement and innovation of
standards revolutionized the way of viewing company management in the mid-eighties.
His book, which is a “watershed” of continuous improvement both in the academic and
managerial worlds, introduces Kaizen as a philosophy of life and business in which each
of the workers, from the CEO to the operators, have to improve your day to day your daily
work on a daily basis. Imai’s book comes as Japanese automakers were beginning to
dominate the North American market and is generating growing concern about Japanese
management practices. During this decade, other authors published certain articles that
saw Kaizen as a force to motivate people to make improvements in their work processes.
For example, Rehder and Smith [35] expose the importance of the improvement in the
labor relations of the workers. It was definitely a decade in which Kaizen became known
in its definition and its guiding principles are explained in detail by Imai, Nemoto and
Matsumura in their books and articles. For Masao Nemoto [28], Kaizen was the driving
force behind the quality of Toyota products and he indicates in his book that the active
management of people has a lot to do with the motivation to improve on a daily basis. In
summary, the evolutionary stage understood as an “Awakening” (see Fig. 2) was char-
acterized by the creation of the bases of the definition of Kaizen, its characteristics and
first guiding principles through practical examples in the seminal books of the subject
and the first articles developed.

4.2.3 Stage 2. Kaizen Techniques and Tools (1990-1999)

The 1990s represented the evolution of Kaizen as a component of other managerial
approaches such as Lean Thinking. James Womack and Daniel Jones’ 1990 [36] book
“the Machine that Changed the World” summarized five-year research sponsored by
the Massachusetts Institute of Technology called: “International Motor Vehicle Pro-
gram —IMVP- (International Motor Vehicle Program)”. Womack and Jones in their book
describe the types of production systems in the Western view and in the Eastern view of
the world. The result was that the Eastern view described the ability to produce with fewer
materials, inventories, people, space, and time. This term was known as “Lean” (slim).
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Introduced into academia by the Sloan Management Review article by then-Hyundai
CEO John Krafcik [37]. Both authors took the Toyota Production System off the ground
in the form of Lean thinking in the academic and practical managerial world. In this sway
of concepts, Kaizen went hand in hand with “Lean” thinking to form the elements to
establish just-in-time production systems as Toyota implemented it. For this reason, the
literature of the Kaizen decade focused on explaining applications and implementations
of techniques and tools related to Kaizen and Lean.

Since the Japan Human Relations Association in 1991 [38] they begin to develop
Kaizen techniques and their application, for example, Kaizen-Teian where the system of
proposals, suggestions or ideas for improvement in organizations is developed. Japanese;
going through the MUDA elimination and Kaizen. By the middle of the decade, links
with TQM are developed through practical tools and techniques. While Tanner and
Roncarti [39] link it with the possibility of obtaining the Shingo Prize for quality in
Japan. By the end of the nineties, authors like Berger [30] further delimited the guiding
principles of Kaizen, while Sheridan [40]; Melnyk and co-authors [41] and Laraia et al.,
[10] develop new techniques for applying Kaizen from a Western perspective focused
on improving processes in a short time, quickly in weekly periods or fortnightly. These
new techniques of philosophy were known as: “Kaizen Blitz, Short-Term Kaizen and
Kaizen Events”.

4.2.4 Stage 3. Kaizen in Other Sectors (2000-2009)

With the arrival of the new millennium, the expansion of Kaizen begins to other sectors
of the industry beyond manufacturing. However, as noted above, the trend during this
evolutionary stage was slow and much lower than in the 1990s. Only 55 articles. Some
examples from this decade of articles that made new contributions to the Kaizen phi-
losophy were the works of Styhre [25] where he relates Kaizen with ethical dilemmas
when empowering employees; Bodek [42] with a methodology that goes beyond Kaizen
Blitz, called: “Quick and easy Kaizen”. And of course, the work of Brunet and New [7]
in Japan.

By the middle of the decade, articles referring to the application of Kaizen began
to appear. Emiliani in 2005 [43] proposed the implementation of the philosophy in
business school graduate programs. While Sudrez-Barraza and colleagues in the public
management of Spanish municipalities [44], calling them: “Lean-Kaizen Public Ser-
vice”. Finally, other works that were fundamental at the time and the most cited articles
in the decade were those of Farris and colleagues about the critical factors in the Kaizen
events in 2009, the transfer of Kaizen to other countries such as Aoki’s China.

4.2.5 Stage 4. Kaizen: Learning, Sustainability and Other Elements (2010-2019)

The second decade of the 21st century keeps Kaizen in organizations and in the academic
debate. Proof of this is the publication of the Special Issue of TQM Journal in 2018 on
the subject of Kaizen. Derived from the resurgence of the academic debate about this
philosophy, this stage has been called: “re-birth stage”, but in reality these nine years of
the decade have become, in addition to the resurgence in expansion in different emerging
countries with multiple and varied bonding themes.
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Thus we have the Kaizen implementation work in Mexico: Sudrez-Barraza and
Ramis-Pujol [45] in public service companies. For the maquiladora companies in north-
ern Mexico, the work on the critical factors of the Kaizen events by Garcia and colleagues
in 2013 [46]. Chanda in 2012 [47] for the application of Kaizen in Zambia, in South
America in Brazil with Raiset, Dos Santos and colleagues in 2016 [48] for the imple-
mentation of gemba-Kaizen in a factory, and Ramirez-Alvarado in an exploratory study
of Kaizen in Ecuador and Mexico [49]. In Europe, in the Netherlands with the transfer
of Kaizen to Dutch companies with Yokozawa and colleagues [14]; and finally, in Asia,
in India with the work of applying Kaizen in small manufacturing companies by Ayria
Kumar [50] and Prashar [13]. And of course, in China with the research of Zhibin and
colleagues to find the Kaizen success enablers (enablers) in companies in that country.
Figure 2 summarizes each and every one of the identified evolutionary stages of Kaizen.

Stages Kaizen: Learning, bility and other elements (2010-2019)
*  Green Kaizen
Rediscovery| *  Kaizen in Health Care
Kaizen in other *  Kaizen in Quality of life
sectors (2000-2009) |*  Kaizen-Coaching
+ Lean-Kaizen
* Kaizen in services
Application *  Kaizen in public services
Kaizen techniques and *  Office Kaizen
tools (1990-1999) *  Criial Factors
*  Kaizen-Teian and TOM
Development} *  Eventos Kaizen
*  Kaizen Blitz
The Kaizen philosophy | * Kaizen Costing
(1986-1989)
* Masaaki imai (Kaizen)
Awakening * Masao Nemoto (Toyota Gosei, 1987)
e e =] *  Firstof article of Kaizen Rehder and
Origins of Kaizen Smith (1986) in academy
3 additional years
+ Bushido Code !
* Peter Drucker
Discover ||+  wiliamDeming andZeN buddnism || 30 YEARS
«  Taiichi Ohno, Shigeo Shingo, K. 1
Kodama ]
: Years
1948-1960-1985 1986-1989 1990-1999 2000-2009 2010-2019

ource: By own

Fig. 2. Evolutionary stage according to the literature review.

5 Final Conclusions and Research Trends

The purpose of this research was to conduct a Kaizen literature review, exploring and
analyzing the articles that have been discovered in the last 30 years. As a result of this
exploration of the literature, a theoretical scheme emerged (Fig. 2) in which the evolution
of the Kaizen concept is shown over the years in four evolutionary stages. Likewise, the
quantitative trends in the number of references per year and per decade of the Kaizen
philosophy since 1986 were determined. The main contribution of this research is that
despite the fact that similar works have been carried out such as those of Sanchez and
Blanco of 2014 [19], Singh and Singh [18] and Sudrez-Barraza et al., [15] determining
the evolutionary stages of awakening, development, application and rebirth of Kaizen
(see Fig. 2) with their respective characteristics, contributions and authors of Kaizen
differentiate it from past reviews. On the other hand, this exploration focused only on
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the term Kaizen and not on its western version of continuous improvement [15], which
presents an important contribution to the theoretical constitution of Japanese Kaizen. On
the other hand, because of the detailed analytical reading of the 267 references, a group
of four fundamental learnings emerged from the Kaizen literature review:

1. The definition of Kaizen from its origins in ZEN Buddhism, Toyota, in Imai’s first
book and with the contributions of all the authors continues to need further theoretical
development. However, in these 30 years some common elements of the definition
have been built. For example, the best incremental, the emphasis on maintaining and
improving standards, eliminating Muda from processes, and of course, the active
participation of people in solving operational problems. Every one of the previous
elements is understood in the literature as elements that have a common language
among the authors of seminal articles and books on the subject. For this reason,
this research contributes to laying the foundations for future theoretical constructs
to obtain the definition of Kaizen.

2. Despite this, Kaizen has developed techniques and methodologies that have been
applied in other countries beyond Japan such as: Kaizen Events, Kaizen Blitz, Kaizen
in Public Service among others. Generating an expansion of Kaizen throughout the
world. In addition, the Kaizen philosophy has been exported to other sectors beyond
manufacturing such as health, education, public services, tourism, among others.

3. Despite the boom in the 1990s, the second decade of the 21st century has shown
a re-birth of Kaizen throughout the world. The sample is in the 130 references of
these 9 years. However, its literature continues to be very heterogeneous from case
studies of implementation in emerging countries and Europe (both in the service
and manufacturing sectors), to in-depth research on Kaizen events and their critical
factors. Therefore, it is necessary and urgent to develop quantitative research that
delimits its guiding principles and critical factors, with a total systemic vision of
Kaizen.

4. Like any managerial term, Kaizen is not exempt from criticism, confusion and “fads”
inits application and implementation. However, more than three decades of case stud-
ies, concept articles, seminal books, and empirical studies have shown that incremen-
tal change with this philosophy presents several benefits to companies. Transforming
rigid and bureaucratic organizations into flexible and innovative companies with a
work culture in which no one takes for granted that things should remain as they are,
that is, without improvement and change.

5. According to literature, we can observe that the trend of Kaizen articles and books is
moving towards the learning of people, the quality of life of human beings, and the
link as topics of the XXI century such as environmental sustainability and physical
well-being. However, there are still references in the body of content of articles and
books, especially in the last 9 years, which seek to understand the critical factors of
Kaizen events, understand Kaizen as a total philosophy from a theoretical and empir-
ical angle, and, therefore, the work carried out on case studies of implementation of
Kaizen in the service sector.

The research trends that emerged from this learning were as follows:
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1. Deepen the concept of Kaizen as a definition and its historical roots in ZEN
Buddhism.

2. State, develop and evaluate the guiding principles of Kaizen in a quantitative way,
probably using a model of structural equations.

3. Continue developing case studies that show the application of Kaizen in different
areas and sectors. In addition, of course in different countries.

4. To deepen empirically in certain Kaizen techniques to glimpse its impact on orga-
nizations. Examples of this are Kaizen Events, 5’s, Standardization, Kaizen Teams,
Process Improvement, Problem-solving techniques, among others.

5. Kaizen in the health sector to face the COVID-19 pandemic. Its application and its
impact on the effectiveness of its techniques in the face of an unexpected flow of
contaminated patients.

The research has limitations and as authors we are aware that the methodology used
could consider more academic journals including other paradigmatic books on the subject
that have been left out of the search carried out. Although six databases were covered,
others with more articles covering the topic of Kaizen could be left out. However, both
effects can be minimized by the fact that the selected databases have indexed academic
journals, of high impact and known worldwide. Another limitation is the language of
the selected articles and books. In this research, 98% of the references obtained were
English, although references in Spanish, Portuguese and Japanese were also considered
(translated in certain sections). However, we are aware that there may be other works
in these languages and others in the world. Understanding that English is the preferred
academic language.
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Abstract. Every production system consists of three elements: people, infrastruc-
ture (machines, tools) and work items (raw materials, materials). Without any of
them, it is impossible to start production. People are the most important element of
the production system because they decide about its creation, goals and tasks [1].
The article discusses the problem of assessing the effectiveness and efficiency of
activities related to human resource management and motivation in Amoeba Man-
agement system. Motivating and communicating techniques were used as criteria
to assess the effectiveness and completeness of this approach. Amoeba principles
are described in the first part of the article. Motivating and communicating tech-
niques were used as criteria to assess the effectiveness and completeness of this
approach.

Keywords: Production system - Amoeba principles - Management techniques -
Motivation - Effectiveness

1 Introduction

In every enterprise whose purpose is to meet human needs before producing goods,
there is a production system. According to the definition [2], a production system is a
deliberately designed and organized material, energy and information system operated
by people and used to manufacture specific products in order to meet the needs of
customers. Thanks to the use of system resources, a company can transform streams
of input materials into finished products intended for sale. A production subsystem
includes the direct processing of materials in technological processes and the assembly
of elements necessary to manufacture a given product [3]. The production system is
surrounded by other systems and subsystems of the enterprise with which it has specific
relationships.

Every production system consists of three elements [4]: people, infrastructure
(machines, tools) and work items (raw materials, materials). Without all of them, it
is impossible to start production.
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The input and output material stream includes, among others:

materials

production equipment
energy

staff

information

capital

Conversion of input material streams takes place as a result of various processes. The
basic activity of a production system is the direct production of products that takes place
during the implementation of processes. The links between resources of a production
system are called relationships. Connections that enable the effective flow of materials
and semi-finished products play an important role in a production system [5].

The measure of acting in accordance with the principle of economy is productivity,
which is expressed as the ratio of the obtained effects to the expenditure incurred [1].
Production systems, like enterprises, following the principle of economy should [2, 6]:

e maximize the degree of achievement of the goal with given expenditures, or
e minimize the expenditure of resources to achieve the intended goal

Referring to the second option of minimizing the expenditure it should be noticed
that managers have limited influence on resources costs. They can create goals of waste
elimination or reduction of resource consumption but they are powerless over govern-
ment policies that effect raising of prices of basic energy sources, such as electricity
and gas. Because of several-fold increase in the prices of these resources, savings are
sought n every area of the enterprise. Also in human management, where the issue of
efficiency has particular importance [7]. People are the most important element of the
production system because they decide about its creation, goals and tasks [4]. If effective-
ness and efficiency are a part of all employee activities even related to human resource
management and motivation, savings would be easier to gain. It seems that the answer
for effectiveness and efficiency in every company area is the Amoeba Management
system (AMs) [7, 8]. AMs is analyzed in the article and motivating and communicat-
ing techniques are used as criteria to assess the effectiveness and completeness of this
approach.

2 Amoeba Management

Amoeba Management is a system that, by keeping independent accounting of small
teams (amoebas), implements a management model that engages all employees, allowing
for extraordinary flexibility in relation to the market, which engages all employees in
reducing costs by increasing their responsibility for their own processes, and shapes
employees to the manager’s way of thinking [8].

Amoebas are small teams of 5-50 employees that operate as independent companies.
The name was proposed by one of Kyocera’s employees and is intended to reflect the
great flexibility of teams that adapt organizationally to the company’s needs [9].
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A company that operates in accordance with the principles of Amoeba Management
is based on the so-called management accounting, which allows for the accurate and
timely implementation of activities in each area of the organization.

Amoeba Management is a production system created by Inamori Kazuo in the 1960s
in Japan. Kazuo founded Kyoto Ceramic (now Kyocera), which manufactured ceramics.
Ever since the company was founded, Kazuo has felt that for the company’s long-term
development, it is essential to develop a reliable management philosophy that allows all
employees to be fully committed to working for the company without any doubts. The
company grew from 28 to 100 employees after five years, and then to 200 and 300. Kazuo
took care of everything from product preparation to production to sales, and he knew that
he was unable to control the operation of the company in this way. He concluded that
he had managed the company successfully up to a point when the company had around
100 employees. His intuition told him to divide the company into small organizations
that would have their own accounting. Each organization should be the smallest possible
business unit in which the leader would control the balance sheet of the team [10].

Amoeba Management is related to all areas of management, which makes identifi-
cation of the essence of the method important. Kazuo formulated three basic goals for
Amoeba Management [8]:

e Establishment of a balancing system for departments directly connected to the market.
e Shaping employees to the manager’s way of thinking.
e Introduction of management in which all employees participate.

Objective 1. - Establishment of a balancing system for individual departments
directly connected to the market.

In the precision ceramics industry that Kyocera operated in, orders rarely repeated.
In this situation, creating a production cost account a few months after production of a
given assortment became unnecessary. For area leaders, it was important to current data
in order to be able to make quick decisions on the Gemba. According to the principle of
“the highest possible sales, the lowest possible costs”, each employee must think about
reducing costs, but at the same time act to maximize the value of sales. In Kyocera, the
Production Department accounted for half of the employees. If the production leader felt
that he had influence on the reduction of production costs, he was certainly not interested
in the sales proceeds. Another obstacle in an ever-growing business was finding out where
a cost was generated.

Therefore, in order to better control the cost centres and increase employee willing-
ness to increase sales revenues, Kazuo decided to divide the company into the so-called
amoebas, or independent entities that prepare their own balance sheet.

One of the few conditions for the functioning of an amoeba is the existence of a
clear income and costs incurred to obtain it. Another condition is the business finality
of the amoeba, i.e. it must be able to act as an independent business. An example is the
Resource Warehouse amoeba. Kazuo feared that separation of such an amoeba was too
much fragmentation of the organization, but since there are companies that only trade
in a given group of raw materials, in Kyocera the raw material warehouse could exist as
an independent amoeba [11]. Another condition for the functioning of amoebas is such



172 M. Grabowska et al.

a division that allows the implementation of the goals and policy of the entire company

[8].

Intra-company Transactions

If the production process is long enough to be divided into individual sub-processes, each
of them can be considered a separate amoeba. For example, the raw materials warechouse
that sells the production materials has a “sale” on its side, and the production “cost”. The
Production Department continues to sell its products to the finished products warehouse,
and then to the Sales Department. There is intra-company trade in raw materials, semi-
finished products and finished products. In this way, each amoeba becomes a unit, such
as a small or medium-sized enterprise, and directly feels the principle of “highest sales,
lowest costs”.

Intra-company transactions also allow for great results from the point of view of
quality control because the buyer amoeba does not want a defective product that does
not meet quality requirements. In this situation, the selling amoeba is left with a lower-
quality semi-finished product and has to incur additional costs related to corrections or
disposal.

Objective 2. - Shaping employees to the manager’s way of thinking.

From the beginning of Kyoto Ceramic’s activity, Kazuo directly managed the work
of all departments, visited clients, managed production and research. After dividing a
company into amoebas, each leader can easily control the degree of implementation of
daily operational activities and lead the team without specialist knowledge or managerial
skills. Such a leader becomes aware that he is a manager himself and tries to improve
the results of his amoeba and changes his attitude from “If I work, I should be paid”
to “I work to ensure salaries for my team members”. By entrusting the management of
amoeba leaders, Kyocera has successfully educated a multitude of managers.

Objective 3. - Introduction of management in which all employees participate.

In enterprises, there is often conflict between employers and employees. Kazuo, not
wanting to waste time and energy resolving internal disputes, concluded that managers
and workers must act as family members. A company connected by a family relationship
can naturally go in the right direction, even with fierce market competition.

However, this alone may not be enough to resolve conflicts - the management idea
and purpose are essential and must convince all employees. Kazuo defined the idea of
management as follows: “striving for the material and spiritual happiness of all employ-
ees and contributing to the development of humanity and society” [12]. Due to the
formulated idea of running the company, all employees were convinced that Kyocera
would be constantly developing, and they would have decent salaries [8].

Kazuo, wanting to control all organizations using an independent profit and loss
balance sheet, had to simplify it as much as possible so to make it understandable not
only for the accountant [13]. The statement of the balance sheet per hour materializes the
management principle, which is “highest sales, lowest costs”. Based on this statement,
each leader can control costs and indicate to team members in which areas they should
be reduced. In addition to the income and costs of each amoeba, the balance sheet for the
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hour also includes added value, which is the difference between them. In each amoeba,
the so-called hour indicator.

The leader can calculate how much-added value his amoeba created per hour and
react in real-time to threats in the implementation of the production or sales plan [14].

The basis of management is mainly the elimination of Muda (wastes) and offering
customers only those products that they need. Each amoeba records its monthly action
plan as a specific value in order to be able to control its implementation by comparing the
plan with actual costs and revenues. By monthly presenting the added value obtained,
the amoeba can react immediately to problems.

The hourly rate does not include the cost of wages and salaries. This is because
they cannot be controlled in every amoeba. The amount of remuneration is determined
in accordance with the company’s policy and the strategy of the HR Department. The
amoeba leader would find it difficult to manage them, so he focuses on working time,
which is important for productivity [8].

2.1 Creation and Organization of Amoebas

Kyocera has built a management system based on the principle of “function first, organi-
zation later”. At the beginning of its operation, the company did not have the resources
to create separate departments such as accounting or administration, which is why the
Control Department was created, which carried out tasks outside the area of research
and development and production [15]. Kazuo has had several roles since the founding
of the company, ranging from marketer to product development and problem-solving.
After these experiences, he concluded that the company must fulfil four functions:

e Marketing and sales - increasing customer satisfaction through order fulfilment and
creating added value.

e Research and development - meeting market needs by creating new products.

e Production - producing products that satisfy customers and create creating added
value.

e Control - carrying out activities for the effective functioning of the enterprise.

In line with Kyocera’s philosophy, every employee should know the role and function
of each department.

Kazuo started the division with the Production Department, which has the greatest
impact on the company’s finances. He created the division according to the existing
processes and put a leader at the head of each amoeba [12].

In connection with the development and creation of new products, as well as the cre-
ation of anew production plant, the number of amoebas increased in Kyocera, which were
created, for example, due to the customer, type of product or plant. In other departments,
such as Marketing, there was a similar division.

Between individual processes in the Production Department, a purchase and sale
transaction of semi-finished products is possible. An important issue is to fix the bid
and ask prices between the amoebas. To do this, start with the selling price at which the
customer buys the product and then lower it for subsequent processes. The role played
by the manager is important here, as it may happen that one amoeba has a good enough
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price that it does not have to put any effort into achieving it [16]. Another amoeba, on
the other hand, can do everything possible, but cannot meet the price. Such a state is
unfair, and the manager should settle disputes between the leaders and set a fair price
depending on the costs incurred by the amoeba. The second principle in pricing is that
it should be as close as possible to the “rate per hour” in all the individual processes
involved in producing the product.

Thanks to internal purchase and sale transactions, the price directly reaches the
amoebas, and the production is carried out on its basis. Because production amoebas
are independent profit centres, they tend to cut costs to make a profit at a fixed selling
price [13]. As aresult, employees are aware of the balance sheet, unlike other companies
where only the manufacturing costs of products are known.

“Balance sheet per hour” is used to manage the annual and monthly plans and to
verify the implementation of tasks by amoeba leaders. Balance sheet data is also used
to compile the results of departments and the entire enterprise. As a result, the entire
company has one indicator per hour. It is important that the “balance sheet per hour”
format is standardized for the entire company in order to be able to quickly recognize
problems a given amoeba is struggling with [17].

Business management figures should be available and understandable to all employ-
ees, regardless of their position. This is how the managerial awareness of the staff is
shaped. The aim of Amoeba Management is management by all employees, therefore the
control of results by only managers is insufficient. At the morning briefings in Kyocera,
the results of all amoeba activities are presented. As a result, morale in the company is
raised and employees feel more responsible for the results of their amoebas [8].

Intra-company Transactions
Until a product is finished and leaves the plant, it has to go through various processes
within the company. The amoeba transfer of a product is an intra-company transaction.

Between production processes, the transfer of the product is calculated according to
production costs. The costs of an amoeba’s process are added to the costs of the previous
processes.

When there are transactions between amoebas, it is treated formally and is included
in the balance sheet as intra-company sales. The price is determined during negotiations
[17] (Fig. 1).

Inaccuracies may occur when amoeba labour costs with a small group of employees
are included in the “balance sheet per hour” statement. The cost of working amoebas
with high-wage workers will have a low bottom line. This can lead to paying too much
attention to labour costs, rather than streamlining the management of the entire amoeba
business. In Amoeba Management, an employee is a source of added value, not a cost. In
an hourly balance sheet system, the focus should be on the total working time of amoeba
members, not the amoeba labour cost [18].
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Purchase and sale transactions between amoebas

out-of-
company

amoeba i amoeba ) amoeba —  shipping

Process A Process B Process C

-out-of-company 100 100
shipping

-intra-company 30 70 100
sales

-intra-company 30 70 100
purchase

total production 30 40 80 100

4— internal order
{> flow of materials, products, cash

Fig. 1. Buy and sell transactions between amoebas [8]

3 Preparation of a Master Plan

The Master Plan is an annual plan that is the basis for monthly forecasts. It should be
prepared so as to take into account the strategy of the entire company [19]. To run a
business it is important to define goals that must be presented in specific numbers. The
Master Plan should be detailed and cover issues such as sales targets, production targets,
or employees or equipment. The amoeba leader needs to be ambitious and share this
with his employees. According to Kazuo, it is essential to the realization of the Master
Plan.

The amoeba leader sets monthly goals that he wants to achieve. The monthly plan
should present the results of the previous month and provide corrective actions for
any problems that have occurred. When preparing the proposals for monthly plans, the
degree of implementation of the Master Plan should be checked. If there is a delay in
implementation, actions to catch up with the plan should be presented.

4 Employee Motivation

Knowledge of the terminology and mechanisms of human behaviour in a professional
environment is important for managers because they determine the methods of commu-
nication, the possibility of delegating powers, and the use of incentives that motivate an
employee to act. An employee’s willingness to act is a motivation triggered by a spe-
cific need. Need means the physiological or psychological lack of something. The best
known approach to the analysis of motivation is the hierarchy of needs, in theory and
practice, was developed by Abraham Maslow [20]. According to this approach, every
human being has lower and higher needs. The lower group includes physiological needs
and security, and the higher group includes social, recognition, and self-fulfilment needs.
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According to psychologist Douglas McGregor, employee behaviour is influenced, apart
from internal needs, by certain attitudes, or rather the manager’s assumptions about sub-
ordinates. A manager using theory X assumes that employees by nature do not like to
work and avoid responsibility and must be forced to carry out tasks because they do not
show ambition. When this approach is compared to Maslow’s approach, it can be stated
that it corresponds to a human being in the pyramid of needs at the second maximum
level. Theory Y’s attitude assumes that the employee considers the necessity to start a
professional job as something natural and not necessary. The consequence of such an
approach is taking responsibility for the implementation of tasks, ambition, self-control,
creativity, and more [20]. When the characteristics of employee Y are compared with
Maslow’s pyramid, it can be concluded that the actions of an individual are caused by
higher-order needs.

The assumptions regarding motivation were confronted with the employee’s expecta-
tions towards work and the employer by the psychologist Frederick Herzberg. According
to some, his two-factor theory is an alternative to the above considerations, but it can also
be concluded that it presents the problem of motivation from the side of applied exter-
nal stimuli, i.e. it complements the achievements of Maslow and McGregor. According
to Herzberg’s research, the opposite of “contentment” is not “dissatisfaction” and vice
versa. By removing elements that cause dissatisfaction with work, a state of equilibrium
will be achieved, or in other words, acceptance; however, the will to act will not exist.
According to Herzberg, the factors of the so-called Hygiene measures, the presence
of which causes no dissatisfaction, include company policy, interpersonal relations, the
availability of tools necessary for the performance of work, and wages. Motivational fac-
tors that induce satisfaction and willingness to act include development opportunities, a
sense of belonging, additional powers, and division of power [20].

The issues related to influencing employees are aimed not only at achieving a positive
atmosphere and job satisfaction, but above all, they should translate into economic effects
of the economic organization. In this article, the concept of efficiency is about leadership
and employee motivation. Using the relation of effects to expenditure as an indicator, it is
possible to substitute the achieved goals of the enterprise in the numerator and the work
performed in the denominator [21]. In the context of motivating the team, the effects are
[22]:

e task completion - because it is why their team and the process they manage exist. The
leader cares about achieving the goal. Failure to do so results in frustration, dissonance,
criticism, and ultimately, disintegration of the group.

The inputs are:

o relationships - both between leaders and team members, and between group members.
They can be divided into those that concern the entire team, its morale and sense
of pursuing a common goal, as well as relationships with individuals and ways of
motivating them.
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The key to optimizing the effects-expenditure relationship is commitment and it
is assumed that an effective leader is able to acquire, develop and translate them into
effects. It is estimated that employees become more involved when [21]:

e they get a job appropriate to their talent, skills, qualifications - that is, the leader is
able to find talented people to achieve the intended goal

¢ they have a good manager - the leader is able to delegate authority to the right people
in the organization

e their supervisor is focused on the strengths of the employees - the leader is a humanist,
has knowledge about people, and knows how to support and develop employee talents

e a supervisor helps build strong relationships between people - the leader is equally
focused on people as entities in the organization, and on achieving the set goals

e the employee is in constant interaction with a leader - the leader knows to keep the
employee engaged by being both a coach and mentor

e employees receive information on the progress and results of their work - a leader is
able to provide feedback on progress and results

e employees are led towards a positive future - a leader has a vision and is able to
communicate it.

5 Motivating Employees vs. Amoeba Principles

The ability to identify the needs of employees and define their attitude towards profes-
sional work is crucial for the leader to properly select incentives, communicate tasks,
define the powers and scope of control, and more. Contemporary management styles in
which the manager first serves higher purposes and leads second is called leadership at a
higher level. It is based on four core values: ethics (doing the right thing), interpersonal
relationships (fostering trust and respect), success (measured by financial performance),
and learning [23-25]. In order to put these principles into practice, techniques and tools
are used, e.g. Management by Objectives, results, exceptions, Time Based Management,
innovation, conflict, and communication. These techniques are integrated, and some
often dominate to adjust the management style to the current situation. In general, it can
be assumed that a properly mixed set of practices “Management by xxx” ensures man-
agement effectiveness. Motivating and communicating techniques were used as criteria
to assess the effectiveness and completeness of this approach (Table 1).

Table 1. Management by xxx techniques vs. Amoeba principles

Management techniques Principles Amoeba management

Management by objectives -joint planning of projects Yes

-systematic reviews and self-control | Yes

-bonus incentives, promotions Yes

(continued)
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Table 1. (continued)

Management techniques

Principles

Amoeba management

Management by results

-control and settlement of final
results

Yes

-Profit Centres - Setting a minimum
level of profit value to be achieved

Yes

-cost centres - setting operating cost
limits

Yes

-independence of the organizational
unit in the management of the funds
granted

Yes

Management by delegation of
authority

-organization of operational and
routine tasks

Yes

-responsibility - the scope of
delegated powers in writing, proper
selection of a person, supervision
and control

Yes

-enriching work and activating
employees

Yes

-appreciating and rewarding
employees

Yes

Management by conflict

-activity in the form of “fighting
spirit” and striving to weaken
undesirable organizational
behaviour

Management through
communication

-assumes that employees want to be
partners for management in
management processes

Yes

-prevents the so-called an
information void, filled most often
by guesswork, rumours and
suspicions

Yes

Management by exceptions

-decision-making autonomy of
subordinates in standard actions or
activities falling within the accepted
tolerance (“in plus” - opportunities,
“in minus” - threats and crises)

Yes

-it affects the independence and
responsibility as well as trust in the
lower management level

Yes

(continued)
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Table 1. (continued)

Management techniques Principles Amoeba management
Management through -identification of problems to be Yes
innovation solved, goals

-conducting economic analyzes in | Yes
terms of the profitability of the
proposed solutions and the social
effects of changes

-superiors create conditions Yes
conducive to innovation; first of all,
they evaluate the creativity and
creativity of employees

Time-based management -tasks (most often unique) result Yes
from the decomposition of the main
(and intermediate) goals of the
enterprise

-assignment of tasks during Yes
briefings with employees

-at least one-time control of the Yes
performance or progress of tasks

-wage incentives in the form of Yes
piecework pay (per piece, turnover
commission) or for the work
performed

Source: Author

6 Conclusion

The implementation of Amoeba Management requires many changes in an enterprise,
from the organizational structure, through the financial system, to the organizational cul-
ture. It requires time and financial resources, and carries risks. Many studies emphasize
the positive impact of the Amoeba principles on the global effectiveness of the company
expressed in financial terms, which confirms the success and legitimacy of the concept
application. This paper deals with the topic of motivation in the Amoeba concept and the
influence of the applied principles on relations and communication between the superior
and the employee. It was assumed that depending on the situation, needs, qualifications
of employees or teams, and the complexity of the tasks, an appropriate communication
technique or a mix of techniques, the so-called Management by xxx is used. The Amoeba
principles apply to almost all Management by xxx techniques used here as a criterion
for analyzing the effectiveness of motivating. Areas marked as “?” in Table 1 are related
to conflict management.

In Amoeba principles, attention is paid to positive relationships, to building a pleasant
atmosphere, and honesty. At the same time, a structure is built consisting of independently
budgeting units that are profit or cost centres. Attitude towards achieving results can
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influence competition between amoebas and generate conflict. Management by conflict
describes various responses in conflict situations and strategies for dealing with them,
including:

— avoiding and procrastinating - denying conflicts; they are “taboo” in the com-pany;
as a result, suppress the conflict or postpone it

— enforcement - imposing a solution from the top, from the position of authority

— compromise - encouraging to reach a settlement, on the basis of which the parties to
the conflict obtain partial satisfaction of their claims, at the same time giving up some
of them

— mediation - the conflict is resolved as a result of the participation and judgment
of a mediator (independent third party); the mediator is a person authorized by the
company’s management board in a situation where the direct superior of the parties
to the conflict is not able to resolve the conflict.

The choice of the path depends on many factors, among others the source of the
conflict. Appropriate response to disputes can bring many benefits to the company,
enhance the fighting spirit, and create an atmosphere for creating creative solutions.
The technique of avoiding conflicts or pretending that they are not present can spoil the
atmosphere in the team, leading to frustration.

Therefore, on the basis of the observations made, research is planned on conflict
situations in companies applying the Amoeba principles. The aim is to analyze the
implementation of the Amoeba system and influence the generation of competition and
conflicts, to recognize the effective methods of dealing with them, and how these methods
are related to the cultural context of the enterprise.
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Abstract. The COVID-19 pandemic impacted several services organizations
such as hotels and restaurants. Some studies suggest that 50% of restaurants closed
during quarantining days will not reopen in the future, producing a domino effect
with their suppliers. Therefore, to survey in this crisis, organizations focused their
efforts on reducing waste and/or repurposing their manufacturing operations by
introducing new products. The purposes of this paper are (1) to mention an overall
strategy followed by food equipment manufacturing plant to address the COVID-
19 pandemic challenge; and (2) to describe one of the five Kaizen events conducted
to address COVID-19 challenges. This Kaizen focused on increasing forklifts uti-
lization rate from 44% to 80%. The authors followed three steps to achieve this aim:
understanding company background, conducting a literature review, and elaborat-
ing on a Kaizen event. Practitioners in manufacturing and services organizations
could extract several highlights to help them to sort operations problems during
crisis time. However, future research still needs to understand the socio-economic
impact that COVID-19 pandemic around the world.

Keywords: Optimization models - Material handling - Kaizen - Forklift -
Continuous improvement - COVID-19

1 Introduction

In February 2020, after the World Health Organization declared the COVID-19 pan-
demic, the entire world faced an economic crisis; manufacturing losses, unemployment,
poverty rate increase, and closed services organizations [1-3]. Therefore, companies
and governments worked together to preserve life, health, and economic stability.
Some of the first publications related to the COVID-19 pandemic impact suggested
that about 20% of companies had a contingency plan for events that disrupted the day-
to-day operations [4]. Companies worldwide were unprepared for an emergency of
this magnitude, forcing them to implement different drastic actions to survey, such as
following quarantining regulations, repurposing their manufacturing operations (e.g.,
producing health equipment, mask, and air ventilators), and increasing process efficiency.
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Unfortunately, manufacturing and services organizations understood late the relevance
of having long-term strategies and contingency plans [5, 6].

On the other hand, the COVID-19 pandemic changed society’s consumption behav-
iors and needs, accelerating new business opportunities. Therefore, the purposes of this
paper are (1) to mention an overall strategy followed by a food equipment manufactur-
ing plant to address the COVID-19 pandemic challenge; and (2) to describe one of the
five Kaizen events conducted. This Kaizen event was focused on increasing the utiliza-
tion rate of forklifts in FEMP. The authors followed three steps to achieve these aims:
conducting a literature review, understanding company background, and elaborating a
Kaizen event. Lastly, the authors reflect on this research’s theoretical and practitioners’
implications in the conclusion section,

2 Literature Review

2.1 Kaizen Events

Kaizen, change for improvement or continuous improvement, is a Japanese concept
that Imai [7] defined as improving every day, everyone, and everywhere. To achieve
this, Kaize should be understood as a managerial philosophy, as an element of Total
Quality Management (TQM), and as a set of improvement tools and methodologies [8].
To achieve this, organizations used different initiatives, methodologies, and frameworks
as continuous improvement projects (e.g., Kaizen event, Lean Six Sigma, Six Sigma,
and quality improvement projects).

Farrisetal., [9 p. 10] defined a Kaizen event as “a focused and structured improvement
project, using a dedicated cross-functional team to improve a target work area, with
specific goals in a accelerated timeframe.” Although a common timeframe for a Kaizen
event is usually from one to seven days [10-12], there are days or weeks for planning
and data collection activities before the Kaizen event [13, 14].

Several drivers move manufacturing organizations to conduct a Kaizen event, such
as improving quality, reducing waste, and increasing productivity [15]. Some achieve-
ment in manufacturing organizations that used Kaizen events includes [16—18]: increase
production, reduce change over, reduce material use, reduce floor space, reduce distance
travel, and others.

Now, it is important to understand the relevant literature available about forklifts.

2.2 ForKklifts

The material delivery optimization’s interest can be regarded because of a need for a
precise delivery schedule to avoid line stoppage and the high cost of transportation. The
most used transport vehicles for material delivery at assembly lines are forklifts, two
trains, and autonomous guided vehicles [19]. The number of forklifts is always heavily
oversized due to transportation fluctuations. Forklift performance depends on traffic in
plant and factory design, and finally, because it is still manual transport, the human factor
is vulnerable to social disturbances [20]. Therefore, the flexibility offered by forklifts
causes a significant loss of efficiency.
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Several studies have been conducted to solve transport vehicles utilization from
different perspectives, such as capacitated vehicle routing problem with two-dimensional
loading constraints [21]; an integrated supply model of manufacturing processes, which
included facility location and assignment [22]: and scheduling the delivering of raw
material at assembly lines while using the minimum number of vehicles [19].

To meet any efficiency goal is important to study and analyze production and the
activities made by the material handling vehicles used in the shop floor, so the variables
in the model make it more accurate and closer to the real scenario.

3 Food Equipment Manufacturing Plant Profile

The Food equipment manufacturing plant (FEMP) is a part of a multinational organi-
zation. Before the COVID-19 pandemic, FEMP had more than 500 employees, nine
product families (mainly for exportation), and used more than one thousand SKUs. Its
primary customers were hotels and restaurants.

FEMP’s products demand was cycled (see Fig. 1). January and February 2020 showed

a better year than 2019; however, with the COVID-19 pandemic, FEMS’s products
demand decreased 24%.
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Fig. 1. 2019 and 2020 FEMP’s production

To reduce the financial impact produced by the product demand decrease, FEMP
conducted an organizational and operational excellence assessment. First, from the orga-
nizational excellence assessment, FEMP identifies a weakness in the lack of strategic
planning process. Therefore, FEMP conducted a strategic planning process to repurpose
new products in the food sector’s manufacturing operations that respond to new customer
needs, such as handless machines and small kitchens (ghost kitchens). This strategy is
part of a working paper. Second, from the operational excellence assessment, FEMP
identified several improvement opportunities. Therefore, FEMP conducted five Kaizen

events to improve operations efficiency. This paper describes the Kaizen event worked
to increase the forklift utilization rate.
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4 Kaizen Event

This Kaizen event consisted of four phases in 14-weeks: preparation (four weeks), anal-
ysis (two weeks), implementation (six weeks), and closing (two weeks). During each of
these weeks, the Kaizen event team spent two hours per day on Kaizen event activities
and the remaining time in the day-to-day work. This is a total of 140 h.

4.1 Kaizen Event Preparation

This phase consisted of four main activities conducted in four weeks: Kaizen team
selection, Kaizen event planning, Kaizen team preparation, and data collection. Each of
these activities is described as follow:

a) Kaizen team selection (3 h). After analyzing the facility operations, an external
facilitator recommends eight members: three production supervisors, three forklift
operators, one warehouse supervisor, and one external leader. This team was created
considering Farris et al., [23] critical success factors to achieve Kaizen event out-
comes. The list of team members was shown to the production manager for approval;
and his only condition was did not remove employees from the day-to-day operation.

b) Kaizen event planning (5 h). Considering the production manager’s request, the
external facilitator proposes to work in the Kaizen event for the last two hours of
the shift every day. This idea was accepted and communicated by the production
manager to his employees. Other Kaizen event planning activities include defining a
working area, defining stakeholder meetings, defining team member roles, defining
team member integration meetings, and identifying other resources needs. These
activities were conducted by the external facilitators and the external leader.

¢) Kaizen team preparation (20 h). Considering the lack of Kaizen team members
knowledge in lean and quality analysis tools (e.g., Pareto diagram and cause-effect
diagram, etc.), the external leader creates a small lean and quality analysis tools
training course. This course was created using information and examples from
FEMP day-to-day operations and was taught to other FEMP associates and leaders to
develop the same language in the organization and facilitate communication during
the meetings.

d) Data collection (12 h). Kaizen event leader was responsible for collecting historical
data related to warehouse facility, forklift utilization, production planning, prod-
uct demand, and others. Data that FEMP was not measuring that could impact
the progress of this project negatively are inventory, replenishment times, and the
consumption rate of raw material in each production line.

Overall, these Kaizen event preparation activities took 40 h (four weeks). Now, the
team was ready for a kickoff meeting.

4.2 Kaizen Event Analysis

The Kaizen event analysis phase consisted of two weeks (15 h). During these weeks,
the Kaizen team conducted progress meetings with customers and stakeholders to show
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continuous improvement project progress and solve any time barriers. The main activities
conducted by the Kaizen team are summarized as follow:

a) Kickoff meeting (1 h). During a kickoff meeting, with the attendance of the plant
manager, several stakeholders, and the Kaizen team, the plant manager spoke about
the relevance of this continuous improvement project during the lack of production
that the FEMP was having in the COVID-19 pandemic days. It was clear the all the
attendees the support from the plant manager to this Kaizen.

b) Understanding FEMP operations (4 h). The company has eight assembly lines sup-
plied from a central warehouse. Therefore, the company needs a good delivery
schedule that enables them to deliver on time, ensuring each line has enough materi-
als to satisfy the demand. To better illustrate the shop floor and the location of each
assembly line, the Kaizen team obtained a FEMP layout copy, which was shown in
the Kaizen team meeting room.

¢) Demand studies (5 h). Two demand studies were conducted using data from 2019
and the five months of 2020. First, regarding production volume, it is observed that
three out of the eight production lines captured 84% of the production volume. Also,
it is observed that the FEMP assembly line L1 represents 48% of the total annual
production of the manufacturing company. Second, analyzing demand trends from
January 2019 against January 2020, there’s a growth in demand of 18%; however,
the behavior due to the COVID-19 effect is not repeated along the following months.
After March 2020, production decreased 62%. This decrease is related to the tem-
porary closure of main customers, such as restaurants and hotels. Another finding to
highlight is the observed seasonality pattern: two straight months’ demand rises then
falls. The Kaizen team concluded that this seasonality is highly related to customers’
needs during summer times.

d) Forklift’s activities studies (5 h). There are two types of forklifts: standing and
seated man or reach trucks and counterbalance forklifts. Forklift’s activities study
was conducted using a database of 1,361 records of forklift movements. FEMP has
nine forklifts of reach trucks and eight counterbalance forklifts. Counterbalance
forklifts have 70% of idle time while reach trucks, 58%. Overall, it was detected that
they were idle almost 66% of the time. The rent of 17 forklifts represent to FEMP
an annual cost of $306,000 USD.

Clearly, there’s an opportunity to make better decisions in the forklift management
area. Decide how many forklifts are needed in the production site while satisfying the
operation.

4.3 Kaizen Event Implementation

This section presents an optimization program based on the real assumptions and condi-
tions observed in the Kaizen event analysis phase. As mentioned earlier, the company is
not measuring inventory, replenishment times, or the consumption rate of raw material
in each production line; however, the Kaizen team recovered some data through records
taken in site production. This information is presented in Table 1.
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Table 1. Variables considered
Type Demand | Capacity of | Total time | Idle time | Loading | Unloading
forklifts of travel time time

Route 1 | Raw 51 1 125.7 281.1 152.9 40.0
material

Route 2 | Raw 62 1 122.9 157.4 154.8 40.0
material

Route 3 | Raw 51 1 100.8 3124 123.5 40.0
material

Route 4 | Raw 48 1 46.0 476.0 75.0 52.5
material

Route 5 |Raw 7 1 130.9 0.0 3429 137.1
material

Route 6 | Finished | 72 3 82.2 222.5 63.5 90.0
goods

Route 7 | Finished |91 1 38.8 11.8 73.8 90.0
goods

Note: demand in pallets, capacity in pallets, and time in Seconds.

We also know that the shift lasts 9.5 h, the fork lifters have 30 min to take a break.
With this information, the Kaizen team coded a model in python. Object-oriented pro-
gramming (OOP) was the most suitable way to address the case study. OOP uses objects
and classes. A class can be thought of as a blueprint for objects. These can have their
attributes (characteristics they possess) and methods (actions they perform). With these
classes, functions, and objects, the model would be assigning forklifts to the different
routes the company had already established and supplied the demand with the minimum

number of vehicles possible.

The main assumptions that were observed, discussed, and established in the

company’s case were considered while developing the model (see Table 2).

e The capacity of each forklift is limited and known
e Only one pallet could be delivered by cycle in raw material routes, in finished goods
routes from one to three pallets

Objective function:

The demand is known and deterministic
The shortage is not allowed
Only one warehouse is available to serve the assembly lines.

n m
Minimizez = Z Z Wi - G;

i=1 j=1

(D
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Table 2. Equations nomenclature

Type Code Name
Index i For the forklift ( =1, ..., n)
Index j For the routes of delivery and pickup (j = 1, ..., m)
Data n Forklift index
Data m Route index
Data t Cycle
Data s Time of shift
Data C Forklift capacity in pallets
Data Cjj Forklift capacity in pallets to deliver to route j
Data d; Demand of route j
Data G; Cost for leasing forklift
Variables Xij Total time for forklift i delivers for route j
Variables Y; Number of pallets delivered in route j
Variables Wi Number of forklifts in used for route j
Restrictions:
n
YV Wy=di Vji=1...m )
i=1
Y, Wy <C; Vj=1,....mVi=1,..,n 3)
m
}:&fwygs Vi=1,...,n 4)
J=1
X;j >0 &)
Y; > Oand integerVj =1, ...,m (6)
Wi; > Oand integer @)

Vi=1,..nVj=1,..,m

The objective function, given by Eq. (1), minimizes the number of delivery forklifts
used in a shift and its cost. Equation (2) ensures that the number of delivered pallets at
each route will satisfy the demand. Equation (3) ensures that the total number of pallets
delivered in each cycle does not exceed the forklift capacity. Equation (4) guarantees
that the total time of delivery of the demand to each route does not exceed the shift time.
Finally, Egs. (5) to (7) state the nonnegative nature of the decision variables.
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To validate the model’s efficiency and performance, first, a pilot test was carried out
to prove that the model works. Data from one week of operation was recovered and
then compared with what could have been with the forklift assignment of the model.
Due to COVID-19 measures, security and hygiene, they only operate six forklifts. One
forklift was assigned to each route except routes five and six (they shared a forklift). It
was not possible to complete the demand, so they added three more hours to the shift to
satisfy the demand. Operating this way, a 68% of utilization rate was obtained. However,
the model made a different forklift assignment, five forklifts, every route has its own
forklift except five, six, and seven, with one forklift. The Kaizen team obtained a 91%
of utilization rate.

A second pilot test was carried out with one day of operation; the data was entered into
the model. With the demand of that specific date, the model assigned six forklifts. Each
route has its forklift delivering, except five and six sharing a forklift. This assignment
guarantees a 78% of utilization of the forklifts.

A sensitivity analysis was also made with the median with quartiles taken from the
real historical data of demand to prove how the model reacts to changes in demand (see
Table 3). March 2020 was considered as the sample to obtain the median with quartiles.
The analysis was made with the median with quartiles to measure data dispersion to
measure variability around the mean. The quartile breaks the data into quarters so that
25% of the measurement is less than the lower quartile, 50% is less than the mean, and
75% is less than the upper quartile.

Table 3. Sensitivity analysis results

Route Sample Median Upper quartile Lower quartile
# Utilization | # Utilization | # Utilization | # Utilization
Forklifts | rate (%) Forklifts | rate (%) Forklifts | rate (%) Forklifts | rate (%)

1 1 94 1 91 1 98 1 76

2 1 91 1 87 1 93 1 73

3 1 91 1 87 1 93 1 73

4 1 96 1 92 2 50 1 78

5 0.5 47 0.5 46 0.5 50 0.3 89

6 0.5 0.5 0.5 0.3

7 1 60 1 58 1 62 0.3

Average 80 77 75 78

Data recovered from the original records were introduced into the program and the
forklift assignation determined that six forklifts were needed to satisfy the demand with
an 80% of utilization. With the demand median, the assignment of forklifts to each
route stays the same. Six forklifts are considered to supply the demand on time with a
utilization rate of 77%. In the assignment for the upper quartile of demand, there are
changes to the number of considered forklifts to satisfy the demand, seven forklifts with
a 75% utilization. Finally, even fewer forklifts are assigned to each route for the lower
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quartile. There are considered five forklifts (routes five, six, and seven) share one forklift
the rest of the routes are being assigned with one forklift, with a 78% of utilization.

During the last Kaizen implementation meeting, the team presented its findings
to the plant manager, customers, and stakeholders. Although the optimization model
showed seven forklifts in an upper quartile, the plant manager decided to stay with
three more forklifts as a buffer preventing potential problems of maintenance and peak
demands. Therefore, this Kaizen event helps FEMP to reduce their annual operation cost
by $126,000 USD.

Overall, Kaizen team spent 60 h during the six-week Kaizen implementation phase.

4.4 Kaizen Event Closing

Lastly, during the following two weeks (19 h), the Kaizen work in the Kaizen event
documentation, which includes the following deliverables:

a) Kaizen event file (2 h). Every analysis, presentation, meeting results, and to-do list
were collected file in a physical binder for future reference.

b) Software application (10 h). The Python program was converted into a software
application to facilitate FEMP personal future forklift analysis

c) Working instruction (5 h). A step-by-step working instruction was developed to use
the software application.

d) KPI Follow up (2 h). Forklift utilization percentage was included in the plant manager
monthly meeting review.

Once the plant manager closed the Kaizen event, the Kaizen team was dissolve and
each team member continued with their initial roles and responsibilities in FEMP.

5 Discussion

The purposes of this paper were (1) to mention an overall strategy followed by a food
equipment manufacturing plant to address the COVID-19 pandemic challenge; and (2) to
describe one of the five Kaizen events conducted. First, the authors briefly mentioned the
initiatives that FEMP followed up to address the COVID-19 pandemic impact. The FEMP
business initiative will be published in the Operations Management Research journal
special issue in 2022. Second, out of the five Kaizen events conducted to FEMP, the
authors considered that this paper presents an unusual application of the Kaizen event,
contributing with two insights for continuous improvement practitioners: Kaizen event to
mitigate the COVID-19 pandemic impact and Kaizen event with optimization. Ohno [24]
suggested the importance of conducting Kaizen during good times; however, because
of a lack of contingency plans in FEMP, the organization decided to use Kaizen events
as an approach to mitigate the initial impact of the COVID-19 pandemic. On the other
hand, instead of conducting several interactions to identify the best solutions, the Kaizen
event team decided to apply optimization models to simulate and validate their decisions
regarding the reduction of forklifts.
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It is important to control the number of forklifts used at assembly lines since mate-
rial handling costs represent 15% to 70% of a manufactured product [25]. Although this
Kaizen event shows significant results, these results should not be generalized, and read-
ers need to consider the following limitations. First, although a traditional Kaizen event
takes from one to seven days (one week), the organization could not remove all Kaizen
team members from their day-to-day operations during a complete week. Therefore,
FEMP leaders found a different Kaizen event structure that adjusted to their needs (14-
weeks and 2 h per day). However, this new approach represents a total time of 17.5 days
([14 weeks * five days * two hours]/[8 h per day]); more than twice of the standard
Kaizen event structure, impacting negatively on Kaizen event team members interest in
this project. Second, FEMP is a young organization with many opportunity areas and
several improvement projects are required. During this Kaizen event, the organization
also implemented 5S’s. Therefore, results are not insolated to the Kaizen event imple-
mentation actions; 5S’s implementation could impact this Kaizen event results. Third, as
the authors mentioned earlier, FEMP does not measure many variables that could make
the model even better and more accurate. Many assumptions were made by the company
where the available variables used for the model to work (e.g., gasoline consumption
per operator). However, the model proposed was successful as the first effort regarding
decision-making on forklift management.

Over time, the operational result will become more like the program’s results, depend-
ing on the adoption of the process by forklift operators. The model can be expanded
regarding future work considering other objectives such as inventory on production
lines, online raw material replacement times or frequencies, etc. Also, there are tech-
niques utilized to efficiently schedule forklift motion are: dynamic loading, differential
evolution heuristic approach, Adaptive Genetic Algorithms (AGA) method, and Evolu-
tionary Algorithm (EA). Dynamic loading involves the AGV handling multiple loads.
This will add value to the facility by minimizing the travel time and the number of laps
the vehicle travels between jobs [26].
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Abstract. The digital age poses new challenges to the field of asset management.
The main purpose of the study is to identify the barriers to digital transformation
in asset management. A study was conducted with 15 experts (including univer-
sity researchers and industry experts) to explore, validate, and classify barriers
affecting digital transformation in asset management. As a result, 20 barriers were
obtained as a result of the study. Barriers to digital transformation in asset man-
agement identified included, misunderstanding the strategic importance of asset
management, no clear vision/strategy, existing mindset/thinking and culture, inad-
equate asset management system, lack of understanding of digital trends, lack of
employee knowledge and skills, and misalignment of business and asset manage-
ment objectives. Outcomes of this study can be helpful for organizations on their
way to digital transformation of the asset management.

Keywords: Asset management - Digital transformation - Barriers

1 Introduction and Literature Review

Today, companies are facing the evolution of fourth industrial revolution, also referred
to as Industry 4.0. Industry 4.0 is the digital transformation of manufacturing and related
industries and value creation processes. The ability to have systems with greater connec-
tivity, more information and, at the same time, greater flexibility, allows companies to
have a clearer view of their processes and, consequently, to improve their performance
outcome [1]. Crespo Marquez et al. [1] emphasized that digital transformation is no
longer just about making processes more efficient, but about creating more sustainable
and profitable customer relationships by fulfilling customers’ needs more efficiently.
As such, digitalization is creating new opportunities for asset management through the
emergence of Cyber Physical Systems (CPS). In this regard, digital twins can be used by
companies to determine how their physical assets perform or to monitor the performance
of their assets. Intelligent asset management systems are becoming more prominent and
are directly related to building new capabilities needed to manage and process data and
information [2]. Therefore, the availability of industrial 10T, new technologies such as
predictive maintenance analytics combined with Big Data, and digital twin simulations
are driving the growth of the intelligent assets management (IAM) platforms market
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[3]. Technological innovation is opening the door to a whole new world of asset man-
agement. The Internet of Things (IoT) as a key enabler of Industry 4.0 as well as Big
Data, cloud computing, mobile networks, virtual reality, digital twins, building infor-
mation modeling (BIM), real-time monitoring of physical assets are some of the trends
currently making their way into the asset management world. The digital age poses new
challenges to businesses and is enabled by communication between people, machines
and resources [4, 5]. Nonetheless, introducing digital approaches in asset management
is rather difficult. It brings changes in the infrastructure as regards technology as well as
changes in the processes of asset management. Therefore, it is important to understand
the challenges and to recognize potential solutions is vital for an efficient transition to
IAM.

The ISO 55000 standard provides a good framework for companies in order to
understand different aspects of asset management system [6]. Assets, according to the
asset management standard ISO 55000, are items, things and entities that have value or
potential value to the organization [6]. Therefore, companies try to maximize the value
of their assets by investing efficiently in asset management to get a better return for
their company [7]. This can be done by focusing on costs, risks and performance and
optimizing them throughout the life cycle of the asset [8]. Physical/engineering assets,
are important for creating tangible value for company in organizational settings such
as manufacturing, energy and water supply, construction, mining, transportation, and
several other areas of industry [9]. For successful implementation of the asset manage-
ment it is important to understand the needs of the organization. In addition, aligning
the objectives of the organization and asset management is critical to delivering quality
products safely, cost-effectively, and on time [10]. As such, proper asset management
strategy and plan is vital for creating value from assets and achieving business goals.

The introduction of Industry 4.0 enables companies to collect and process a large
amount of data throughout entire lifecycle phases of an asset. It therefore offers the
opportunity to digitize and automate interactions between different stakeholders, reduc-
ing errors and enhance the performance of the asset management processes. For example,
Industry 4.0 can provide insights into how to improve the asset maintenance by means
of predictive analytics. In addition, the large amount of data on assets and asset man-
agement also provides opportunities for the future development of asset management
using new technologies. Digital transformation in asset management should therefore
ensure that the right business information and operational technology data is available
at the right time, throughout the system, and throughout the life of the assets. A promi-
nent example is IAM, representing a shift from traditional preventive maintenance to
new condition-based and predictive maintenance approaches. There is also a growing
shift towards prescriptive approaches, enabling companies to make actionable recom-
mendations for assets (e.g. decisions regarding asset maintenance, operations and other
lifecycle management activities).

Asset-intensive companies need to understand and operate within the changing con-
text. The successful implementation of an asset management strategy must be fully coor-
dinated with the digital strategy of the organization, and both resulting from the strategic
objectives of the company [11]. They need to manage their adaptation to change in a
way that better fits their strategic priorities. So, a digital strategy in asset management is
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an important requirement for data-driven decision making, which is indeed an important
prerequisite for asset management and an important contributor to efficient and effective
asset management system.

On the one hand, there is still a great deal of uncertainty among manufacturers about
what the implementation of Industry 4.0 really requires of them - and many are still
finding it difficult to even get started. On the other hand, most technology providers
have converted their portfolios to Industry 4.0 relatively quickly [12]. Adopting new
technologies can help companies be more responsive in the marketplace. Accordingly,
companies should also consider these aspects when building an asset management sys-
tem [13]. Very few leaders have the commitment and fortitude required to bring about
the kind of long-term change needed to equip organizations for the digital future. This
paper aims to identify the underlying factors that hinder or stop digital transformation
in asset management. In this regard, this paper contributes to the literature and to prac-
tice by providing answer to what experts consider to be the main barriers to digital
transformation in asset management.

2 Methodology

In the absence of extensive empirical data, this study used a structured approach to elicit
expert insight on the barriers to digital transformation in asset management. This paper is
based on a study among experts from Slovenian manufacturing companies, consultancies
and universities. Study was based on a Delphi method guideline. Delphi method is used
as a group technique aiming to achieve the reliable consensus by surveying a panel of
experts [14]. As such, Delphi method is useful and has been widely used in many areas
of management. However, some challenges arise in implementing this method, such as
selecting panel of experts, designing the survey questions, maintaining the number of
panel of experts and their commitment, and achieving a satisfactory level of agreement
[15]. In this paper, we divided the process into three blocks: (1) sampling of experts, (2)
literature review and brainstorming, (3) narrowing down alternatives and ranking (see
Fig. 1).

Since the number of participants (experts) is limited, they must have adequate knowl-
edge and experience of the topic under discussion so that they can represent a variety
of perspectives. The population from which the expert panel were drawn comprised
academics and expert practitioners working on the field of asset management as well
as representative of asset management solution providers. Many of the experts involved
are part of various European and international committees and societies in the field of
asset management. In total, 15 experts were included in the research.

Traditionally, similar studies begin with an open-ended questionnaire. However, as a
common and well-accepted change in format, questionnaire can also be designed based
on a literature review. Accordingly, the questionnaire was developed from the literature
review. Summarized results are presented in Table 1.
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Fig. 1. Research approach

As mentioned above, a questionnaire was developed based on literature review.
The survey was distributed to the selected group of experts via the online platform.
All terminologies, factors and types of information were explained and defined in the
survey. Experts were contacted individually if further explanation was needed or they
encountered technical difficulties. A deadline of four weeks was set for the collection
of responses. In addition to the evaluation of the questionnaire, experts had an option to
add additional barriers, which were not identified based on the literature review.

3 Analysis and Discussion

15 experts agreed to participate in the study. Barriers identified from the literature review
were rated on a five-level Likert scale by the panel of experts. Items which have mean
value greater than 3 were obtained. Prior studies have also used mean value as a selection
criteria [21]. During the research process experts have added additional barriers alongside
those identified from the literature. The final result is presented in Table 2.
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Table 1. Identified barriers in management literature - summarized literature review

Authors Research method/focus Barriers

Stentoft et al. (2021) [16] Questionnaire-survey Lack of knowledge about the
(drivers and barriers for new digital technologies, lack of
Industry 4.0 readiness) standards, more focus on

operation at the expense of
developing the company, lack of
data protection (cybersecurity),
lack of qualified employee, lack
of employee readiness, requires
continued education of
employees, lack of
understanding of the strategic
importance of the new digital
technologies, lack of
understanding of the interplay
between technology and human
beings, too few financial
resources, too few human
resources (manpower)

Marzena et al. (2020) [17] Multiple case studies Complexity of the logistics
(barriers, success factors system and underlying
and leading practices) processes, lack of resources

including skilled resources,
technology adoption, resistance
to change and data protection

Schroeder et al. (2019) [18] Interviews, focus group, Inhibiting culture, lack of digital
Delphi-based inquire exchange standards, business
(conceptualization of the value uncertainty, resource
industry 4.0 context) limitations

Peillon and Dubruc (2019) Literature review and case | Digital transformation and

[19] studies (barriers to digital servitization are not considered
servitization) as strategic goals

Trappey et al. (2017) [20] A review of essential Lack of standards

standards and patent
landscapes (for the Internet
of Things)
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Table 2. Results of the research

Barriers to digital transformation in asset management Mean value
Misunderstanding the strategic importance of asset management 4.53
No clear vision/strategy 4.47
Existing mindset/thinking and culture 4.40
Inadequate asset management system 4.33
Lack of understanding of digital trends 4.33
Lack of knowledge and skills of employees 4.33
Misalignment of business and asset management objectives 4.07
Lack of management support 4.00
Inadequate hierarchy of physical assets 3.80
Lack of understanding of the organisation’s key success factors 3.73
Lack of understanding and knowledge of processes 3.60
Insufficient human resources 3.47
Lack of innovation potential 3.47
Current IT structure 3.33
Inflexibility of processes 3.27
Lack of employee readiness 3.14
Insufficient financial resources 3.13
Insufficient data protection (cyber security) 3.20
Dependence on other technologies 3.13
Rigidity of regulatory bodies 3.06

To the best of our knowledge, there is no current stream in the asset management liter-
ature that deals with barriers to digital transformation in asset management. Addressing
this gap, we reviewed current general management literature on the topic and combined it
with findings from the case analysis. The alignment of what literature reports and experts
perceive resulted in the list of barriers to digital transformation in asset management.

Technological innovation is driving organizations to change the traditional way of
working in asset management through digitization, with the expectation that this change
will help manage risk and improve costs and performance. However, companies are
likely to face obstacles on this journey. Findings of our study are consistent with prior
research e.g. [16, 22] indicating that barriers related to legislation, management and
workforce are affecting the digital transformation process. However, in addition what
can one found in management literature, our study highlights the importance of strategic
view on asset management. Moreover, the findings suggest that in order to be success-
ful in digital transformation organization should establish asset management system.
This is in a line of studies (e.g. [23]) highlighting that organizations should recognize
the need for a strategic approach to asset management. It is also well recognized that
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asset management system supports organization in achieving better performance out-
come [8, 24, 25]. Further, strategy is in literature often consider as an important driver
of digital transformation [16]. Likewise, in meeting organizational objectives, the asset
management strategy provides alignment between the asset management processes and
the strategic aims of the business [7]. Since digital transformation should be guided by
the broader business strategy, it is essential that asset management strategy reflects the
company’s objective regarding digital transformation. Hence, asset management objec-
tives included in the strategic asset management plan (SAMP) must be aligned to and
consistent with the organizational objectives [6]. This implies that inexistent SAMP in
organization represent an obstacle to digital transformation in asset management. SAMP
is also the starting point for the development of asset management strategies, objectives
and plans that lead to an optimal combination of asset life cycle activities - depend-
ing on criticality, condition, performance and risk level. SAMP is therefore essential in
setting up the base for introducing new strategies and technologies. Although the asset
management industry can benefit from advances in digital technology, this task would
be rather difficult to implement without a clear strategy and focus on establishing an
asset management system and processes. The primary function of asset management is
to preserve the value of assets for the achievement of business objectives [7]. However,
misalignment of business and asset management objectives prevents the organization to
realize value from assets in the desired level. This also applies to digital transformation
as well. Often lacking is critical understanding of how digital impacts the business, and
how to effectively plan and deploy the critical skills needed. In such cases, it can happen
very quickly that asset management objectives concerning the digital transformation
will not reflect the strategic objectives. Digital doesn’t just mean ‘remote’. For example,
machine learning can be used to analyze text information in maintenance notifications to
propose suitable failure modes. As such, understanding digital trends, developing digital
skills and knowledge is of key importance. Asset management requires competences that
meet the requirements of knowledge, skills, experience, behavior, attitudes and attributes
related to asset management [26]. New asset management skills are needed for intro-
ducing digital transformation. So, the top management needs to create an environment
in the organization where asset managers can become excellent professionals who are
able to make the right decisions based on and with the help of data analysis. A lack of
knowledge and support from top management is therefore an obstacle on the way to
digitizing asset management.

In addition, our study shows that the current IT structure, data protection and insuf-
ficient financial resources are also barriers that hinder digital transformation in asset
management. Prior literature e.g. [27] has shown that inadequate IT structures, lack of
technical skills, inadequate business processes, and high implementation risks and costs
are often mentioned barriers by companies.

4 Conclusion

Nowadays, companies can no longer escape the opportunities offered by digitalization.
Asset management is no exception. Integrating digital technologies into area of asset
management fundamentally changes the way you work and deliver value from assets.



Barriers to Digital Transformation in Asset Management 201

However, many barriers can arise when a company decides to embark on the digital
transformation journey. In this study 20 barriers related to management, workforce leg-
islation and other aspects were identified. This work can be useful for any organization
interested in digital transformation in asset management.
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Abstract. Economic growth is stimulated by a continuous increase in goods con-
sumption. With regard to household appliances it manifests itself in its frequent
replacement. This may have an impact on negative environmental and climatic
changes. In this article, the authors deal with this problem in the context of con-
sumer awareness of the impact of their behavior on these changes. The aim of
the article is to check whether frequent replacement of household appliances is
justified from the point of view of environmental pollution and climate protec-
tion. The article highlights not only the carbon footprint of two types of devices,
but also consumer preferences for replacing old devices with new ones. As part
of the research, a questionnaire was conducted on the frequency of replacement
of household appliances and the reasons for their replacement. An analysis and
comparison of the carbon footprint of two refrigerators - the old type and in line
with the latest energy consumption standards - was carried out. It was found that
the replacement of the refrigerator, due to the lower electricity consumption in
the use phase, is ecologically profitable compared to the old type refrigerator after
8 years of use.

Keywords: Carbon footprint - Life Cycle Assessment - Environmental impact

1 Introduction

Household appliances were used in the past longer than today. The main reason was the
high purchase price. Today, along with the increase in availability, this equipment has
become relatively cheap, and consumers replace it relatively often — often more than is
justified. Itis commonly believed that this poses a significant threat to the implementation
of a sustainable development strategy [1, 2].

The negative impact of household goods on the natural environment begins at the
production stage, where many factors potentially threaten the natural environment,
including:

— consumption of raw materials (metals, paints, glues, etc.)
— media consumption (water, energy)

— fossil fuel consumption (natural gas, heating oil)

— emission of pollutants into water and air

— waste generation
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The mentioned environmental impacts are limited by a number of legal provisions.
Production plants are required to update their permits in the event of launching a new
installation, introducing new packaging or changing the preparations used.

The use of household appliances also has a negative impact on the natural envi-
ronment, mainly due to energy consumption. The consumer is informed about this
aspect of using the equipment via the energy label. One of the goals of its introduc-
tion was to influence consumer natural environment-oriented decisions about the choice
of equipment.

The first energy labels appeared on cooling equipment in the 90s, and the E energy
efficiency class was the dominant one. As a result of technological progress, the equip-
ment achieved better and better classes over the next years. When the standard scale
turned out to be insufficient, a plus sign was added to the classes. In this way, well-
known classes such as A+, A++, A+++ were created. In the second decade of the 21st
century, the classification method presented above became inadequate. In order to cre-
ate space for further technological development, the European Commission decided to
upscale energy efficiency and return to the original A-G scale [3]. The introduced change
is to ensure better legibility of the labels. The new formula became valid on March 1,
2021 for three types of appliances: refrigeration equipment, dishwashing machines and
washing machines. The most energy-efficient devices remain in the “green” class, and
those with lower energy efficiency in “orange” and “red” classes. In practice, the green
class is empty today and is waiting for new technological challenges of energy-saving
and environmentally friendly solutions.

The lifetime of household appliances varies greatly. It depends to a large extent on the
individual attitudes of consumers. However, the policy of producers also has a significant
influence on lifetime [4]. In general, there is a noticeable tendency to shorten the life of
household appliances. Technological development and fashion in a given industry force
the displacement of old products in favor of new ones. This is caused by their wear or
the growing expectations as to the effectiveness of the product. This is directly related
to the marketing definition of a product life cycle, which says that a product is offered
on the market as long as there is a demand for it [5].

Enterprises more and more commonly pursue a policy of purposefully shortening
the life of household appliances, known as planned obsolescence (planned aging of
products) [6]. It consists in introducing new, more technologically advanced equipment
to the market, which at the same time displaces older equipment from the market (not
necessarily worse) [7-9]. For this purpose, various marketing campaigns are used to
motivate consumers to buy new products. In the case of electronic equipment, this is
also achieved by programming that causes the equipment to stop working after a certain
period of time or after a certain number of cycles. Such situations usually take place after
the warranty has expired. In dishwashers or ovens, a way to deteriorate the operation
of equipment after a certain period of time is to use components which, as a result of
regular exposure to high temperature, wear out with a certain intensity [10].

The introduction of new regulations, which force changes and causes the removal
of older equipment from the market, also works in a similar way to the planned
obsolescence. Consumers voluntarily replace older, functional equipment with newer
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equipment. In addition to the requirements of the European Union regulations, cus-
tomer requirements remain an important issue. The growing awareness of consumers
has caused an increase in both the quality requirements and the requirements for the
production and disposal of the purchased products [11, 12].

After the operation stage, household appliances in most cases are handed over by
consumers to electronic waste collection points, which pass them for disposal or recy-
cling. The basic stage of recycling is manual disassembly of each product. This allows
for the removal of hazardous components and the segregation of reusable parts. The pro-
cedures of disassembly vary depending on the type of equipment as well as the number
of hazardous components. The materials used in the product are recovered depending on
the ease, cost and possibility of later development. In many cases, metals are collected
first, then plastics, and finally composite materials and laminates. Materials are sorted
according to shape, size and density.

The law imposes other obligations on producers related to environmental protection,
consisting in achieving an appropriate level of recycling and recovery of:

used electric devices and electronics
packaging waste

used batteries

used oils

A separate issue is the repair of broken or damaged equipment. Theoretically, it
should benefit consumers, first of all, and the natural environment through lower waste
generation and better use of resources.

The research conducted in Rosko 2018 shows that 64% of respondents always repair
equipment that has failed. The main reason why consumers did not repair the equipment
turned out to be the high price of the repair. The other reasons are the preference to
obtain new equipment and the feeling that the old equipment was outdated or obsolete
[13]. The research identified the following elements that limit the availability of repair:

— lack of access to spare parts, technical information, diagnostic software and training,
especially for independent repair shops; failure to ensure the availability of spare parts
throughout the life of the equipment by the manufacturer

— no standardization of key components between brands (in particular, this applies to
household appliances) or between appliances of the same brand,

— lack of technical knowledge necessary to carry out the repair due to the increasing
complexity of equipment and the increasing share of electronic components and their
miniaturization

— equipment design that prevents repair (e.g. disassembly of glued elements, welded
plastic elements in washing machines, inaccessible screws, or non-standard screws)

— unattractive repair price due to the high cost of labor - often producing new equipment
based on mass production is cheaper for the manufacturer

The research also highlighted the low profitability of hardware repair companies,
which makes it more difficult for consumers to access such services.
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2 Objectives of the Work and Research Method

The considerations presented in the introduction allow for the formulation of the
following conclusions:

— consumers are replacing household appliances more and more often because they
want to, because they can afford it, and because they are forced to do so by the
manufacturer’s policy of deliberately reducing the durability of the equipment

— it is not profitable for consumers to repair damaged equipment because it is either
technically impossible or unprofitable

— equipment is becoming more energy efficient and more environmentally friendly

Therefore, the question arises whether the observed shortening of the service life of
household appliances by manufacturers is justified economically and environmentally.
The research described in this article aims to answer at least a part of this question.

The research was carried out in two stages. In the first stage, questionnaire research
was carried out, the purpose of which was to obtain answers to the following questions:

— After what period of use do consumers replace household appliances?
— What are the reasons for replacing the equipment?

A special and structured research questionnaire was prepared. The questions were
limited to the so-called large household appliances (e.g. refrigeration equipment, cooking
equipment, washing and drying equipment).

A seven-point scale was used in the lifetime responses: from less than 1 year to more
than 15 years. The questions relating to the reasons for the exchanges contained seven
possible options to choose from, selected by the authors on the basis of their experience:

— malfunction

home renovation

high energy consumption
lack of functions
furnishing a new home
the equipment is outdated
aesthetic considerations

The respondents could select any number of responses. The survey was carried out
using Google Forms in the period of May 1-August 8, 2021. A group of 465 respondents
took part in the survey.

A refrigerator was selected as a representative of household appliances for the second
stage of the research. Its environmental impact throughout its life cycle has been deter-
mined for production and use stage. Two types of refrigerators differing in technological
advancement and energy consumption were considered.

The most common idea to measure the environmental impact is product carbon foot-
print (PCF). Product Carbon Footprint is the amount of carbon dioxide or its equivalent
released to the atmosphere during all Life Cycle Assessment of the given product [14].



Household Appliance Lifecycle and Sustainable Development 207

Because emissions during the production process are not only CO;, other gases have
been converted into CO,eq with the indicator of global warming potential (GWP) in
comparison to carbon dioxide [15]. The use of such a conversion factor allows for the
unification of the results, regardless of the type of emission that occurs in a given process.
The use of one unit in the form of CO,Eq allows you to compare with each other not only
similar products, as in the example below, but also products or processes significantly
different from each other.

The calculations were based on the data available in the literature on GHG emission,
energy consumption as well as ready CO,eq emission indicators for raw materials,
production processes and energy use [16, 17]. In all processes, indexes and values are
based on the European Union economy, which is adequate for the production processes
carried out in the European Economic Community (EEC). The calculations refer to the
energy consumption for the production of individual components described in Table 1,
but also to the total energy consumption in the production plant where the refrigerators
described in the example were produced. This allows for a relatively accurate description
of the impact of individual pieces of product, taking into account the maintenance of
machinery and equipment, buildings or design, and planning work in the factory. For
manufacturing processes, the COeq has been adopted at the level of 0.836 — the factor
calculated for Poland in 2017 [18].

In the last stage, it was analyzed how long the purchase of a new refrigerator with
high energy efficiency pays off from the point of view of the consumer and the natural
environment. This allowed assessment of whether the period after which consumers
most often replace refrigerators is justified from the presented points of view.

3 Results of Consumer Surveys

In response to the question about the lifetime of household appliances, the answer that
received the most votes was the range “average (5—-10 years)”, followed by the answer
“quite rarely (10-15 years)”. Microwave ovens were an exception, where the second
answer that received the most votes from the respondents was “quite often (1-5 years)”.
The frequency and reasons for replacing various household appliances are described in
Fig. 1.

In response to the question about the reasons for replacement of equipment, the most
common answer was “failure”. The second most common answer was the renovation
of the kitchen/apartment/house, and the third most common answer was high energy
consumption. The answer with the fewest indications was aesthetic considerations. The
reasons for the replacement of household appliances are described in Fig. 2.

The economic analysis of potential customers was not taken into account because
the amount of income of a given household does not translate into the impact of the
equipment used on the natural environment and climate. The subject of the research was
the direct impact of the household appliances used on the environment. The analysis of
ecological behavior of consumers in relation to their earnings may constitute a separate
topic.



208 A. Hamrol et al.

Freq y of exch of large h hold es by respond
220
£ 200
s
2 120
o
é‘- 160
% 140
2 120
E
5 100
4
80
60
40
20
0
FRIDGE DISHWASHER WASHER KITCHEN HOOD STOVE COOK PLATE MICROWAVE
mOften (< 1 year) 5 5 4 2 1 2 5 1
W Quite often (1- 5 years) 19 a7 37 18 12 14 20 122
u Average (5 - 10 years) 191 204 212 210 95 170 160 135
mQuite rarely (10 - 15 years) 170 132 156 149 101 128 120 68
mRarely (> 15 years) 59 12 a1 26 33 23 23 18
u | do not change 20 22 12 22 27 29 25 33
u Not applicable 0 36 [ 35 192 9 105 74

Fig. 1. Frequency of large household appliance replacement.
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Fig. 2. Reasons for replacing large household appliances.

4 Carbon Footprint Analysis

The survey results suggest that it is advisable to ask the question: after how many
years it pays off to replace old equipment with new one, taking into account that the
new equipment is more energy-efficient than the old one, but its production causes an
additional burden on the environment.

To reply to this question, an analysis of the carbon footprint was used.

A refrigerator was selected for comparative analysis because it consumes the most
energy of other equipment due to working continuously. Two types of refrigerators were
selected based on the European Union energy consumptions scheme — one with the lower
energy efficiency class “F” and the second with the higher class “C”.
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The following assumptions were made:

— two built-in refrigerators (for domestic use) in energy classes “F” and “C”

— a trouble-free life cycle of both refrigerators - no part replacement, repair and
refrigerant escape

— similar CO, emissions related to the transport of equipment - will be wrinkled in
comparative analysis

— similar CO, emissions related to recycling - due to a similar construction of both
equipment, the values obtained would be close - will be omitted in the comparative
analysis

Emissions during production are the sum of the partial carbon footprints for semi-
finished products and the refrigerator parts, and the carbon footprint of the energy use
in the factory that produces the refrigerator. Partial carbon footprints are marks for a
specific component made of a known material. The estimated weight of a component
was multiplied by the value of the benchmark, thus obtaining its carbon footprint. All
partial carbon footprints were summed [19-21].

The amount of CO; emissions directly related to production processes was calculated
on the basis of the total amount of energy used in the factory and the production vol-
ume. This approach allowed to take into account all direct and indirect sources of energy
consumption. Thanks to this, the carbon footprint of the presented products includes ele-
ments such as maintenance of machinery, internal transport or maintenance of buildings
in which the production process takes place.

The unit energy consumption per 1 refrigerator was determined, and then, knowing
the amount of energy consumed in the plant, the total amount of CO; emitted was
estimated. Annual emission of CO; equivalents was calculated by multiplying CO»
emission per kWh for Poland and the electricity consumption for both refrigerators. The
service life was set at 10 years and multiplied by the indirect annual emissions resulted
in the total lifetime CO, emissions of both refrigerators.

The CO;, emissions during production for both refrigerators - in the higher and
lower energy efficiency classes - are similar. On the other hand, when comparing the
CO; emissions resulting from use, the refrigerator in the higher energy efficiency class,
class “C”, was almost twice as low, which in turn translated into twice lower emissions
throughout its life cycle.

Taking into account the environmental impact of both the production and use of a
new refrigerator in energy efficiency class “C”, compared to the old device in class “F”, it
can be recognized when the given values balance. If you consider the option of using an
existing refrigerator, the indirect emission of which is 240 kg CO»eq, and the purchase
of a new one, the production of which will emit 917 kg CO,, and the annual use of
123.7 kg COzeq, the replacement pays off after 8 years of use. If it is necessary to buy
a new refrigerator, it is generally advisable to buy a device in the best energy efficiency
class possible, because CO; emissions in the production process are largely similar for
all types of devices. The replacement balance of an already owned refrigerator is shown
in Fig. 3.
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Table 1. Fridge production and use carbon footprint [19-21]

Fridge in a lower energy efficiency class

Fridge in a higher energy efficiency class

Volume 267L 264 L
Energy F C
efficiency
class
Dimensions 175.5 x 54 x 55 175.5 x 54 x 55
[em]
Element Raw Weight | Emission Partial Raw Weight | Emission Partial
material [kg] index CO, carbon material [kg] index CO, carbon
[COa/kg] footprint [COa/kg] footprint
[COy/kg] [COx/kg]
Raw Casing Stainless 14.5 6.15 89.2 Stainless 14.5 6.15 89.2
material steel steel
Assembly Carbon 1.0 1.77 1.8 Carbon 1.0 1.77 1.8
reinforcements | steel steel
Hinges Stainless 1.2 6.15 74 Stainless 1.2 6.15 74
steel steel
Insulation PUR 5501 |5.5 4.84 26.6 HDPE 3.0 1.10 33
vacuum
panel
PUR 1801 | 1.8 4.84 8.7
Aluminum | 0.5 11.89 59 Aluminum | 0.5 11.89 59
foil foil
Evaporator Aluminum | 2.0 11.89 238 Aluminum | 2.0 11.89 238
Condenser HDPE 1.0 1.10 1.1 HDPE 1.0 1.10 1.1
Hot and cold Cooper 2.0 2.77 5.5 Cooper 2.0 2.77 5.5
pipe
“No Frost” PPE 2.0 2.40 4.8 PPE 2.0 2.40 4.8
canal
Compressor Carbon 23 1.77 4.1 2.7 1.77 4.8
steel
Aluminum | 1.5 11.90 17.9 Aluminum | 1.5 11.90 17.9
Mineral oil | 0.5 1.07 0.5 Mineral oil | 0.5 1.07 0.5
Base for the Galvanized | 0.5 1.99 1.0 Galvanized | 0.5 1.99 1.0
compressor steel steel
Refrigerant R290 0.7 2.86 2.0 R290 0.7 2.86 2.0
(propane) (propane)
Inside HDPE 6.5 1.10 72 HDPE 6.5 1.10 72
Door seal PVC 1.0 222 22 PVC 1.0 222 22
Balconies and | PPE 2.7 2.40 6.5 PPE 24 2.40 5.8
drawers in the
refrigerator
Drawers in the | PP 1.3 1.95 2.5 PP 1.3 1.95 2,5
freezer
Shelfs Tempered | 5.0 0.85 4.3 Tempered | 5.0 0.85 4.3
glass glass

(continued)
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Table 1. (continued)
Fridge in a lower energy efficiency class Fridge in a higher energy efficiency class
SUM ‘ 51.7 ‘ ‘ 2142 ‘ 51.1 ‘ 199.6
Carbon footprint of a 740.5 720
single item
Emission during 953.0 917.9
production [kg CO,eq]
Usage | Electricity 288 148
phase consumption
[kWh/year]
Kg 0.836 [28]
COeq/kWh
Annual 240.8 123.7
indirect
emission [kg
COseq/year]
Lifetime 10 years 10 years
Total CO, Eq [kg 2407.7 1237.3
CO,eq]
Cumulated CO2 emission
2500
2000
1500
o
= e Class
o]
“ s F ClaSS
1000
500
0
1 2 3 4 5 6 7 9 10 11

Fig. 3. Comparison of a new refrigerator in energy efficiency class “C” with the use of an existing
one in class “F”.

5 Conclusions

The main reason for replacing a household appliance is its failure. But energy consump-
tion also ranks high. Using the example of a refrigerator, it has been shown that after
8 years of use, repairing the refrigerator is not profitable, both for environmental and
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economic reasons. Most of the respondents replace the equipment at a time when its
replacement is justified due to the CO; balance.

The production of a refrigerator in energy efficiency class “C” is more ecological,
mainly due to the lower use of PUR foam, which is a harmful factor, and is visible
in the assessment of the carbon footprint for the production process (historically, the
carbon footprint was significantly influenced by the abandonment of HCF in the 1990s).
In addition, the four years of operation of a refrigerator in energy efficiency class “F”’
offsets the carbon footprint needed to produce a refrigerator in class “C” — after this
period, we start to “save” the natural environment.

If the consumer has a working refrigerator, the difference in energy consumption
will make it ecologically viable to replace it after 8 years of use. The relatively long time
necessary to balance the environmental impact of replacing a given equipment should
aim to shorten it as much as possible. We can get it in three ways:

e by reducing the product carbon footprint - e.g. by reducing the use of natural resources,
with particular emphasis on substances that have a negative impact on the climate -
e.g. the ban on the use of freon

e by extending the life cycle of a given product - e.g. ensuring the availability of spare
parts and enabling repairs in the event of minor failures

e byreducing the energy consumption of the finished product - which is in fact constantly
happening for many years due to customer requirements

In many cases, the rapid development of technology and the implementation of
new products for sale make it difficult to clearly determine whether the replacement of
specific equipment is justified from the point of view of climate protection. A strong share
of marketing in the activities of enterprises encourages consumers to make purchases,
which are not always environmentally justified, but only constitute greenwashing. The
conducted research may constitute an introduction to the further development of the
topic: the impact of product development and the implementation of new production
standards on the natural environment.
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Waste Minimization in the Battery Assembly
Process - Case Study
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Abstract. The article presents a case study of the improvement of the car battery
assembly process. The aim of the improvement activities was to minimize waste,
which had a significant impact on the natural environment. The DMAIC (Six
Sigma) approach was used in the improvement actions. The solutions implemented
in the process brought measurable benefits for the company.

Keywords: Six Sigma - DoE - Assembly process

1 Introduction

One of the many pillars of the world around us is energy. Modern man cannot imag-
ine civilization without utilities such as electricity, hot running water or heating. It is
an “existential standard” whose even a temporary lack causes discontent, stress, and
sometimes even rebellion assuming the form of a strike. People are used to coexisting
with utilities which they treat as part of their everyday life. For decades, people have
taken little heed of energy sources that are a boon to civilization [1, 2]. It was only at
the beginning of the 21st century that the problem of their non-renewal was addressed.
The depletion of natural resources is currently the subject not only of discussions, but
also measures which are supposed to actively influence the saving of raw materials and
reduce the negative impact of all processes on the surrounding environment.

Sustainable development assumes the interdependence and equivalence of three
areas: economy, nature and society, which makes it possible to search for ways to deal
with contemporary threats that result from the destruction of environmental resources or
social shocks [3, 4]. Changing the relationship between these areas for the better requires,
among others, the use of more environmentally friendly technologies and the elimination
of forms of production which have a negative impact on them. Another factor behind
positive changes may be the reduction of consumption and a change in the current value
system oriented towards possessing material goods. In the area of economics and finance,
the biggest barrier that hinders the introduction of the sustainable development trend in
many countries is the dominance of a development model based on economic growth,
which is seen as a priority. Human rights, well-being and environmental constraints are
no less important.

In developing countries, there is a common view that investing in environmental
protection should be implemented at a later stage of development, which in practice
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means accepting environmental degradation to meet current needs. In order to counteract
that, it is necessary to integrate economic, environmental and social aspects. The concept
of sustainable development is based on market strategies that are based on technologies
and legal regulations. In essence, it is to direct the world towards sustainable development
without many radical changes that would destroy the current social order. In addition,
this idea assumes a thesis that the currently used production technologies are the source
of environmental threats [5-7].

A particular attention is paid to manufacturing processes, which largely contribute
to the exploitation of deposits and often have a negative impact on the environment.
On the one hand, one strives after designing products that consume less energy and
require less raw material to make them. On the other hand, one makes an effort to ensure
that production processes themselves are not a source of waste and that their energy
consumption is reduced [8, 9]. It is of particular importance in processes where waste is
harmful to the environment. An example of such a process is the manufacturing process
of automotive batteries.

2 Research Object: Battery Manufacturing Process

In terms of construction, a battery is a set of cells connected electrically and closed in
separate chambers inside a casing. Batteries generate voltage as a result of chemical
reactions that take place in them. Depending on the type of battery, various elements are
found in them, including those that are harmful and dangerous to the environment and
human health and life.

In the process of producing batteries, a number of substances are used that affect
safety and functionality, which may be harmful to the environment. The most commonly
used are: manganese dioxide, iron, zinc, graphite, ammonium chloride, copper, potas-
sium hydroxide, mercury, nickel, lithium, cadmium, silver, cobalt, as well as glass, silica,
paper, foil and hydrogen. Heavy metals found in batteries (lead, cadmium and mercury)
have a negative effect on health, and acids or bases used to form electrolyte are caustic
and corrosive. Therefore, producers observe strict environmental rules relating to the
manufacturing process. The same happens during one of the last stages of the process -
battery assembly.

Depending on the kind and type of battery, the assembly process consists of a number
of sub-processes (Fig. 1).

Top lead

Enveloping casting —» Heatsedling —» Lidassembly —» \eldng [— Inspection

Fig. 1. Flowchart of the battery assembly process (own study).
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The first is the so-called enveloping. It consists in the production of sets composed
of groups of lead plates of opposite polarity (negative and positive current collectors)
arranged alternately and isolated from each other by means of a microporous separator.
The separator isolates physically the positive and negative plates (protects against short-
circuits) and allows the flow of electrons during battery operation.

The next stage is the so-called top lead casting. The role of this sub-process is to
connect separately a series of lugs of positive and negative plates, which will constitute
one of the battery cells. The operation consists in casting the bridges by immersing
the lugs of the battery sets in a mold (sockets) filled with lead, cooling the casting
and stamping it out. 6 sets of plates prepared in this way will be placed in separate
compartments of the battery block.

The next sub-process is heat sealing between the bulkheads of the battery cells to
produce successive bridge connections. The head of the welding torch, armed with point
electrodes, connects the flaps of the bridges, generating energy that enables a local weld.
The next stage of assembly consists in tightly connecting the battery block to the lid.
A hot plate with an appropriate shape fuses the edges of the block and the lid. Such a
heated copolymer is then joined under appropriate pressure to form a tight seal.

One of the last major subprocesses is the welding of bushings. It aims to create a
tight and mechanically durable connection of the pin - extension the battery set with the
lid sleeve. The remaining operations are related to quality inspection, which include,
among others, leakage testers, battery height and pole height testers.

The currently used technology minimizes harmful impact on the natural environment.
Unfortunately, the emerging problems related to the risk of a negative impact on the
environment are related to the instability of the process. The effect of instability is the
risk of waste formation. This means wasted energy, material, working hours and other
resources. A significant part of the loss is related to material (lead, cadmium, plastic,
etc.). In order to minimize losses, improvement projects are implemented to increase the
stability and predictability of processes.

3 Case Study: Problem of Excessive Waste in the Battery Assembly
Process

The battery assembly stage is one of the key steps in the entire production process.
The purpose of the activities carried out at this stage is to obtain a battery compliant
with the requirements which is transferred to the final stage - filling with electrolyte.
Therefore, it is crucial to maintain all the required properties of the product. One of them
is the tightness of the assembled battery. Meeting the requirements related to tightness
is important from the point of view of product safety and its impact on the environment
- electrolyte is an acid.

The analysis of data from eight assembly lines revealed the problem of an unaccept-
able level of scrap on three lines - over 0.33%. Lines 7, 6 and 1 were characterized by
a large amount of waste. Within 2 months, these lines generated approximately 92% of
scrap in the entire assembly process (Fig. 2). The main nonconformities which caused
the battery to be considered defective was the lack of tightness.
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The lack of tightness in a product means that it cannot be transferred to the next
production stages. The product at this stage becomes a scrap which generates excessive
production costs estimated at approximately EUR 29,000 per year. It becomes important
to establish the causes of large amounts of waste on these lines.

Pareto Chart of Linia Montazowa
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Fig. 2. Pareto chart for STD assembly (lines from 1 to 8) (own study).

In order to determine the potential causes of the product’s leakage, a leakage test was
performed for 47 batteries recognized as defective. The battery lid, which is designed
to tightly seal the battery compartment, is divided into 56 areas. Leakage tests showed
that 3 areas are prone to leakage: B5, ES and F5 (Fig. 3).

®|N|o|u|s|w|N |k

Fig. 3. Division of the lid area in leakage tests (own study).

It turned out that most of the leaks were the so-called external leaks. It was found
that internal leaks detected at the assembly stage did not represent a significant share
of the total waste resulting from the process of welding the block to the lid. Leaks
inside the battery resulted from a fault weld (Fig. 4) and constituted a small part of all
nonconformities. It was decided for the project to focus on eliminating external leaks,
which are mainly detected after the formation stage with a high voltage leak tester.

External leaks result from leaks in the lid put on the battery box. It was decided
to verify the quality of their connection by indirect measurement method. The variable
control was the force to be applied to the lid in order to break it. The measurement was
performed on a testing machine, and the test sample consisted of elements of a welded
block with a lid measuring 15 x 60 mm. In order to determine the magnitude of the
breaking force in the present process, measurements were made in 4 areas located on
each of the 4 side walls of the battery (Fig. 5).
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Fault weld

[
60 mm
DL 75 mm I‘1?r.;\m\4
60 mm 15 mm -
a) Sampling points b) Long side of the battery c) Short side of the battery

Fig. 5. Sampling points for testing (own study).

The analysis of the breaking force results allowed to indicate the magnitude of the
force from which the joint will be considered tight. All samples with a strength greater
than 630N will be considered as meeting the leakage condition (Fig. 6).

Probabilty Plot of Tensile strength | Chart of Tensile strength
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Fig. 6. Distribution of the breaking force measurement results (own study).

In order to identify the potential causes of leakage, an Ishikawa diagram was made
on the basis of brainstorming (Fig. 7).

Then, an ABC analysis was performed for the selected causes. It turned out that 4 of
them achieved the highest number of points. They were: deflection of the block wall by
the impact of the so-called centering clamps, incorrect welding parameters, dirty melting
plates, thickness of the plates.
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Fig. 7. Ishikawa diagram for a defect: leakage (own study).

In order to verify the hypothesis that the deflection of the wall of the battery block is
caused by too much pressure of the clamps centering the block in the machine, a series
of experiments was carried out in which it was examined whether the reduction of the
clamp pressure would have a positive effect on the strength of the lid weld. A total of
16 samples were prepared: 8 were used with the current process parameters and 8 with
new parameters (reduced pressure). Such a set of experiments was used to verify the null
hypothesis HO: All tensile strength means are equal, with the alternative hypothesis: Ha:
Not all tensile strength means are equal.

Results Descriptive Statistics: Value
Sample Target Stage N Mean StDev SE Mean
Difference Size Power Actual Power No centering (switched off) 16 730,1 417 10
80 7 09 0,929070 With centering (6bar) 16 6541 26,2 6,6
Test
Null hypothesis Hoips - p==0

Alternative hypothesis Hi:py - p: 2 0

T-Value DF P-Value
617 25 0,000

Fig. 8. Results of the data analysis from the experiment of the influence of the pressure force of
the centering clamps (own study).

The analysis of the experimental results confirms that the force exerted on the cen-
tering clamps influences the strength of the connection between the lid and the wall
(Fig. 8).

In order to verify another cause - welding parameters settings - an experiment was
carried out to verify whether the currently used settings are appropriate to achieve the
expected weld strength. For this purpose, three factors that had the greatest impact on
the process of connecting battery components were selected. They were:
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— melting point, which can be controlled by a set of heaters set into the heating plate.

— melting time, which is the time during which the block and lid material is heated in
direct contact with the melting plate, the so-called mirror.

— penetration height, i.e. the depth of melting of a given component with a heated melting

plate.

The experiment was performed for 3 levels of factors (Table 1).

Table 1. Level values for three selected factors (own study).

Factor Levels | Values
Melting temperature [°C] |3 330, 355, 380
Melting time [s] 3 4,5,5,5.5
Penetration height [mm] 3 1,1,5,2

The experiment showed that one of the factors - penetration height, has a statistically
significant influence on the quality of the block connection with the lid (Table 2).

Table 2. Results of experiment 33 (own study).

Term Effect | T-Value |p-Value
Melting temperature —94,7 | —1,61 0,124
[°C]

Melting time [s] 13,7 0,23 0,817
Penetration height —159,5 | =2,72 0,014

(mm]

It was found that the value used in the standard process is correctly optimal and
hence the machine operating parameters are adequate and have no effect on the increased

battery waste.

In order to verify the influence of another potential cause on the quality of the
weld, an element of autonomous maintenance was introduced, which consisted in stan-
dardizing and training operators in the method of cleaning melting plates. This activ-
ity was included in the shift duties of the line leader. Next, the proportion of waste
before and after removing scales from the melting plates over equal time periods was

compared (Table 3).

The results of the analyses showed that the dirt of the plates did not affect the strength
of the connection between the block and the lid in critical places.
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Table 3. Results of the comparison of the level of scrap before cleaning the plates and after
introducing cleaning activities (own study).

Null hypothesis Hy : p; -pz =0
Alternative hypothesis H; : p; -p> #0

Descriptive Statistics Method Z-Value P-Value
Sample N_Event Samplep Normal approximation -0,89 0,376
Sample1 91487 36 0,000393 Fisher's exact 0461

Sample 2 241758 112 0,000463

In order to assess the influence of the thickness of the battery plates on the welding
strength, the value of the breaking force for the lid welds in 24 batteries with a 0.9 mm
(12 pieces) and 0.8 mm (12 pieces) separator was compared (Table 4).

Table 4. Results of the comparison of the breaking force of the lid for batteries with 0.9 mm and
0.8 mm thick plates (own study).

Descriptive Statistics Null hypothesis Hoijty - P2 =0
SE Alternative hypothesis  Hyipy -2 2 0
Sample N _Mean StDev  Mean T-Value DF P-Value
2 689 > _—
09 separator 12 6898 431 12 011 21 0910
0,8 separator 12 6919 481 14

The results of the analysis show that there are no differences between the strength
of the weld for 0.9 and 0.8 mm thick separators. Thus, it can be concluded that this is
not the source of the battery leakage problems.

As aresult of the preliminary analyses, it was decided to redesign the clamps center-
ing the lid and the pressure on the centering clamps will be changed. For this purpose,
an active experiment was performed, which allowed for the selection of an appropriate
setting of the factors. Two factors were taken into account in the experiment: the type
of clamps and the pressure of their tightness. Two types of clamps were used in the
experiments, the so-called old and new (Fig. 9) and two pressure values: 2 Bar and 6
Bar.

The results of the analysis of the data from the experiment showed that the strongest
connection was created with the use of new clamps and low pressure (Fig. 10, 11).

The evaluation of the pull-off force for batteries in which the lid was welded with
the use of new clamps and a 2 Bar pressure also confirms the result of the experiment.
The strength of this system is on average greater than the strength of the weld with the
current method of joining.

It was decided that such a system would be put into production. The control of
the effects of the implementation of the new method of connecting the lid to the battery
consisted in observing the percentage of non-compliance on the analyzed assembly lines
in 13 consecutive weeks from the introduction of changes. It turned out that the level of
non-compliance decreased from 0.33% to 0.01%.
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Fig. 9. Comparison of the old and new centering clamps (own study).
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Fig. 10. Visualization of the experiment results for two factors: type of clamps, pressure (own
study).
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Fig. 11. Comparison of data distributions and the average strength of the weld for the current and
new joining method (own study).
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4 Summary

For most enterprises, maintaining customer satisfaction is a key factor in remaining
competitive. Nowadays, when choosing a product, customers are more and more often
guided not only by the price-related criterion, but also by the impact a product exerts on
the environment, by information about the scale of the influence of company processes
on the environment, and by the origin of resources and work safety.

The negative impact of manufacturing processes on the environment may result from
the type of technology used and the instability of individual operations. The result of this
instability may be the occurrence of losses in the form of a high level of non-compliant
products (parts), which for the company is associated not only with a financial cost,
but also with various types of threats related to e.g. employee safety, customer trust,
environment, natural resources and many more.

Therefore, it is crucial to improve manufacturing processes by minimizing pro-
cess losses. The presented example shows how a methodical approach to process
improvement based on the instruments of quality management: statistical analysis and
experiments planning contributes to the minimization of losses.

The proposed changes in the battery assembly process allowed for the minimization
of material losses from 0.33% to 0.05%. The implemented changes also allowed to
increase work safety and standardize control processes. The implementation of changes
resulted in savings of around EUR 50,000 per year.
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Abstract. Enterprises are constantly looking for methods and tools that will make
them more efficient and competitive. The choice of good practice should be con-
sistent with the individual goal of the enterprise. There is no one golden mean,
as the dynamics and predictability of enterprises differ. It is very important to be
consistent with the changes introduced, to keeping priorities and to be motivated
to maintain them. The aim of the study is to present a comparison of two methods
of organizing the production flow between workplaces, considering the manage-
ment concepts under which methods were developed. This comparison includes
the Kanban method (from Lean Manufacturing) used in the analyzed enterprise
against using the Drum-Buffer-Rope method (from Theory of Constraints) instead
of Kanban. The study presents, among other things, the similarities and differences
between the methods in this comparative study. In addition, the scientific article
contains proposals for further simulation studies of the application of the DBR
versus Kanban method.

Keywords: Lean Manufacturing - Theory of Constraints - Kanban -
Drum-Buffer-Rope - Case study

1 Introduction

Lean Manufacturing is one of the common, most frequently used method of produc-
tion management in an enterprise. According to the definition, a Lean company builds
its process management in such a way that the customer ordering a specific product
only pays for its production, and not for the functioning of the enterprise [1]. Lean cre-
ates a work culture within the organization that makes all partners of the organization
interested in striving for continuous improvement. Aimed at the elimination of waste,
understood as: overproduction, waiting, inappropriate methods of production, unneces-
sary transport, unnecessary stocks, shortages, unused human potential. The main evil in
system productions is waste [2]. The liquidation of losses increases the added value of
activities carried out within the organization. Theory of Constraints (TOC) formulated
in the 1970s by Eliyahu Goldratt, according to which an organization is as good as its
weakest link. The most important concept of TOC is system constraints. Constraints can
be physical in the form of resources, described as “bottle-necks”, defined as a set of rules,
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measures, or premises of the value of the basis on which the policy of the enterprise is
developed. The bottleneck determines the theoretical production capacity, or the highest
quality maximum production delivered to the market [3]. The bottleneck determines a
system’s output [4]. The idea behind TOC is concept that there is always one constraint,
that hinders the throughput of any process. Depending on the flow, complexity of the
production, that may be more than one resource limiting system performance (how-
ever, their number is always very small). Increasing the efficiency of the system will be
possible when the weakest link is identified.

The aim of the article is to compare two methods of organizing the production flow
between workplaces, the Kanban method, and the Drum-Buffer-Rope (DBR) method,
considering the management concept under which these methods were developed. The
most important, but not the only research question is the assessment of the effects
when the Kanban system is replaced by the DBR method in a selected manufacturing
enterprise.

The study contains introduces and presents theoretical issues related to Kanban and
DBR methods. In addition, it contains information about the research tools used. The
article uses a case study in an enterprise, and the purpose of the analysis was to identify
bottlenecks in the process and to compare the application of the Kanban and DBR
methods. Which was presented in the following chapters of this study, along with the
similarities and differences between the analyzed methods, and conclusions.

2 Kanban Method

The Lean method uses several dozen complementary tools and techniques that simplify
the production process, positively affecting the effectiveness of the entire enterprise [5].
One of the methods is Kanban, which belongs to pull systems, that is based on production
to order not to the warehouse.

Figure 1 shows the overall material flow diagram for Kanban method.

workplace

1 [ ) =i |

1 2 %O 3 ﬂoa 5 6

material flow

Fig. 1. General material flow diagram — Kanban. Source: own study.

Kanban consists in synchronizing the need to replace or supplement the materials
necessary for production. It allows to integrate the material flow with the workplace for
all workstations, reducing the amount of work-in-progress by using visual signals. In
other words, it is about placing a work order or request for the delivery of a specific
resource (raw, material, component, product, information) in a specific place, time, and
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quantity. Information can be sent in many ways. The simplest case is a signal that
the product needs to be supplemented by the process, for example arrival of an empty
container at a previous processing workstation. Another case is a card placed next to
the goods during the production process, used to track current resources. Kanban can be
used for a production order — it will allow to determine whether the production is ahead
or late with the implementation of the schedule.

3 Drum-Buffer-Rope Method

Theory of Constraints focuses on the elimination or appropriate management of the
constraints that occur in the flow. Goldratt proposes to remove or manage bottle-necks
by using Drum-Buffer-Rope (DBR) methodology [6]. It presents its use to synchronize
the use of resources and material flow in production operations [7].

Figure 2 shows the overall material flow diagram in DBR method.

\/
v
N—-J

constraint

buffer

rope
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D 3 4 5
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material flow

Fig. 2. General material flow diagram — DBR. Source: own study.

Each acronym in the BDR name has a special meaning:

(D) — The drum accentuates the pace at which the constraint works. Goldratt
describes the bandwidth constraint as line drum beat. The drum is a constraint, a bottle-
neck, a limitation. The rhythm of the drum indicates the maximum delivery rate because
is the slowest.

(B) — The buffer determines the inventory at system or process checkpoints to protect
against unforeseen changes. Prevents constraint inactivity caused by a lack of material
to be processed. Ensures that the short interruption and fluctuations is no constraints do
not contribute to the constraint. Traditional DBR has two buffers — one for the constraint
and one for the shipment. The one against constraints is to protect the constraint, the
shipping buffer protects the delivery date [8]. The dimensioning of the inventory buffers
depends on customers’ demand for a given product as soon as they are used up and how
quickly they can be replenished [9]. The necessity to use buffers depends on how smooth
the flow is (the more changes there are in the flow, the larger buffers should be used).

(R) - The rope provides communication between checkpoints to ensure system
synchronization. This is the signal generated by the constraint, indicating that a portion
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of the inventory has been used up, releasing an inventory of the same size as the process.
The role of the rope is to maintain capacity without creating excessive inventories [8].
The length of the rope, therefore, the amount of inventory in the system is determined by
the protection against the constraint provided by the buffer. As the stocks of production
in progress under the constraint are negligible, the rope works to maintain minimum and
constant stock levels in the system [10].

4 Research Method

The research tools that were used: observation, interview, and comparative case study. A
case study is a research methodology based on a detailed study of a single person, group,
or event, especially to present, investigate the reasons underlying its principles. Presented
as case-based science [11]. A case study was used in the analyzed enterprise. The purpose
of the analysis was to identify bottlenecks in the process and to compare the application
of the Kanban and DBR method. The packaging production process was analyzed. The
processes occurring in the stream are planning, printing production, finishing processes,
quality control, shipment to the customer. Three production workstations were analyzed
successively in the process flow. The flow is the use of successive tasks associated with
the production of a product without holding, scrapping, or moving backwards [12].
The first workplace is “punching”, consisting in cutting sheets along the designed
shape with a toll consisting of appropriately profiled blades. Next “stamping” work-
station, carried out in semi-automatic presses, is used to finish the product. The last
position is “packing”. Depending on the customer’s requirements, various methods and
standards are used for packing and transporting a given product. The batches of the
product are placed on pallets, which are transported to the storage bay, where they wait
for the further production process. The problem noticed during the observation was the
stock in progress, accumulating at the “stamping” workstation. The position had the
highest average utilization, moreover 99% of the production was based on this resource.
Therefore, the second workplace was indicated as a constraint of the process.

5 Case Study - Kanban

The production process is shown in Fig. 3 using the Kanban method in the analyzed
enterprise.

In the Kanban method, the concept of Tact Time (T/T) appears, which determines
the time in which the material moves through the entire production system. To match
the customer’s order, the production sequence must be in Tact Time. If the production
time is shorter than the Tact Time, then the resources of the enterprise are not fully used,
resulting in wasted waiting and an increase in the cost of production. The number of
seconds per unit of product is the most common measure of the Tact Time [13]. In the
analyzed case of the production process, the Tact Time is 0,4 s (seconds per piece). The
product batch from the first workstation is made in a Tack Time equal to 0,25 s. The
next workplace performs production with a Tact Time of 0,9 s. The second workstation
performs the work the slowest, therefore it is defined as a bottleneck in the flow. So,
the batch from the first workstation is transferred to the storage bay for the inventory
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Fig. 3. Diagram of material flow in the analyzed production process - Kanban. Source: own study.

warehouse, which is called a supermarket in the Kanban method. The supermarket signals
the quantity of each part needed from the upper supermarket - sending him Kanban in
motion. Receiving a Kanban in motion causes the reloader to withdraw the required
number of parts from the supermarket and then transfer these parts to the customer’s
resources. Creating a supermarket before the bottleneck requires creating a plan for the
supermarket and filling inventories according to this plan (in this case the maximum
available storage area). Marking a production order in green means, that the prepared
materials and tools needed to perform the given order are complete. Marking an order in
red indicates, that now there are not enough resources to complete the order. Thanks to
this solution, operators notice the queue of prepared orders. If one order is incomplete,
the operators in second workstation will execute the next order in the queue, minimizing
the possibility of operator error. The completed production order is transferred to the
next workstation in the flow, for which the tact time is 0,4 s. It can be noticed that the
work on the third position is performed faster than on the previous position, therefore it
is waiting for the next batch of the product. That’s why, to minimize the wastage arising,
position three works in two shifts. The product batches from the second workplace are
placed in the supermarket in front of the third workplace during the downtime.

6 Application DBR Method Instead of Kanban Method

The applications of the DBR method instead of the functioning Kanban method in the
analyzed production process are presented in Fig. 4.

According to the idea of the Theory of Constraints, all resources should be focused
on the identified constraint [7]. In the analyzed case, the constraint is the “stamping”
workplace. All workstations work at the constraint rate (D), the tact time is 0,9 s. To
prevent unlimited inventory build-up ahead of the slowest workplace, so material should
be “released” at a constraint rate. The rope (R) acts as a final for inventory release
in the process, ensuring process throughput. Each time the constraint ends a unit of
work-in-progress (WIP), the rope beeps (for example in the form of a message in the
integrated management program) to release the raw material unit to the buffer at the level
of workstation one. Before constraint, buffer (B) was placed. If the first workstation is
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Fig. 4. Diagram of material flow in the analyzed production process after applying DBR. Source:
own study.

in a failure state, the (WIP) units are placed in the buffer [14]. An important step is to
determine the size of the buffer that should be adjusted to the constraint. The buffer may
be presented as the time that work-in-progress should be delivered before being used
first. Referring to the case study, the buffer may be 1 h, therefore approximately 4,000
batch pieces should be delivered to the constraint site every hour. Such action ensures
the stability of the stock operation. The greater the variety of the process, the greater
the buffers must be. The stock buffer can be divided into 3 areas, it is marked by visual
criteria: top green level, yellow and red. The first green means that the stock is sufficient,
and no action is required. If the buffer status is yellow, it means that the order should
be shipped. In case the buffer level reaches the red level, it means that replenishment
plans must be executed immediately. In the analyzed case, the safe stock may cover
the range of 4000-2001 items, the alarming level 2000-501 items, and the critical level
500-0 items of packaging. By monitoring the three levels shown, for each order over
a period, it will be possible to determine whether the buffers are approximately real in
relation to the consumption rhythm [9]. Planning of the production schedule is based on
the productivity data of key workstations and working time in buffers. There is no need
to collect detailed information from all workstations, because in the theory of limitations
in the production process, the operating status in buffers before bottlenecks is controlled.
Information on what to produce, in what order and quantity is determined by the schedule
on the drum (D).

7 Discussion

Both Lean and TOC focus on continuous improvement and control of material flow in
the production hall. Their use allows you to significantly simplify operations, increase



Production Flow Between Workstations Using the Kanban and DBR Methods

231

the implementation time, and the profitability of the enterprise. Correctly implemented
DBR with TOC results in resource synchronization and effective use of materials in
relation to the identified system limitations. Both methods are aimed at more efficient
use of resources and improvement of operational efficiency [15]. Each of the methods
does it in a different way [16].

Table 1 shows a comparison between Kanban and Drum-Buffer-Rope.

Table 1. Comparison between Kanban and DBR method.

Area Comparison methods
Kanban Drum-Buffer-Rope
Idea Increasing profit by enhancing | Increase your profit by

the added value of the product
from the customer’s point of
view

increasing your throughput

Organization of the flow

Continuous

Compliance with constraint

Stimulation

The customer sets the pace

Constraint sets the pace

Production enviroment

Repeatable production

Serial and unit production

Flow type Pull Pull
The sequence of operations | FIFO FIFO
Methods implementation | 5 Lean principles POOGI

steps

Inventory Elimination of all possible Handling enough quantity to
maximize the flow of
constraint

Component Supermarket, Kanban Buftfer, rope

Result Lower production costs and Increased production capacity

prevention of waste

Source: own study.

Kanban method and DBR strongly focus on the customer, as a result companies
achieve favorable, efficient process management. When comparing Kanban with DBR,
the following similarities can be noticed:

1. Both cases are pull systems (as opposed to the “push” method where long series are
created, based on previous sales forecasts). In a trailed system, successive processes
define the production needs in the previous processes. They only “take out” the
goods they need, in the time and in the quantity, they need [17]. They synchronize
the productive “activity” of the process with each other on the higher and lower

streams [13].

2. The sequence of operations in both methods is based on FIFO (“First-In, First-
Out”), which is a method in which goods from the warehouse are issued in the
order in which they were entered into this warehouse. FIFO helps to manage the
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assortment in the warehouse in an orderly and efficient manner. Avoidance of expiry
of the materials and wastage of making complicated calculations of the valuation of
individual assortments over time [18].

The best way to shorten batch transit times is to eliminate stockpiling - nothing
stops work, production starts to “sound” as it should. The Kanban method prevents
overproduction and excessive movement of materials between processes. It provides
actual production orders to processes according to the principle of replenishment, by
synchronizing the time of movement of materials and the amount of delivered materi-
als. It supervises the production by means of visualization, which shows whether the
production is delayed or ahead of the schedule. Correctly used Kanban will prevent
you from overloading multitasking. Similarly, DBR minimizes the excessive flow
of materials because it adjusts their quantities to the pace of work of the constraint,
considers the problem of waste of resources [19].

DBR in Theory of Constraints is like the Kanban from the supermarket before the
bottleneck. Every portion is taken from the buffer/supermarket, the information is
sent via the rope/Kanban to the beginning of the rope/Kanban loop to replenish the
materials [20].

The following information can be distinguished among the differences:

The stages of implementing changes in Kanban are based on the concept of Lean
management. In DBR, the stages of implementing changes focus on 5 steps of
POOGI (Process of On-Going Improvement): identifying the constraint, exploiting
the constraint, subordinating everything to the constraint, increasing the power of
the constraint, returning to the beginning.

Unlike DBR, Kanban offers guidance on what to produce next - waiting in the
Kanban queue. This possibility minimizes the risk of error.

In Kanban, if one workstation stops working for longer than the buffer allows, the
whole process is forced to wait until the suspended workstation is restored. In the
case of DBR, the risk of production stoppage exists when the constraint is unable
to process resources due to failures, shortages. In DBR, it is not possible to make
up for losses in the event of losing any production on the drum [7]. Therefore, all
possible measures must be taken in DBR to keep the drum running continuously and
efficiently. Increasing the productivity of the drum will lead to an overall increase in
process efficiency [21].

The Kanban method to be effective, requires a stable production environment and
uniformity of production [22]. It is most effective in a production environment with
regular and constant demand, where products have a simple and flat bill of materials,
short lead times and low order volumes [23]. DBR can be used in a production
environment based on both serial production and unit production [24].

The use of DBR makes sense to standardize the process as it will indicate where
to improve to have the greatest impact on performance and throughput. It prevents
system overload as it minimizes work-in-progress. Keeping your WIP to a minimum
means optimizing your flow and lead times. It leads to systematic and sustained
process improvement that Kanban is not capable of [25].
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6. The criterion for applying Kanban is the occurrence of a signal, usually visual,
limiting WIP. In Kanban, the point of commitment is important, symmetrical between
the business and the enterprise providing specific services. The criterion for applying
DBR is the presence of a constraint in the process.

DBR technique - was developed to meet the basic assumptions of the Theory of
Constraints, aimed at streamlining production processes to increase throughput and
reduce inventory and operating costs [26]. Kanban visualizes the workflow, defines work-
in-progress limits and the measurement of lead times. It enables a proactive approach
that solves the problems of downtime and bottlenecks when a signal occurs, not after a
noncompliance. Kanban is a universal solution [27].

The main factor that causes the Theory of Constraints not to be widely applied is
the need to change the financial paradigm. It requires enterprises to ,,give up” what they
know, that is the classical thinking process. Enterprises want to make the most profit
in the shortest possible time, not necessarily slowing down the machines. It is a classic
approach to production management, which is focused on working with 100% use of
production capacity. The Kanban method is widely and willingly used by enterprises.
Of course, the Kanban mantra is to start the next steps when the work in progress is
completed. However, improper use, not controlling Kanban, involves a hidden, excessive
amount of work-in-progress. Determining the size of the buffer in an environment with
high uncertainty in the supply chain is very important, however, in many companies in
practice it is determined by trial and error. Using the right approach to determining the
size of the buffer, the level of WIP units in the supply chain would remain adequate,
with minimum inventory cost and maximum response to customer demand [28].

To increase the throughput of the production process, enterprises invest in the devel-
opment of a position which is a constraint or use cooperation consisting in delegating
part of the production to the bottleneck. Using outsourcing services is beneficial because
it allows you to achieve a certain level of sales while maintaining low production costs,
however, it also involves the risk of patent leakage or the company’s dependence on an
outsourcing company [29].

Nowadays, most companies decide to introduce agile management methods, for
example Agile rather than TOC, for some projects the cost of introducing the critical
chain is too high. Enterprises consider the implementation of TOC as economically
unprofitable, as they require a change in the company’s organizational culture, training of
employees and fighting their old habits, or purchasing software [30]. Adjusting people’s
work to the constraint is often the most difficult stage. During the adaptation phase,
resistance from workers who are used to their work based on performance indicators is
encountered [31]. This approach may result in excess inventory and a shift in priorities
in various positions that will not coincide with the company’s goals and the use of DBR.
The development of robotization and production automation may lead to changes in
the culture of enterprises employing good and open managers who will be willing to
implement DBR. Synchronization of the speed of the feeders and robots to be reduced
may be easier to implement and maintain (for example in economic terms).
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8 Conclusions

A one-piece flow is ideal to detect any waste in your production processes. Production
without stocks, except in exceptional circumstances, is practically impossible, and the
appropriate methods of the suction system allow you to determine their correct level [13].
The continual improvement process in the Theory of Constraints is a consequence of
concentrating all efforts on the purpose of the system. It must not be possible to lead to a
situation where inertia (concentration on a resource which, from the point of view of the
entire system, is no longer a constraint) becomes an obstacle, a constraint of the system
[7]. The elimination of one constraint of the system does not exclude the appearance
of another. Each process is variable; therefore, it should be constantly analyzed and the
elements (drum position, rope size, buffer size) should be constantly adjusted [20].

The mere establishment of a permanent bottleneck will lead to problems. The greatest
similarity between the DBR technique and Kanban is the minimization of overproduction
and excessive movement of materials between processes. Kanban can fulfill DBR roles.
An example is the occurrence of work-in-progress limits, in which the production adjusts
to the work pace of the process, new production orders are not “released” until the open
tasks are completed. In comparison, this is the same DBR application case where the
environment adjusts to the constraint. Both methods provide the actual production orders
to the processes according to the principle of replenishment, by synchronizing the time
of movement of materials and the amount of delivered materials. They supervise the
production by means of visualization, for example in buffers, which shows whether the
production is delayed or ahead of the schedule. Correctly used Kanban will prevent you
from overloading multitasking, adjusts their quantity to the pace of work of the constraint,
considers the problem of waste of resources [19]. It is possible to combine these methods,
for example in production environments that execute several orders simultaneously [32].
Supporting them by computer will positively affect the streamlining of the flow, eliminate
multitasking reducing the efficiency of the entire enterprise [33].

Subsequent studies of the Kanban and DBR comparisons may include a broader
analysis beyond simple serial flow lines with more than 3 stations. It is also possible
to compare a computer simulation of the application of the DBR method in a selected
company process, in which Kanban is currently used.

If a satisfactory simulation is obtained, the tests can be applied to the actual imple-
mentation of DBR. Simulation studies may be carried out on more than one enterprise to
confirm the research problem. Interviews with production managers, Lean specialists on
the application of the Kanban method and DBR by companies from various industries
will allow to obtain key practical knowledge that will allow for a more accurate reflection
of the actual process in a simulation study.
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Abstract. This paper proposes a prediction approach for aluminum extrusion pro-
cessing using Neuro-fuzzy based decision making under multi-criteria variables.
The ANFIS system model is developed with 4 inputs and one output membership
functions that are designed by 5 levels. The fuzzy inference rules of the extrusion
domain knowledge are captured from experts and documentations. Four factors
that are influenced the quality of the extrusion profile are concerned; extrudability,
extrusion ratio, hydraulic pressure and ram speed. The ANFIS system consists of
625 rules. The model is simulated by using MATLAB toolbox with a case study.
Validation is then tested by 3D simulation using Hyperxtrude software. The result
is headed the same direction with the ANFIS prediction. The contribution of the
paper is the development of ANFIS extrusion processing model for prediction
quality of a profile at the design stage. The major benefit is to assist design engi-
neer to make efficient decision and reduce risky, reduce errors and defects of the
extrusion processing.

Keywords: A prediction approach - Aluminum extrusion processing -
Neuro-fuzzy based decision making

1 Introduction

Aluminum extrusion is a hot deformation process which is widely used to produce long
straight aluminum profiles such as bars, solid, hollow, tubes and so on. A hot billet is
pressed under high pressure and temperature in a specific machine. A billet is pressed
throughout a die to form a profile section [1]. A profile shape is deformed according to
the die orifice shape of the die design. Therefor, the die needs to be strong sufficiently for
resisting high pressure from hydraulic ram of a machine. A hot billet is crushed through
the die which is preheated at approximately 450 °C [2]. There are two main types of
the die; solid and hollow die. The solid die consists of four components. They are the
die plate, backer plate, feeder plate and bolster plate. The hollow die consists of four
components. They are mandrel, die cap, bolster and sub-bolster. Die plate is activated as
the major components composed of the hole of profile shape including orifice hole using
for reducing friction. The die plate must be designed to obtain a strengthen against the
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high pressure of the hot billet extrusion. Backer plate is used to support the tongue of
the die plate to prevent collapse and distortion. In addition, the backer plate composes
of backer orifice which is related to the die orifice. Feeder plate is used to create balance
flow of the hot billet through the die orifice. Bolster plate is used to support extrusion
load which is transmitted from the die and backer. Die holder holds the die plate whereas
the die carrier holds the die set in the extrusion machine. Bridge is used to divide the
hole of billet flow and support the mandrel. Even through the die is perfectly designed
and the billet is well prepared, the quality of the profile is still relied on the capability
of the machine and the efficiency of controlling on various parameters such as pressure
and temperature.

= F 11— |

\
Machine )('

Billet

Die set

Fig. 1. Aluminum billet, die set and aluminum profile [3]

Figure 1 shows the three main parts of aluminum extrusion processing which affect to
the profile quality. They are a die-set, a machine and a billet. In addition, some errors from
the processing control together with defect prevention need to be studied beforehand.
The trouble shooting and defect prevention are used and created as fuzzy inference rules
inside the ANFIS model. The defects are die-stop, chatter, broken surface, hot tearing,
die lines, blisters, laminations, weld line, structure streaks, orange peel, waves, twist,
kinks, wire edge, shape edge, stains, rubs, dents and gouges. There a lot of evidences for
adopting Neuro-fuzzy system to different domains in manufacturing production. The
details are explained in the next session. This paper therefore proposes a prediction
approach for aluminum extrusion processing with multi criteria decision making. The
model is implemented on the MATLAB platform and validated with 3D simulation on
Hyperxtrude software. The knowledge is based on the information collected from the
aluminum extrusion factory in Thailand.

2 Literature Reviews

Aluminum extrusion processing is a complex production process and uncertain circum-
stance due to a hot aluminum billet is pressed and crashed by a high-pressure force and
temperature inside a strong cylinder of a press machine throughout a small area of die
in different and various shapes. In general, there are three major factors that impact the
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extrusion process; machine, material and die. Therefore, the machine control parameters
need to be controlled effectively. Material preparation should be controlled correctly and
sufficiently particularly when the material’s property changes, the preparation must be
also changed according to their characteristics. Die is one of the most critical and com-
plicated as well as sensitive to affect the quality of the profile (finished goods). A solid
die is quite simple whereas hollow die is more complicated. Die design is then widely
concerned by both in academic study and in practice. Hollow die is quite complicated.
The hot billet is split inside the hollow die and flowed around a mandrel to form a hollow
profile. The quality needed from the process is to join a seam weld perfectly and same
strength as the bulk structure. The simple example is an aluminum round tube.

Extrusion processing is sensitive because of high temperature as well as high pres-
sure control. The process consists of log casting, homogenization, preheating, extrusion,
stretching and aging. The log casting involves with a molten metal of billet which a
combination of prime alloy and recycled metal. It is treated to become a nonuniform
microstructure which leads increase strength, grain structure and ductility. Homoge-
nization is a process to transform specific phases with suitable time and temperature.
The billet is preheated by gas and induction. Machine factors are also needed to control
effectively as extrusion parameters such as ram speed, cylinder temperature control with
different stages, pressure control and so on. The machine pressure control is ranged from
500 to 11,000 ton for billet diameters from 3” to 24”. The next process is quenching and
stretching as well as anodizing. One of the output efficiencies is measurement by the
profile weight. In general, yield of production is approximately 63%—-80% [1].

This section presents the previous research articles involving with aluminum extru-
sion processing, quality prediction, research tools, control parameters such as temper-
ature, pressure, ram speed, and defects including their solutions in order to used for
creating fuzzy inference rules in the ANFIS model. Previous researches have been done
to achieve optimization processes and machine setting parameters such as Kathirga-
manatha and Neitzert [4] proposes optimization method of extrusion dies using FEM.
Due to the aluminum extrusion process is complex and uncertain with several effected
factors, therefore prediction is needed to reduce risk and failure. Optimization study is
on die geometry and friction. Zhao et al. [5] proposes process modeling and die opti-
mization design of aluminum alloy extrusion profile used in high speed train based on
multi-objective method. Kapadia and Desai [6] studies on optimization of die extrusion
process using FEM method. The objective is to obtain defect minimization as well as
improve quality and productivity. The simulation is on Hyperxtrude under the condition
of AA6063 material. The billet size is on 150 mm. and preheated by 450-500 °C. The
ram speed is varied between 40—-60 mm/s. Pressure is set approximately between 470 to
760 Mpa. Park et al. [7] presents evaluation of the effect of ram speed for extrusion of
AAG6063 based on ALE-based finite element analysis of L-shapes sample. In terms of
productivity, selected papers are shown such as Ferras et al. [8] presents scrap production
of extruded aluminum alloys by direct extrusion. This study is in Portuguese company.
Aluminum extrusion is a process that requires appropriate processing parameters to be
used in order to produce diverse profiles and high-quality products. Butdee [9] proposed
adaptive aluminum extrusion die design using case based reasoning and artificial neural
networks. Instead of design a new die from scratch, this method surveys and searches
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previous used dies which are similar to the new die design requirements and then adapts
and modifies one of them. This method is known as case-based reasoning. Due to the
retrieval die cases in the databases or case library which is time consuming and inef-
ficient, ANN approach is adopted and developed to deal with retrieval case problems.
Feature-based die (aluminum profile shape) model is the main indexed together with
critical design parameters such as bearing length, thickness, tongue ratio, dimension,
cross section area, extrusion ratio, circumstance circle diameter (CCD). The outputs are
billet length, quality of profile and yield. Then, there are some researches that has been
done on optimization process and machine control parameters.

Zhang et el. [10] presents fatigue failure prediction model and verification of hot
extrusion die. The fatigue properties of materials are closely related to service condi-
tions and heat treatment process. Negozio et al. [11] explains validation process using
FEM for front end and back end defects evolution in AA6063 and AA6082 aluminum
alloys profiles. The simulation is performed by HyperXtrude software. Yadav et al. [12]
proposes finite element analysis of extrusion process using aluminum alloy whereas Fang
et al. [13] presents FEM simulation of aluminum extrusion through two-hole multi-step
pocket dies which is used for a solid aluminum profile. Kniazkin and Vlasov [14] pro-
poses quality prediction of longitudinal seam welds in aluminum profile extrusion based
on simulation. Vallberg et al. [15] presents the mechanism of formation of back-end
defects in the extrusion process using FEM which is applied to study metal flow in alu-
minum extrusion focusing on how material flow defects from when the last part of the
billet is extruded through an axisymmetric die. Then, the software DEFORM is used
to model the extrusion process. As mentioned from the previous researches, data can
be collected as case study combining with standard data from the aluminum extrusion
technology and reformulated to develop a new model used for prediction. Intelligent
systems have developed using various methods such as fuzzy logic [16], Artificial Neu-
ral Networks [17], Neuro Fuzzy system, Fuzzy AHP [18] and so on. In addition, some
researches are employed numerical simulation, DEFORM, and Hypertextured simula-
tion software. Modern research studies intelligent methods such as fuzzy logic, artificial
neural network, neuro-fuzzy system, and fuzzy AHP for deciding multi-criteria decision
on complex and uncertain environment.

3 Research Methodology

This section explains the research method used in this research. ANFIS model is devel-
oped which is used the concept of neuro-fuzzy intelligent system. The ANFIS rules are
created inside the MATLAB toolbox. The input membership functions are also created
together with the output membership function. The neuro-fuzzy system is a hybrid and a
combined model of neural network and fuzzy logic. It consists of 4 layers: fuzzification,
fuzzy rule, normalization and defuzzification. The ANFIS model can lean both forward
and backward, known as backpropagation, which is used to compute the error of the
neurons in the hidden layers.

The neuro-fuzzy approach is adopted to deal with uncertainty and complex process
of aluminum extrusion at the beginning of the process life cycle that is an effective
modelling simulation. The objective is to predict quality of the profile when critical
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variables are given to the model. There are three major factors and four variables which
impact to the quality profile; machine parameters, die geometry and billet material. Four
variables of extrudability are considered for the billet preparation’s capability. Extrusion
ratio is selected to be taken into account for the quality of the die design. If the extrusion
ratio is properly chosen, the high-quality profile is carried out. Two more parameters
are concerned represented the ability of machine controlling. They are hydraulic ram
pressure and ram speed. In addition, the assumption of the simulation is considered based
on the material AA6063, solid die, billet size is 16 inches, machine capability is 600
ton. Neuro-fuzzy model is created by using the MATLAB tool box platform whereas
the extrusion modelling is simulated by Hyperxtrude software,

The next step of the data preparation for creating the neuro-fuzzy approach which
is always called ANFIS model is to collect the physical parameters of the extrusion
processing in order to assign the fuzzy membership functions. Billet is a critical factor for
the extrusion processing which is controlled by the temperature compensated strain rate.
It should be more than 20. The tension limits for attainable strain is 0.3 that can increase
up to 2.0 when the lubricant is applied. Neuro Fuzzy model is developed based on the
extrusion processing performance evaluation related to die design factors. Figure 2 shows
the ANFIS model development for aluminum profile quality from extrusion processing.
The are 5 criteria are concerned such as billet conditions which need to control mainly
on temperature. Die geometry consists of many values but extrusion ratio is the major
impact to quality of the processing output whereas hydraulic pressure is a major power
force that pushes the billet with high pressure. Extruding speed relates to the quality
of the profile. The speed relates to the material flow, stress and strain of the profile.
ANFIS system consists of fuzzy rules and inference reasoning to conclude the results
of questions and solutions. The goal of the model is to predict quality of aluminum
extruded profile.

Extrudability
40 -150

Extrusion Ratio

10:1 - 100:1
ANFIS
/ Inference Quality of Profile

Hydraulic Pressure
600-850 Mpa System

Ram Speed
4-12 mm/s

Fig. 2. ANFIS model development for the aluminum profile quality prediction

One of the critical factors of the extrusion processing is material billet. The billet
is heated at the suitable temperature. However, there three sources of heat effected to
the billet processing in the extrusion process which is called heat balance. Heat balance
for extrusion process is significant to influence the quality of the profile extrusion. Heat
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balance combines billet heat, heat of deformation and heat losses in container. The
heat losses are based on the effect of cooling and container zone offsets. The heat is
multiplied by mass, ¢, and At. Therefore, the total heat is the combination of billet heat
and deformation heat which is subtracted by the heat losses and become the extrusion
heat.

Table 1. Extrudability of aluminum alloys [2]

Alloy Degree Alloy Degree
1060 150 6066 40
1150 150 6101 100
2011 150 6253 70
3003 100 6351 80
5083 80 6463 60
6061 60 6663 100
6063 100 7078 7

Table 1 shows extrudability of aluminum alloys. It represents the overall capability of
the billet quality that can produce the final profile according to the design specification.
It includes billet temperature, billet types and property. However, this paper does not
involve with the detail but concerns only the extrudability. From Table 1, it can be
divided the fuzzy membership functions into 5 levels based the extrudability degree.
Very High (VH), High (H), Medium (M), Low (L) and Very Low (VL). The range of
the extrudability is defined as follow.

VH is between >100 to 150.
H is between 80 to 100.

M is between 60-79.

L is between 40-59.

VL is <40.

The second criteria influenced the profile quality is extrusion ratio which is the pro-
portion of initial cross-sectional area (Dc) and final cross-sectional area (De). Extrusion
ratio (ER) and tongue ratio (TR) are influenced by die which is a critical criterion to the
extrusion processing. It is the comparison of billet area and profile area. Tongue area is
the proportional area between width of the gap and its width. Both extrusion ratio and
tongue ratio cause the difficulty of extrusion processing. The higher ratio occurs, the
greater pressure is needed to force the metal through the smaller opening die. In addi-
tion, some parameters effect to the profile quality such as the factor and the tolerance.
The factor is determined by the perimeter of shape and weight per meter. Tolerance
is a limitation of variation in which a profile can be produced related to extrudability.
However, if the Er of the profile section is low, then the parts of the shape will be less
mechanical work performed. The acceptable Er range is between 10:1 to 35:1 for hard
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alloys whereas the Er of the soft alloys range between 10:1 to 100:1 or up to 400:1
for aluminum extrusion. As the result, the higher of the extrusion ratio, the harder is
occurred. The extrusion ratio is De/Dc which is shown in the Fig. 3.

Dead-metal Zone
Container

Die bearing

Stem Extrusion z

Fig. 3. Extrusion ratio and dead metal zone [2]

The third criteria are hydraulic ram force. The extrusion force can be calculated
by the Eq. 1 and Eq. 2. The working force is depended on material type and material
property including temperature, the diameter of billet.

_rdr L,

7| ==m=2=In2=5hR (1)
L L Ay
Ao
F = AokIn| — 2)
Af

where:

k = extrusion constant
Ao, Af = billet and extruded product area

The fourth criteria are ram speed which is concerned in this model. The ram speed
is related to billet temperature. Figure 4 shows the diagram of the ram speed zone for
saving extrusion. If the ram speed increases, then the pressure load will increase. On the
other hand, the temperature decreases when the ram speed increases.

Extrusion ram speed effects to the mechanical property of the profile which gives
higher engineering stress and longer engineering strain. Normally, the ram speed is set
between 4—12 mm/s. The extrusion pressure increases when the ram speed increases
whereas low ram speed leads to cool the billet. As a result, the flow stress is increase.
ANFIS system is used to make decision based on rule-based information which is created
from the combination of the 4 inputs and 1 output. Rules are captured from hand book
and from the factory experts.

Fuzzy rules are created based on the experts related to the input membership functions
and the output membership functions. The objective function is to predict quality of
extrusion processing profile. From the fuzzy rules, they are transformed into the system.
Partition of the result generated from the ANFIS model is shown in the Table 2.
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Fig. 4. Extrusion ram speed of the billet heated

Table 2. Partitions of the ANFIS model modeling

No. |Extrudability |Extrusion |Hydraulic |Ram speed | Quality profile | Model
ratio pressure (mm/s) prediction by | Prediction by

(MPa) experts ANFIS
1 |40 10 600 30 75 75.55
2 |40 10 600 40 76 76.69
3 140 10 600 60 77 77.61
4 140 10 600 80 78 81.69
5 |40 10 600 100 79 80.90
6 |40 10 700 30 75 74.99
7 140 10 700 40 76 75.13
8 140 10 700 60 77 76.69
9 140 10 700 80 78 77.45
10 |40 10 700 100 79 78.89
11 |40 10 750 30 76 75.84

4 Simulation Modelling

This section presents the simulation modeling of the ANFIS model based on the method-
ology in the Sect. 3. There are 4 input membership functions; extrudability, die extrusion
ratio, hydraulic ram pressure, and extruding speed as shown in the Fig. 5. The ANFIS
model consists of inference engine using fuzzy rules linked to the output membership
function which aims to predict quality of the profile. The ANFIS is created based on
Sugeno approach.

The first factor of input variable is billet conditions which concerns with extrudability.
This input is designed by 5 levels of membership function as shown in the Fig. 6.
The membership function is referred to the data of extrudability degree. Aluminum
extrudability is ranged between 40 to 120. The triangle fuzzy approach is selected.
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Fig. 5. ANFIS membership functions of the quality profile prediction

There are three points that are concerned; the base point on the left and the right of the
triangle, and the top point. For example, medium extrudability ranges between 60 to 100
but the mid-point is 80.
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Fig. 6. The input membership function of the extrudability of the billet conditions
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Fig. 7. The input membership function of the die extrusion ratio (ER)

Figure 7 shows the input membership function of the die extrusion ratio. The model
is designed to create the membership function in 5 levels; very low, low, medium, high
and very high. The ER range is between 10 to 100.

Figure 8 shows the input membership function of the hydraulic ram pressure. It is
divided into 5 levels; very low, low, medium, high and very high. The pressure range is
between 600 MPa to 850 MPa.
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Fig. 8. The input membership function of hydraulic ram pressure
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Fig. 9. The input membership function of the extruding speed

Figure 9 shows the input membership functions of the extruding ram speed. It is
designed with 5 levels; very low, low, medium, high and very high. The input variable
ranges from 30 mm/s to 100 mm/s.

2. If (Bilet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Very Low) and (Extruding_Speed is Low) then (Qualty_Of_Profile_Section is outimf2) (1)
3. If (Bilet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Very Low) and (Extruding_Speed is Medium) then (Quaity_Of_Profile_Section is outimf3) (1)
4. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Very Low) and (Extruding_Speed is High) then (Qualty_Of_Profile_Section is outimf4) (1)

5. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Very Low) and (Extruding_Speed is Very High) then (Quality_Of_Profile_Section is out1mfS) (1)

6. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Low) and (Extruding_Speed is Very Low) then (Qualty_Of_Profile_Section is outimf5) (1)

7. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Low) and (Extruding_Speed is Low) then (Quality_Of_Profie_Section is out!mf7) (1)

8. If (Bilet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Low) and (Extruding_Speed is Medium) then (Quaity_Of_Profile_Section is outimf8) (1)
9. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Low) and (Extruding_Speed is High) then (Quaity_Of_Profile_Section is outimf3) (1)

10. If (Billet_Condtions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Low) and (Extruding_Speed is Very High) then (Quaity_Of_Profie_Section is outimf10) (1)

11. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Medum) and (Extruding_Speed is Very Low) then (Qualty_Of_Profile_Section is outimf11) (1)
12. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Medium) and (Extruding_Speed is Low) then (Qualty_Of_Profie_Section is outimf12) (1)

13. If (Billet_Conditions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Medium) and (Extruding_Speed is Medium) then (Qualty_Of_Profile_Section is outimf13) (1)
14. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Medium) and (Extruding_Speed is High) then (Qualty_Of_Profile_Section is outimf14) (1)

15. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is Medum) and (Extruding_Speed is Very High) then (Qualty_Of_Profile_Section is out1mf15) (1)
16. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is High) and (Extruding_Speed is Very Low) then (Qualty_Of_Profie_Section is outimf16) (1)
17. If (Billet_Condiions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is High) and (Extruding_Speed is Low) then (Quaiy_Of_Profie_Section is outimf17) (1)

18. If (Billet_Condttions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is High) and (Extruding_Speed is Medium) then (Quality_Of_Profie_Section is outimf18) (1)

19. If (Billet_Condtions is Very Low) and (Die_Features_Extrusion_Ratio is Very Low) and (Hydraulic_Pressure is High) and (Extruding_Speed is High) then (Quality_Of_Profie_Section is outimf19) (1)

Fig. 10. The fuzzy rule created in the ANFIS inference system

Figure 10 shows the fuzzy rule-based decision making for aluminum extrusion pro-
cessing. The rules are created and installed inside the Neuro-fuzzy designer module in
MATLAB platform. There are 625 rules. Each rule consists of 4 criteria to achieve 1
output of solution.

Figure 11 shows the modeling simulation result on the rule viewer. There are 4 input
variables as conditions of a test-based problem and a solution. As shown in the example,
the degree of extrudability is 80, extrusion ratio is 55, the hydraulic pressure is 725 MPa
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Biet_Condiicns =80 Die_Features_Extrusion_Rato = 55 Hydralc_Pressure =725 Edruding_Speed = 65 Ouelty_Of Profle_Section = 676

T o

Fig. 11. Rule viewer for the solution of the modeling simulation

and the extruding speed at 65 mm/s, then the profile quality is expected to achieve at
87.5%. In this simulation model, various quality level of the profile can be predicted
based on the data input conditions.

5 Results and Discussion

This section explains the results of the modelling simulation using case study. Figure 12
shows the drawing of profile testing and die opening. Figure 13 shows 3D simulation
aimed for validation the prediction from the ANFIS modeling. It is found that the ANFIS
modeling system can perform similar results to the simulation by using HyperXtrud but
validating time is shorter. It is also founded that the left model is better than the right
modelling. However, the simulation can illustrate the data of the extrusion variables. For
example, the suitable ram speed is 4 mm/s when the AA6063 is tested. The appropriate
temperature is 531.75 °C.

Hollow Solid
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!
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238 MEEY

Fig. 12. Drawing of the profile for testing and its die opening
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Fig. 13. 3D simulation of extrusion processing

6 Conclusion

The paper presents the ANFIS simulation model of aluminum extrusion profile. Neuro-
fuzzy method is developed and applied to reduce the complexity of the decision making.
It uses rule based to find solutions and learn from training. The simulation modeling is
developed and presented such as the input membership functions, the ANFIS creation,
and the output membership function. The modelling is successfully tested. The contribu-
tion of the paper is the model development for prediction quality of the profile extrusion
beforehand. In addition, the shop floor manager can use the system to determine the
optimal and workable conditions for input variables from the given target of the output
extrusion profile. However, the research needs to be further developed in the area of
learning from experience and test with the physical cases in the factory.
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