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Abstract. Review-based recommendations mainly explore reviews that
provide actual attributes of items for recommendation. In fact, besides
user reviews, merchants have their descriptions of the items. The incon-
sistency between the descriptions and the actual attributes of items will
bring users psychological gap caused by the Expectation Effect. Com-
pared with the recommendation without merchant’s description, users
may feel more unsatisfied with the items (below expectation) or be more
impulsive to produce unreasonable consuming (above expectation), both
of which may lead to inaccurate recommendation results. In addition,
as users attach distinct degrees of importance to different aspects of the
item, the personalized psychological gap also needs to be considered. In
this work, we are motivated to propose a novel Multi-Aspect recommen-
dation based on Psychological Gap (PMAR) by modelling both user’s
overall and personalized psychological gaps. Specifically, we first design
a gap logit unit for learning the user’s overall psychological gap towards
items derived from textual review and merchant’s description. We then
integrate a user-item co-attention mechanism to calculate the user’s per-
sonalized psychological gap. Finally, we adopt Latent Factor Model to
accomplish the recommendation task. The experimental results demon-
strate that our model significantly outperforms the related approaches
w.r.t. rating prediction accuracy on Amazon datasets.

Keywords: Review-based recommendation · Collaborative filtering ·
Psychological gap · Deep learning

1 Introduction

A variety of review-based recommendations have been proposed, which incor-
porate the valuable information in user-generated textual reviews into the rec-
ommendation process [2,14,15]. Recently, deep learning methods have achieved
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Fig. 1. Illsutrates the pshycholgical gap produced by the inconsistency between mer-
chant’s description and textual review (Note: red arrows indicate the user feels unsatis-
fied because the item’s actual attributes are not as good as described by the merchant;
in contrast, green arrows denote that the user has an impulse to consume the item.
The size or thickness of an arrow represents the degree to which users value the corre-
sponding aspect of the item.) (Color figure online)

good performance for review-based recommendations. Although these methods
perform well, there are still some limitations that may influence the performance.

Firstly, existing studies mainly model a user’s preference for items based
on textual reviews written by users to provide actual attributes of items [7,8].
In fact, in addition to reviews, the merchants have their descriptions of the
items. The inconsistency of descriptions and actual attributes of items will bring
users psychological gap, which is a phenomenon caused by the Expectation
Effect [1]. Compared with the recommendations without merchant’s description,
if an item’s actual attributes are lower than expected, the user may be more
unsatisfied with the item [17]. Conversely, if the actual attributes of an item
are higher than expected, users are more likely to produce unreasonable con-
sumption [18]. Both situations may lead to inaccurate recommendation results.
In our work, we consider both user’s overall psychological gap and personalized
psychological gap in the recommendation process. Generally speaking, we model
the overall psychological gap based on the merchant’s description and actual
attributes reflected by other users’ reviews of the item. As for the personalized
psychological gap, because users pay attention to different aspects of the item,
we assign distinct importance to each aspect’s psychological gap.

Figure 1 illustrates one user’s overall psychological gap and personalized psy-
chological gap towards different aspects of items in our review-based recom-
mendation process. For item1, we observe that actual attributes (such as smell)
reflected by other users’ reviews are not as good as the merchant’s description,
which will cause user1 to be more unsatisfied with item1, and even feel cheated
by the merchant. Under this circumstance, the recommendation should reduce
the probability of recommending item1 to user1. While for item2, the actual
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attributes are more than expected relative to the merchant’s description (i.e.,
more than expected), which will make the user more impulsive to buy. In this
case, our model would increase the probability of recommending item2 to user2.
Regarding personalized psychological gap, take item2 which contains two aspects
(i.e., “easy to assemble” and “portable”) as an example. Our model will predict
that user2 pays the most attention to the “portable” aspect of item2. In this
case, user2’s psychological gap in the “portable” aspect is considered to be more
essential to user2’s preference for item2. As for the “easy to assemble” aspect,
even if the description of the merchant is inconsistent with the actual attributes
of item2 reflected by other user reviews, the psychological gap of user2 based on
this aspect has little impact on user2’s preference towards item2. In this way, we
can infer that item2 still meets user2’s preference.

In this paper, we are motivated to propose a Multi-Aspect recommenda-
tion based on Psychological Gap (shorten as PMAR). Based on textual review
and merchant’s description, PMAR models a user’s overall psychological gap
and personalized psychological gap for better recommendation. We first design
an Overall Psychological Gap Module which adopts a gap logit unit to model
the user’s overall psychological gap based on merchants’ descriptions and item
reviews. We then propose a Personalized Psychological Gap Module which uses
an attention mechanism to select relevant user history reviews based on the
semantic information of the review and corresponding item intrinsic informa-
tion. Besides, a user-item co-attention mechanism is used to obtain the user’s
personalized psychological gap towards the item. Lastly, we get the user’s and
item’s final representations and apply the Latent Factor Model (LFM) [3] model
to complete the rating prediction task. We conduct experiments on several real-
world datasets to verify the effectiveness of our model. The experimental results
show that our model achieves significantly higher rating prediction accuracy than
state-of-the-art models.

In the following sections, we first introduce related work in Sect. 2. We then
describe our proposed PMAR model in Sect. 3. We further present the details of
our experimental design and results analysis in Sect. 4. Finally, we conclude the
paper and indicate some future directions in Sect. 5.

2 Related Work

In recent years, how to integrate the rich information embedded in reviews
into the recommendation generation has attracted increasing attention [12].
The review-based recommendations can help derive user preferences and item
attributes by considering the semantic information reflected in reviews. With
the breakthrough of deep learning technology, many works have been proposed
to model contextual information from reviews for better recommendation. For
example, DeepCoNN [19] adopted two parallel CNNs [4] in the last layer in
order to generate potential representations of users and items at the same time.
It placed a shared layer on the top to couple these two CNNs together. Neural
Attentional Regression model with Review-level Explanations (NARRE) [2] uti-
lized an attention mechanism to select essential reviews when modelling users
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Fig. 2. The architecture of PMAR.

and items. Dual Attention Mutual Learning between Ratings and Reviews for
Item Recommendation (DAML) [7] utilized local and mutual attention of the
CNN to learn the features of reviews jointly. Very recently, MRCP [9] designed
a three-tier attention network to select the informative words and reviews for
users and items in a dynamic manner. In fact, in addition to reviews, merchants’
descriptions of items are also important. The inconsistency of the merchant’s
descriptions and the item’s actual attributes will arise psychological gaps of
users [17,18]. For instance, as stated in [17], users would feel a tremendous psy-
chological gap and even worse cheated when the quality of items did not match
what the merchant advertised. Besides, [18] argued that when a user bought
an item, the user’s experiences exceeding expectations towards the item would
increase his/her satisfaction.

3 Methodology

In this section, we will introduce the details of our PMAR model. The archi-
tecture is shown in Fig. 2 including three major modules. The first module is
called Overall Psychological Gap Module. A Text Encoder layer is integrated to
capture the contextual information of words in reviews and descriptions. Then
an Aspect Encoder layer is designed to obtain the aspect representations of dif-
ferent aspects. In addition, a Description-Review Gap layer is used to model the
user’s overall psychological gap on the item based on merchant’s description and
item reviews. The second module is the Personalized Psychological Gap Module,
where a User Review Selection layer is adopted to select relevant user history
reviews based on the semantic information of reviews and the item information
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corresponding to reviews. Then a User-Item Co-attention layer is designed to
calculate the user’s personalized psychological gap. The last module is the Rat-
ing Prediction Module, where a Latent Factor Model (LFM) is utilized to predict
users’ ratings for the items.

3.1 Overall Psychological Gap Module

As an item’s reviews are homogeneous which means each review is written for the
same item, we merge all reviews written by distinct users for the item as the item
review document. Item i’s review document is represented as a word sequence
Di = {w1, w2, ..., wli} where li is the length of the review document. Similarly,
we treat the description of item i as a description document which is represented
as Ddes, and the length of the description document is ldes. On the other hand,
reviews written by a user are for different items (i.e. heterogeneous), so we take
the user’s reviews as input separately. For each user u, the set of his/her reviews
is denoted by Su =

{
S1
u, S2

u, · · · , ST
u

}
, where St

u denotes the t-th review of user
u, T denotes the number of reviews written by user u. Besides, user u’s t-th
review can be represented as a word sequence St

u =
{
wt

1, w
t
2, ..., w

t
lu

}
, where lu is

the length of each review. Furthermore, the design of this module includes three
layers: text encoder layer, aspect encoder layer, and description-review gap layer
(see Fig. 2).

• Text Encoder

Given item i’s review document Di = {w1, w2, ..., wli}, we first project each word
to its embedding representation Di = [w1,w2, ...,wli ] where wj ∈ Rdw is the
embedding vector for the j -th word, dw is the dimension of word embedding,
and li is the length of item review document. Then CNNs [4] are adopted to
capture the context information around each word. Specifically, fc convolution
filters with the sliding window of size s are applied over matrix Di to obtain
contextual features of each word. The feature matrix Ci = [ci,1, ci,2, . . . , ci,li ] is
the resultant feature, where ci,j is the latent contextual feature vector for word
wj in item i’s review document.

• Aspect Encoder

As mentioned before, an item has many aspects, such as quality, price and ser-
vice. Each word in the review plays a distinct role on different aspects, so our
goal is to derive a set of aspect-level item representations. Specifically, we first
design M different aspect projection matrices over words which are denoted as
AM = [W1, . . . ,WM ], where M is the number of aspect, Wm ∈ Rdw×dw rep-
resents the m-th aspect projection matrix. To ensure our model is end to end,
the aspect in our model is defined as an implicit feature, and there is no need
to pre-process to extract explicit aspects with other tools. The aspect-specific
document embedding matrix Gi,m for item i’s review document and the m-th
aspect can be calculated as:

Gi,m = [gi,1,m,gi,2,m, . . . ,gi,li,m] (1)
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gi,j,m = Wmci,j + bm (2)

where gi,j,m is the word wj ’s embedding towards the m-th aspect, bm is the bias.
Since we need to select important words under different aspects, we generate
M aspect query vectors which are denoted as V = [v1, . . . ,vM ], where vm

represents the m-th aspect query vector. Then the m-th aspect representation
of item i’s review document ai,m can be represented as:

ai,m =
li∑

j=1

βi,j,mgi,j,m (3)

βi,j,m =
exp

(
v�
mgi,j,m/τ

)

∑li
k=1 exp (v�

mgi,k,m/τ)
(4)

Here, τ is the temperature parameter that is used to sharpen weights of impor-
tant words, and βi,j,m is the importance of word wj towards the m-th aspect.
Similarly, we can get the m-th aspect representation of item i’s description docu-
ment ades,m. As mentioned above, the input of user reviews is a series of reviews.
So we regard each review of user u’s review set as a piece of document and
repeat the steps similar to item document. Then Ct

u =
[
ctu,1, c

t
u,2, . . . , c

t
u,lu

]
is

the feature matrix of the t-th review of user u after convolution process. The
aspect-specific review embedding matrix Gt

u,m for user u’s t-th review and the
m-th aspect can be calculated as:

Gt
u,m =

[
gt
u,1,m,gt

u,2,m, . . . ,gt
u,lu,m

]
(5)

gt
u,j,m = Wmctu,j + bm (6)

where gt
u,j,m is the embedding of word wt

j towards the m-th aspect, and bm is
the bias. Then we get the m-th aspect representation of user u’s t-th review atu,m
as:

atu,m =
lu∑

j=1

βt
u,j,mgu,j,m (7)

βt
u,j,m =

exp
(
v�
mgt

u,j,m/τ
)

∑lu
k=1 exp

(
v�
mgt

u,k,m/τ
) (8)

where τ is the temperature parameter, and βt
u,j,m is the importance of word wt

j

towards the m-th aspect.

• Description-Review Gap

In reality, in addition to the reviews, the merchants have their own descriptions
of the items. In this layer, we propose a Description-Review Gap layer to model
the overall psychological gap between users and items based on item descriptions
and item reviews. According to the Aspect Encoder layer, we have obtained the
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representation of each aspect of item’s description document and review docu-
ment. In order to calculate the difference between the description and the review
in each aspect, inspired by CARP [6], we design a gap logit unit to represent the
overall psychological gap of the m-th aspect between item description document
and reviews document as follows:

gapover,m = [(ai,m − ades,m) ⊕ (ai,m � ades,m)] (9)

3.2 Personalized Psychological Gap Module

As users focus on different aspects of items when purchasing items, they will
have a personalized psychological gap towards different aspects of items. In this
module, we first use a User Review Selection layer to select important user
reviews based on textual message and corresponding item intrinsic message.
Then we design a User-Item Co-attention layer to model the user’s personalized
psychological gap.

• User Review Selection

In this layer, we use an attention mechanism to extract important user reviews
according to the current item. We average each word in the item review to
get the semantic representation of the document review. Similarly, we average
the words in each user review to get the semantic representation of the current
review. Unlike the previous method of extracting essential user reviews based
on semantic similarity alone, we consider both the semantic information of the
reviews and the item ID information corresponding to each user’s review. We
add two information as the representation of each review. Similarly, for item
document reviews, as the document reviews of items are all written to the current
item, we add the ID information of the current item. Specifically, user u’s fusion
representation rtu towards the t-th review can be represented as follows:

rtu = rtu,rev + rtu,id (10)

rtu,rev = avg(ctu,1, c
t
u,2, ..., c

t
u,lu), rtu,id = ou,t (11)

where ou,t is the corresponding item’s ID embedding about t-th review of user
u, and avg is the average pooling method. Similarly, we represent the item
document review as follows:

ri = ri,rev + ri,id (12)

ri,rev = avg(ci,1, ci,2, ..., ci,li), ri,id = oi (13)

where ri is the item i’s fusion representation based on its review and ID embed-
ding, and oi is the item i’s ID embedding. Then we use an attention mechanism
to select important user reviews according to item i as follows:

atttu =
exp

(
r�
i r

t
u

)

∑T
k=1 exp

(
r�
i rku

) (14)
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where atttu represents the importance of user review St
u towards item i. We then

get different aspects’ weighted sum representation of user reviews as:

au,m =
T∑

t=1

atttua
t
u,m (15)

• User-Item Co-attention

As stated above, users value different aspects when facing different items. The
psychological gaps caused by different aspects of descriptions and comments will
also be different. We design a user-item co-attention mechanism to model the
importance of different aspects. Formally,

weightm = Wuv,m[au,m,ai,m,au,m � ai,m] + buv,m (16)

attm =
exp (weightm)

∑M
k=1 exp (weightk)

(17)

where attm represents the importance of the m-th aspect when user u values the
item i, Wuv,m ∈ R3dw×1 is the weight parameter, and buv,m is the bias. Then
we get the user’s personalized psychology gap:

gapper =
M∑

m=1

attmgapover,m (18)

Similarly, user u’s and item i’s representation from reviews can be denoted as:

ur =
M∑

m=1

attmau,m, ir =
M∑

m=1

attmai,m (19)

We then concat user u’s review representation and personalized psychology gap
representation, and pass the obtained vector to the Multilayer Perception to get
the user u’s representation ur,des:

ur,des = Wp[ur,gapper] + bp (20)

where Wp ∈ R3dw×d is the weight parameter, d is the dimension of latent factors,
and bp is the bias.

3.3 Rating Prediction Module

Although the user representation ur,des learned from reviews contains rich aspect
information of users, there are some latent characteristics of users which can not
be captured in reviews but can be inferred from the rating patterns. Thus, we also
represent users according to their ids to capture the latent factors of users. The
final representation uf of user u is the concatenation of the user representation
ur,des learned from reviews and the user embedding ud ∈ Rd from user ID.
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Similarly, we can get the final representation if of item i. Formally, it can be
represented as follows:

uf = [ud,ur,des] , if = [id, ir] (21)

We concatenate two representations as xu,i=[uf , if ], and then pass it into a
Latent Factor Model (LFM) [3]. The LFM function is defined as follows:

ŷu,i = Wx (xu,i) + bu + bi + μ (22)

where ŷu,i denotes the predicted rating,Wx denotes the parameter matrix of the
LFM model, bu denotes the user bias, bi denotes the item bias, and μ denotes
the global bias.

3.4 Objective Function

We optimize the model parameters to minimize recommendation task loss L.
Concretely, the mean squared error is used as the loss function of recommen-
dation task loss, which measures the divergences between the rating score that
the model predicts and the gold rating score that a user gives to an item. The
recommendation task loss can be calculated as:

L =
1

|Ω|
∑

u,i∈Ω

(ŷu,i − yu,i)
2 (23)

where Ω denotes the set of instances for training, yu,i is the gold rating score,
and ŷu,i is the predicted rating score of the user u to the item i separately.

4 Experiments

4.1 Experiment Setup

Datasets and Evaluation Metric. We used four publicly accessible datasets from
Amazon 5-core1 (i.e., Automotive (shorten as “Auto”), Office Products (Office),
Grocery and Gourmet Food (Food) and Toys and Games (Toys)), which included
the review information that users wrote for items they had purchased. We filtered
items that did not have descriptions. Following NARRE [2], we randomly split
the dataset into training (80%), validation (10%), and testing (10%) sets. At
least one interaction per user/item was included in the training set.

The statistics of the datasets are summarized in Table 1. As for the evalua-
tion, we used Mean Square Error (MSE) [16] to measure the rating prediction.
Concretely, we computed the square error between the predicted rating ŷu,i and
the ground truth yu,i, where Ω indicated the set of the user-item pairs in the
testing set (see Eq. 24).

MSE =
1

|Ω|
∑

u,i∈Ω

(ŷu,i − yu,i)
2 (24)

1 http://jmcauley.ucsd.edu/data/amazon.

http://jmcauley.ucsd.edu/data/amazon
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Table 1. Statistics of datasets used for rating prediction task

Dataset Auto Office Food Toys

Number of users 996 2,370 10,446 15,096

Number of items 683 973 6,305 9,814

Number of ratings 6,553 24,120 100,980 125,944

Words per user 279.27 834.24 454.57 408.57

Words per item 368.49 453.93 395.37 406.09

Density of ratings 0.96% 1.05% 0.15% 0.09%

In addition, to make a more intuitive comparison, we used Accuracy Improve-
ment Percentage (AIP) to measure the accuracy improvement percentage of our
proposed model against other compared methods (see Eq. 25).

AIP =
MSEcomparedmethod − MSEourmethod

MSEcomparedmethod
(25)

For each dataset, we performed fivefold cross-validation to avoid any biases.
As the data were not normally distributed, we adopted permutation test [11]
for significance tests. In our experiments, pre-trained word embeddings were
adopted from Google News [10], where the word embedding size was set to
100. We kept the number and the length of reviews covering pe percent users,
where pe was set to 0.85 for all four datasets. For item doc and description
doc, we kept the length of doc 500 and 100 respectively. Adam was used to
updating parameters when training. The learning rate was determined by grid
search amongst {0.0001, 0.0002, 0.001, 0.002}, the dropout ratio was explored
amonst {0.0, 0.1, ..., 0.9}, and the batch size was set amonst {32, 64, 128, 256}.
The window size s was empirically set as 3 and τ was set as 0.5. All hyper-
parameters were tuned according to the validation set.

Compared Methods. We compared our approach with eight related methods.
These algorithms can be classified into three categories: rating-based (NMF and
SVD), review-based (e.g. DeepCoNN, D-ATTn, NARRE, DAML, NRMA and
MRCP) and variations of our method (e.g. PMAR-O, PMAR-P and PMAR-
ID). The detailed description of each method is given below.

• NMF [5]: Non-negative Matrix Factorization is a traditional model which
casts the MF model within a neural framework and combines the output
with multi-layered perceptrons.

• SVD [3]: Singular Value Decomposition is a matrix factorization model which
reduces the dimension of a rating matrix and eliminates its sparsity.

• DeepCoNN [19]: Deep Cooperative Neural Networks is a neural network
which learns the representations of users and items from reviews by using
convolutional neural networks.

• D-ATTn [13]: Dual Attention CNN Model is an interpretable, dual attention-
based CNN model which combines reviews and ratings for product rating
prediction.
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• NARRE [2]: Neural Attentional Rating Regression with Review-level Expla-
nations is a model which uses attention mechanism to explore the usefulness
of reviews.

• DAML [7]: Dual Attention Mutual Learning is a model which utilizes local
and mutual attention of CNN to learn the features of reviews.

• NRMA [8]: Neural Recommendation Model with Hierarchical Multi-view
Attention is a model which designs a review encoder with multiview attention
to learn representations of reviews from words.

• MRCP [9]: Multi-aspect Neural Recommendation Model with Context-
aware Personalized Attention is a most recently model which designs three
encoders to extract hierarchical features of reviews, aspects and users/items.

• PMAR-O: This method removes the Description-Review Gap Layer from
our PMAR model. That is, the model does not consider the psychological
gap.

• PMAR-P: As the second variation of our method, this method removes the
User-Item Co-attention Layer from our PMAR model so that the weight of
the psychological gap of each aspect is the same. That is, it only considers
the overall psychological gap rather than the personalized psychological gap.

• PMAR-ID: As another variation of our method, this method uses textual
message alone to model user’s and item’s fusion representations in Eq. 10 and
Eq. 12.

4.2 Overall Performance Comparison

The overall comparison results are shown in Table 2. We observe that our pro-
posed PMAR method is the best in terms of MSE, and the improvements against
the best baselines are significant (p-value < 0.05 via permutation test). Con-
cretely, the advantages against MRCP in Office and Toys are 2.64% and 2.06%
respectively (refer to the value of ΔMRCP). The possible reason is that our
method not only considers the multi-aspect information in reviews which can
construct diverse user preferences and item characteristics, but also the person-
alized psychological gap brought by the inconsistency of merchant’s description
and the item’s actual attributes to the user. Another interesting observation
from Table 2 is that our PMAR model achieves the largest improvement against
other baselines in Office datasets (e.g., Δ MRCP = 2.64% in Office vs. 1.89% in
Food). It is reasonable because the density of Office dataset is higher relative to
others (see Table 1). In this case, our PMAR model is able to learn user prefer-
ence and item characteristic more comprehensively, leading to the more accurate
personalized psychological gap construction.

Furthermore, when compared with three variations (i.e., PMAR-O, PMAR-
P and PMAR-ID), our complete model PMAR also performs better in all four
datasets. Among the variations, compared with our PMAR model, PMAR-O
which does not consider the psychological gap has the largest drop in the results of
all datasets. Specifically, in Office, our PMAR model’s advantage against PMAR-
O is 2.61% while against PMAR-P is 1.72%. It is reasonable because PMAR-
O models neither overall psychological gap nor personalized psychological gap.
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Table 2. Overall comparison results of rating prediction are measured by MSE (Note:
* denotes the statistical significance for p-value < 0.05 compared to the best baseline,
the boldface indicates the best model result of the dataset, and the underline indicates
the best baseline result of the dataset.)

Method Auto Office Food Toys

Rating-based NMF 1.0083 0.8388 1.2707 1.0486

SVD 0.8276 0.7626 1.0293 0.8931

Review-based DeepCoNN 0.7473 0.7338 0.9881 0.8501

D-ATT 0.7532 0.7397 0.9815 0.8355

NARRE 0.7685 0.7124 0.9919 0.8217

DAML 0.7320 0.7033 0.9908 0.8711

NRMA 0.7658 0.7118 0.9891 0.8229

MRCP 0.7565 0.6967 0.9729 0.8191

Variations of our method PMAR-O 0.7347 0.6965 0.9657 0.8112

PMAR-P 0.7201 0.6902 0.9561 0.8062

PMAR-ID 0.7302 0.6816 0.9599 0.8066

Our Method PMAR 0.7137∗ 0.6783∗ 0.9545∗ 0.8022∗

AIP of PMAR ΔNMF 29.22% 19.13% 24.88% 23.50%

ΔSVD 13.76% 11.05% 7.27% 10.18%

ΔDeepCoNN 4.50% 7.56% 3.40% 5.63%

ΔD-ATT 5.24% 8.30% 2.75% 3.99%

ΔNARRE 7.13% 4.79% 3.77% 2.37%

ΔDAML 2.50% 3.55% 3.66% 7.91%

ΔNRMA 6.80% 4.71% 3.50% 2.52%

ΔMRCP 5.66% 2.64% 1.89% 2.06%

ΔPMAR-O 2.86% 2.61% 1.16% 1.11%

ΔPMAR-P 0.89% 1.72% 0.17% 0.50%

ΔPMAR-ID 2.26% 0.48% 0.56% 0.55%

In this way, when there is a great gap between the item’s actual attributes and
the merchant’s description, the psychological gap of the user will have a large
impact on the accuracy for recommendation. In addition, the suboptimal results
of PMAR-P model (e.g., Δ PMAR-P = 0.89% in Auto vs. 1.72% in Office) vali-
date the importance of the personalized psychological gap. It is likely because the
variation ignores that users pay distinct attentions to different aspects, which will
cause users’ personalized psychological gaps, resulting in a great impact on accu-
racy for the recommendation. Besides, the degraded MSEs of PMAR-ID demon-
strate that combining both ID and review messages can capture textual message
as well as intrinsic attributes of the reviewed item (e.g., Δ PMAR-ID = 0.56% in
Food vs. 0.55% in Toys). Although PMAR-ID uses both the overall psychological
gap and personality psychological gap, it uses textual message alone which can not
capture intrinsic attributes of the reviewed item.
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Fig. 3. Experimental results with the change of Aspects’ Number.

4.3 Influence of the Number of Aspects

To investigate whether different number of aspects will influence the performance
of our PMAR model, we change M (refer to Sect. 3.1). Following MRCP, the
aspects’ number M is set amongst {1, 3, 5, 7}. We can observe from Fig. 3 that
the multi-aspect model (i.e., M > 1) always performs better than that with
only one aspect (i.e., M = 1), indicating the effectiveness of multi-aspect diverse
representations of users and items. Another finding is that when M equals to
5, our PMAR model performs the best in three datasets (i.e., Office, Food and
Toys). In contrast, our PMAR achieves the best result in the Auto dataset when
M equals to 3. We argued that the value of the optimal aspects’ number might
be related to the average number of words per user and each item (e.g., Words
Per User: 279.27 in Auto vs 834.24 in Office; Words Per Item: 368.49 in Auto vs
453.93 in Office). That is, more words may contain richer aspects of users and
items. In addition, setting the aspects’ number to 5 would be an optimal choice
for most recommendations.

4.4 Case Study

To better understand how our model facilitates the recommendation system
based on the user’s psychological gap caused by the inconsistency of the mer-
chant’s description and the item’s actual attributes, we conducted a case study in
Fig. 4. We randomly sampled two user-item pairs from Auto and Office datasets.
For each user-item pair, we set M as 5 and extracted the most valued aspect by
the current user (i.e., the highest attention weight according to attm in Eq. 17)
and another aspect that the user less valued. Similar to CARP [6], to better
visualize an aspect, we retrieved the top-K phrases whose weight is the sum of
the weights (i.e., βm,j,i in Eq. 4 and βt

u,j,m in Eq. 8) of the constituent words
in the convolutional window. We then selected the most informative sentences
containing these phrases to represent the corresponding aspect. Here, we choose
K = 30 which is the same setting as CARP [6]. In Fig. 4, red and green which are
predicted by our PMAR model indicate the phrases in reviews and descriptions
of the user’s most valued and less valued aspects respectively. As a reference, we
manually displayed the parts matched well by the most valued aspects in the
target user-item review with yellow color. In addition, yu,i represents the user’s
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Fig. 4. Example study of two user-item paris from Auto and Office.

gold rating of the current item, ŷu,i represents the rating that our PMAR model
predicts, and ŷ′

u,i denotes the rating predicted by PMAR-O (i.e., w/o Overall
Psychological Gap) model which is a variation of our PMAR model.

Example 1: the first user-item pair is a user who gave a tank cover “Heavy-
Duty Dual Propane Tank Cover” a low score (i.e. yu,i = 3.0). We can observe
that our PMAR model predicts that user1 assigns the highest weight on aspect
5 of item1 (e.g., aspect importance: 0.287 of aspect 5 vs. 0.100 of aspect 4)
which is regarding the heavy-duty aspect and s/he likes sturdy items according
to his/her history reviews. This indicates aspect 5 brings a greater psychological
gap to user1 than other aspects. Besides, item1 in aspect 5 is not as heavy-duty
as described by the merchant. Although item1 is easy to assemble as advertised
by the merchant in aspect 4 (see Fig. 4), the recommendation system should still
reduce the probability of recommending item1 to user1. In the rating prediction
stage, our model PMAR predicts that user1’s rating for item1 is 3.3 points while
PMAR-O model predicts 3.9 points. It is reasonable because the variant does not
consider the impact of user1’s psychological gap which causes user1 to be more
disappointed with item1, leading to the inaccuracy for recommendation. Finally,
it can be seen that user1’s target review denotes that user1 is not satisfied with
item1 and considers that the merchant falsely advertises the heavy-duty aspect
s/he values most, which is in accordance with our PMAR model’s prediction.

Example 2: compared with the first pair, the second one illustrates a user-
item pair towards a pen “EnduraGlide Dry-Erase Markers” by user2 with a high
rating (i.e., yu,i = 5.0). It can be seen that our PMAR model predicts that user2
values aspect 2 of item2 most (e.g., aspect importance: 0.396 of aspect 2 vs. 0.028
of aspect 1) which is about the erase-cleanly aspect. Besides, user2 likes items
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that do not leave any residue according to his/her history reviews. This implies
that item2 erases cleanly as the merchant’s description in aspect 2 (see Fig. 4),
leading to a greater psychological gap to user2 than other aspects. Although
regarding the less valued aspect 1 in which item2 is not as bold as advertised by
the merchant, the recommendation system should still increase the probability
of introducing item2 to user2. As for rating prediction, our model PMAR and
PMAR-O models predict that user2’s ratings for item2 are 4.8 and 4.1 points
respectively. The possible reason is that the variant does not consider the impact
of user2’s psychological gap which causes user2 to be more satisfied with item2.
Finally, we can observe that user2’s target review denotes that item2 satisfies
user2’s expectation of the erase-cleanly aspect, which also meets the prediction
of our PMAR model.

5 Conclusions and Future Work

In this work, we are motivated by the Expectation Effect to propose a novel
PMAR model which learns a user’s overall and personalized psychological gap.
Concretely, we first construct an Overall Psychological Gap Module which uses
a logit unit to calculate the overall psychological gap of merchants description
and item reviews. Secondly, we design a Personalized Psychological Gap Mod-
ule which uses an attention mechanism to select relevant user reviews and item
reviews based on review semantic information and the corresponding item intrin-
sic information. A user-item co-attention mechanism is adopted to calculate the
user’s personalized psychological gap. We evaluate our model on four real-world
datasets (i.e., Auto, Office, Food and Toys). The experimental results show that
our model significantly outperforms other state-of-the-art methods in terms of
rating prediction accuracy.
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