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14.1	 �Introduction

It is no exaggeration to say that we are in the 
midst of an “AI ethics bubble”. The ethics of arti-
ficial intelligence makes headlines in public 
media and the topic of major international con-
ferences. Technology corporations in particular 
are channeling funding into the creation of AI 
ethics institutes and endowed chairs, such as 
recently seen at universities in Oxford, Munich, 
and Cambridge, MA (e.g. [1, 2]). While corpora-
tions have collaborated with academia for many 

decades, if not centuries, what is new here is the 
strong focus on ethics.

Perhaps this is not surprising, given that AI—
used here as an umbrella term for various tech-
nologies that mimic human intelligence—has 
become a symbol for societal concerns about the 
mastery of machines over people. It is seen as 
posing various challenges to society, ranging 
from voter manipulation to other threats to 
democracy [3], to the technological replacement 
of human labour [4]. The replacement of human 
labour is an aspect that is particularly pertinent to 
medicine as well: Some studies predict that up to 
half of all the existing jobs in the United States 
are at risk of automation [5]. Among medical 
professionals, radiologists and pathologists are 
seen as particularly vulnerable to technological 
replacement [6–8]. Against this backdrop, it 
could be argued, technology companies have a 
particularly great need to ensure that their devel-
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opment and use of AI complies with ethical 
standards.

But there is also a more sinister reason for the 
current ethics bubble. Corporations that use AI to 
develop new services, increase market shares, 
and expand their global reach, are currently 
pitching “ethics” against “regulation”. Strict reg-
ulation of AI, and in particular, machine learning, 
they argue, puts Europe, North America and other 
world regions at risk of falling further behind the 
AI capabilities of China, and is thus problematic. 
They suggest that rather than putting up “red 
tape” for technology, societies should ensure the 
creation of good ethics guidelines that ensure that 
AI is “trustworthy” ([9], and in reference to [10]). 
Such playing out of ethics against regulation is, 
of course, not only politically problematic but 
also factually flawed: Ethics and regulation take 
different forms and are issued by different insti-
tutions, but they mutually influence and enable 
each other. Ethical considerations are always part 
of regulatory processes and guidelines, and regu-
lation, in turn, is necessary to enforce ethical 
norms and commitments. Also in this chapter, 
ethical and regulatory and legal aspects are 
treated as closely intertwined, and not as some-
thing that can, or should be, strictly separated.

Before we look at the legal and regulatory 
aspects of AI in imaging—and zoom into the 
question of who owns the data that is used for this 
purpose—let us first look at what the issues are 
the ethics scholarship has identified in this 
context.

14.2	 �Opening the “Ethics Bubble”: 
What Are the Concerns?

There has recently been a terminological shift in 
discussions of the ethics of AI. Until about mid-
2019, the term “artificial intelligence” was widely 
used as an umbrella term for all computational 
processes that mimic human intelligence. More 
recently, following criticism of the unduly vague 
and wide use of the term in ethical and regulatory 
discussions, the terms that are used have become 
more specific: Policy and academic papers alike 
increasingly use the term “machine learning” to 

denote applications of AI that improve with only 
very little, or even no, input from humans. Also in 
this chapter, the term machine learning is used to 
refer to processes and technologies whereby 
machines discern patterns in data with only little 
steering from humans, while “AI” is used to 
denote instances in which debates refer to even 
wider areas of machine “intelligence”, or to the 
attempt to make machines act like humans.

Although AI has a history of many decades 
(e.g. [11]), there has been an increase in AI tech-
nologies in recent years. This is mostly due to 
increasing computational power and increasing 
opportunities for automation and digitisation. 
These, in turn, have been made possible by “data-
fication”, which means the capturing and storing 
of information about people’s lives, their bodies, 
and about their environments, that were previ-
ously unrecorded. For example, even a decade 
ago, the only way to learn about people’s exercise 
levels was by asking them what type of exercise 
they had done within a specific period of time, 
and how much of it. Today, this information is, 
for many of us, automatically captured by activ-
ity trackers built into our smartphones, or mea-
sured in other, often remote and unobtrusive 
ways. The legal scholar Harry Surden called this 
the end of structural privacy [12], meaning that 
the domains of our lives and bodies that remain 
unseen and “uncounted” are becoming smaller 
and smaller. There is ever less of us and our lives 
that is not datafied.

For healthcare, the availability of data about 
various aspects of the lives and bodies of patients, 
often over a long period of time, is seen as an 
unprecedented opportunity. Here, AI is portrayed 
as an answer to the problem of data interpreta-
tion: While the production of data has become 
relatively cheap, and greater amounts of data are 
being produced each day, making sense of these 
data has remained expensive [13]. To bridge this 
“interpretation gap”, machine learning in particu-
lar has been suggested as a solution. Moreover, in 
many aspects of healthcare, AI is already in use: 
from telemedicine to supporting communication 
with patients to billing and insurance. In medical 
imaging, molecular imaging is expected to bene-
fit significantly from machine learning; and deep-
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learning based interpretation is hoped to help 
reduce interobserver variability in nuclear imag-
ing (e.g. [14]; see also [15]).

What are the key ethical challenges related to 
AI? Over the last years, ethicists and other experts 
have raised a range of concerns related to AI that 
can be largely grouped in three clusters: Fairness, 
accountability, and transparency (FAT). The par-
adigmatic challenge for fairness is biased train-
ing data (see [16, p. 176]): This is the case when 
a specific population group, such as elderly peo-
ple, members of minorities, or the uninsured, are 
underrepresented, or entirely missing, from a 
data set. It is not always straightforward to know, 
however, when bias exists, or when it is problem-
atic [17]. For example, in the context of the train-
ing of  an algorithm to classify pulmonary 
tuberculosis (e.g. [18]), what constitutes a non-
biased dataset: A dataset that is representative of 
people who typically suffer from TB? One that 
reflects the demographic composition of the 
patient population treated in a specific hospital? 
Or a dataset that represents the demographic 
composition of the city? Of the entire nation 
even? Moreover, if it is known, for example, that 
minority populations have been underrepresented 
in training data for machine learning for years, 
would it be mandated for ethical reasons to overs-
ample members of the minority populations in 
question to make up for previous discrimination? 
There are no definitive answers to these ques-
tions; instead, they illustrate the intricacies of 
knowing when a bias exists, and when a bias is 
problematic, that is, when it has a negative impact 
on equity.1

1 It is mandated here to clarify the difference between 
inequality and inequity. The two terms are often conflated 
in common parlance, but they mean different things. 
Inequality means that resources or benefits are distributed 
unequally over different groups. Using the example of 
health outcomes, if women and men have different life 
expectancies, that is an inequality. Not all inequalities, 
however, are also unfair: if the different outcome can be 
explained by voluntary actions, for example. If Laura and 
Amir, who are married, and who grew up in similar social 
strata and in the same town, have different health status 
because Amir likes to tend to the garden in his spare time 
while Laura goes paragliding, and due to multiple sport-

While fairness ultimately pertains to questions 
about equity, the second criterion within the FAT 
paradigm, accountability, relates to the question 
of who can be held responsible for outcomes. 
Here, also legal questions about liability come 
into play. Very broadly speaking (and without 
consideration of specific configurations in par-
ticular jurisdictions; for more details on these, 
see [16, 19]), liability for harm caused by machine 
learning applications can only kick in when 
someone has been negligent, either a physician or 
a company. Negligence on the side of physicians 
or healthcare workers, in turn, requires that there 
is a duty of care towards patients that was 
breached. As Schönberger emphasises, not all 
erroneous predictions by an AI system that 
caused harm to a patient mean that physicians or 
healthcare organisations they work for are liable; 
they can only be held accountable if they used the 
AI in a way that they should not have [16, p. 197].

The other type of liability besides that of phy-
sicians and healthcare providers is product liabil-
ity. This becomes relevant when patients suffer 
harm from products that were defective in their 
design, manufacturing, or warning—in other 
words, products that did not operate as they 
should have. The legal concept of liability was 
developed with the idea in mind that those held 
liable would be people, not machines. They were 
written for people who have a sense of responsi-
bility, which machines do not have. Moreover, 
machines would not be affected by any of the 
conventional sanctions (e.g. fines) that our law 
system applies. Algorithms, in contrast to book 
titles that suggest otherwise (e.g. [20]), do not 
“want” things—they are not human. This raises a 
few issues when liability laws are applied to 
machines: First, if AI works in the form of non-
embedded software (meaning that the software is 
not built into other machines such as phones, 
cars, or pacemakers) then it is not clear whether it 
is covered by existing liability legislation such as 

ing accidents she now suffers chronic pain, then the differ-
ence in health status between them is not an inequity. As a 
rule of thumb, if we cannot find any factor that justifies 
different outcomes, then we should treat different out-
comes as inequities.
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the European Union’s Product Liability Directive, 
for example. Second, current approaches bypass 
the problem that the legal concept of liability was 
designed to apply to humans by holding the peo-
ple who build or use the machines liable for the 
actions of the machines. As Schönberger argues 
[16], the more “autonomous” machines become, 
that is, the less their actions can be traced back to 
decisions taken by humans, the more difficult it 
becomes to hold the humans “behind” the 
machines accountable. Scholars are discussing a 
number of ways to address these problems. These 
include giving some kind of personhood status to 
intelligent machines (e.g. [21])2; another solution 
that is discussed is to hold the healthcare profes-
sionals that are using AI even more strictly 
accountable for the “decisions” of the machine 
than at present. For example, doctors would then 
be responsible for harm if they did not take ade-
quate measures to evaluate how accurate the 
algorithm is that they are using [16].

The last notion in the FAT-paradigm is trans-
parency. At times, transparency is a precondition 
of liability, and at other times, it goes beyond it. 
While liability refers to the consequences for 
someone who bears responsibility for something 
in the case of harm (i.e. in the case of negligence 
or even intentional wrongdoing), a certain level 
of transparency is required for the assessment of 
whether any wrongdoing took place. Especially 
in the context of unsupervised machine learning, 
where no function is associated with the input,3 
it is often difficult, if not impossible, to know 
how the software arrived at a specific outcome 
because the path to achieving the outcome was 
not designed into the system, and is impossible 

2 The European Parliament has adopted a resolution in 
2017 with recommendations to the Commission on Civil 
Law Rules on Robotics suggesting to prompt a legal status 
for robots (https://www.europarl.europa.eu/doceo/docu-
ment/TA-8-2017-0051_EN.html?redirect#BKMD-12). 
The Commission, however, did not follow this recommen-
dation in its recent strategies addressing AI.
3 Within supervised machine learning, the machine is told 
by a human what to look for: e.g. it is shown pictures of 
dogs and then asked to look for dogs in other images. 
Within unsupervised machine learning, the machine is not 
told what to look for, but just commanded to look for 
patterns.

for observers to understand. It is because of this 
lack of transparency that some ethicists have 
argued that the use of unsupervised machine 
learning in healthcare is ethically more problem-
atic than supervised machine learning [22]. Such 
proposals, however, neglect the question of 
where in healthcare machine learning is put to 
use. If it is used in core medical contexts, such as 
for diagnosis and treatment decisions, then the 
lack of transparency seems much more concern-
ing than if unsupervised machine learning is 
used within an application to enable video con-
sultations. For this reason, we propose a graded 
scale ethical scrutiny of machine learning in 
healthcare (Table  14.1) that distinguishes 
between three levels of ethical sensitivity: At the 
lowest level of concern are uses of machine 
learning (and other AI) for non-medical aspects, 
such as appointment scheduling or videoconfer-
encing. At the intermediate level are applications 
of machine learning in key medical activities 
such as the establishment of a diagnosis or treat-
ment decision, but where machine learning is 
only aiding human decision making without sug-
gesting a final decision (“thinking AI”). At the 
highest level of ethical sensitivity is the use of 
machine learning for key medical activities 
where the software makes the decision, e.g. if a 
machine that automatically classified a disease 
and gave a treatment decision that was binding 
(“acting AI”), which is so far not part of routine 
clinical care.

Other factors that are to be considered include 
whether or not machine learning is supervised 
(which is less ethically problematic because of 
higher level of transparency) or unsupervised 
(more ethically sensitive due to lower levels of 

Table 14.1  A graded scale ethical scrutiny of machine 
learning in healthcare

Level of ethical 
sensitivity Use of AI
Low AI to support non-medical aspects 

(e.g. scheduling, 
video-conferencing)

Intermediate AI to support diagnosis or 
treatment choice (“thinking AI”)

High AI to make decisions (“acting AI”)
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transparency), whether the tool has been validated, 
and whether the people using the tool are conscious 
of the possibility and consequences of potential 
bias (“fairness through awareness”, [23]).

14.3	 �Going Beyond FAT: Beyond 
Medical Ethics

Ethics guidelines, ethics codes, as well as papers 
addressing ethical concerns in connection with 
AI in healthcare regularly discuss phenomena 
that map against the FAT paradigm—even if they 
discuss these issues under different labels.  But 
there are also contributions that raise bigger 
questions. A statement by the European Group on 
Ethics on AI, robotics and “autonomous” sys-
tems” (2018), for example, draws attention to the 
need for AI to be put in the service of broader 
societal and ethical values, including human dig-
nity, responsibility, democracy, justice, equity, 
solidarity, sustainability, and deliberation. 
Moreover, scholars such as Karen Yeung use the 
term “ethics washing” to refer to situations where 
AI ethics serves mostly as an empty vessel that 
can be filled with any content that seems suitable, 
and where ethics lacks the necessary tools to 
enforce its own claims [9]. Taken together, these 
points of critique call for an ethics that does not 
accept current institutional arrangements and 
configurations of power as they are, and within 
these, try to make AI “more ethical”. Instead, 
they call for a political ethics that is concerned 
also with how new technological practices affect 
the distribution of entitlements, duties, and 
resources within and across populations. The 
FAT paradigm goes some way in that direction, 
but not far enough.

An important underpinning of such a more 
political ethics of AI is to leave the specificities of 
medical ethics behind, and instead treat AI ethics 
as a form of data ethics. A key argument in favour 
of the latter is that many ethical issues in connec-
tion with machine learning emerge due to the 
integration and use of large amounts of personal 
data. But such a move from medical to data ethics 
may not be as easy to do as it may seem. It would 
require a fundamental shift in the points of refer-

ence used by ethics frameworks—most promi-
nently the focus only  on individual rights. As 
many scholars have argued, most of the risks in 
connection with data use are personal and collec-
tive, and they cannot be broken down into indi-
vidual bits (e.g. [24]). Moreover, many of the 
scholars and approaches that are populating the 
rapidly growing field of AI ethics were trained in 
medical ethics or bioethics. It will be difficult to 
expand (and, in some cases, change) the refer-
ence points and institutional structures that these 
experts are operating with and within.

What is the problem with the categories and 
focus points of medical ethics—why can they not 
be transposed to AI ethics? The main reason is 
that the key reference point of medical ethics is 
the human body; the early codifications of medi-
cal ethics established that people have a right to 
be informed about, and consent to, what happens 
to their bodies. This framework emerged partly in 
response to the horrific human rights infringe-
ments of the Nazi period and other instances 
when harmful or even torturous “experiments” 
were imposed on people under the guise of sci-
ence. Data ethics, on the other hand, does not 
take the physical body as its reference point, but 
the “data body”—which is of a very different 
nature. First of all, the data body does not have 
clear borders and boundaries; the data that repre-
sents a person, namely, the data capturing her 
behaviour, her diseases, etc., is spread over many 
places and can be accessed by many people at the 
same time. This means, also, that the frame of an 
intervention that medical ethics operates with 
does not work for data ethics. An intervention 
into a person’s data is not comparable to a body 
that is operated on to take out a gallbladder, or to 
test a new drug. There is often no clear beginning 
and no clear end to an “operation” on a dataset—
data is interrogated continuously [25]. In addi-
tion, in traditional medical ethics, it is normally 
clearly apparent who carries out the procedure 
and who is at risk: The latter is normally the 
patient. In data ethics, “procedures” can be car-
ried out by many different people in different 
places at the same time—primary and secondary 
data users (the latter are researchers, for example, 
who reuse datasets from other research teams, or 
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even from the clinic), commercial enterprises, 
etc. The people at risk from these procedures can 
be totally unrelated from those who have given 
their data. In other words, risks in data ethics are 
not limited to specific individuals, but they are 
collective.

Understanding AI ethics as a kind of data eth-
ics, and not as a field of application for medical 
ethics, also affects how we think about data 
ownership.

14.4	 �Who Owns Patient Data?

This simple question is not easy to answer. It will 
concern us for the rest of this chapter. The prob-
lem starts with defining ownership. While the 
related term “property” has clearly definable 
legal meaning, ownership can relate to legal enti-
tlements, but it can also refer to a moral claim on 
something. People who say that they own their 
personal data do not always mean to express a 
legal opinion. Rather than implying that they 
have the right to destroy or sell their data, which 
are some of the key characteristics that distin-
guish property rights from other entitlements, 
what they often mean to say is: “I should have a 
say in who uses my data, what they do with it, 
and who benefits from it”. In other words, owner-
ship is a very broad concept that includes moral 
and legal elements.

But let’s start at the beginning. Can we legally 
own data? In other words, is it possible to own 
something that is (at least in part) immaterial—as 
digital data is (see [26])? The law answers this 
question affirmatively; intellectual property 
rights protection is an example. It gives people or 
organisations the right to control intellectual 
resources that are in part, or even entirely, 
immaterial.

Within the European Union, the EU General 
Data Protection Regulation (GDPR) grants spe-
cial protections to so-called personal data, that is, 
data that refers to a specific identified or identifi-
able natural person. Names and addresses are 
clearly personal data; but IP addresses or genomes 
are too [27]. Personal data is seen as disclosing 
things about people and their lives that they may 

want to be confidential or even private, and peo-
ple may suffer harm if this data and information 
are known or used by others. For these reasons, 
not only GDPR, but most jurisdictions place 
restrictions on the collection and use of personal 
data. But there are crucial differences in how per-
sonal data is protected. To put it very generally, in 
Europe, the predominant view has been to see 
personal data and information as belonging to 
people in a moral sense, without being consid-
ered property in the legal sense. This means that 
personal data is not seen as something to be sold, 
or something that has a market value. The protec-
tion of personal data is ensured through privacy 
rights.

According to European Law, the question of 
whether data can be owned has multiple layers. 
One layer refers to the fact that any data has to be 
categorised as either personal or non-personal 
data. Personal data is protected by a number of 
fundamental individual rights, such as the right to 
be informed, the right of access, the right to rec-
tification, the right to erasure, the right to restrict 
processing, the right to data portability, the right 
to object, and rights in relation to automated 
decision-making and profiling (see Chap. 3 
GDPR). These individual rights continue to exist 
as long as the data has not been anonymised—
this means that, taking into account all the means 
reasonably likely to be used, the data does no lon-
ger relate to an identified or identifiable person 
(i.e. all links to do so have been destroyed). In 
other words the conception of personal data 
within the GDPR cannot be aligned with a third 
party owning somebody else’s personal data.4 It 
also means that, in the European context, the 
question of ownership only arises regarding non-
personal data. And this is where the next layer 
comes in: as data does not easily fit into either 
one of the traditional legal categories of material 
or immaterial, it cannot be subsumed under prop-
erty that is moveable or intellectual property. The 
European Commission itself stressed that current 

4 The question of lawfulness of processing of special cat-
egories of personal data according to Article 9 GDPR has 
to be seen apart from any kind of possible ownership and 
is therefore not discussed here.
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intellectual property laws are not a suitable tool 
for data governance [28].

In the United States, debates about whether 
personal information should or could be viewed 
as property have been complex. Some authors see 
property rights as the best way of protecting 
personal data [29]. Partially, this notion is rooted 
in the important role that property rights play in 
American self-conception. Property rights, under-
stood—in William Blackstone’s deliberately pro-
vocative description—as ‘that sole and despotic 
dominion which one man claims and exercises 
over the external things of the world, in total 
exclusion of the right of any other individual in 
the universe’ [30], are woven into the very foun-
dations of American society and legal culture. 
Even for those scholars who say that this ideal has 
never been implemented in actual practice, prop-
erty rights have nevertheless played a much more 
important role in the United States than in Europe.

In U.S. discourse, treating personal data as prop-
erty has served the important purpose of overcoming 
the shortcomings of U.S. data protection systems [31, 
pp.  507–508]. In contrast to the European Union, 
who have a data protection law that applies to the 
processing of all personal data and expands its territo-
rial scope even beyond European borders, American 
privacy laws are sector-specific; they are tailored to 
specific fields such as healthcare or financial services. 
This has led some scholars to argue that, because 
American privacy laws are relatively weak, property 
rights are the best, or even the only, way to ensure 
people’s control over their data.

Other authors (e.g. [32, p.  1295]) disagree 
with this stance. They argue that “the raison 
d’etre of property is alienability” [32, p. 1295]. 
The meaning of this statement becomes clear 
only if we take a closer look at how property 
rights are organised: It is best conceived as a bun-
dle of entitlements, rather than as one single 
right. It is the bundle of rights, rather than one 
specific characteristic, that sets property rights 
apart from other entitlements to things. Within 
that bundle, there are some “stand-out” rights 
that characterise the bundle.

To use an example from the physical world: 
When someone has borrowed a book from a 
library, the book is in her possession. She is enti-

tled to do a lot of things: to read the book, to con-
trol who else gets to read it, and she can use it for 
other purposes such as place a laptop on top of it 
for a videoconference. She can exclude other 
people from even looking at it. But there are 
things that this person who has taken a book from 
the library is not entitled to do: She must not sell 
or destroy the book. These additional entitle-
ments are reserved to the person or entity that 
holds property rights. In other words, the bundle 
of rights granted to a person due to mere posses-
sion (e.g. having the book in your house after 
having taken it from the library) is less “thick” 
than the bundle of property rights. Property rights 
include all rights that other forms of possessions 
include (the right to possession, income, etc., as 
listed below) plus the right of alienation (selling 
or destroying).

Another example of the difference between 
weaker forms of possession on the one hand, and 
property rights on the other, is renting a flat. As a 
lawful tenant I am entitled to determine who can 
enter the flat, how it is decorated, and what is 
done inside. But only the owner (here: the holder 
of property rights) holds the additional rights that 
are also in the bundle, such as selling the flat. 
(The fact that I am not normally allowed to 
destroy my flat, even if I hold property rights, 
illustrates that even property rights are not unlim-
ited—even they can be restricted to protect 
important other rights and interests. In the inter-
est of public safety and security I am not allowed 
to burn down my flat, or to neglect it to such an 
extent that it becomes a public nuisance).

Back to digital data. But how does this differ-
ence between property rights and “weaker” forms 
of possession that apply to tangible goods such as 
books or flats work with intangible things such as 
data? As noted, although data has a tangible, 
material element, including the technical infra-
structures that enable its collection, storage, and 
use, at least a part of them is immaterial.

In order to answer this question it is helpful to 
unpack the bundle of rights and entitlements that 
make up property rights. Denise Johnson [33], 
drawing upon Honore’s famous work in the 
1960s [34], names the following entitlements as 
part of the bundle of property rights:

14  Legal and Ethical Aspects of Machine Learning: Who Owns the Data?
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	 1.	 The right to possess. Just as the example of 
the library book, or the rented flat, below, the 
person who rightfully possesses has 
exclusive control of a thing. When the thing 
that is owned is intangible, then, as Honore 
put it, possession is the right to exclude oth-
ers from using or benefitting from the thing. 
Moving to the digital realm, for data in the 
healthcare domain, such as imaging data and 
lab results, it is very difficult to conceive 
what such “exclusive” control would look 
like. When an imaging department that does 
a cardiac perfusion scan on a patient owns 
the imaging data (because the patient may 
have agreed to this when signing the consent 
form for the procedure) “exclusive control” 
means that they can share the data with third 
parties—they can even sell the data. But 
does it mean that they can exclude the patient 
from accessing their own perfusion scan?, 
Wherever GDPR is applicable, this stance 
would be difficult to argue—because as long 
as the perfusion scan is seen as personal 
data—i.e. as data that is linked to an identi-
fied or identifiable person (note that this 
includes pseudonymised data)—then the 
patient has a right to access—or even initiate 
the erasure—of her own data even though she 
does not hold property rights to it [35].

	 2.	 The right to manage gives people the right to 
decide who can use the thing that is pos-
sessed, and how. It includes the right of lend-
ing or contracting out (see also [36]). This 
right seems relatively unproblematic in con-
nection with digital data, except that it may 
be difficult to exclude patients from using 
their own data as long as this data is consid-
ered personal data—as explained in point 
(1). Referring to our example of the perfu-
sion scan explained above, this means that 
the entity that holds property rights to the 
perfusion scan data can decide who gets 
access to it, for what purpose it can be used, 
and who can commercialise it. They may 
not, however, be able to refuse patients 
access as long as the imaging data can be 
linked to an identified or identifiable person.

	 3.	 The right to income allows the property 
rights holder to allow others to use the thing 
and to pay her for this use. This right is 
closely related to the previous one, namely 
the right to manage; the difference between 
the two is that the right to income focuses on 
the money that one receives in return—for 
other people using the thing, for example 
(see also [36]). This seems no more difficult 
to enforce in the case of digital data than it is 
with owning a physical object.

	 4.	 The right to capital—which is the right that 
allows a person to alienate the thing, namely 
to give it away, to consume it, to change it, or 
to destroy it. The problem here is that it is not 
so easy to decide what “consuming” or 
“destroying” data means. Physical things are 
consumable and rivalrous: They can be ‘used 
up’, and the use of the good by one person 
affects the use of the good by others. Many 
authors argue that the same cannot be said 
for digital data, as they are considered to be 
neither consumable nor rivalrous: The perfu-
sion scan data does not disappear, or deterio-
rate, if lots of people use it; and one research 
group using it does not detract from the util-
ity of the data for another. Having said this, 
whereas the data itself is not consumable or 
rivalrous, their value can be: the value of a 
dataset can be highest for those who have 
exclusive use; and it can, of course, be 
affected by many people using it. Think of 
proprietary information such as search algo-
rithms, or information on commercial merg-
ers that are likely to affect stock prices, for 
example. For these reasons, digital data is 
best described as simultaneous [26]: It can 
be in more places than one at the same time, 
it can be copied and used by several people 
at the same time, independent of what the 
others are doing, and it leaves traces even 
when it is deleted. Because the value of data 
can be rivalrous, it is arguably this multiplic-
ity of data that is the key difference between 
physical entities and digital data with regard 
to the right to capital. In situations where 
those holding property rights to data cannot 
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control all copy of the dataset (or do not even 
know where all the different copies are), the 
right to capital may be difficult to enforce.

	 5.	 The right to security protects the rights-
holder from expropriation. In Quigley’s 
words [36, p. 633], it is “the assurance that a 
person […] will not be forced to give it up 
without adequate recompense.” It is not dif-
ficult to conceive of this right with respect to 
digital data.

	 6.	 The power of transmissibility means that 
the rights holder can give the thing that s/he 
owns to somebody else, either before or after 
his/her death. Also here, it is not difficult to 
imagine this right to be applied to digital 
data (for the instrument of post-mortem data 
donation specifically, see [26, 37]).

	 7.	 The absence of term: This means that the 
length of ownership is not time-limited.

	 8.	 Now we are moving into the provisions 
within the bundle of property rights that are 
duties and liabilities rather than entitle-
ments: The first one is the prohibition of 
harmful use, meaning that even the person 
who owns a thing is not free to do with it 
whatever she pleases; the boundaries of her 
freedom are the rights of others. In the 
physical world this is best described with a 
knife: Even if I hold all entitlements of the 
bundle of property rights to the knife I am 
not allowed to use it to cut into another per-
son. With regard to data, the prohibition of 
harmful use raises really interesting ques-
tions: Does this only mean that the data 
owner herself is not allowed to use the data 
in a harmful way? Or does it include a duty 
to actively prevent that others can use the 
data in a harmful way? Does this mean that 
restrictions of data sharing may be required 
as a preventive measure? These questions 
remain open.

	 9.	 Those who hold property rights are also lia-
ble to execution; which means that the thing 
that is owned can be taken away for the 
repayment of a debt, for example. It is con-
ceivable that this would apply to digital data: 
if the data has commercial value, ownership 

of a dataset could be taken away to pay for 
something that the rights holder owns.

	10.	 Last but not least, property rights have a 
residuary character: This means that, even 
if the property rights holder has given away 
many entitlements within the bundle (e.g. 
she has leased her property to someone else), 
she still holds whatever is left of the bundle. 
To the extent that the bundle of property 
rights can be applied to digital data, the 
residuary character does not pose any addi-
tional complications.

In sum, many of the entitlements and duties 
within the bundle of rights that constitute prop-
erty rights—which were originally developed for 
physical things—cannot be neatly transposed to 
digital data. Because of the multiple nature of 
digital data (the ability of digital data to be at sev-
eral places at the same time), it is more useful to 
speak about the right to control data in the con-
text of medical imaging than about data owner-
ship. Because of the complexities laid out in this 
chapter, and because of the moral and legal con-
notations of the term, the notion of ownership 
tends to confuse more than it clarifies when 
applied to digital data.

14.5	 �Conclusion

This chapter started with the diagnosis that we 
are amidst an “AI ethics bubble”, where espe-
cially corporate interest in ethics of AI and 
machine learning is extremely high. Technology 
corporations and other businesses provide fund-
ing for ethics institutes and endowed chairs on AI 
ethics at leading universities, and co-opt academ-
ics into the ethics governance of their own com-
panies. The pitching of “ethics” against 
“regulation” has been part of this process.

Taking the stance that ethics and regulation, 
albeit having different emphases, complement 
and require each other, rather than being clearly 
separable, this chapter then opened up the “ethics 
bubble” of AI. Our diagnosis was that most of the 
ethical concerns identified and discussed in this 
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context map against the so-called FAT paradigm. 
It orders concerns in several clusters, including 
fairness, accountability, and transparency. While 
this typology is extremely helpful, we proposed 
to take a step further and go beyond the FAT par-
adigm. In order to do so, we suggested to go 
beyond the toolbox of medical ethics and draw 
more strongly upon the instruments in the grow-
ing field of data ethics. This is necessary, we 
argued, because the reference point of medical 
ethics is the physical body, which has clear 
boundaries. The same does not apply to people’s 
data bodies, which are far from clearly bounded: 
Data is multiple in the sense that it can be in sev-
eral places at the same time.

What, then, does this mean for the question of 
data ownership? Who owns the data that medical 
imaging departments work with? The final section 
of this chapter seeks to answer this question by 
discussing how the “bundle of rights” that make 
property rights can be applied to digital data. We 
conclude that because of the multiple nature of 
digital data, some of the entitlements and duties 
within the bundle of property rights can be applied 
to digital data only with difficulty.
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