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Preface

The 44th European Conference on Information Retrieval (ECIR 2022) was held in
Stavanger, Norway, during April 10–14, 2022, and brought together hundreds of
researchers from Europe and abroad. The conference was organized by the University
of Stavanger, in cooperation with the British Computer Society’s Information Retrieval
Specialist Group (BCS IRSG).

These proceedings contain the papers related to the presentations, workshops, and
tutorials given during the conference. This year’s ECIR program boasted a variety of
novel work from contributors from all around the world. In total, 395 papers from
authors in 53 countries were submitted to the different tracks.

The final program included 35 full papers (20% acceptance rate), 29 short papers
(22% acceptance rate), 12 demonstration papers (55% acceptance rate), 11 repro-
ducibility papers (61% acceptance rate), 12 doctoral consortium papers (71% accep-
tance rate), and 13 invited CLEF papers. All submissions were peer-reviewed by at
least three international Program Committee members to ensure that only submissions
of the highest relevance and quality were included in the final program. The acceptance
decisions were further informed by discussions among the reviewers for each submitted
paper, led by a senior Program Committee member.

The accepted papers cover the state of the art in information retrieval: advances in
ranking models, applications of entities and knowledge graphs, evaluation, multimodal
retrieval, recommender systems, query understanding, user simulation studies, etc. As
in previous years, the ECIR 2022 program contained a high proportion of papers with
students as first authors, as well as papers from a variety of universities, research
institutes, and commercial organizations.

In addition to the papers, the program also included three keynotes, four tutorials,
five workshops, a doctoral consortium, the presentation of selected papers from the
2021 issues of the Information Retrieval Journal, and an industry day. Keynote talks
were given by Isabelle Augenstein (University of Copenhagen), Peter Flach (University
of Bristol), and this year’s BCS IRSG Karen Spärck Jones Award winner, Ivan Vulić
(University of Cambridge & PolyAI). The tutorials covered a range of topics including
high recall retrieval, incrementally testing for online advertising, information extraction
from social media, and keyphrase identification, while the workshops brought together
participants to discuss algorithmic bias in search and recommendation (BIAS), bib-
liometrics (BIR), online misinformation (ROMCIR), narrative extraction (Text2Story),
and technology-assisted review systems (ALTARS).

The success of ECIR 2022 would not have been possible without all the help from
the team of volunteers and reviewers. We wish to thank all the reviewers and
meta-reviewers who helped to ensure the high quality of the program. We also wish to
thank the reproducibility chairs: Faegheh Hasibi and Carsten Eickhoff; the demo chairs:
Theodora Tsikrika and Udo Kruschwitz; the workshop chairs: Lucie Flek and Javier
Parapar; the tutorial chairs: Nazli Goharian and Shuo Zhang; the industry chairs: Jiyin



He and Marcel Worring; the doctoral consortium chairs: Asia Biega and Alistair
Moffat; and the awards chair: Maarten de Rijke. We would like to thank our local
administration chair, Russel Wolff, along with all the student volunteers who helped to
create an excellent online and offline experience for participants and attendees.

ECIR 2022 was sponsored by Amazon, Bloomberg, Cobrainer, Elsevier, Google,
the L3S Research Center, MediaFutures, the Norwegian University of Science and
Technology, NorwAI, Schibsted, SIGIR, Signal AI, Spotify, Springer, Textkernel,
Thomson Reuters, the University of Stavanger, Vespa AI, and Wayfair. We thank them
all for their support.

Finally, we wish to thank all the authors and contributors to the conference.

April 2022 Matthias Hagen
Suzan Verberne

Craig Macdonald
Christin Seifert
Krisztian Balog
Kjetil Nørvåg
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Improving BERT-based
Query-by-Document Retrieval
with Multi-task Optimization

Amin Abolghasemi1(B), Suzan Verberne1, and Leif Azzopardi2

1 Leiden University, Leiden, The Netherlands
{m.a.abolghasemi,s.verberne}@liacs.leidenuniv.nl

2 University of Strathclyde, Glasgow, UK
leif.azzopardi@strath.ac.uk

Abstract. Query-by-document (QBD) retrieval is an Information
Retrieval task in which a seed document acts as the query and the goal
is to retrieve related documents – it is particular common in profes-
sional search tasks. In this work we improve the retrieval effectiveness
of the BERT re-ranker, proposing an extension to its fine-tuning step
to better exploit the context of queries. To this end, we use an addi-
tional document-level representation learning objective besides the rank-
ing objective when fine-tuning the BERT re-ranker. Our experiments on
two QBD retrieval benchmarks show that the proposed multi-task opti-
mization significantly improves the ranking effectiveness without chang-
ing the BERT re-ranker or using additional training samples. In future
work, the generalizability of our approach to other retrieval tasks should
be further investigated.

Keywords: Query-by-document retrieval · BERT-based ranking ·
Multi-task optimization

1 Introduction

Query by document (QBD) [37,38], is a widely-used practice across professional,
domain-specific retrieval tasks [33,35] such as scientific literature retrieval [9,25],
legal case law retrieval [2,3,30,34], and patent prior art retrieval [13,28]. In these
tasks, the user’s information need is based on a seed document of the same
type as the documents in the collection. Taking a document as query results in
long queries, which can potentially express more complex information needs and
provide more context for ranking models [16]. Transformer-based ranking models
have proven to be highly effective at taking advantage of context [10,11,24],
but the long query documents pose challenges because of the maximum input
length for BERT-based ranking models. Recent work showed that transformer-
based models which handle longer input sequences are not necessarily more
effective when being used in retrieval tasks on long texts [3]. We, therefore,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 3–12, 2022.
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direct our research towards improving retrieval effectiveness while acting within
the input length limitation of ranking models based on large scale pre-trained
BERT models [12]. We posit that the representations learned during pre-training
have been tailored toward smaller sequences of text – and additional tuning the
language models to better represent the documents in this specific domain and
query setting, could lead to improvements in ranking.

To investigate this, we first focus on the task of Case Law Retrieval (i.e.
given a legal case find the related cases), and employ multi-task optimisation to
improve the standard BERT-based cross-encoder ranking model [15] for QBD
retrieval. We then explore the generalizability of our approach by evaluating our
approach on four QBD retrieval tasks in the academic domain. Our approach
draws upon multi-task learning to rank – where a shared structure across aux-
iliary, related tasks is used [1,8,20,29]. Specifically, in our method, we employ
document-level representation learning as an auxiliary objective for multi-task
fine-tuning (MTFT) of the BERT re-ranker. To our knowledge, there is no
prior work on using representation learning directly as an auxiliary task for
fine-tuning a BERT re-ranker. We show that optimizing the re-ranker jointly
with document-level representation learning leads to consistently higher ranking
effectiveness over the state-of-the-art with greater efficiency i.e., with the same
training instances on the same architecture.

2 Preliminaries

BERT-Based Ranking. Pre-trained transformer-based language models [12] have
shown significant improvement in ranking tasks [10,11,18,24]. In this work, we
use the BERT re-ranker proposed by Nogueira and Cho [26], which is a pre-
trained BERT model followed by a projection layer Wp on top of its [CLS]
token final hidden states. The BERT re-ranker, which is a cross-encoder neural
ranking model, uses the concatenation of a query and candidate document as
the input to a fine-tuned pre-trained BERT model. The output of the model is
used to indicate the relevance score s of the document d for the input query q,
such that:

s(q, d) = BERT ([CLS] q [SEP ] d [SEP ])[CLS] ∗ Wp (1)

BERT-Based Representation Learning. BERT was originally pre-trained on two
tasks, namely Masked Language Modeling and Next Sentence Prediction [12].
These tasks, however, are not meant to optimize the network for document-
level information representation [9] which may make the model less effective in
representation-focused [14] downstream tasks [10]. Previous works have shown
that leveraging a Siamese or triplet network structure for fine-tuning BERT could
optimize the model for document-level representation [9]. Following Devlin et al.
[12], we use the final hidden state corresponding to the [CLS] token to encode
the query q and the document d into their representations rq, and rd:

rq = BERT ( [CLS] q [SEP ] )[CLS] rd = BERT ( [CLS] d [SEP ] )[CLS] (2)
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Fig. 1. The fine-tuning process. The same training triples (q, d+, d−) are used in each
step. The BERT re-rankers are the same, and the BERT encoder is shared between
the ranking and representation learning tasks.

Pairwise Ranking Loss. In Learning-To-Rank tasks, pairwise loss minimizes the
average number of pairwise errors in a ranked list [5,6]. Here, we aim to optimize
the BERT re-ranker with a pairwise cross-entropy softmax loss function [5]:

lrank = −log
escore(q,d

+)

escore(q,d+) + escore(q,d−)
(3)

where the score function represents the degree of relevance between a query and
a document computed as described in Eq. 1. In fact, this pairwise loss frames the
ranking task as a binary classification problem in which, given a query (q) and
a pair of relevant (d+) and non-relevant (d−) documents, the fine-tuned ranking
model predicts the relevant one. However, at inference time the model is used
as a point-wise score function.

Triplet Representation Learning Loss. In the context of representation learning
with pre-trained transformers, a triplet loss function fine-tunes the weights of
the model such that given an anchor query q, the representations of the query
rq and the document rd (obtained as described in Eq. 2) are closer for a relevant
document d+ than for a non-relevant document d−:

lrepresentation = max{( f(rq, rd+) − f(rq, rd−) + margin ), 0} (4)

Here, f indicates a distance metric and margin ensures that d+ is at least
margin closer to q than d− [31].

3 Multi-task Fine-Tuning of the BERT Re-ranker

Our proposed re-ranker aims to jointly optimise both the lrank and lrepresentation
– we shall refer to our BERT re-ranker model as MTFT-BERT. As shown in
Fig. 1, the Multi Task Fine Tuning (MTFT) is achieved by providing training
instances consisting of triples (q, d+, d−). To do so, we first feed the concatenation
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of q and d+, and the concatenation of q and d− separately to the MTFT-BERT
re-ranker, as described in Sect. 2, to compute the pairwise loss lrank following
Eq. 3. In the next step, we feed each of q, d+, and d− separately to the shared
encoder of the re-ranker to compute the lrepresentation following Eq. 4. As dis-
tance metric f we use the L2-norm and we set margin = 1 in our experiments.
The shared encoder is then fine-tuned with the aggregated loss as shown in Eq. 5
while the ranking head is only fine-tuned by the first term:

laggregated = lrank + λ lrepresentation (5)

The λ parameter balances the weight between the two loss functions. Later,
we investigate the stability of our model under different values of λ. Since ranking
is the target task, and the ranking head is only optimized by the ranking loss,
we assign the regularization weight (0 < λ < 1) only to the representation loss.
It is noteworthy that at inference time, we only use the ranking head of the
MTFT-BERT re-ranker.

4 Experimental Setup

Datasets. We first evaluate our proposed method on legal case retrieval. The
goal of case law retrieval is to retrieve the relevant prior law cases which could
act as supporting cases for a given query law case. This professional search
task is a query-by-document (QBD) retrieval task, where both the query and
the documents are case law documents. We use the test collection for the case
law retrieval task of COLIEE 2021 [30]. This collection contains a corpus with
4415 legal cases with a training and a test set consisting of 650 and 250 query
cases respectively. In addition, to evaluate the generalizability of our approach,
we use another domain-specific QBD retrieval benchmark, called SciDocs [9].
SciDocs was originally introduced as a representation learning benchmark in the
scientific domain while framing the tasks as ranking; we use the four SciDocs
tasks: {citation, co-citation, co-view, and co-read}-prediction to evaluate our
method. It is worth mentioning that while the original paper trains the model
on a citation graph of academic papers, we take the validation set provided for
each task and use 85% of it as training set and the rest as the validation set for
tuning purposes.

Implementation. We use Elasticsearch1 to index and retrieve the initial ranking
list using a BM25 ranker. It was shown in prior work that BM25 is a strong
baseline [32], and it even holds the state-of-the-art in case law retrieval on COL-
IEE 2021 [3]. Therefore, to make our work comparable, we use the configuration
provided by [3] to optimize the BM25 with Elasticsearch for COLIEE 2021 case
law retrieval. For query generation, following the effectiveness of term selection
using Kullback-Leibler divergence for Informativeness (KLI) in prior work in
case law retrieval [3,21], we use the top-10% of a query document terms scored

1 https://github.com/elastic/elasticsearch.

https://github.com/elastic/elasticsearch
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Table 1. The reranking results with BM25 and BM25optimized as initial rankers for
the COLIEE 2021 test data. † indicates the statistically significant improvements over
BM25optimized according to a paired t-test (p < 0.05). TLIR achieved the highest score
in the COLIEE 2021 competition.

Model Initial ranker Precision % Recall % F1 %

BM25 – 8.8 16.51 11.48

TLIR [23] – 15.33 25.56 19.17

BM25optimized [3] – 17.00 25.36 20.35

BERT BM25 10.48 18.80 13.46

MTFT-BERT BM25 12.08 21.59 15.49

BERT BM25optimized 14.40 24.63 18.17

MTFT-BERT BM25optimized 17.44† 29.99† 22.05†

Table 2. Ranking results on the SciDocs benchmark. HF is Huggingface. † indicates
the statistically significant improvements according to a paired t-test (p < 0.05).

Co-view Co-read Cite Co-cite

Model MAP nDCG MAP nDCG MAP nDCG MAP nDCG

SPECTER [9] 83.6% 0.915 84.5% 0.924 88.3% 0.949 88.1% 0.948

SPECTER w/ HF[36] 83.4% 0.914 85.1% 0.927 92.0% 0.966 88.0% 0.947

BM25 75.4% 0.874 75.6% 0.881 73.5% 0.876 76.3% 0.890

BM25optimized 76.26% 0.877 76.09% 0.881 75.3% 0.884 77.41% 0.896

BERT 85.2% 0.925 87.5% 0.940 94.0% 0.975 89.7% 0.955

MTFT-BERT 86.2%† 0.930† 87.7% 0.940 94.2% 0.976 91.0%† 0.961†

with KLI2 as the query for BM25 in our experiments. As the BERT encoders,
we use LegalBERT [7], and SciBERT[4], which are domain-specific BERT mod-
els pre-trained on the legal and scientific domains respectively. We train our
neural ranking models for 15 epochs with a batch size of 32, and AdamW opti-
mizer [22] with a learning rate of 3 × 10−5. All of our models are implemented
and fine-tuned using PyTorch [27] and the HuggingFace library [36].

5 Results and Analysis

Ranking Quality. Table 1 displays the ranking quality of the MTFT-BERT re-
ranker in comparison to BM25, TLIR [23], BM25optimized, and the original BERT
re-ranker on COLIEE 2021. The cut-off k for all rankers is set to 5 during both
validation and test since the train queries in COLIEE 2021 have 5 relevant docu-
ments on average. We report precision and recall besides F1, which is the official

2 Implementation from https://github.com/suzanv/termprofiling/.

https://github.com/suzanv/termprofiling/
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Fig. 2. The evaluation results of MTFT-BERT+BM25optimized with various λ in the
COLIEE 2021 case law retrieval task. λ = 0 indicates the BERT re-ranker.

metric used in the COLIEE competition. It can be seen that the BERT re-ranker
and the MTFT-BERT re-ranker can both achieve better quality over BM25 with
default parameters as initial ranker. In contrast, when we use BM25optimized as
the initial ranker, the BERT re-ranker fails to yield improvement, while MTFT-
BERT outperforms the state-of-the-art BM25optimized [3] by a statistically sig-
nificant margin of 8.3% relative improvement.

For comparability reasons on the SciDocs benchmark, we have included both
the original paper results and the results reported in their official code reposi-
tory3, which is achieved using Huggingface models like our implementations. As
Table 2 shows, while both the BERT re-ranker, and the MTFT-BERT re-ranker
yield improvement over the SPECTER method, the MTFT-BERT re-ranker out-
performs the BERT re-ranker which confirms the effectiveness of our method in
an additional domain-specific QBD retrieval setting.

Robustness to Varying λ. Task weighting is a widely used method in multi-task
learning algorithms [17,19] where a static or dynamic weight is assigned to the
loss of different tasks. Figure 2 displays the ranking quality of the MTFT-BERT
re-ranker over different values of λ on the COLIEE test set, using BM25optimized

as the initial ranker. We bound λ at 1 since our target task is ranking, and we
do not want the representation loss rate to have higher impact in the training.
We can see that our model quality is relatively consistent across different values
above 0.5 which indicates the robustness of our model in tuning this parameter.

Effect of Re-ranking Depth. We experimented with the ranking depth, i.e., num-
ber of documents re-ranked from the initial ranker result, by increasing it from
15 to 100 in steps of 5. We then analyzed the MTFT-BERT re-ranking qual-
ity relative to depth. We found that the ranking quality decreases rapidly after
the lower ranking depths, to F1 = 17.3 at 100, which is lower than the origi-
nal BM25optimized ranking. While MTFT-BERT can improve over BM25 with a
shallow re-ranking set, we confirm the findings by previous studies that BM25
is a strong baseline for case law retrieval [3,32].

3 https://github.com/allenai/specter.

https://github.com/allenai/specter
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6 Conclusion

This paper shows that it is possible to improve the BERT cross-encoder re-ranker
quality using multi-task optimization with an auxiliary representation learn-
ing task. We showed that the resulting model named MTFT-BERT re-ranker
obtains consistently better retrieval quality than the original BERT re-ranker
using the same training instances and structure. While our focus was on query-
by-document retrieval in professional search domains (legal and academic), as a
future work, it would be interesting to study the effectiveness of MTFT-BERT
re-ranker in other retrieval tasks where we have shorter queries.
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Abstract. Passage Retrieval systems aim at retrieving and ranking
small text units according to their estimated relevance to a query. A
usual practice is to consider the context a passage appears in (its con-
taining document, neighbour passages, etc.) to improve its relevance esti-
mation. In this work, we study the use of Graph Attention Networks
(GATs), a graph node embedding method, to perform passage contex-
tualization. More precisely, we first propose a document graph represen-
tation based on several inter- and intra-document relations. Then, we
investigate two ways of leveraging the use of GATs on this representa-
tion in order to incorporate contextual information for passage retrieval.
We evaluate our approach on a Passage Retrieval task for structured
documents: CLEF-IP2013. Our results show that our document graph
representation coupled with the expressive power of GATs allows for a
better context representation leading to improved performances.

Keywords: Passage Retrieval · Graph Attention Networks ·
Experiments · Document representation

1 Introduction

Passage Retrieval is a long lasting topic for Information Retrieval (IR) that is
concerned with the retrieval of passages, i.e. small textual elements. This task is
faced with one key problem: as passages are small excerpts of longer documents,
their content is not always sufficient to adequately estimate their relevance. To
cope with this phenomenon, current approaches resort to contextualization [1,5–
7,21,28]; that is, the consideration of a passage’s context in its relevance esti-
mation. We study here how to perform passage contextualization with methods
akin to neural IR, as their expressive power have created a gap in performances
compared with classical methods [10]. Multiple approaches represent a passage’s

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 13–21, 2022.
https://doi.org/10.1007/978-3-030-99739-7_2
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context based on the various types of relations it has with other parts of the doc-
ument [1,4,7,15,23,24,28]. We investigate how such a representation, encoded
as a graph, may be leveraged by graph neural networks. Graph neural networks,
successfully applied on different Information Retrieval tasks [11,16,34,35], aim
at computing the embedding of nodes in a graph by considering their relations
with other nodes More precisely, we investigate the use of attention-based graph
neural networks, known as Graph Attention Networks (GATs) [30]. GATs rely
on dense representation (embeddings) of the nodes’ content. Many embeddings
approaches have been proposed for text retrieval [12,13,32] and multiple embed-
dings [13,18] have been proved to be the most effective. To our knowledge, this is
the first time GATs have been exploited in a Passage Retrieval task. We present
our proposal in Sect. 2, describing the graph document representation and our
two models leveraging GATs to perform passage contextualization. In Sect. 3, we
conduct an evaluation on a patent passage retrieval task and conclude in Sect. 4.

2 Proposal: Merged and Late Interaction Models

2.1 Document Graph Representation

We represent a document corpus as a graph where nodes are document parts
and edges are the intra and inter relations between these documents parts. The
document parts come from the logical structure of documents. To cope with the
variation of such structure, we define two types of document parts: sections, i.e.,
non-textual units with a title, and passages, textual units without titles. The
intra-document relations considered are: (1) the order of passages [4,7,15,28],
(2) the hierarchical structure [1,23,24] and (3) internal citations. The inter -
document relation considered is: the (4) citation of one document by another
one. We also include the inverse relations of these four relations [24,25].

Our graph document representation is therefore composed of two types of
node: passage nodes that represent textual units and section nodes that rep-
resent titled structural units – and eight types of edge (one for each rela-
tion and its symmetrical): order characterizing the relation order between
passage nodes (orderi its symmetrical), structural characterizing the compo-
sition between a passage node and a section node or between two section nodes
(structurali its symmetrical), internal characterizing the intra-document cita-
tions between nodes (internali its symmetrical) and external characterizing the
inter -document citations between nodes (externali its symmetrical). Formally,
the document corpus is a directed graph G = (V,E,A,R) where each node v ∈ V
and each edge e ∈ E are associated with their type mapping functions τ(v) : V →
A and φ(e) : E → R, respectively. We have A = {passage, section} and R =
{order, orderi, structural, structurali, internal, internali, external, externali}.

2.2 Models Architecture

We explore ways to compute a passage’s score by taking into account information
about its content and information about its context using GATs. We derive
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two models leveraging the power of GATs: Merged Interaction Model (MiM)
and Late Interaction Model (LiM). They both follow a ColBERT-inspired [13]
efficient design and they differ in the way they consider the content of a passage.
We first describe the elements that are shared by our two models before focusing
on the motivations behind their differences.

Encoder. We use the multiple representation text-encoder taken from the Col-
BERT model [13,18] to embed text into a dense semantic space. A passage is
embedded using its text, a section using its title and a query is using its text.

Graph Attention Network. GATs are multi-layer graph neural networks
which compute an embedding for each node in a graph by taking into account
information from its neighbours [30]. Each layer aggregates, for each node, its
embedding with the embedding of its neighbours using attention functions [3].
Stacking n layers allows a node to gather information about nodes that are at
a distance of n hops in the graph. One element worth mentioning is that GATs
implicitly add self-edges connecting each node to itself to build the embedding
of a node.

Our model uses Attention is all you need [29] definition of attention and
uses one attention function MultiHeadr per type of edge r, so the model treats
the interaction between nodes differently according to the type of their relation
[31]. The model defines a learnable weight vector Wr for each type of edge in
the graph, representing the global importance of the relation. For a node i, we
define its neighbour nodes Ni, and the edge between nodes i and j eij (with j
in Ni) . For hi and hj , their respective intermediate representation, the output
of a layer is computed as:

h′
i =

∑

j∈Ni

softmax(Wφ(eij)) ∗ MultiHeadφ(eij)(hi, hj , hj) (1)

Query Similarity Measure. As described in [13], the similarity between Eq

and Ep, the multiple representation embeddings from a query q and a passage
p is:

Fig. 1. Overview of the merged interaction model.
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sim(Eq, Ep) =
∑

i∈[1,|Eq|]
max

j∈[1,|Ep|]
Eqi · ET

pj
(2)

Merged Interaction Model. The MiM , described in Fig. 1, proposes a in-
context representation by simultaneously considering the content and the context
for each passage. We compute such a representation of each passage by feeding
its embedding, its neighbours’ embedding and the neighbouring graph structure
to the GAT. To obtain a passage’s relevance to a query, the model computes
using the above-mentioned query similarity measure (2).

Fig. 2. Overview of the late interaction model.

Late Interaction Model. The LiM , shown in Fig. 2, computes two embedding-
based representations for a passage: one based on its content and one solely based
on its context. Its relevance to a query is estimated using two similarity mea-
sures, computed using each representation. We are questioning here if mixing
content and context information inside a single representation cannot impair its
expressive power. For a passage p, the LiM computes a content-based embedding
by feeding its text to the encoder, and a context-based embedding by making
use of a Context-only Graph Attention Network (CGAT), a modified Graph
Attention Network that does not consider p’s content to compute its embed-
ding.

To do that, a CGAT removes every edge going out of p’s node in the graph.
Note that this does not affect Eq. (1). To obtain a passage’s relevance to a
query, the model first computes the content-based and the context-based query
similarities with the above-mentioned similarity measure (2). Then, it aggregates
the two similarities using a linear combination with a parameter λ ∈ [0, 1]:

relevance(q, p) = (1 − λ) ∗ sim(Eq, Ep) + λ ∗ sim(Eq, Econtextp) (3)

where Ep is the content-based embedding and Econtextp is the context-based
embedding of passage p.
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3 Experiments

3.1 Experimental Setup

We use a classical neural approach [13] to re-rank passages extracted from the top
1000 documents retrieved by BM25 [27] (with Terrier [17] default parameters).

Dataset. We use the CLEF-IP2013 Passage Retrieval task [26]. This dataset,
split between a training and testing set, contains structured patent documents
with both internal and external citations. To derive the structure of documents
and the internal citations, we use handcrafted features either based on XML
tags, case or number of characters. Each query is a set of “claims” along with a
full patent document, that must be transformed into more refined queries [2,19,
20,33]. We use a state-of-the-art method [20]: let d be a query patent document
with a set of claims, we build a first form of the query with the top-10 words
with highest tf-idf in d’s abstract to perform document retrieval, and a second
form composed of d’s natural language claims to perform passage reranking. We
report the five official evaluation measures of the task: PRES@100,Recall@100,
and MAP@100 at the document-level; MAP(D) and PREC(D) at the passage-
level.

Model Characteristics. We use a text encoder from the ColBERT model
trained on MSMARCO [22] with a maximum passage length of 180 tokens and
a maximum query length of 120 tokens. Our GAT and CGAT are composed of
3 layers, each layer having several attention function MultiHeadr with 8 heads
with dropout = 0.7. The retrieval filters documents based on the International
Patent Classification codes they share with the query patent document [9].

Learning Process. The Adam optimizer [14] is used to jointly learn the GATs
or CGATs parameters and to fine-tune the encoder. For the encoder, we use the
advised learning rate of 3 ∗ 10−6 [13] and freeze the first six layers. For the graph-
based model, the weight vectors Wr and the parameter λ, we use a learning rate
of 1 ∗ 10−3. Our learning process is as follows: given a triple 〈q, p+, p−〉 with
query second form q, positive passage p+ and negative passage p−, the model is
optimised via pairwise softmax cross-entropy loss over the computed scores of
p+ and p−. The negative passage sampling for a pair 〈q, p+〉 is done as follows:
we randomly sample a passage from the corpus with a probability of 0.6 and
randomly sample a non-relevant passage from the set of relevant documents
with a probability of 0.4. The model is therefore confronted with positive and
negative passages having similar contexts. This sampling process is repeated
1000 times for each 〈q, p+〉, yielding a training on 3.5M triplets.

3.2 Results

We evaluate the performances of our two models (MiM , LiM), a SoTA non-
neural passage contextualization model (QSFsectionPropagateAV G [1]), and two
baseline models that do not consider context (fine-tuned ColBERT [13], BM25
[27]). For the sake of comparison, we also evaluate the performances of a model
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(Mix-iM) that mixes our two proposed approaches: it computes a MiM in-
context passage embedding along with a LiM content-based passage embedding
and combines them the same way as the LiM model. As explained earlier, each of
these approaches has been used to rank the passages of the documents retrieved
initially by the BM25 model. We also report the results of a state-of-the-art
approach focusing on the query generation [2], namely Query-gen. Additionally,
we report the learned value of parameter λ for the LiM and Mix-iM models.
Table 1 shows that QSFsectionPropagateAV G and our three approaches (MiM ,
LiM , Mix-iM) improve upon BM25 and ColBERT, which focus solely on the
content of passages, confirming the importance of taking context into account
during passage relevance estimation [1]. Comparing our models, we see that
MiM falls behind both LiM and Mix-iM , especially on the passage-level met-
rics. We hypothesize that MiM fails to correctly condense content and context
information into a single representation leading to an over-prioritization of the
context, which causes the model to rank high every (relevant or not-relevant)
passages appearing in a relevant document. LiM outperforms Mix-iM , indicat-
ing that the model benefits from fully separating content and context informa-
tion. Finally, we see that two of our approaches (LiM , Mix-iM) outperform
QSFsectionPropagateAV G (significantly) and Query-gen on every evaluation mea-
sures, showing the strength of our methods for the patent passage retrieval task.

Table 1. Performance over CLEF-IP2013 (in boldface: best result in a column). o, i, j,
k and l represent statistical significance (two tailed Student paired t-test, p≤5%) over
BM25, ColBERT, QSFsectionPropagateAV G, MiM and Mix-iM respectively. Statistical
significance over Query-gen could not be computed (data not available from [2]).

Model PRES@100 Recall@100 MAP@100 MAP(D) PREC(D)

Content

only

BM25 [27] 0.385 0.482 0.125 0.142k 0.21k

ColBERT [13] 0.402 0.518o 0.161o 0.145k 0.214k

Query-gen [2] 0.444 0.560 0.187 0.146 0.282

Content &

Context

QSFsectionPropagateAV G

[1]
0.460oi 0.609oi 0.169o 0.201oik 0.237ok

MiM 0.470oi 0.568oi 0.181o 0.104 0.141

Mix-iM (λ = 0.518) 0.541oijk 0.631oijk 0.257oijk 0.246oijk 0.299oijk

LiM (λ = 0.307) 0.564oijk 0.651oijk 0.296oijkl 0.270oijkl 0.322oijk

4 Conclusion

In this work, we investigated the use of GATs to perform passage contextualiza-
tion. First, we proposed a document graph representation based on document
parts and their relations. Then, we presented two models leveraging GATs on
this representation to estimate the relevance of a passage (to a query) according
to both its content and its context. We evaluated our proposals on the CLEF-
IP2013 patent passage retrieval task. Our results show that, while the use of
GATs for passage contextualization improves the results, separately considering
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the content and context information of a passage leads to a significant gap in
performances. In the future, we would like to conduct a parameter study on both
our models in order to analyse more precisely how the context is taken into con-
sideration. It would also be interesting to investigate other negative sampling
techniques [32]. Finally, we plan to extend our experiments on more datasets
such as the INEX Wikipedia dataset [8].
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Abstract. Expert finding has been well-studied in community question
answering (QA) systems in various domains. However, none of these
studies addresses expert finding in the legal domain, where the goal is
for citizens to find lawyers based on their expertise. In the legal domain,
there is a large knowledge gap between the experts and the searchers,
and the content on the legal QA websites consist of a combination for-
mal and informal communication. In this paper, we propose methods for
generating query-dependent textual profiles for lawyers covering several
aspects including sentiment, comments, and recency. We combine query-
dependent profiles with existing expert finding methods. Our experi-
ments are conducted on a novel dataset gathered from an online legal QA
service. We discovered that taking into account different lawyer profile
aspects improves the best baseline model. We make our dataset publicly
available for future work.

Keywords: Legal expert finding · Legal IR · Data collection

1 Introduction

Expert finding is an established problem in information retrieval [4] that has
been studied in a variety of fields, including programming [8,30], social networks
[13,17], bibliographic networks [16,25], and organizations [26]. Community ques-
tion answering (CQA) platforms are common sources for expert finding; a key
example is Stackoverflow for expert finding in the programming domain [21].

Until now, no studies have addressed expert finding in the legal domain.
On legal CQA platforms, citizens search for lawyers with specific expertise to
assist them legally. A lawyer’s impact is the greatest when they work in their
expert field [22]. In terms of expertise and authority, there is a large gap between
the asker and the answerer in the legal domain, compared to other areas. For
instance, an asker in programming CQA is someone who is a programmer at least
on the junior level, and the answerer could be any unknown user. In legal CQA,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 22–30, 2022.
https://doi.org/10.1007/978-3-030-99739-7_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99739-7_3&domain=pdf
https://doi.org/10.1007/978-3-030-99739-7_3


Expert Finding in Legal Community Question Answering 23

the asker knows almost nothing about law, and the answerer is a lawyer who is
a professional user. The content in legal CQA is a combination of formal and
informal language and it may contain emotional language (e.g., in a topic about
child custody). As a result, a lawyer must have sufficient emotional intelligence
to explain the law clearly while also being supportive [19].

A lawyer’s expertise(s) is crucial for a citizen to be able to trust the lawyer to
defend them in court [23]. Although there are some platforms in place for legal
expert finding (i.e., Avvo, Nolo, and E-Justice), there is currently no scientific
work addressing the problem.

In this paper, we define and evaluate legal expert finding methods on legal
CQA data. We deliver a data set that consists of legal questions written by
anonymous users, and answers written by professional lawyers. Questions are
categorized in different categories (i.e., bankruptcy, child custody, etc.), and each
question is tagged by one or more expertises that are relevant to the question
content. Following prior work on expert finding in other domains [7–9], we select
question tags as queries. We represent the lawyers by their answers’ content. For
a given query (required expertise), the retrieval task is to return a ranked list
of lawyers that are likely to be experts on the query topic. As ground truth, we
use lawyers’ answers that are marked as best answers as a sign of expertise.

Our contributions are three-fold: (1) We define the task of lawyer finding and
release a test collection for the task;1 (2) We evaluate the applicability of existing
expert finding methods for lawyer finding, both probabilistic and BERT-based;
(3) We create query-dependent profiles of lawyers representing different aspects
and show that taking into account query-dependent expert profiles have a great
impact on BERT-based retrieval on this task.

2 Related Work

The objective of expert finding is to find users who are skilled on a specific topic.
The two most common ways to expert finding in CQA systems are topic-based
and network-based. Because there is not a network structure between lawyers in
legal CQA platforms, we focus on topic-based methods. The main idea behind
topic-based models [3,10,11,14,20,27,29] is to rank candidate experts accord-
ing to the probability p(ca|q), which denotes the likelihood of a candidate ca
being an expert on a given topic q. According to Balog et al. [3], expert find-
ing can be approached by generative probabilistic modelling based on candidate
models and document models. Recently, Nikzad et al. [18] introduces a multi-
modal method on academic expert finding that takes into account text similarity
using transformers, the author network, and h-index of the author. We approach
lawyer finding differently since a lawyer does not have an h-index, there is not
a sufficiently dense network of lawyers in the comment sections of legal CQA
platforms, and the content style in academia is different than in legal.

1 The data and code is available on https://github.com/EF in Legal CQA.

http://avvo.com/find-a-lawyer
http://nolo.com/
http://e-justice.europa.eu
https://github.com/arian-askari/EF_in_Legal_CQA


24 A. Askari et al.

3 Data Collection and Preparation

Data Source and Sample. Our dataset has been scraped from the
Avvo QA forum, which contains 5, 628, 689 questions in total. In order to pre-
serve the privacy of users, we stored pages anonymously without personal infor-
mation and replaced lawyer names by a number. Avvo is a legal online plat-
form where anyone could post their legal problem for free and receive responses
from lawyers. It is also possible to read the answers to prior questions. Lawyers’
profiles on Avvo have been identified with their real name, as opposed to reg-
ular users. The questions are organised in categories and each category (i.e.
‘bankruptcy’) includes questions with different category tags (i.e. ‘bankruptcy
homestead exemption’). For creating our test collection, we have selected ques-
tions and their associated answers categorised as ‘bankruptcy’ for California,
which is the most populated state of the USA. We cover the period July 2016
until July 2021 which covers 9, 897 total posts and 3, 741 lawyers. The average
input length of a candidate answer is 102 words.

Relevance Labels and Query Selection. We mark attorneys as experts on a cate-
gory tag when two conditions are met. The first is engagement filtering: Similar
to the definition proposed in [9], a lawyer should have ten or more of their answers
marked as accepted by the asker on a category, and a more than average number
of best answers among lawyers on that category tag. A best answer is either
labelled as the most useful by the question poster or if more than three lawyers
agree that the answer is useful. Second, following the idea proposed in [28], the
acceptance ratio (count of best answers/count of answers) of their answers should
be higher than the average acceptance ratio (i.e. 4.68%) in the test collection on
a category. Based on the two conditions, we select 61 lawyers as experts, who
combined have given 5, 614 answers and 1, 917 best answers. From the top 20
percent tags which co-occur with ‘bankruptcy’, we select tags (84) as queries
that at least have two experts. There are on average 5 experts (lawyers who
met expert conditions on a category tag) per query in the test collection. Our
data size is comparable with four TREC Expert Finding test collections between
2005–2008, that have 49–77 queries and 1, 092–3, 000 candidates [2,5,6,24].

Evaluation Setup. We split our data into train, validation, and test sets based
on the relevant expert lawyers – instead of queries – to avoid our models being
overfitted on previously seen experts. By splitting on experts, the retrieval mod-
els are expected to be more generalized and be able to detect new experts in

Table 1. Statistics on the counts of queries, answers, and relevant experts in our data.

Train Validation Test Train ∩ Validation Train ∩ Test

Number of relevant experts 20 20 21 0 0

Number of queries 76 69 71 61 65

Number of answers 39,588 34,128 35,057 7,290 7,918

https://www.avvo.com/topics/bankruptcy/advice
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the system. The distribution of relevant experts and queries in each set is shown
in Table 1. For each train/valid/test set, in retrieval, we have all non-relevant
lawyers (3680 in total) plus relevant lawyers (experts) (20/20/21) to be ranked.

4 Methods

Lawyer finding is defined as finding the right legal professional lawyer(s) with
the appropriate skills and knowledge within a state/city. Cities are provided by
Avvo as metadata; we only keep the city of the asker in our ranking and filter out
lawyers’ answers from other cities. For relevance ranking, lawyers are represented
by their answers, like in prior work on expert finding in other domains [3].

4.1 Baseline 1: Probabilistic Language Modelling

Following [7–9], we replicate two types of probabilistic language models to rank
lawyers: document-level (model 1), and candidate-level (model 2) that were orig-
inally proposed by Balog et al. [3] In these models, the set of answers written by
a lawyer is considered the proof of expertise.

In the Candidate-based model, we create a textual representation of a
lawyer’s knowledge based on the answers written by them. Following Balog
et al. [3], we estimate p(ca|q) by computing p(q|ca) based on Bayes’ Theorem.
We call this model hereinafter model 1. In model 1, P (q|ca) is estimated by:

p(q|ca) =
∏

t∈q

{
(1 − λca) ×

( ∑

d∈Dca

p(t|d) × p(d|ca)
)

+ λca × p(t)
}

(1)

Here, Dca consists of documents (answers) that have been written by lawyer
ca; p(t|d) is the probability of the term t in document d; p(t) is the probability of
a term in the collection of documents; and p(d|ca) is the probability of document
d is written by candidate ca. In the legal CQA platform answers are written by
one lawyer. Therefore, p(d|ca) is constant.

In the Document-based model, the document-centric model builds a
bridge between a query and lawyers by considering documents in the collec-
tion as link. Given a query q, and collection of answers ranked according to q,
lawyers are ranked by aggregating the sum over the relevance scores of their
retrieved answers:

p(q|ca) =
∑

d∈Dca

(
∏

t∈q

{
(1 − λd) × p(t|d) + λd × p(t)

}
× p(d|ca)

)
(2)

λd and λca are smoothing parameters that are dynamically computed per
query and candidate lawyer document (lawyer’s answer)/representation follow-
ing [3]. Besides of the original model 1, and model 2 based on probabilistic lan-
guage modelling, we experiment with BM25 to rank expert candidates’ profiles
and documents and refer to those by model 1 BM25, and model 2 BM25.
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Table 2. Baselines and proposed model results on the test set. Significant improve-
ments over the probabilistic baselines (Model 1 LM/Bm25, Model 2 LM/BM25), and
over the Vanilla BERT Document-based models are marked with ∗, and • respectively.
.

Model MAP MRR P@1 P@2 P@5

Model 1 (Candidate-based) LM 22.8% 40.9% 23.9% 19.7% 13.2%

Model 1 (Candidate-based) BM25 3.7% 7.0% 2.9% 1.4% 2.6%

Model 2 (Document-based) LM 19.4% 21.9% 13.5% 12.7% 7.8%

Model 2 (Document-based) BM25 21.0% 36.6% 22.5% 18.3% 11.5%

Vanilla BERT Document-based (VBD) 37.3%* 70.7%∗ 60.5%∗ 55.6%∗ 25.9%∗
VBD + Profiles (weighted) 39.3%∗• 73.2% 64.9%∗• 57.1% 27.7%∗•

4.2 Baseline 2: Vanilla BERT

By Vanilla BERT, we mean a pre-trained BERT model (BERT-Base, Uncased)
with a linear combination layer stacked atop the classifier [CLS] token that is
fine-tuned on our dataset in a pairwise cross-entropy loss setting using the Adam
optimizer. We used the implementation of MacAvaney et al. [15] (CEDR).

After initial ranking with model 2, we fine-tune Vanilla BERT to estimate the
relevance between query and answer terms. We select retrieved answers of the
top-k(50) lawyers to re-calculate their relevance score by Vanilla BERT according
to the query q. Finally, we re-rank the top-k by these relevance scores. Given a
query and an answer, we train Vanilla BERT to estimate the relevance that the
answer was written by an expert: “[CLS]query[SEP]candidate answer[SEP]”.

4.3 Proposed Method

Given a query q and a collection of answers D that are written by different
lawyers, we retrieve a ranked list of answers (Dq) using model 1. We create four
query-dependent profiles for the lawyers Lq who have at least one answer in
Dq. Each profile consists of text, and that text is sampled to represent different
aspects of a lawyer’s answers. The aspects are comments, sentiment-positive,
sentiment-negative, and recency.

On the CQA platform it is possible to post comments in response to lawyer’s
answer. Therefore, there is a collection of comments CDq

with regard to the
query. We consider the comments as possible signals for the asker’s satisfaction
(i.e., a “thank you” comment would indicate that the asker received a good
answer). Thus, for comment-based profiles (CP ), we shuffle the comments to
li’s answers and concatenate the first sentence of each comment. For sentiment-
positive (PP ) and negative (NP ) profiles, we shuffle positive (negative)
sentences from li’s answers and concatenate them. Since our data in legal CQA
is similar in genre to social media text, we identify answer sentiment using Vader
[12], a rule-based sentiment model for social media text. For the recency-based
profile (RP ), we concatenate the most recent answers of li. For each profile we
sample the text until it exceeds 512 tokens.
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We fine-tune Vanilla BERT on each profile. We represent the query as sen-
tence A and the lawyer profile as sentence B in the BERT input: “ [CLS]
query [SEP] lawyer profile [SEP]” Finally, we aggregate the scores
of the four profile-trained BERT models and BERT Document-based using a
linear combination of the five models’ scores inspired by [1]: aggrS(d, q) =
w1SBD + w2SCP + w3SPP + w4SNP + w5RP , where aggrS is the final aggre-
gated score; the weights wi are optimized using grid search in the range [1..100]
on the validation set. BD refers to the BERT Document-based score, and CP ,
PP , NP , RP to the four profile-trained BERT models.

5 Experiments and Results

Experimental Setup We replicate [3] using Elasticsearch for term statistics,
indexing, and BM25 ranking. Following the prior work on expert finding, we
report MAP, MRR, and Precision@k (k = 1, 2, 5) as evaluation metrics.

Retrieval Results The ranking results for models are shown in Table 2. The best
candidate-based and document-based lexical models are the original model 1
LM [3], and model 2 BM25 respectively. We used model 2 BM25 as our initial
ranker for Vanilla BERT. Vanilla BERT Document-based outperforms all lexical
models by a large margin. The best ranker in terms of all evaluation metrics is
the weighted combination of BERT and the lawyer profiles. This indicates that
considering different aspects of a lawyer’s profile (comments, sentiment, recency)
is useful for legal expert ranking. We employed a one-tailed t-test (α = 0.05) to
measure statistical significance.

Analysis of Models’ Weights. We found 20, 13, 2, 4, 1 as optimal weights for
BERT, Comment, Recency, Sentiment positive and negative based models
respectively. As expected, the BERT score plays the largest role in the aggrega-
tion as it considers all retrieved answers of a lawyer. The second weight is for
the Comment profile which confirms our assumption that the content of askers’
comments are possible signals for the relevance of the lawyer’s answer. The Senti-
ment profile’s weight shows positive sentiment is more informative than negative
on this task.

Analysis of Differences on Seen and Unseen Queries. In Sect. 3, we argued that
in our task, being robust to new lawyers is more important than being robust to
new expertises (queries). We therefore split our data on the expert level and as a
result there are overlapping queries between train and test set. We analyzed the
differences in model effectiveness between seen and unseen queries. We found
small differences: p@5 is 27% on seen queries, and 25% on unseen queries. This
indicates the model generalizes quite well to unseen queries.
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6 Conclusions

In this paper, we defined the task of legal expert finding. We experimented with
baseline probabilistic, BERT-based, and proposed expert profiling methods on
our novel data. BERT-based method outperformed probabilistic methods, and
the proposed methods outperformed all models.

For future work, there is a need to study more in-depth the robustness of pro-
posed methods on different legal categories. Moreover, by providing this dataset
we facilitate other tasks such as legal question answering, duplicate question
detection, and finding lawyers who will reply to a question.
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Abstract. Various conceptual and descriptive models of conversational
search have been proposed in the literature – while useful, they do not
provide insights into how interaction between the agent and user would
change in response to the costs and benefits of the different interactions.
In this paper, we develop two economic models of conversational search
based on patterns previously observed during conversational search ses-
sions, which we refer to as: Feedback First where the agent asks clarify-
ing questions then presents results, and Feedback After where the agent
presents results, and then asks follow up questions. Our models show
that the amount of feedback given/requested depends on its efficiency at
improving the initial or subsequent query and the relative cost of provid-
ing said feedback. This theoretical framework for conversational search
provides a number of insights that can be used to guide and inform the
development of conversational search agents. However, empirical work is
needed to estimate the parameters in order to make predictions specific
to a given conversational search setting.

1 Introduction

Conversational Search is an emerging area of research that aims to couch the
information seeking process within a conversational format [5,11] – whereby
the system and the user interact through a dialogue, rather than the tradi-
tional query-response paradigm [16,17]. Much like interactive search, conversa-
tional search presents the opportunity for the system to ask for feedback, either
through clarifying questions or follow up questions in order to refine or progress
the search [4,9,10]. While there have been numerous studies trying to develop
methods to improve the query clarifications or follow up questions, and to better
rank/select results to present/use during a conversational search (e.g. [2,3,12–
14,18]) – less attention has been paid to modelling conversational search and
understanding the trade-offs between querying, assessing, and requesting feed-
back [8]. In this paper, we take as a reference point the work of Vakulenko
et al. [15] and the work of Azzopardi [6,7]. The former is an empirically derived
model of conversational search, called QRFA, which involves querying (Q),
receiving/requesting feedback (RF ) and assessing (A), while the latter works
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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are economic models of querying (Q) and assessing (A). In this paper, we con-
sider two ways in which we can extend the economic model of search to include
feedback. And then we use these models to better understand the relationships
and trade-offs between querying, giving/requesting feedback and assessing given
their relative efficiencies and their relative costs. We do so by analysing what
the optimal course of interaction would be given the different models in order
to minimise the cost of the conversation while maximising the gain. As a result,
this work provides a number of theoretical insights that can be used to guide
and inform the development of conversational search agents.

2 Background

In their analysis of conversational search sessions, Vakulenko et al. [15] found
that two common conversational patterns emerged:

1. the user issues a (Q), the system would respond by requesting feedback (RF),
the user would provide the said feedback, and the system would either con-
tinue to ask further rounds of feedback (RF), or present the results where
user assess items (A), and then repeats the process by issuing a new query
(or stops); or,

2. the user issues a (Q), the system would present results where the user assesses
items (A), and then, the system requests feedback given the results (RF), the
user would provide the said feedback, and the system would present more
results (A), the user would assess more items (A), and the system would
request further feedback (RF) until the user issues a new query (or stops).

Inspired by our previous work [1], we can think of these two conversational
patterns as Model 1: Feedback First, and Model 2: Feedback After. There,
of course, are many other possible patterns i.e. feedback before and after, or
not at all, and combinations of. In this work, we shall focus on modelling these
two “pure” approaches for conversational search. But, before doing so, we first
present the original economic model of search.

An Economic Model of Search: In [6], Azzopardi proposed a model of
search focused on modelling the traditional query response paradigm, where a
user issues a query (Q), the system presents a list of results where the user
assesses A items. The user continues by issuing a new query (or stops). We can
call this Model 0. During the process, the user issues Q queries and is assumed
to assess A items per query (on average). The gain that the user received was
modelled using a Cobbs-Douglas production function (see Eq. 1). The exponents
α and β denote the relative efficiency of querying and assessing. If α = β = 1
then it suggests that for every item assessed per query, the user would receive
one unit of gain (i.e. an ideal system). However, in practice, α and β are less than
one, and so the more querying or more assessing naturally leads to diminishing
returns. That is, assessing one more item is less likely to yield as much gain
as the previous item, and similarly issuing another query will retrieve less new
information (as the pool of relevant items is being reduced for a given topic).
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g0(Q0, A0) = Qα
0 .Aβ

0 (1)

Given A0 and Q0, a simple cost model was proposed (Eq. 2), where the total
cost to the user is proportional to the number of queries issued and the total
number of items inspected (i.e. Q0 × A0), where the cost per query is Cq and
the cost per assessment is Ca.

c0(Q0, A0) = Q0.Cq + Q0.A0.Ca (2)

By framing the problem as an optimisation problem [7], where the user wants a
certain amount of gain, then the number of assessments per query that would
minimise the overall cost to the user is given by:

A�
0 =

β.Cq

(α − β).Ca
(3)

Here, we can see that as the cost of querying increases, then, on average, users
should assess more items. While if the cost of assessing increases, on average,
users should assess fewer items per query. If the relative efficiency of querying
(α) increases, then users should assess fewer items per query, while if the relative
efficiency of assessing (β) increases then the users should assess more. Moreover,
there is a natural trade-off between querying and assessing, such that to obtain
a given level of gain g(Q0, A0) = G then as the A0 increases, Q0 decreases, and
vice versa. In the following sections, we look at how we can extend this model
to also include the two different forms of feedback (first and after).

3 Models

Below we present two possible models for conversational search given the two
pure strategies of feedback first and feedback after. In discussing the models,
we will employ a technique called comparatives statics – that is we make state-
ments regarding the changes to the outcomes (i.e. how users would change their
behaviour) given a change in a particular variable assuming all other variables
remain the same.

3.1 An Economic Model of Conversational Search - Feedback First

Under Model 1 (Feedback First), each round of feedback, aims to improve the
initial query – and thus drive up the efficiency of querying. To model this, we need
to introduce a function, called Γ(F1) where the efficiency of queries is directly
related to how many rounds of feedback are given. We assume for simplicity
that the relationship is linear, each round of feedback increases the efficiency of
querying by a fixed amount, which we denote as γ1. We can then set: Γ(F1) =
γ1.F1 +α. If no rounds of feedback are given/requested, then Γ(F1) = α – which
results in the original gain function. The gain function under feedback first is:

g1(Q1, F1, A1) = Q
Γ(F1)
1 .Aβ

1 (4)
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Since the rounds of feedback are only given per query, then the cost model
becomes:

c1(Q1, F1, A1) = Q1.Cq + Q1.F1.Cf + Q1.A1.Ca (5)

Again, we can frame the problem as an optimisation problem, where we would
like to minimise the cost given a desired level of gain G. Then by using a
Lagrangian multiplier, differentiating and solving the equations we are at the
following expressions:

A�
1 =

β.Cq + F1.Cf

(γ1.F1 + α − β).Ca
(6)

F �
1 =

β.Cq + (α − β)A1.Ca

γ1.A1.Ca + β.Cf
(7)

From these expressions, we can see that there is a dependency between the
two main actions of assessing and providing feedback (unfortunately, we could
not reduce down the expression any further). With respect to the optimal number
of assessments, we can see that when F = 0 the model reverts back to the
original model. And similarly, if Cq increases, then A�

1 increases. If Ca increases,
A�

1 decreases. And if Cf increases and F1 > 0, then A�
1 increases. If the number

of rounds of feedback increases, then the model stipulates that a user should
inspect fewer items (as the query after feedback is more efficient – and so more
effort should be invested into assessing). For feedback, we see that if Cq or
Ca increases, then the user should provide more feedback, or alternatively the
system should request more feedback (i.e. F �

1 increases). While if the cost of
feedback increases then users should provide less feedback (or the system should
request less feedback before returning results). Interestingly, if γ1 increases, then
fewer rounds of feedback are required. This makes sense because if the clarifying
question improves the quality of the original query sufficiently, then there is no
need for further clarifications of the information need. More clarifications would
only increase the cost of the conversation but not necessarily increase the amount
of gain. On the other hand, if γ1 is very small, then it suggests that the clarifying
questions are not increasing the quality of the query such that it retrieves more
relevant material. Thus, asking clarifying questions, in this case, is unlikely to
be worthwhile as it will drive up the cost of conversation without increasing the
reward by very much.

3.2 An Economic Model of Conversational Search - Feedback After

Given Model 2 (Feedback After), we can extended the original economic model
of search by adding in feedback (F2), such that a user issues a query, assess A2

items, then provides feedback to refine the query, followed by assessing another
A items. The process of giving feedback and assessing, then repeats this F2

times. For this kind of conversational interaction, we can define the gain to be
proportional to the number of queries and the number of rounds of feedback per
query and the number of assessments per query or round of feedback:

g2(Q2, F2, A2) = Qα
2 .(1 + F2)γ2 .Aβ

2 (8)
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As before, α and β denote the efficiency of querying and assessing, while γ2

expresses the efficiency of providing feedback. We can see that if F = 0 (e.g. no
feedback), then the model reverts back to the original model in Eq. 1.

c2(Q2, F2, A2) = Q2.Cq + Q2.F2.Cf + Q2.(1 + F2).A2.Ca (9)

The cost function is also extended to include the rounds of feedback, and the
additional assessments per feedback round, where if F2 = 0 then the cost model
reverts back to the original cost model. The amount of feedback per query will
depend on the cost of the feedback, and its relative efficiency (γ2). So if γ2 = 0
and F2 > 0 then there is no additional benefit for providing feedback – only
added cost.

To determine the optimal number of assessments and feedback, for a given
level of gain G where we want to minimise the total cost to the user given
G we formulated the problem as an optimisation problem. Then by using a
Lagrangian multiplier, differentiating and solving the equations we are at the
following expressions for the optimal number of assessments (A�), and the opti-
mal number of rounds of feedback (F �

2 ) :

A�
2 =

γ.(Cq + Cf ) − α.(1 + F2).Cf

(α − γ).(1 + F2).Ca
(10)

F �
2 =

(γ − β).Cq + (β − α).Cf

(α − γ).Cf
(11)

First, we can see that under this model, it is possible to solve the equations
fully. While this may seem quite different – during the intermediate steps the
optimal A�

2 was:

A�
2 =

β.(Cq + F2.Cf )
(α − β).(F2 + 1)Ca

(12)

where we can see the relationship between assessing and giving feedback. And,
if we set F2 = 0, then the model, again, falls back to the original model in
Eq. 1. Specifically, assuming feedback is to be given/requested (i.e. F2 > 0),
then if the cost of performing the feedback (Cf ) increases, on average, a user
should examine more items per query and per round of feedback. If the cost of
assessing (Ca) increases, then, on average, a user should examine fewer items per
query/feedback. Intuitively, this makes sense, as it suggests a user should invest
more in refining their need to bring back a richer set of results, than inspecting
additional results for the current query or round of feedback. Now, if the relative
efficiency of assessing (β2) increases, then a user should examine more items per
query/feedback.

In terms of feedback, we can see that as the cost of querying (Cq) increases,
then it motivates giving more feedback. While if the cost of feedback (Cf )
increases, it warrants providing less feedback. This is because querying is a nat-
ural alternative to providing another round of feedback. We can also see that the
relative efficiencies of querying (α2) to feedback (γ2) also play a role in deter-
mining the optimal amount of feedback – such that as γ2 increases they users
should give more feedback, while if α2 increase they should query more.
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4 Discussion and Future Work

In this paper, we have proposed two economic models of conversational search
that encode the observed conversational patterns of feedback first and feedback
after given the QFRA work. While these models represent two possible conver-
sational strategies, they do, however, provide a number of interesting observa-
tions and hypotheses regarding conversational search paradigms and the role of
feedback during conversational sessions. We do, of course, acknowledge that in
practice conversational sessions are likely to be more varied. Nonetheless, the
insights are still applicable. Firstly, and intuitively, if the cost of giving feedback
either before/first or after increases, then the number of rounds of feedback will
be fewer. While if the cost of querying increases, then it motivates/warrants
requesting/giving more feedback. The amount of which depends on the relative
costs and efficiencies of each action. However, a key difference arises between
whether feedback is given before (first) or after. Under feedback first, if the
relative efficiency γ1 (e.g. answering clarifying questions, etc.) increases, then
perhaps ironically less feedback is required. This is because the initial query will
be enhanced quicker than when γ1 is low. Moreover, if the relative efficiency
of querying is initially high, then it also suggests that little (perhaps even no)
feedback would be required because the query is sufficiently good to begin with
and clarifications or elaborations will only result in increased costs. These are
important points to consider when designing and developing a conversational
search system. As the decision to give/request feedback is decided by both the
gains and the costs involved (i.e. is it economically viable?). And thus both need
to be considered when evaluating conversational agents and strategies.

Of course, such discussions are purely theoretical. More analysis is required,
both computationally through simulations and empirically through experiments
to explore and test these models in practice. With grounded user data, it will
be possible to estimate the different parameters of the proposed models – to see
whether they provide a reasonable fit and valid predictions in real settings. It
is also worth noting that another limitation of these models is that they model
the average conversational search process over a population of user sessions –
rather than an individual’s conversational search process. For example, the qual-
ity of clarifying questions asked during the feedback first model is likely to vary
depending on the question, this, in turn, suggests that each question will result
in different improvements to the original query (i.e. γ1 is not fixed, but is drawn
from a distribution). However, the model is still informative, because we can con-
sider what would happen for different values of γ1 and determine when feedback
would be viable, and at what point it would not be. Once estimates of the costs
and relative efficiencies are obtained for a given setting, it will also be possible
to further reason about how or what in the conversational process needs to be
improved. Finally, more sophisticated models of conversational search could also
be further developed to analyse different possible mixed strategies. However, we
leave such the empirical investigations and further modelling for future work.



Towards Building Economic Models of Conversational Search 37

Acknowledgements. This research was supported by the NWO (No. 016.Vidi
189.039 and No. 314-99-301), and the Horizon 2020 (No. 814961).

References

1. Aliannejadi, M., Azzopardi, L., Zamani, H., Kanoulas, E., Thomas, P., Craswell,
N.: Analysing mixed initiatives and search strategies during conversational search.
In: CIKM, pp. 16–26. ACM (2021)

2. Aliannejadi, M., Kiseleva, J., Chuklin, A., Dalton, J., Burtsev, M.S.: Convai3:
generating clarifying questions for open-domain dialogue systems (ClariQ). CoRR
abs/2009.11352 (2020)

3. Aliannejadi, M., Zamani, H., Crestani, F., Croft, W.B.: Asking clarifying questions
in open-domain information-seeking conversations. In: SIGIR, pp. 475–484. ACM
(2019)

4. Allen, J., Guinn, C.I., Horvtz, E.: Mixed-initiative interaction. IEEE Intell. Syst.
Their Appl. 14(5), 14–23 (1999)

5. Anand, A., Cavedon, L., Joho, H., Sanderson, M., Stein, B.: Conversational search
(dagstuhl seminar 19461). Dagstuhl Rep. 9(11), 34–83 (2019)

6. Azzopardi, L.: The economics in interactive information retrieval. In: SIGIR, pp.
15–24. ACM (2011)

7. Azzopardi, L.: Modelling interaction with economic models of search. In: SIGIR,
pp. 3–12. ACM (2014)

8. Azzopardi, L., Dubiel, M., Halvey, M., Dalton, J.: Conceptualizing agent-human
interactions during the conversational search process. The Second International
Workshop on Conversational Approaches to Information Retrieval, CAIR (2018)

9. Belkin, N.J., Cool, C., Stein, A., Thiel, U.: Cases, scripts, and information-seeking
strategies: on the design of interactive information retrieval systems. Expert Syst.
Appl. 9(3), 379–395 (1995)

10. Croft, W.B., Thompson, R.H.: I3r: a new approach to the design of document
retrieval systems. JASIS 38(6), 389–404 (1987)

11. Culpepper, J.S., Diaz, F., Smucker, M.D.: Research frontiers in information
retrieval: report from the third strategic workshop on information retrieval in Lorne
(SWIRL 2018). SIGIR Forum 52(1), 34–90 (2018)

12. Hashemi, H., Zamani, H., Croft, W.B.: Guided transformer: leveraging multiple
external sources for representation learning in conversational search. In: SIGIR,
pp. 1131–1140. ACM (2020)

13. Kiesel, J., Bahrami, A., Stein, B., Anand, A., Hagen, M.: Toward voice query
clarification. In: SIGIR, pp. 1257–1260 (2018)
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Abstract. Semantic Query Labeling is the task of locating the con-
stituent parts of a query and assigning domain-specific semantic labels
to each of them. It allows unfolding the relations between the query terms
and the documents’ structure while leaving unaltered the keyword-based
query formulation. In this paper, we investigate the pre-training of a
semantic query-tagger with synthetic data generated by leveraging the
documents’ structure. By simulating a dynamic environment, we also
evaluate the consistency of performance improvements brought by pre-
training as real-world training data becomes available. The results of our
experiments suggest both the utility of pre-training with synthetic data
and its improvements’ consistency over time.

Keywords: Semantic query labeling · Query generation · Vertical
search.

1 Introduction

Nowadays, many different kinds of vertical online platforms, such as media
streaming services (e.g., Netflix, Spotify), e-commerce websites (e.g., Amazon),
and several others, provide access to domain-specific information through a
search engine. This information is usually organized in structured documents. In
this context, like in Web Search, users typically convey their information needs
by formulating short keyword-based queries. However, in Vertical Search, users’
queries often contain references to specific structured information contained in
the documents. Nevertheless, Vertical Search is often managed as a traditional
retrieval task, treating documents as unstructured texts and taking no advantage
of the latent structure carried by the queries.

Semantic Query Labeling [12], the task of locating the constituent parts
of a query and assigning domain-specific predefined semantic labels to each of
them, allows unfolding the relations between the query terms and the documents’
structure, thus enabling the search engine to leverage the latter during retrieval
while leaving unaltered the keyword-based query formulation. We invite the
reader to refer to Balog [1] for analogies and differences with other tasks.
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Recently, Bassani et al. [3] proposed to alleviate the need for manually labeled
training data for this task, by leveraging a rule-based query generator that only
requires a structured document collection for producing synthetic queries.

This paper enriches the evaluation originally performed by Bassani et al. [3]
by conducting further experiments in a pre-training/fine-tuning perspective, not
previously considered by the authors. The work reported in this paper aims at
gathering new practical insights on the use of synthetic queries in a real-world
scenario, and we specifically aim to answer the following research questions:

1. Can we improve the performance of a semantic query tagger by pre-training
it with synthetic data before fine-tuning it with real-world queries?

2. Can pre-training with many synthetic queries solve the inconsistency of a
model in predicting semantic classes under-represented in the training set?

3. Is the performance boost given by pre-training, if any, consistent over time
while new real-world training data become available?

4. When does fine-tuning with real-world data become effective for achieving
performance improvements over a model trained only on synthetic queries?

For answering these questions and for conducting the experiments, we rely
on both the synthetic query generator and the semantic query tagger proposed
in [3]. The query generator leverages the structure of domain-specific documents
and simple query variation techniques to produce annotated queries. The tagging
model is based on BERT [5], gazetteers-based features, and Conditional Random
Fields [8]. We invite the reader to refer to the original paper for further details.

2 Related Work

Although the semantic tagging of query terms could play a key role in Ver-
tical Search, this task has not been sufficiently studied until recently, mainly
due to the lack of publicly available datasets. Because of that, the majority of
past research efforts in this context come from private companies [7,9–12,15]).
Mashadi et al. [12] proposed a combination of a rule-based probabilistic gram-
mar, lexicon features and Support Vector Machine [4] to produce and rank all
the possible sequences of labels for the query terms. Li et al. [10] focused on
a semi-supervised approach for training a Conditional Random Fields-based [8]
query tagger by leveraging fuzzy-matching heuristics. Li [9] employed both lex-
ical and semantic features of the query terms and proposed a method based on
semi-Markov Conditional Random Fields [8] to label the queries. Sarkas et al.
[15] proposed to compute the likelihood of each possible sequence of labels gen-
erated w.r.t. a collection of structured tables using a generative model. Liu et al.
[11] focused on enriching the lexicons used to derive lexical features for Seman-
tic Query Tagging. Kozareva et al. [7] employed several features and Word2Vec
embeddings [13] as the input to a combination of LSTM network [6] and Condi-
tional Random Fields [8]. Recently, Bassani et al. [3] trained a semantic query
tagger based on BERT [5], gazetteers-based features, and Conditional Random
Fields [8] with synthetic queries generated by leveraging structured documents,
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without the need for manually annotated data nor a query log. In this paper, we
investigate the potential of pre-training a semantic query tagger with synthetic
data. We also evaluate the model performance over time to assess whether this
kind of pre-training is always beneficial.

3 Experimental Setup

In this section, we describe the experimental settings, the training setup, and the
evaluation metrics used for comparing the effectiveness of three query semantic
taggers: 1) one trained on synthetic data, 2) one trained on real-world queries,
and 3) one pre-trained on synthetic data and fine-tuned on real-world queries.

3.1 Dataset and Structured Corpus

To compare the models’ performances, we rely on the Semantic Query Labeling
benchmark dataset1 proposed in [2,3]. The dataset is composed of 6749 manu-
ally annotated real-world unique queries in the movie domain, which originally
come from the 2006 AOL query logs [14]. The queries are labeled as either Title,
Country, Year, Genre, Director, Actor, Production company, Tag (mainly topics
and plot features), or Sort (e.g., new, best, popular, etc.). The dataset proposes
three different evaluation scenarios of increasing difficulty that allow conducting
a fine-grained evaluation (Basic, Advanced, and Hard). The queries in each sce-
nario come already divided into train, dev, and test sets, following a temporal
splitting approach. We invite the reader to refer to [3] for further details. For
each of these scenarios, we generated 100 000 unique training queries following
the query generation method proposed in [3]. We discarded generated queries
present in the dev and test sets. For generating synthetic queries and computing
gazetteers-based features, we employ a publicly available dataset hosted on Kag-
gle. This dataset contains metadata for many movies, such as title, country, and
genre. The structured information originally comes from a collaborative online
database for movies and TV shows called The Movie Database. For consistency
with the query set, we filtered out every movie released after 2006.

3.2 Training Setup

In each of the conducted experiments, we trained the models for 50 epochs using
Stochastic Gradient Descent, batch size of 64, and a starting learning rate of 0.1.
We used a starting learning rate of 0.01 only for the Pre-trained model on the
Basic and Advanced scenarios, as the pre-trained model already achieved good
performances (see Sect. 4). We halved the learning rate when the training loss did
not decrease for 5 consecutive epochs. We applied Dropout [16] with a probability
of 0.5 on the Conditional Random Field’s input to help with regularization. As
Semantic Query Labeling is a multi-class classification problem, we optimize our
models using softmax cross-entropy. We selected the final models basing on their
performances on the dev set in the best epoch.
1 https://github.com/AmenRa/ranx.

https://github.com/AmenRa/ranx
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3.3 Evaluation Metrics

To comparatively evaluate the proposed models, we employed F1, Micro-F1 and
Macro-F1 scores. F1 score is defined as the harmonic mean of Precision and
Recall. Micro-F1 is the average of the F1 scores computed independently for
each class and weighted by their number of samples. For imbalanced datasets,
the Micro-F1 score can be skewed towards the most populated classes. Macro-F1
is the average of the F1 scores computed independently for each class. Each class
contributes equally to this score. A noticeable discrepancy between the Micro-F1
score (high) and the Macro-F1 score (low) highlights inconsistency in the model
predictions, suggesting that the model is skewed towards specific classes, usually
the most popular ones in the training set.

4 Results and Discussion

4.1 Experiment I

The first experiment we conducted aimed to evaluate the performance gains we
can achieve by pre-training a semantic query tagger with synthetic data gener-
ated by leveraging the information contained in the documents of a structured
corpus and fine-tuning it with real-world queries. Besides the overall improve-
ments, a secondary aim of the experiment is to assess whether pre-training with
many synthetic queries can solve the inconsistency of the predictions of a model
trained with limited real-world training data, i.e., the inconsistency of the model
in predicting different semantic classes. We conducted this evaluation by com-
paring the obtained Micro-F1 and Macro-F1 scores as described in Sect. 3.3.

Tables 1 and 2 show the results obtained by training the query tagger pro-
posed in [3] in three different ways on each of the proposed scenarios: 1) Real
refers to the models trained with queries from the real-world dataset, 2) Syn-
thetic refers to the models trained with 100k synthetic queries obtained following
the query generation procedure proposed in [3], and 3) Pre-trained refers to the
models pre-trained on the training data of Synthetic and fine-tuned with the
real-world training queries of Real.

Table 1. Overall effectiveness of the models. Best results are in boldface.

Model Basic Advanced Hard

Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1

Synthetic 0.909 0.884 0.903 0.865 0.765 0.756

Real 0.927 0.903 0.896 0.776 0.816 0.756

Pre-trained 0.934 0.910 0.925 0.893 0.840 0.828

As shown in the Table 1, Pre-trained model consistently outperforms the con-
sidered baselines in all the evaluation scenarios, achieving considerable improve-
ments over both the Synthetic and the Real models. Interestingly, we registered
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the most noticeable benefits of pre-training/fine-tuning on Hard, the most com-
plex scenario among the three. Furthermore, the discrepancies in Micro-F1 and
Macro-F1 scores that affected the Real model—highlighting inconsistency in the
model predictions and suggesting it is skewed towards the most popular classes
in the real-world training set—do not affect the Pre-trained model. The lat-
ter gets its consistency from the large synthetically generated query sets it was
pre-trained on, where each semantic class is represented evenly.

Table 2. F1 scores for each model and semantic class. Best results are in boldface.

Scenario Model Actor Country Genre Title Year Director Sort Tag Company

F1 F1 F1 F1 F1 F1 F1 F1 F1

Basic Synthetic 0.898 0.811 0.867 0.917 0.928 N/A N/A N/A N/A

Basic Real 0.865 0.857 0.897 0.949 0.945 N/A N/A N/A N/A

Basic Pre-trained 0.905 0.857 0.862 0.945 0.978 N/A N/A N/A N/A

Advanced Synthetic 0.885 0.833 0.923 0.914 0.983 0.667 0.853 N/A N/A

Advanced Real 0.844 0.765 0.880 0.921 0.975 0.111 0.937 N/A N/A

Advanced Pre-trained 0.890 0.849 0.895 0.937 1.000 0.750 0.929 N/A N/A

Hard Synthetic 0.857 0.773 0.855 0.777 0.971 0.550 0.876 0.522 0.623

Hard Real 0.831 0.837 0.873 0.854 0.956 0.222 0.883 0.576 0.771

Hard Pre-trained 0.884 0.809 0.897 0.857 0.985 0.667 0.931 0.600 0.817

Table 2 shows the F1 scores computed for each semantic class. As shown in
the table, the obtained results suggest that the synthetically generated queries
can play a complementary role w.r.t. real-world queries in effectively training a
semantic query tagger. In fact, by pre-training the semantic query tagger with
many synthetic queries, we can expose the model to abundant in-domain and
task-related information and achieve the best performances across the line.

4.2 Experiment II

The second experiment we conducted aimed at two goals. First, we evaluate
the consistency over time of the improvements brought by pre-training with
synthetic data to assess whether it is always beneficial. Then, we assess when fine-
tuning the pre-trained model with real-world data becomes effective to achieve
a performance boost. By relying on the time-stamps from the original AOL
query logs, we simulated a dynamic environment where new labeled queries
are collected over time. During the simulation, we evaluated the performances of
the models from the previous experiment at regular intervals. At each evaluation
step, we used the corresponding week worth of queries as our test set, the queries
from the week before as dev set, and all the queries submitted in the antecedent
weeks as train set.

Figure 1 depicts the graphs of the results of the over time evaluation we
conducted for the Hard scenario (we omitted the other graphs because of space
constraints). As shown in the figure, the Pre-trained model consistently achieves
better performances than both the Real model and the Synthetic model, cor-
roborating the results of the first experiment and giving us new insights about
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the model. The results highlight that the improvements brought by pre-training
are consistent over time. Furthermore, the Pre-trained model overtakes Real as
soon as it is fine-tuned.

Fig. 1. Over time effectiveness of the models in the HARD scenario.

Table 3. Average performances of the models over time. Best results are in boldface.

Model Basic Advanced Hard

Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1

Synthetic 0.916 0.892 0.896 0.851 0.778 0.743

Real 0.911 0.845 0.899 0.777 0.825 0.753

Pre-trained 0.936 0.907 0.924 0.877 0.850 0.821

In Table 3 are reported Micro-F1 scores and Macro-F1 scores averaged across
all the evaluation steps, for all the evaluation scenarios. As shown in the table,
the Synthetic model registered only a 6% decrease in Micro-F1 on average w.r.t.
the Real model in the worst-case scenario, Hard. As we already highlighted, as
soon as we fine-tune with real-world queries the model pre-trained on synthetic
data, it achieves top performances. Because of that, the performance penalty
between Synthetic and Real will never take effect as we can replace Synthetic
with Pre-trained as soon as we gather real-world queries. These results suggest
that, while we collect real-world training data for conducting fine-tuning, we can
employ Synthetic with no actual performance loss w.r.t. Real.

5 Conclusion and Future Works

In this paper, we studied the effects of pre-training a semantic query tagger using
synthetic data and subsequently fine-tuning the model with real-world queries,
aiming at reducing the need for manually labeled data. Our experimental evalu-
ation shows that 1) a semantic query tagger can be improved if first pre-trained
on synthetic data, 2) the performance of a pre-trained/fine-tuned tagger is more
consistent than a model trained only on real-world queries, 3) pre-training is ben-
eficial regardless the amount of real-world training queries, and 4) fine-tuning a



Evaluating the Use of Synthetic Queries for Pre-training 45

pre-trained model is beneficial even with minimal real-world data. To conclude,
leveraging the already available information contained in a structured corpus
is a valuable—and cheap—option for achieving performance gains without the
need for additional real-world data, which, conversely, is very costly. As future
work, we plan to build a dataset for the evaluation of retrieval models designed
to take advantage of the output of a semantic query tagger.
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Abstract. In light of recent studies that show neural retrieval methods
may intensify gender biases during retrieval, the objective of this paper
is to propose a simple yet effective sampling strategy for training neural
rankers that would allow the rankers to maintain their retrieval effec-
tiveness while reducing gender biases. Our work proposes to consider the
degrees of gender bias when sampling documents to be used for training
neural rankers. We report our findings on the MS MARCO collection
and based on different query datasets released for this purpose in the
literature. Our results show that the proposed light-weight strategy can
show competitive (or even better) performance compared to the state-of-
the-art neural architectures specifically designed to reduce gender biases.

1 Introduction

With the growing body of literature on the prevalence of stereotypical gender
biases in Information Retrieval (IR) and Natural Language Processing (NLP)
techniques [1,2,5,9,12,19,25], researchers have specifically started to investigate
how the existence of such biases within the algorithmic and representational
aspects of a retrieval system can impact retrieval outcomes and as a result the
end users [3–5,12,23]. For instance, Bigdeli et al. [4] investigated the existence
of-stereotypical gender biases within relevance judgment datasets such as MS
MARCO [17]. The authors showed that stereotypical gender biases are observ-
able in relevance judgements. In another study, Rekabsaz et al. [23] showed that
gender biases can be intensified by neural ranking models and the inclination of
bias is towards the male gender. In line with the work of Rekabsaz et al., Fabris
et al. [8] proposed a gender stereotype reinforcement metric to measure gender
inclination within a ranked list of documents. The results of their study revealed
that neural retrieval methods reinforce gender stereotypical biases.

To address such gender biases in neural rankers, Rekabsaz et al. [22] have
been the first to focus on de-biasing neural rankers by removing gender-related
information encoded in the vector representation of the query-document pairs
specifically in the BERT reranker model. However, effectively de-biasing neural
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rankers is still a challenging problem due to the following major challenges:
(1) The model by Rekabsaz et al., referred to as AdvBert, can reduce bias
but this comes at the cost of reduction in retrieval effectiveness. (2) AdvBert
introduces new adversarial components within the BERT reranker loss function,
requiring structural changes in the architecture of the model. Such changes may
not be generalizable to other neural rankers that have alternative loss functions.

In this paper, we address these challenges by proposing a novel training strat-
egy, which 1) can decrease the level of gender biases in neural ranking models,
while maintaining a comparable level of retrieval effectiveness, and 2) does not
require any changes to the architecture of SOTA neural rankers. Our work is
inspired by the findings of researchers such as Qu et al. [21] and Karpukhin
et al. [15] who effectively argue that the performance of neural rankers are quite
sensitive to the adopted negative sampling strategy where in some cases retrieval
effectiveness of the same neural ranker can be increased by as much as 17% on
MRR@10 by changing the negative sampling strategy. On this basis, we hypothe-
size that it would be possible to control gender biases in neural rankers by adopt-
ing an effective negative sampling strategy. We propose a systematic negative
sampling strategy, which would expose the neural ranker to representations of
gender bias that need to be avoided when retrieving documents. We then empiri-
cally show that SOTA neural rankers are able to identify and avoid stereotypical
biases based on our proposed negative sampling strategy to a greater extent
compared to models such as AdvBert. At the same time, our work exhibits
competitive retrieval effectiveness to strong SOTA neural rankers.

2 Problem Definition

Let DM
qi = [dqi

1 , dqi
2 , ..., dqi

m] be a list of initial retrieved documents for a query qi

by a first-stage retrieval method M. Also, let us define R as a neural ranking
model that accepts qi and its initial retrieved list of documents DM

qi and gener-
ates ΨR

qi , which is the re-ranked version of DM
qi based on the neural ranker R.

The objective of this paper is to train a neural ranker R′ through a bias-aware
negative sampling strategy in a way that the following conditions are met:

1
|Q|

∑

q∈Q

Bias(ΨR′
q ) <

1
|Q|

∑

q∈Q

Bias(ΨR
q ), (1)

1
|Q|

∑

q∈Q

Utility(ΨR′
q ) � 1

|Q|
∑

q∈Q

Utility(ΨR
q ) (2)

where Bias(ΨR
q ) is a level of bias of the top-k retrieved list of documents for

query qi by Ranker R, as defined in [23], and Utility(ΨR
q ) is the retrieval effec-

tiveness of ranker R based on metrics such as MRR. We are interested in training
R′ based on the same neural architecture used by R, only differing in the nega-
tive sampling strategy such that the retrieval effectiveness of R and R′ remain
comparable while the level of bias in R′ is significantly reduced.
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3 Proposed Approach

The majority of SOTA neural rankers utilize the set of top-k documents retrieved
by a fast and reliable ranker such as BM25 as a weakly-supervised strategy
for negative sampling [10,11,13–16,20,21]. In this paper, instead of randomly
sampling N ≤ m negative samples from top-k retrieved documents by BM25, we
systematically select N negative samples such that the neural ranker is exposed
to stereotypical gender biases that need to be avoided when ranking documents.
Let β be a non-negative continuous function that measures the genderedness of
any given document. An implementation of β function can be obtained from [23].
Given β and N , the retrieved document set DM

q is sorted in descending order
based on β(di) (di ∈ DM

q ) and the top-N documents form a non-increasing list
Sβ

q such that {∀i ∈ [1, . . . , N ], β(si) ≥ β(si+1)}.

As the documents in Sβ
q exhibit the highest degree of gender bias compared

to the rest of the documents in DM
q , we suggest that Sβ

q can be served as the
negative sample set due to two reasons: (1) Sβ

q is a subset of DM
q , as such, when

using the random negative sampling strategy, Sβ
q may have been chosen as the

negative sample set; therefore, it is unlikely that the choice of Sβ
q as the negative

sample set results in decreased retrieval effectiveness; and (2) Sβ
q consists of

documents with the highest degree of gender bias and hence, the neural ranker
would not only have a chance to learn that these documents are not relevant but
also to learn to avoid biased gender affiliated content within these documents
and hence avoid retrieving gender-biased documents at retrieval time.

Considering the highest gender-biased documents as the negative sample set
may be a strict requirement and is not desirable as it might cause the neural
ranker forgets the need of learning document relevance and only focuses on
learning to avoid gender-biased documents. In order to avoid interpreting all
gendered-biased documents as irrelevant during the training process, we relax
the negative sampling strategy through a free-parameter λ. According to λ, a
subset of negative documents is selected from Sβ

q (NSBiased) and the rest of the
negative document set is randomly selected from the original pool DM

q (NSRnd).

NSBiased = {di ∈ Sβ
q |i ≤ λ × N}

NSRnd = {Rand(d ∈ DM
q )|d �∈ NSBiased},

such that |NSRnd|+ |NSBiased| = N and the final set of negative samples would
be NS = NSRnd ∪ NSBiased.

4 Experiments

Document Collection. We adopt the MS MARCO collection consisting of over
8.8M passages and over 500k queries with at least one relevant document.
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Fig. 1. Impact of λ on neural ranker per-
formance on MS MARCO Dev Set. The red
points indicate statistically significant drop
in performance. (Color figure online)

Table 1. Comparison between the per-
formance (MRR@10) of the base ranker
and the ranker trained based on our pro-
posed negative sampling strategy when
λ = 0.6 on MS MARCO Dev Set.

Neural ranker Training Schema Change

Original Ours

BERT (base) 0.3688 0.3583 −2.84%

DistilRoBERTa

(base)

0.3598 0.3475 −3.42%

ELECTRA (base) 0.3332 0.3351 +0.57%

Query Sets. We adopt two query sets in our experiments that have been pro-
posed in the literature for evaluating gender bias: (1) The first query set (QS1)
includes 1,765 neutral queries [23]. (2) The second query set (QS2) includes 215
fairness-sensitive queries that are considered as socially problematic topics [22].
Bias Metrics. We adopt two bias measurement metrics from the literature to
calculate the level of biases within the retrieved list of documents: (1) The first
metric is introduced by Rekabsaz et al. [23] and measures the level of bias in a
document based on the presence and frequency of gendered terms in a document,
referred to as Boolean and TF ARaB metrics. (2) The Second metric is NFaiRR
which calculates the level of fairness within the retrieved list of documents by
calculating each document’s neutrality score proposed in [22]. We note that less
ARaB and higher NFaiRR metric values are desirable.

Neural Rankers. To train the neural rerankers, we adopted the cross-
encoder architecture as suggested in SOTA ranking literature [18,21] in which
two sequences (Query and candidate document) are passed to the trans-
former and the relevance score is predicted. As suggested by the Sentence
Transformer Library1, we fine tuned different pre-trained transformer models,
namely, BERT-base-uncased [7], DistilRoBERTa-base [24], ELECTRA-base [6],
BERT-Mini [26], and BERT-Tiny [26]. For every query in the MS MARCO training
set, we considered 20 negative documents (N = 20) from the top-1000 unjudged
documents retrieved by BM25 [17] (based on random sampling and our proposed
sampling strategy).

Results and Findings. The objective of our work is to show that a selective
negative sampling strategy can systematically reduce gender bias while maintain-
ing retrieval effectiveness. As such, we first investigate how our proposed negative
sampling strategy affects retrieval effectiveness. We note statistical significance
is measured based on paired t-test with α = 0.05. In Fig. 1, we demonstrate the
performance of a SOTA BERT-base-uncased neural ranker trained with our
proposed negative strategies when changing λ from [0,1] with 0.2 increments.
Basically, when λ = 0 the model is trained with all randomly negative samples

1 https://www.sbert.net/.

https://www.sbert.net/
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Table 2. Retrieval effectiveness and the level of fairness and bias across three neural
ranking models trained on query sets QS1 and QS2 when λ = 0.6 at cut-off 10.

Query set Neural ranker Training schema MRR@10 NFaiRR ARaB

Value Improvement TF Reduction Boolean Reduction

QS1 BERT (base) Original 0.3494 0.7764 – 0.1281 – 0.0956 –

Ours 0.3266 0.8673 11.71% 0.0967 24.51% 0.0864 9.62%

DistilRoBERTa (base) Original 0.3382 0.7805 – 0.1178 – 0.0914 –

Ours 0.3152 0.8806 12.83% 0.0856 27.33% 0.0813 11.05%

ELECTRA (base) Original 0.3265 0.7808 – 0.1273 – 0.0961 –

Ours 0.3018 0.8767 12.28% 0.0949 25.45% 0.0855 11.03%

QS2 BERT (base) Original 0.2229 0.8779 – 0.0275 – 0.0157 –

Ours 0.2265 0.9549 8.77% 0.0250 9.09% 0.0156 0.64%

DistilRoBERTa (base) Original 0.2198 0.8799 – 0.0338 – 0.0262 –

Ours 0.2135 0.9581 8.89% 0.0221 34.62% 0.0190 27.48%

ELECTRA (base) Original 0.2296 0.8857 – 0.0492 – 0.0353 –

Ours 0.2081 0.9572 8.07% 0.0279 43.29% 0.0254 28.05%

Table 3. Comparing AdvBert training strategy and our approach at cut-off 10.

Neural ranker Training schema MRR@10 NFaiRR ARaB

Value Improvement TF Reduction Boolean Reduction

BERT-Tiny Original 0.1750 0.8688 – 0.0356 – 0.0296 –

AdvBert 0.1361 0.9257 6.55% 0.0245 31.18% 0.0236 20.27%

Ours 0.1497 0.9752 12.25% 0.0099 72.19% 0.0115 61.15%

BERT-Mini Original 0.2053 0.8742 – 0.0300 – 0.0251 –

AdvBert 0.1515 0.9410 7.64% 0.0081 73.00% 0.0032 87.26%

Ours 0.2000 0.9683 10.76% 0.0145 51.67% 0.0113 54.98%

from BM25 retrieved documents (baseline) and when λ = 1, the N negative sam-
ples are the most gendered documents in DM

q . Based on Fig. 1, we observe that
gradual increase in λ will come at the cost of retrieval effectiveness. However, the
decrease is only statistically significant when λ > 0.6. Thus we find that when
up to 60% of negative samples are selected based on our proposed negative sam-
pling strategy, the retrieval effectiveness remains comparable to the base ranker.
As mentioned earlier, this drop in performance is due to the fact that the model
would learn the concept of avoiding gender-biased documents and not the con-
cept of relevance due to the large number of gender-biased negative samples. We
further illustrate the performance of adopting our proposed negative sampling
strategy with λ = 0.6 on other pre-trained language models including ELECTRA
and DistilRoBERTa in Table 1. For these pre-trained language models, similar
to BERT, we observe that retrieval effectiveness remains statistically comparable
to the base ranker and no statistically significant changes occur in terms of per-
formance. Thus we conclude that it is possible to adopt our proposed bias-aware
negative sampling strategy (e.g. at λ = 0.6) and maintain comparable retrieval
effectiveness. We note all our code and the run files are publicly available2.

We now investigate the impact of our proposed negative sampling strategy
on reducing gender biases. To this end, using each of the SOTA rankers, we re-
rank the queries in each two query sets (QS1 and QS2) and report their retrieval

2 https://github.com/aminbigdeli/bias aware neural ranking.

https://github.com/aminbigdeli/bias_aware_neural_ranking


52 A. Bigdeli et al.

Fig. 2. Comparative analysis between AdvBert and our proposed approach based on
NFaiRR at cut-off 10 on a per query basis.
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Fig. 3. Comparing the base rankers vs our proposed approach and AdvBert in terms
of performance and bias when using different pre-trained language models on QS2.

effectiveness as well as their bias metrics (ARaB and NFaiRR) measurements in
Table 2. As shown, we observe that for both of the query sets the level of fairness
(NFaiRR) increases, while the level of bias (ARaB) decreases across all of the
three neural ranking models. In addition and more importantly, the decrease
in gender biases does not come at the cost of significant reduction in retrieval
effectiveness. In summary, our proposed negative sampling strategy is able to
maintain retrieval effectiveness while reducing bias and increasing fairness.

It is important to also compare our work against the most recent neural
ranking model designed to increase fairness, namely AdvBert [22]. Unlike our
proposed work which retains the same neural architecture of the original ranker
and only changes the negative sampling strategy, AdvBert proposes an adver-
sarial neural architecture to handle gender biases. The authors of AdvBert have
publicly shared their trained models based on BERT-Tiny and BERT-Mini and
only for QS2. For the sake of comparison, we compare our work with AdvBert
based on these two models and on QS2. Based on the results reported in Table 3,
we make the following observations: (1) For the models based on BERT-Tiny, nei-
ther our model nor AdvBert significantly drop retrieval effectiveness; however,
the fairness (NFaiRR) and bias (ARaB) measures are notably more favorable
for our proposed approach. (2) Similar observations can be made for BERT-Mini
as well. In this case, the retrieval effectiveness of our proposed approach is sub-
stantially higher than AdvBert and at the same time the reported level of
fairness (NFaiRR) is also higher. However, in terms of bias metrics, AdvBert
has decreased both TF ARaB and Boolean ARaB more than our proposed app-
roach.
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We further compare the level of fairness between our proposed approach and
AdvBert on a per-query basis. To this end, for BERT-Tiny and BERT-Mini we
calculate the level of fairness within the ranked list of documents returned by
our method and AdvBert. Followed by that, we subtract the level of fairness
of each query and report the results in Fig. 2. As shown, the number of queries
that have seen improvement in their fairness metric (NFaiRR) based on our app-
roach compared to AdvBert as well as the degree fairness has been impacted.
Positive values show improved fairness by our approach compared to AdvBert
while negative values show otherwise. As shown, 69% and 85% of the queries
have seen increased fairness based on our proposed approach on BERT Mini and
Tiny, respectively. We contextualize this by mentioning that on both models, the
retrieval effectiveness of our proposed approach is also higher than AdvBert.

Now, let us illustrate the robustness of our proposed approach across all the
neural rankers by showing the level of their effectiveness and fairness on QS2
(and not QS1 since AdvBert is not available on QS1) in Fig. 3. As shown, when
adopting our proposed approach, the level of fairness increases notably, while
retrieval effectiveness remains at a comparable level. We further observe that
while AdvBert is able to increase fairness (not to the extent of our proposed
approach), it does so at the cost of a notable decrease in retrieval effectiveness.

5 Concluding Remarks

We have shown that it is possible to adopt a simple yet effective sampling strat-
egy for training neural rankers such that gender biases are reduced while retrieval
effectiveness is maintained. Through our experiments, we show that a light-
weight strategy is able to show competitive (or even better) tradeoff between
bias reduction and retrieval effectiveness compared to adversarial neural rankers
that are specifically designed for restraining gender biases.
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Abstract. In this paper, we study the effect of non-stationarities and
memory in the learnability of a sequential recommender system that
exploits user’s implicit feedback. We propose an algorithm, where model
parameters are updated user per user by minimizing a ranking loss over
blocks of items constituted by a sequence of unclicked items followed by
a clicked one. We illustrate through empirical evaluations on four large-
scale benchmarks that removing non-stationarities, through an empirical
estimation of the memory properties, in user’s behaviour interactions
allows to gain in performance with respect to MAP and NDCG.

1 Introduction

Recently there has been a surge of interest in the design of personalized recom-
mender systems (RS) that adapt to user’s taste based on their implicit feedback,
mostly in the form of clicks. The first works on RS assume that users provide an
explicit feedback (as scores) each time an item is shown to them. In many real
scenarios, however, it generally takes time to provide a score, and when users
do not have an interest in any products they are shown, they may not provide
feedback, or may click on items of their own interest.

In the last few years, most works were interested in taking into account the
sequential nature of user/item interactions in the learning process [5]. These
approaches are mainly focused in the design of sequential neural networks for
predicting, in the form of posterior probabilities, the user’s preference given the
items [14]. Models from the feedback history of a given user his next positive
feedback [4]. All these strategies consider only the sequence of viewed items that
are clicked or purchased; and rely on the underlying assumption that to be pre-
dictible user/item interactions have to be homogeneous in time, motivating the
design of RS based on stationary neural networks. Non-stationarity is in many
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situations related to another property, long-range dependence, which basically
model the impact of the whole history of the time series on its near future.

In this paper, we put in evidence (a) the effectiveness of taking into account
negative feedback along with positive ones in the learning of models parame-
ters, (b) the impact of homogeneous user/items interactions for prediction, after
removal of non-stationarities and (c) the need of designing specific strategies
to remove non-stationarities due to a specificity of RS, namely the presence of
memory in user/items interactions. Thereafter, we turn this preliminary study
into a novel and successful strategy combining sequential learning per blocks of
interactions and removing user with non–homogeneous behavior from the train-
ing.

The remainder of the paper is organized as follows. In Sect. 2.1, we present
the mathematical framework, used to model stationarity in RS data. There-
after, we explain that in the case, where we have presence of long-memory in
the data removing non-stationarites is specially tricky. We present our novel
strategy combining the efficiency of sequential learning per block of interactions
and the knowledge of the memory behavior of each user in Sect. 2.2 to remove
non-stationarities. We then illustrate that memory is intrinsically present in RS
user/items interactions in Sect. 3 and that we have to take it into account to
remove non-stationarities and improve generalization. We then prove through
experiments on different large-scale benchmarks the effectiveness of our app-
roach.

2 A Memory Aware Sequential Learning Strategy for RS

2.1 Framework

Our claim is that all user/items interactions may not be equally relevant in
the learning process. We prove in the sequel that we can improve the learning
process, considering only the subset of users whose interactions with the system
are homogeneous in time, meaning that the user feedback is statistically the
same, whatever the time period is. Unfortunately, non-stationarities are not easy
to detect, since we have to take into account another additional effect in RS,
which is long-range dependence. Indeed, in RS the choice of a given user may be
influenced not only by its near past but by the whole history of interactions.

We suggest modeling these two natural aspects of user feedbacks, using
stationarity and memory, that are two popular and traditional mathemati-
cal tools developed for sequential data analysis. We recall that a time series
X = {Xt, t ∈ Z}, here the sequence of user’s feedback, is said to be (wide-sense)
stationary (see Sect. 2.2 in [2]) if its two first orders moments are homogeneous
with time:

∀t, k, l ∈ Z, E[Xt] = μ, and Cov(Xk,Xl) = Cov(Xk+t,Xl+t) (1)
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Under such assumptions the autocovariance of a stationary process only depends
on the difference between the terms of the series h = k − l. We set γ(h) =
Cov(X0,Xh).

Our other concept of interest, memory arouses in time series analysis to
model memory that can be inherently present in sequential data. It provides
a quantitative measure of the persistence of information related to the history
of the time series in the long-run and it can be related to presence of non-
stationarities in the data. Its definition is classically done in the Fourier domain
and is based on the so-called spectral density. The spectral density is the discrete
Fourier transform of the autocovariance function:

f(λ) =
1
2π

+∞∑

h=−∞
γ(h)e−ihλ, λ ∈ (−π, π]. (2)

and reflects the energy contains at each frequency λ if the times series. A time
series X admits memory parameter d ∈ R iff its spectral density satisfies:

f(λ) ∼ λ−2d as λ → 0 . (3)

In the time domain, the memory parameter is related to the decay of the auto-
covariance function. The more it is large, the more the past of the time series
has an impact on its next future. Interestingly, when the memory parameter is
large, the time series tends to have a sample autocorrelation function with large
spikes at several lags which is well known to be the signature of non-stationarity
for many practitioners. It can then be used as a measure of non-stationarity.

In order to infer this memory parameter, we use one of the most classical
estimators of the memory parameter, the GPH estimator introduced in [6]. It
consists of a least square regression of the log-periodogram of X. One first defines
a biased estimator of the spectral density function, the periodogram I(λ) and
evaluate it on the Fourier frequencies λk = 2πk

N where N is the sample length:

IN (λk) =
1
N

∣∣∣∣∣

N∑

t=1

Xte
itλk

∣∣∣∣∣

2

(4)

The estimator of the memory parameter is therefore as follows :

d̂(m) =
∑m

k=1(Yk − Ȳ ) log(I(λk))∑m
k=1(Yk − Ȳ )2

, (5)

where Yk = −2 log |1 − eiλk |, Ȳ = (
∑m

k=1 Yk)/m and m is the number of used
frequencies.

While there are alternative long memory parameter estimators, such as
Monte Carlo analysis, GPH is by far the most computationally efficient [1].
We then classify the time series as non-stationary if d ≥ 1/2, and as stationary
otherwise.
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2.2 Learning Scheme

We now present our learning scheme. Here, the aim is to take into account the
sequence of negative feedback along with positive ones for learning, and select
users characteristics as stationarity and short-dependence. In the following, we
first present our SequentiAl RecOmmender System for implicit feedback (called
SAROS [3]) and then detail the explicit inclusion of memory in the algorithm
(that we refer to as MOSAIC).

User preference over items depend mostly on the context where these items
are shown to the user. A user may prefer (or not) two items independently one
from another, but within a given set of shown items, he or she may completely
have a different preference over these items. By randomly sampling triplets con-
stituted by a user and corresponding clicked and unclicked items selected over
the whole set of shown items to the user, this effect of local preference is not
taken into account. Furthermore, triplets corresponding to different users are
non uniformly distributed, as interactions vary from one user to another user,
and for parameter updates; triplets corresponding to low interactions have a
small chance to be chosen. In order to tackle these points; we propose to update
the parameters for each user u; after each sequence of interactions t; constituted
by blocks of non-preferred items, Nt

u, followed by preferred ones Πt
u.

In a classical way [9], each user u and each item i are represented respectively
by low dimensional vectors Uu and Vi living in the same latent space of dimen-
sion k. The goal of the sequential part of our algorithm is to learn a relevant
representation of the couples users/items ω = (U, V ) where U = (Uu), V = (Vi).
Weights are updated by minimizing the ranking loss corresponding to this block:

L̂Bt
u
(ωt

u) =
1

|Πt
u||Nt

u|
∑

i∈Πt
u

∑

i′∈Nt
u

�u,i,i′(ωt
u) , (6)

where �u,i,i′ is the logistic loss:

�u,i,i′ = log
(
1 + e−yu,i,i′ Uu(Vi−Vi′ )

)
+ λ

(‖Uu‖2
2 + ‖Vi‖2

2 + ‖Vi′‖2
2

)

with yu,i,i′ = 1 if the user u prefers item i over item i′, yu,i,i′ = −1 otherwise.
We now describe the inclusion of the Memory-Aware step of our algorithm,

allowing to include stationarity in the pipeline (called MOSAIC). In the first step
we train SAROS on the full dataset. Thereafter we remove non-stationary embed-
dings, using a preliminary estimation of the memory parameter of each time
series. Finally we train once more this filtered dataset and return the last updated
weights.

3 Experiments and Results

In this section, we provide an empirical evaluation of our approach on some pop-
ular benchmarks proposed for evaluating RS. All subsequently discussed com-
ponents were implemented in Python3 using the TensorFlow library.
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3.1 Datasets

Description of the Datasets. We have considered four publicly available
benchmarks, for the task of personalized Top–N recommendation: Kassandr [12],
ML–1M [7], a subset out of the Outbrain dataset from of the Kaggle challenge1,
and, Pandor [11]. Tables 1 presents some detailed statistics about the datasets
and the blocks for each collection. Among these, we report the number of users,
|U |, and items, |I|, the remaining number of users after filtering based on sta-
tionarity in embeddings, |Stat U |, and the average numbers of positive (clicks)
and negative feedback (viewed but not clicked).

Table 1. Statistics on datasets used in our experiments.

Data |U | |Stat U | |I| Sparsity Avg. # of + Avg. # of −
Kassandr 2,158,859 26,308 291,485 .9999 2.42 51.93

Pandor 177,366 9,025 9,077 .9987 1.32 10.36

ML-1M 6,040 5,289 3,706 .9553 95.27 70.46

Outbrain 49,615 36,388 105,176 .9997 6.1587 26.0377

We keep the same set of users in both train and test sets. For training, we
use the 70% oldest interactions of users and the aim is to predict the 30% most
recent user interactions.

Identifying Stationary Users. We keep only users whose embeddings have
four stationary components, using a preliminary estimation of the memory
parameter. The output subset is much more small for Kassandr and Pandor
than the full dataset whereas for ML-1M and Outbrain we succeed in keeping
a large part of the full dataset. Our filtering approach is then expected to be
much more successful on the latter.

3.2 Evaluation

We consider the following classical metrics for the comparison of the models.
The Mean Average Precision at rank K (MAP@K) over all users defined as
MAP@K = 1

N

∑N
u=1 APK(u), where APK(u) is the average precision of pre-

ferred items of user u in the top K ranked ones. The Normalized Discounted
Cumulative Gain at rank K that computes the ratio of the obtained ranking
to the ideal case and allow to consider not only binary relevance as in Mean
Average Precision, NDCG@K = 1

N

∑N
u=1

DCG@K(u)
IDCG@K(u) , where DCG@K(u) =

∑K
i=1

2reli−1
log2(1+i) , and reli is the graded relevance of the item at position i; and

IDCG@K(u) is DCG@K(u) with an ideal ordering equals to
∑K

i=1
1

log2(1+i) .

1 https://www.kaggle.com/c/outbrain-click-prediction.

https://www.kaggle.com/c/outbrain-click-prediction
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Table 2. Comparison of different models in terms of MAP@5 and MAP@10(top), and
NDCG@5 and NDCG@10(down).

ML-1M Kasandr Pandor Outbrain ML-1M Kasandr Pandor Outbrain

MAP@5 MAP@10

BPR .826 .522 .702 .573 .797 .538 .706 .537

Caser .718 .130 .459 .393 .694 .131 .464 .397

GRU4Rec .777 .689 .613 .477 .750 .688 .618 .463

SAROS .832 .705 .710 .600 .808 .712 .714 .563

MOSAIC .842 .706 .711 .613 .812 .713 .715 .575

NDCG@5 NDCG@10

BPR .776 .597 .862 .560 .863 .648 .878 .663

Caser .665 .163 .584 .455 .787 .198 .605 .570

GRU4Rec .721 .732 .776 .502 .833 .753 .803 .613

SAROS .788 .764 .863 .589 .874 .794 .879 .683

MOSAIC .794 .764 .863 .601 .879 .794 .880 .692

Models. To validate our approach described in the previous sections, we com-
pared SAROS and MOSAIC2 with the following approaches.

BPR [10] corresponds to a stochastic gradient-descent algorithm, based on
bootstrap sampling of training triplets, for finding the model parameters ω =
(U, V ) by minimizing the ranking loss over all the set of triplets simultaneously
(without considering the sequence of interactions). GRU4Rec [8] is an extended
version of GRU for session-based recommendation. The approach considers the
session as the sequence of clicks of the user and learns model parameters by
optimizing a regularized approximation of the relative rank of the relevant item.
Caser [13] is a CNN based model that embeds a sequence of clicked items into a
temporal image and latent spaces and find local characteristics of the temporal
image using convolution filters. Hyper-parameters of different models and the
dimension of the embedded space for the representation of users and items; as
well as the regularisation parameter over the norms of the embeddings for all
approaches were found by cross-validation.

Table 2 presents the comparison of BPR, Caser and Sequential Learning
approaches over the logistic ranking loss. In boldface, we indicate best results
for each dataset. These results suggest that compared to BPR which does not
model the sequence of interactions, sequence models behave generally better.
Furthermore, compared to Caser and GRU4Rec which only consider the posi-
tive feedback; our approach which takes into account positive interactions with
respect to negative ones performs better.

Furthermore, as suspected results on Outbrain and ML are better with
MOSAIC than SAROS in these collections than the two other ones due to the fact
that we have more LRD users. Keeping only in the dataset, stationary users, for

2 The source code will be made available for research purpose.



62 A. Burashnikova et al.

which the behavior is consistent with time, is an effective strategy in learning
recommender systems. The predictable nature of the behavior of stationary users
makes the sequence of their interactions much exploitable than those of generic
users, who may be erratic in their feedback and add noise in the dataset.

4 Conclusion

The contribution of this paper is a new way to take into account implicit feed-
back in recommender systems. In this case, system parameters are updated user
per user by minimizing a ranking loss over sequences of interactions where each
sequence is constituted by negative items followed by one or more positive ones.
The main idea behind the approach is that negative and positive items within a
local sequence of user interactions provide a better insight on user’s preference
than when considering the whole set of positive and negative items indepen-
dently one from another; or, just the sequence of positive items. In addition,
we introduce a strategy to filter the dataset with respect to homogeneity of the
behavior in the users when interacting with the system, based on the concept of
memory. From our results, it comes out that taking into account the memory in
the case where the collection exhibits long range dependency allows to enhance
the predictions of the proposed sequential model. As future work, we propose to
encompass the analysis of LRD and the filtering phase in the training process.
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Abstract. While large-scale pre-trained language models like BERT
have advanced the state-of-the-art in IR, its application in query perfor-
mance prediction (QPP) is so far based on pointwise modeling of individ-
ual queries. Meanwhile, recent studies suggest that the cross-attention
modeling of a group of documents can effectively boost performances
for both learning-to-rank algorithms and BERT-based re-ranking. To
this end, a BERT-based groupwise QPP model is proposed, in which
the ranking contexts of a list of queries are jointly modeled to predict
the relative performance of individual queries. Extensive experiments on
three standard TREC collections showcase effectiveness of our approach.
Our code is available at https://github.com/VerdureChen/Group-QPP.

Keywords: Groupwise ranking · BERT ranking · Information retrieval

1 Introduction

Query performance prediction (QPP) aims to automatically estimate the search
results quality of a given query. While the pre-retrieval predictors enjoy the low
computational overhead [15,23,24,29], the post-retrieval methods are in gen-
eral more effective by considering sophisticated query and document features
[3,7,15,17,20,34,41,44,47,48,51,54,55]. Recently, the large-scale pre-trained
transformer based language models, e.g. BERT [19], has shown to advance the
ranking performance, which provides a new direction for task of QPP.

Indeed, recent results demonstrate that BERT effectively improves the per-
formance of post-retrieval QPP [4,22]. For instance, training with a large
number of sparse-labeled queries and their highest-ranked documents, BERT-
QPP [4] examines the effectiveness of BERT on the MS MARCO [30] and
TREC DL [13,14] datasets, by pointwise modeling of query-document pairs.
Beyond learning from single query-document pairs, the groupwise methods have
achieved superior performance on both learning-to-rank [1,2,32,33] and BERT
re-ranking [8] benchmarks. To this end, we propose an end-to-end BERT-based
QPP model, which employs a groupwise predictor to jointly learn from multiple
queries and documents, by incorporating both cross-query and cross-document
information. Experiments conducted on three standard TREC collections show
that our model improves significantly over state-of-the-art baselines.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 Related Work

Query Performance Prediction (QPP). Early research in QPP utilizes lin-
guistic information [29], statistical features [15,23,24] in pre-retrieval methods,
or analyses clarity [15,16], robustness [7,20,48,54,55], retrieval scores [34,41,
44,47,55] for post-retrieval prediction, which further evolves into several effec-
tive frameworks [17,20,28,38,40,45,46]. The QPP techniques have also been
explored and analyzed in [3,5,6,10,18,21,22,25,27,35,36,39,42,43,52,53]. With
the recent development deep learning techniques, NeuralQPP [51] achieves
promising results by training a three-components deep network under weak
supervision of existing methods. Recently, while NQA-QPP [22] uses BERT to
generate contextualized embedding for QPP in non-factoid question answering,
BERT-QPP [4] directly applies BERT with pointwise learning in the predic-
tion task, outperforming previous methods on the MS MARCO dev set [30] and
TREC Deep Learning track query sets [13,14].

Groupwise Ranking. Beyond pointwise loss, pairwise and listwise losses are
proposed to learn the relative relationships among documents [9]. Recently, Ai
et al. [1] propose to represent documents into embedding with an RNN and
refine the rank lists with local ranking context. Thereafter, a groupwise scor-
ing function is proposed by Ai et al. [2] to model documents jointly. In the
learning-to-rank context, both Pasumarthi et al. [33] and Pang et al. [32] use
self-attention mechanism with groupwise design to improve retrieval effective-
ness. Furthermore, Co-BERT [8] incorporates cross-document ranking context
into BERT-based re-ranking models, demonstrating the effectiveness of using
groupwise methods in boosting the ranking performance of BERT. In brief, while
previous works are carried out on single query-document pairs with BERT, the
groupwise methods have shown useful in multiple studies. To this end, this work
proposes a groupwise post-retrieval QPP model based on pre-trained language
models which simultaneously takes multiple queries and documents into account.

3 Method

Figure 1 shows our model architecture. Give an underlying retrieval method M
and a corpus C, in response to a query q, a document set D is composed by the
topk documents retrieved from C with M . As aforementioned, existing BERT-
based QPP methods only use the text from individual query-document pairs;
however, considering information from different queries and documents is nec-
essary for QPP tasks, which aim to obtain relative performance among queries.
Inspired by Co-BERT [8], to boost the performance of BERT-based QPP meth-
ods, a groupwise predictor is integrated to learn from multiple queries and doc-
uments simultaneously on the basis of a BERT encoder.

Encoding Query-Document Pairs. Following Arabzadeh et al. [4], we first
encode each query-document pair with BERT. As documents are frequently long
enough to exceed BERT’s 512 token limit, similar to Co-BERT [8], we split long
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Fig. 1. Model architecture of the proposed groupwise framework.

texts into equal-sized passages. We use a BERT checkpoint fine-tuned on MS
MARCO [30] to predict the relevance between each query and its corresponding
passages. Each document used in the next steps is represented by its top-1 ranked
passage. Consistent with common practices for text categorization using BERT,
the token sequences [CLS]Query[SEP ]Document[SEP ] are put into BERT to
get encoded. We use the [CLS] representation in the following groupwise step
to further integrate the cross-query as well as cross-document information.

Groupwise Predictor. To incorporate cross-document and cross-query con-
text, we regard each batch as a single group of query-document pairs. Suppose
the batch size is n (n ≤ k), the [CLS] vectors in a batch are reshaped into
a sequence of length n, and we denote the sequence as z1, z2, z3, · · · , zn. For
i ∈ [1, · · · , n], each zi is a d-dimensional vector, for example, d = 768 for BERT-
Base. Similar to Chen et al. [8], we use a four-layers transformer as the groupwise
predictor, which enables the cross attention among the [CLS] vectors in each
batch, and then produces n predicted performances of each query-document pair.
During inference, suppose topt documents of q are used, we will get t predicted
scores for q. We use three aggregation methods to get the final QPP score of
q: max-pooling, average-pooling, and the direct use of the predicted performa-
tion of the first-ranked retrieved document for query q. In our experiments, the
aggregation method with the best performance on the training set is chosen.

By assigning different positional ids to zi, our model can be designed to incor-
porate with different types of ranking context. Thus, several variants of our
models are investigated. (Random order) denotes that all query-document
pairs are shuffled before being fed into the model in both training and infer-
ence. (Query order) denotes for BERT groupwise model considering only the
cross-query context. For a batch of n samples, the ith ranked documents from
n queries are grouped together in the batch, and position ids are assigned by
the initial query order derived by n(σX%). We leave other choices of the ini-
tial QPP for future study. (Doc order) denotes for BERT groupwise model
considering only the cross-document context. A batch consists of n documents
returned for a query, and the position ids are assigned by the initial document
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ranking. (Query+Doc) denotes for BERT groupwise model considering both
cross-document and cross-query context. Batches containing one of the above
two contexts appear randomly during training. (R+Q+D) denotes for BERT
groupwise model with all three types of orders mentioned above. According to
the maximum batch size allowed by the hardware, we use the batch size of
128/64/16 for Small, Base and Large BERT models, respectively. Note that the
training data is still shuffled among batches to avoid overfitting.

4 Experiment Setup

Dataset and Metrics. We use three popular datasets, namely, Robust04 [49],
GOV2 [11], and ClueWeb09-B [12], with 249, 150 and 200 keyword queries,
respectively. Following [3], we use the Pearson’s ρ and Kendall’s τ correlations
to measure the QPP performance, which is computed using the predicted order-
ing of the queries with the actual ordering of average precision for the top 1000
documents (AP@1000) per query retrieved by the Query Likelihood (QL) model
implemented in Anserini [50]. Following [51], we use 2-fold cross-validation and
randomly generate 30 splits for each dataset. Each split has two folds, the first
fold is used for model training and hyper-parameter tuning . The ultimate per-
formance is the average prediction quality on the second test folds over the 30
splits. Statistical significance for paired two-tailed t-test is reported.

Baselines. Akin to [3], we compare our model with several popular baselines
including Clarity [15], Query Feedback (QF) [55], Weighted Information
Gain (WIG) [55], Normalized Query Commitment (NQC) [44], Score
Magnitude and Variance (SMV) [47], Utility Estimation Framework
(UEF) [45], σk [34], n(σX%) [17], Robust Standard Deviation (RSD) [41],
WAND[n(σX%)] [3], and NeuralQPP [51]. We also compare to BERT-
Small/Base/Large [37] baselines, which are configured the same as our model
except that they do not have a groupwise predictor. Note that the BERT base-
lines share the same structures with BERT-QPP except we use more documents
for each query in training due to the small number of queries. Following [3],
our proposed predictor is linearly combined with n(σX%). The BERT baselines
perform the same linear interpolation.

Data Preparation and Model Training. Akin to [8], for the BERT-based
models, documents are sliced using sliding windows of 150 words with an overlap
of 75 words. The max sequence length of the concatenated query-document
pair is 256. We use MSE loss for individual documents and explore two kinds
of training labels: P@k and AP@1000. According to our pilot study on the
BERT-Base baseline, we use P@k as the supervision signals on Robust04 and
GOV2, and use AP@1000 on ClueWeb09-B. All BERT models are trained for
5 epochs. Due to the memory limit, BERT-based models are trained with top-
100 documents and tested on the last checkpoint with the top-25 documents for
each query retrieved by QL. We use Adam optimizer [26] with the learning rate
schedule from [31]. We select the initial learning rate from {1e–4, 1e–5, 1e–6},
and set the warming up steps to 10% of the total steps.
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5 Results

Table 1. Evaluation results. Statistical significance at 0.05 relative to BERT baselines
of the same model size (e.g. (R+Q+D)-Large vs. BERT-Large) is marked with *.

Method Robust04 GOV2 ClueWeb09-B

P-ρ K-τ P-ρ K-τ P-ρ K-τ

Clarity 0.528 0.385 0.428 0.291 0.300 0.213

QF 0.390 0.324 0.447 0.314 0.163 0.072

WIG 0.546 0.379 0.502 0.346 0.316 0.210

NQC 0.516 0.388 0.381 0.323 0.127 0.138

SMV 0.534 0.378 0.352 0.303 0.236 0.183

UEF 0.502 0.402 0.470 0.329 0.301 0.211

σk 0.522 0.389 0.381 0.323 0.234 0.177

n(σX%) 0.589 0.386 0.556 0.386 0.334 0.247

RSD 0.455 0.352 0.444 0.276 0.193 0.096

WAND[n(σX%)] 0.566 0.386 0.580 0.411 0.236 0.142

NeuralQPP 0.611 0.408 0.540 0.357 0.367 0.229

BERT-Small 0.591 0.391 0.615 0.436 0.394 0.278

BERT-Base 0.585 0.423 0.637 0.454 0.447 0.321

BERT-Large 0.579 0.422 0.645 0.461 0.342 0.251

(Random order)-base 0.608* 0.449* 0.665* 0.479* 0.481* 0.353*

(Query order)-base 0.615* 0.456* 0.676* 0.486* 0.455 0.327

(Doc order)-base 0.563 0.383 0.660* 0.476* 0.365 0.262

(Query+Doc)-base 0.598 0.452* 0.682* 0.496* 0.438 0.317

(R+Q+D)-small 0.590 0.419* 0.680* 0.500* 0.437* 0.305*

(R+Q+D)-base 0.608* 0.460* 0.676* 0.489* 0.449 0.324

(R+Q+D)-large 0.612* 0.470* 0.688* 0.508* 0.545* 0.399*

Overall Effectiveness. According to Table 1, the proposed model outperforms
all the baselines on all three collections. Compared with the previous state-of-
the-art results without using BERT, except for the ρ on Robust04, our groupwise
model trained on BERT-Base with the random input order has an improvement
on all metrics by at least 10%. In general, our (R+Q+D) outperforms the BERT
baselines with all three different model sizes. Additionally, varying the type
of ranking contexts incorporated with the groupwise models leads to different
observations on the three datasets. The query-level ranking context marginally
improves the effectiveness on Robust04 and GOV2, while it decreases the result
on CluWeb09-B. Using document-level ranking context alone greatly harms the
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model performance on Robust04 and ClueWeb09-B. This may be due to the fact
that the model has only learned the sequence information inside each query, but
not the relative relations between the queries. Relative to the random case, using
both contexts slightly elevates the performance on GOV2, while it has little effect
on Robust04 and decreases the results on ClueWeb09-B. As the simultaneous
use of all three types of context appears to be the best variant, we only report
results of (R+Q+D)-Base in the following analysis.

Fig. 2. Performance of (R+Q+D) with different training batch sizes and numbers of
documents per query for inference. In each figure, the left axis represents the Kendall’s
τ of Robust04 and GOV2, and the right axis represents ClueWeb09-B.

Impact of Factors. We examine the impact of training batch size and the num-
ber of top-k documents per query for inference on the model performance. We
first evaluate with different training batch sizes in {1, 8, 16, 32, 64}. The greater
the batch size is, the more query-document pairs are jointly modeled. A special
case is to set batch size to 1, which is equivalent to the pointwise learning with-
out any context from other queries or documents. The results in Fig. 2 show that
the cross-attention among queries is effective and improves upon the pointwise
method by a large margin. The groupwise method works best with a group size
of 8, which means the model may learn better with a relatively smaller group of
queries. We also explore the impact of different numbers of documents per query
used during inference, namely {10, 25, 50, 100, 200}. Results in Fig. 2 indicate
that inference with less than 100 documents per query on all three collections
yields the best results. The reason might be that there are more positive sam-
ples in the top-ranked documents which contribute more to the target metric, i.e.
AP@1000, while considering more negative examples not only have little impact
on the target metric, but also are more likely to introduce noise.

Limitations. We count the number of floating-point operations for all BERT-
based models. It turns out our model can predict the retrieval performance with
less than 1% additional computational cost compared to its BERT counterpart.
However, for document retrieval with BERT MaxP, the passage selection brings
an approx. 1 min extra computational overhead, which is more expensive than
the non-BERT baselines.
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6 Conclusion

In this paper, we propose a BERT-based groupwise query performance prediction
method, which simultaneously incorporates the cross-query and cross-document
information within an end-to-end learning framework. Evaluation on three stan-
dard TREC test collections indicates the groupwise model significantly outper-
forms the BERT baselines nearly in all cases. In further research, we plan to
work on the efficiency, as well as adoption of our approach to more advanced
experimentation framework [21].
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18. Déjean, S., Ionescu, R.T., Mothe, J., Ullah, M.Z.: Forward and backward feature
selection for query performance prediction. In: Hung, C., Cerný, T., Shin, D.,
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Abstract. Graph neural networks (GNNs), as a group of powerful tools
for representation learning on irregular data, have manifested supe-
riority in various downstream tasks. With unstructured texts repre-
sented as concept maps, GNNs can be exploited for tasks like document
retrieval. Intrigued by how can GNNs help document retrieval, we con-
duct an empirical study on a large-scale multi-discipline dataset CORD-
19. Results show that instead of the complex structure-oriented GNNs
such as GINs and GATs, our proposed semantics-oriented graph func-
tions achieve better and more stable performance based on the BM25
retrieved candidates. Our insights in this case study can serve as a
guideline for future work to develop effective GNNs with appropriate
semantics-oriented inductive biases for textual reasoning tasks like doc-
ument retrieval and classification. All code for this case study is available
at https://github.com/HennyJie/GNN-DocRetrieval.

Keywords: Document retrieval · Graph neural networks · Concept
maps · Graph representation learning · Textual reasoning.

1 Introduction

Concept map, which models texts as a graph with words/phrases as vertices
and relations between them as edges, has been studied to improve information
retrieval tasks previously [10,14,46]. Recently, graph neural networks (GNNs)
attract tremendous attention due to their superior power established both in
theory and through experiments [6,12,16,20,32]. Empowered by the structured
document representation of concept maps, it is intriguing to apply powerful
GNNs for tasks like document classification [38] and retrieval [45]. Take Fig. 1 as
an example. Towards the query about “violent crimes in society”, a proper GNN
might be able to highlight query-relevant concept of “crime” and its connection
to “robbery” and “citizen”, thus ranking the document as highly relevant. On
the other hand, for another document about precaution, the GNN can capture
concepts like “n95 mask” and “vaccine”, together with their connections to “pre-
vention”, thus ranking it as not so relevant.
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Fig. 1. An overview of GNN-based document retrieval.

Present work. In this work, we explore how GNNs can help document retrieval
with generated concept maps. The core contributions are three-fold:

• We use constituency parsing to construct semantically rich concept maps
from documents and design quality evaluation for them towards document
retrieval.

• We investigate two types of graph models for document retrieval: the
structure-oriented complex GNNs and our proposed semantics-oriented graph
functions.

• By comparing the retrieval results from different graph models, we provide
insights towards GNN model design for textual retrieval, with the hope to
prompt more discussions on the emerging areas such as IR with GNNs.

2 GNNs for Document Retrieval

2.1 Overview

In this section, we describe the process of GNN-based document retrieval. As is
shown in Fig. 1, concept maps G = {V,E} are first constructed for documents.
Each node vi ∈ V is a concept (usually a word or phrase) in the document,
associated with a frequency fi and an initial feature vector ai from the pretrained
model. The edges in E denote the interactions between concepts. GNNs are then
applied to each individual concept map, where node representation hi ∈ R

d is
updated through neighborhood transformation and aggregation. The graph-level
embedding hG ∈ R

d is summarized over all nodes with a read-out function.
For the training of GNN models, the widely-used triplet loss in retrieval

tasks [22,37,42] is adopted. Given a triplet (Q,Gp, Gn) composed by a relevant
document Gp (denoted as positive) and an irrelevant document Gn (denoted as
negative) to the query Q, the loss function is defined as:

L(Q,Gp, Gn) = max {S(Gn | Q) − S(Gp | Q) + margin, 0} . (1)
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The relevance score S (G | Q) is calculated as hG·hQ

‖hG‖‖hQ‖ , where hG is the learned
graph representation from GNN models and hQ is the query representation
from a pretrained model. In the training process, the embeddings of relevant
documents are pulled towards the query representation, whereas those of the
irrelevant ones are pushed away. For retrieval in the testing phrase, documents
are ranked according to the learned relevance score S(G | Q).

2.2 Concept Maps and Their Generation

Concept map generation, which aims to distill structured information hidden
under unstructured text and represent it with a graph, has been studied exten-
sively in literature [3,39,40,45]. Since entities and events often convey rich
semantics, they are widely used to represent core information of documents
[5,18,21]. However, according to our pilot trials, existing concept map construc-
tion methods based on name entity recognition (NER) or relation extraction
(RE) often suffer from limited nodes and sparse edges. Moreover, these tech-
niques rely on significant amounts of training data and predefined entities and
relation types, which restricts the semantic richness of the generated concept
maps [34].

To increase node/edge coverage, we propose to identify entities and events by
POS-tagging and constituency parsing [23]. Compared to concept maps derived
from NER or RE, our graphs can identify more sufficient phrases as nodes and
connect them with denser edges, since pos-tagging and parsing are robust to
domain shift [26,43]. The identified phrases are filtered via articles removing
and lemmas replacing, and then merged by the same mentions. To capture the
interactions (edges in graphs) among extracted nodes, we follow the common
practice in phrase graph construction [17,27,31] that uses the sliding window
technique to capture node co-occurrence. The window size is selected through
grid search. Our proposed constituency parsing approach for concept map gener-
ation alleviates the limited vocabulary problem of existing NER-based methods,
thus bolstering the semantic richness of the concept maps for retrieval.

2.3 GNN-based Concept Map Representation Learning

Structure-Oriented Complex GNNs. Various GNNs have been proposed
for graph representation learning [12,16,32,36]. The discriminative power of
complex GNNs mainly stems from the 1-WL test for graph isomorphism,
which exhaustively capture possible graph structures so as to differentiate non-
isomorphic graphs [36]. To investigate the effectiveness of structured-oriented
GNNs towards document retrieval, we adopt two state-of-the-art ones, Graph
isomorphism network (GIN) [36] and Graph attention network (GAT) [32], as
representatives.

Semantics-Oriented Permutation-Invariant Graph Functions. The
advantage of complex GNNs in modelling interactions may become insignificant
for semantically important task. In contrast, we propose the following series of
graph functions oriented from semantics perspectives.
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Table 1. The similarity of different concept map pairs.

Pair Type # Pairs NCR (%) NCR+ (%) ECR (%) ECR+ (%)

Pos-Pos 762,084 4.96 19.19 0.60 0.78

Pos-Neg 1,518,617 4.12 11.75 0.39 0.52

(t-score) – (187.041 ) (487.078 ) (83.569 ) (105.034 )

Pos-BM 140,640 3.80 14.98 0.37 0.43

(t-score) – (126.977 ) (108.808 ) (35.870 ) (56.981 )

– N-Pool: independently process each single node vi in the concept map by
multi-layer perceptions and then apply a read-out function to aggregate all
node embeddings ai into the graph embedding hG, i.e.,

hG = READOUT
(
{MLP(ai) | vi ∈ V }

)
. (2)

– E-Pool: for each edge eij = (vi, vj) in the concept map, the edge embedding
is obtained by concatenating the projected node embedding ai and aj on its
two ends to encode first-order interactions, i.e.,

hG = READOUT
(

{cat (MLP(ai),MLP(aj)) | eij ∈ E}
)
. (3)

– RW-Pool: for each sampled random walk pi = (v1, v2, . . . , vm) that encode
higher-order interactions among concepts (m = 2, 3, 4 in our experiments),
the embedding is computed by the sum of all node embeddings on it, i.e.,

hG = READOUT
(
{sum (MLP(a1),MLP(a2), . . . ,MLP(am)) | pi ∈ P}

)
. (4)

All of the three proposed graph functions are easier to train and generalize.
They preserve the message passing mechanism of complex GNNs [11], which is
essentially permutation invariant [15,24,25], meaning that the results of GNNs
are not influenced by the orders of nodes or edges in the graph; while focusing
on the basic semantic units and different level of interactions between them.

3 Experiments

3.1 Experimental Setup

Dataset. We adopt a large scale multi-discipline dataset from the TREC-
COVID1 challenge [29] based on the CORD-192 collection [33]. The raw data
includes a corpus of 192,509 documents from broad research areas, 50 queries
about the pandemic that interest people, and 46,167 query-document relevance
labels.
1 https://ir.nist.gov/covidSubmit/.
2 https://github.com/allenai/cord19.

https://ir.nist.gov/covidSubmit/
https://github.com/allenai/cord19
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Experimental Settings and Metrics. We follow the common two-step prac-
tice for the large-scale document retrieval task [7,19,28]. The initial retrieval is
performed on the whole corpus with full texts through BM25 [30], a traditional
yet widely-used baseline. In the second stage, we further conduct re-ranking on
the top 100 candidates using different graph models. The node features and
query embeddings are initialized with pretrained models from [4,44]. NDCG@20
is adopted as the main evaluation metric for retrieval, which is used for the
competition leader board. Besides NDCG@K, we also provide Precision@K and
Recall@K (K=10, 20 for all metrics).

3.2 Evaluation of Concept Maps

We empirically evaluate the quality of concept maps generated from Sect. 2.2.
The purpose is to validate that information in concept maps can indicate query-
document relevance, and provide additional discriminative signals based on the
initial candidates. Three types of pairs are constructed: a Pos-Pos pair consists
of two documents both relevant to a query; a Pos-Neg pair consists of a relevant
and an irrelevant one; and a Pos-BM pair consists of a relevant one and a top-20
one from BM25. Given a graph pair Gi and Gj , their similarity is calculated
via four measures: the node coincidence rate (NCR) defined as |Vi∩Vj |

|Vi∪Vj | ; NCR+
defined as NCR weighted by the tf-idf score [1] of each node; the edge coincidence
rate (ECR) where an edge is coincident when its two ends are contained in both
graphs; and ECR+ defined as ECR weighted by the tf-idf scores of both ends.

It is shown in Table 1 that Pos-Neg pairs are less similar than Pos-Pos
under all measures, indicating that concept maps can effectively reflect doc-
ument semantics. Moreover, Pos-BM pairs are not close to Pos-Pos and even
further away than Pos-Neg. This is because the labeled “irrelevant” documents
are actually hard negative ones difficult to distinguish. Such results indicate the
potential for improving sketchy candidates with concept maps. Besides, student’s
t-Test [13] is performed, where standard critical values of (Pos-Pos, Pos-Neg)
and (Pos-Pos, Pos-BM) under 95% confidence are 1.6440 and 1.6450, respec-
tively. The calculated t-scores shown in Table 1 strongly support the significance
of differences.

3.3 Retrieval Performance Results

In this study, we focus on the performance improvement of GNN models based
on sketchy candidates. Therefore, two widely-used and simple models, the fore-
mentioned BM25 and Anserini3, are adopted as baselines, instead of the heavier
language models such as BERT-based [8,9,41] and learning to rank (LTR)-based
[2,35] ones. The retrieval performance are shown in Table 2. All the values are
reported as the averaged results of five runs under the best settings.

3 https://git.uwaterloo.ca/jimmylin/covidex-trec-covid-runs/-/tree/master/round5,
whichisrecognizedbythecompetitionorganizersasabaselineresult.

https://git.uwaterloo.ca/jimmylin/covidex-trec-covid-runs/-/tree/master/round5, which is recognized by the competition organizers as a baseline result
https://git.uwaterloo.ca/jimmylin/covidex-trec-covid-runs/-/tree/master/round5, which is recognized by the competition organizers as a baseline result
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Table 2. The retrieval performance results of different models.

.5
Type

.5
Methods

Precision (%) Recall (%) NDCG (%)

k = 10 k = 20 k = 10 k = 20 k = 10 k = 20

Traditional
BM25 55.20 49.00 1.36 2.39 51.37 45.91

Anserini 54.00 49.60 1.22 2.25 47.09 43.82

Structure-Oriented
GIN 35.24 34.36 0.77 1.50 30.59 29.91

GAT 46.48 43.26 1.08 2.00 42.24 39.49

Semantics-Oriented

N-Pool 58.24 52.20 1.38 2.41 53.38 48.80

E-Pool 59.60 53.88 1.40 2.49 56.11 51.16

RW-Pool 59.84 53.92 1.42 2.53 56.19 51.41

For the structure-oriented GIN and GAT, different read-out functions includ-
ing mean, sum, max and a novel proposed tf-idf (i.e., weight the nodes using the
tf-idf scores) are experimented, and tf-idf achieves the best performance. It is
shown that GIN constantly fails to distinguish relevant documents while GAT is
relatively better. However, they both fail to improve the baselines. This perfor-
mance deviation may arise from the major inductive bias on complex structures,
which makes limited contribution to document retrieval and is easily misled
by noises. In contrast, our three proposed semantics-oriented graph functions
yield significant and consistent improvements over both baselines and structure-
oriented GNNs. Notably, E-Pool and RW-Pool improve the document retrieval
from the initial candidates of BM25 by 11.4% and 12.0% on NDCG@20, respec-
tively. Such results demonstrate the potential of designing semantics-oriented
GNNs for textual reasoning tasks such as classification, retrieval, etc.

3.4 Stability and Efficiency

We further examine the stability and efficiency of different models across runs.
As is shown in Fig. 2(a), GIN and GAT are less consistent, indicating the diffi-

(a) Stability comparison (b) Efficiency comparison

Fig. 2. Stability and efficiency comparison of different graph models.
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culty in training over-complex models. The training efficiency in Fig. 2(b) shows
that GIN can hardly improve during training, while GAT fluctuates a lot and suf-
fers from overfitting. In contrast, our proposed semantics-oriented functions per-
form more stable in Fig. 2(a), and improve efficiently during training in Fig. 2(b),
demonstrating their abilities to model the concepts and interactions important
for the retrieval task. Among the three graph functions, E-Pool and RW-Pool are
consistently better than N-Pool, revealing the utility of simple graph structures.
Moreover, RW-Pool converges slower but achieves better and more stable results
in the end, indicating the potential advantage of higher-order interactions.

4 Conclusion

In this paper, we investigate how can GNNs help document retrieval through a
case study. Concept maps with rich semantics are generated from unstructured
texts with constituency parsing. Two types of GNNs, structure-oriented complex
models and our proposed semantics-oriented graph functions are experimented
and the latter achieves consistently better and stable results, demonstrating the
importance of semantic units as well as their simple interactions in GNN design
for textual reasoning tasks like retrieval. In the future, more textual datasets
such as news, journalism and downstream tasks can be included for validation.
Other types of semantics-oriented graph functions can also be designed based
on our permutation-invariant schema, such as graphlet based-pooling.
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Abstract. When customers’ choices may depend on the visual appear-
ance of products (e.g., fashion), visually-aware recommender systems
(VRSs) have been shown to provide more accurate preference predic-
tions than pure collaborative models. To refine recommendations, recent
VRSs have tried to recognize the influence of each item’s visual character-
istic on users’ preferences, for example, through attention mechanisms.
Such visual characteristics may come in the form of content-level item
metadata (e.g., image tags) and reviews, which are not always and easily
accessible, or image regions-of-interest (e.g., the collar of a shirt), which
miss items’ style. To address these limitations, we propose a pipeline for
visual recommendation, built upon the adoption of those features that
can be easily extracted from item images and represent the item content
on a stylistic level (i.e., color, shape, and category of a fashion prod-
uct). Then, we inject such features into a VRS that exploits attention
mechanisms to uncover users’ personalized importance for each content-
style item feature and a neural architecture to model non-linear pat-
terns within user-item interactions. We show that our solution can reach
a competitive accuracy and beyond-accuracy trade-off compared with
other baselines on two fashion datasets. Code and datasets are available
at: https://github.com/sisinflab/Content-Style-VRSs.

Keywords: Visual recommendation · Attention · Collaborative
filtering

1 Introduction and Related Work

Recommender systems (RSs) help users in their decision-making process by guid-
ing them in a personalized fashion to a small subset of interesting products or
services amongst massive corpora. In applications where visual factors are at
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play (e.g., fashion [22], food [14], or tourism [33]), customers’ choices are highly
dependent on the visual product appearance that attracts attention, enhances
emotions, and shapes their first impression about products. By incorporating
this source of information when modeling users’ preference, visually-aware rec-
ommender systems (VRSs) have found success in extending the expressive power
of pure collaborative recommender models [10,12,13,17,18].

Recommendation can hugely benefit from items’ side information [4]. To
this date, several works have leveraged the high-level representational power of
convolutional neural networks (CNNs) to extract item visual features, where the
adopted CNN may be either pretrained on different datasets and tasks, e.g., [3,
11,18,26,29], or trained end-to-end in the downstream recommendation task,
e.g., [23,38]. While the former family of VRSs builds upon a more convenient way
of visually representing items (i.e., reusing the knowledge of pretrained models),
such representations are not entirely in line with correctly providing users’ visual
preference estimation. That is, CNN-extracted features cannot capture what
each user enjoys about a product picture since she might be more attracted by
the color and shape of a specific bag, but these features do not necessarily match
what the pretrained CNN learned when classifying the product image as a bag.

Recently, there have been a few attempts trying to uncover user’s person-
alized visual attitude towards finer-grained item characteristics, e.g., [7–9,21].
These solutions disentangle product images at (i) content-level, by adopting
item metadata and/or reviews [9,31], (ii) region-level, by pointing the user’s
interest towards parts of the image [8,36] or video frames [7], and (iii) both
content- and region-level [21]. It is worth mentioning that most of these
approaches [7,8,21,36] exploit attention mechanisms to weight the importance
of the content or the region in driving the user’s decisions.

Despite their superior performance, we recognize practical and conceptual
limitations in adopting both content- and region-level item features, especially
in the fashion domain. The former rely on additional side information (e.g., image
tags or reviews), which could be not-easily and rarely accessible, as well as time-
consuming to collect, while the latter ignore stylistic characteristics (e.g., color
or texture) that can be impactful on the user’s decision process [41].

Driven by these motivations, we propose a pipeline for visual recommenda-
tion, which involves a set of visual features, i.e., color, shape, and category
of a fashion product, whose extraction is straightforward and always possi-
ble, describing items’ content on a stylistic level. We use them as inputs to
an attention- and neural-based visual recommender system, with the following
purposes:

– We disentangle the visual item representations on the stylistic content level
(i.e., color, shape, and category) by making the attention mechanisms weight
the importance of each feature on the user’s visual preference and making the
neural architecture catch non-linearities in user/item interactions.

– We reach a reasonable compromise between accuracy and beyond-accuracy
performance, which we further justify through an ablation study to investigate
the importance of attention (in all its configurations) on the recommendation
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Fig. 1. Our proposed pipeline for visual recommendation, involving content-style item
features, attention mechanisms, and a neural architecture.

performance. Notice that no ablation is performed on the content-style input
features, as we learn to weight their contribution through the end-to-end
attention network training procedure.

2 Method

In the following, we present our visual recommendation pipeline (Fig. 1).

Preliminaries. We indicate with U and I the sets of users and items. Then,
we adopt R as the user/item interaction matrix, where rui ∈ R is 1 for an
interaction, 0 otherwise. As in latent factor models such as matrix factorization
(MF) [25], we use pu ∈ R

1×h and qi ∈ R
1×h as user and item latent factors,

respectively, where h << |U|, |I|. Finally, we denote with fi ∈ R
1×v the visual

feature for item image i, usually the fully-connected layer activation of a pre-
trained convolutional neural network (CNN).

Content-Style Features. Let S be the set of content-style features to charac-
terize item images. Even if we adopt S = {color, shape, category}, for the sake of
generality, we indicate with fsi ∈ R

1×vs the s-th content-style feature of item i.
Since all fsi do not necessarily belong to the same latent space, we project them
into a common latent space R

1×h, i.e., the same as the one of pu and qi. Thus,
for each s ∈ S, we build an encoder function encs : R1×vs �→ R

1×h, and encode
the s-th content-style feature of item i as:

esi = encs(fsi ) (1)

where esi ∈ R
1×h, and encs is either trainable, e.g., a multi-layer perceptron

(MLP), or handcrafted, e.g., principal-component analysis (PCA). In this work,
we use an MLP-based encoder for the color feature, a CNN-based encoder for
the shape, and PCA for the category.
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Attention Network. We seek to produce recommendations conditioned on
the visual preference of user u towards each content-style item characteristic.
That is, the model is supposed to assign different importance weights to each
encoded feature esi based on the predicted user’s visual preference (r̂u,i). Inspired
by previous works [7,8,21,36], we use attention. Let ian(·) be the function to
aggregate the inputs to the attention network pu and esi , e.g., element-wise
multiplication. Given a user-item pair (u, i), the network produces an attention
weight vector au,i = [a0

u,i, a
1
u,i, . . . , a

|S|−1
u,i ] ∈ R

1×|S|, where as
u,i is calculated as:

as
u,i = ω2(ω1ian(pu, esi ) + b1) + b2 = ω2(ω1(pu � esi ) + b1) + b2 (2)

where � is the Hadamard product (element-wise multiplication), while ω∗ and
b∗ are the matrices and biases for each attention layer, i.e., the network is imple-
mented as a 2-layers MLP. Then, we normalize au,i through the temperature-
smoothed softmax function [20], so that

∑
s as

u,i = 1, getting the normalized

weight vector αu,i = [α0
u,i, α

1
u,i, . . . , α

|S|−1
u,i ]. We leverage the attention values to

produce a unique and weighted stylistic representation for item i, conditioned
on user u:

wi =
∑

s∈S
αs
u,ie

s
i (3)

Finally, let oan(·) be the function to aggregate the latent factor qi and the
output of the attention network wi into a unique representation for item i, e.g.,
through addition. We calculate the final item representation q′

i as:

q′
i = oan(qi,wi) = qi + wi (4)

Neural Inference. To capture non-linearities in user/item interactions, we
adopt an MLP to run the prediction. Let concat(·) be the concatenation function
and out(·) be a trainable MLP, we predict rating r̂u,i for user u and item i as:

r̂u,i = out(concat(pu,q′
i)) (5)

Objective Function and Training. We use Bayesian personalized ranking
(BPR) [32]. Given a set of triples T (user u, positive item p, negative item n),
we seek to optimize the following objective function:

arg min
Θ

∑

(u,p,n)∈T
−ln(sigmoid(r̂u,p − r̂u,n)) + λ||Θ||2 (6)

where Θ and λ are the set of trainable weights and the regularization term,
respectively. We build T from the training set by picking, for each randomly
sampled (u, p) pair, a negative item n for u (i.e., not-interacted by u). Moreover,
we adopt mini-batch Adam [24] as optimizing algorithm.

3 Experiments

Datasets. We use two popular categories from the Amazon dataset [17,28], i.e.,
Boys & Girls and Men. After having downloaded the available item images, we
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filter out the items and the users with less than 5 interactions [17,18]. Boys &
Girls counts 1,425 users, 5,019 items, and 9,213 interactions (sparsity is 0.00129),
while Men counts 16,278 users, 31,750 items, and 113,106 interactions (sparsity
is 0.00022). In both cases, we have, on average, > 6 interactions per user.

Feature Extraction and Encoding. Since we address a fashion recommen-
dation task, we extract color, shape/texture, and fashion category from item
images [34,41]. Unlike previous works, we leverage such features because they
are easy to extract and always accessible and represent the content of item
images at a stylistic level. We extract the color information through the 8-bin
RGB color histogram, the shape/texture as done in [34], and the fashion cat-
egory from a pretrained ResNet50 [6,11,15,37], where “category” refers to the
classification task on which the CNN is pretrained. As for the features encoding,
we use a trainable MLP and CNN for color (a vector) and shape (an image),
respectively. Conversely, following [30], we adopt PCA to compress the fashion
category feature, also to level it out to the color and shape features that do not
benefit from a pretrained feature extractor.

Baselines. We compare our approach with pure collaborative and visual-based
approaches, i.e., BPRMF [32] and NeuMF [19] for the former, and VBPR [18],
DeepStyle [26], DVBPR [23], ACF [7], and VNPR [30] for the latter.

Evaluation and Reproducibility. We put, for each user, the last interaction
into the test set and the second-to-last into the validation one (i.e., tempo-
ral leave-one-out). Then, we measure the model accuracy with the hit ratio
(HR@k, the validation metric) and the normalized discounted cumulative gain
(nDCG@k) as performed in related works [7,19,39]. We also measure the frac-
tion of items covered in the catalog (iCov@k), the expected free discovery
(EFD@k) [35], and the diversity with the 1’s complement of the Gini index
(Gini@k) [16]. For the implementation, we used the framework Elliot [1,2].

3.1 Results

What are the Accuracy and Beyond-Accuracy Recommendation Per-
formance? Table 1 reports the accuracy and beyond-accuracy metrics on top-20
recommendation lists. On Amazon Boys & Girls, our solution and DeepStyle are
the best and second-best models on accuracy and beyond-accuracy measures,
respectively (e.g., 0.03860 vs. 0.03719 for the HR). In addition, our approach
outperforms all the other baselines on novelty and diversity, covering a broader
fraction of the catalog (e.g., iCov � 90%). As for Amazon Men, the proposed
approach is still consistently the most accurate model, even beating BPRMF,
whose accuracy performance is superior to all other visual baselines. Consider-
ing that BPRMF covers only the 0.6% of the item catalog, it follows that its
superior performance on accuracy comes from recommending the most popular
items [5,27,40]. Given that, we maintain the competitiveness of our solution,
being the best on the accuracy, but also covering about 29% of the item cat-
alog and supporting the discovery of new products (e.g., EFD = 0.01242 is
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Table 1. Accuracy and beyond-
accuracy metrics on top-20 recommen-
dation lists.

Model HR nDCG iCov EFD Gini

Amazon Boys & Girls—configuration file

BPRMF .01474 .00508 .68181 .00719 .28245

NeuMF .02386 .00999 .00638 .01206 .00406

VBPR .03018 .01287 .71030 .02049 .30532

DeepStyle .03719 .01543 .85017 .02624 .44770

DVBPR .00491 .00211 .00438 .00341 .00379

ACF .01544 .00482 .70731 .00754 .40978

VNPR .01053 .00429 .51584 .00739 .13664

Ours .03860 .01610 .89878 .02747 .49747

Amazon Men—configuration file

BPRMF .01947 .00713 .00605 .00982 .00982

NeuMF .01333 .00444 .00076 .00633 .00060

VBPR .01554 .00588 .59351 .01042 .17935

DeepStyle .01634 .00654 .84397 .01245 .33314

DVBPR .00123 .00036 .00088 .00069 .00065

ACF .01548 .00729 .19380 .01147 .02956

VNPR .00528 .00203 .59443 .00429 .16139

Ours .02021 .00750 .28995 .01242 .06451

Table 2. Ablation study on different
configurations of attention, ian, and
oan.

Components Boys & Girls Men

ian (·) oan (·) HR iCov HR iCov

No Attention .01263 .01136 .01462 .02208

Add Add .02316 .00757 .02083 .00076

Add Mult .02246 .00458 .00768 .00079

Concat Add .01404 .00518 .02113 .00076

Concat Mult .02456 .00458 .00891 .00085

Mult Add .03860 .89878 .02021 .28995

Mult Mult .02807 .00478 .01370 .01647

the second to best value). That is, the proposed method shows a competitive
performance trade-off on accuracy and beyond-accuracy metrics.

How performance is affected by different configurations of attention,
ian , and oan? Following [8,21], we feed the attention network by exploring
three aggregations for the inputs of the attention network (ian), i.e., element-
wise multiplication/addition and concatenation, and two aggregations for the
output of the attention network (oan), i.e., element-wise addition/multiplication.
Table 2 reports the HR, i.e., the validation metric, and the iCov, i.e., a beyond-
accuracy metric. No ablation study is run on the content-style features, as their
relative influence on recommendation is learned during the training. First, we
observe that attention mechanisms, i.e., all rows but No Attention, lead to better-
tailored recommendations. Second, despite the {Concat, Add} choice reaches the
highest accuracy on Men, the {Mult, Add} combination we used in this work is
the most competitive on both accuracy and beyond-accuracy metrics.

4 Conclusion and Future Work

Unlike previous works, we argue that in visual recommendation scenarios (e.g.,
fashion), items should be represented by easy-to-extract and always accessible
visual characteristics, aiming to describe their content from a stylistic perspec-
tive (e.g., color and shape). In this work, we disentangled these features via
attention to assign users’ personalized importance weights to each content-style
feature. Results confirmed that our solution could reach a competitive accuracy

https://github.com/sisinflab/Content-Style-VRSs/blob/master/config_files/evaluate_amazon_boys_girls.yml
https://github.com/sisinflab/Content-Style-VRSs/blob/master/config_files/evaluate_amazon_men.yml
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and beyond-accuracy trade-off against other baselines, and an ablation study
justified the adopted architectural choices. We plan to extend the content-style
features for other visual recommendation domains, such as food and social media.
Another area where item content visual features can be beneficial is in improving
accessibility to extremely long-tail items (distant tails), for which traditional CF
or hybrid approaches are not helpful due to the scarcity of interaction data.
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Abstract. In this work, our aim is to provide a structured answer in
natural language to a complex information need. Particularly, we envision
using generative models from the perspective of data-to-text generation.
We propose the use of a content selection and planning pipeline which
aims at structuring the answer by generating intermediate plans. The
experimental evaluation is performed using the TREC Complex Answer
Retrieval (CAR) dataset. We evaluate both the generated answer and
its corresponding structure and show the effectiveness of planning-based
models in comparison to a text-to-text model.
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1 Introduction

Complex search tasks (e.g., exploratory) involve open-ended and multifaceted
queries that require information retrieval (IR) systems to aggregate informa-
tion over multiple unstructured documents [19]. To address these requirements,
most interactive IR methods adopt the dynamic multi-turn retrieval approach
by designing session-based predictive models relying on Markov models [21],
query-flow graphs [7] for relevance prediction and sequence-to-sequence models
for query suggestion [1,15]. One drawback of those approaches remains in the
iterative querying process, requesting users to visit different contents to com-
plete their information need. Moreover, while there is a gradual shift today
towards new interaction paradigms through natural-sounding answers [5,16],
most approaches still rely on a ranked list of documents as the main form of
answer.

We envision here solving complex search tasks triggered by open-ended
queries, by considering single-turn (vs. multi-turn) interaction with users and
providing natural language generated answers (vs. a ranked list of documents).
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. Example of a query from the CAR dataset [6] and variants of outputs (struc-
tured or plain answers) obtained using a sequential DTT planning-based model.

We focus on the upstream part of the search process, once a ranked list of candi-
date documents has been identified in response to a complex information need.
In a close line of research, open-domain QA attempt to retrieve and reason
over multiple seed passages either to extract [2,4] or to generate in a natural
language form [14,16,18] answers to open-domain questions. Most open-domain
QA approaches adopt the “Retriever Reader” framework: the retriever ranks
candidate passages, then the reader constructs the response based on the most
relevant retrieved candidate [9,17,24]. Compared with open-domain QA, answer
generation to open-ended queries has two main specific issues: 1) all the docu-
ments provided by the reader potentially contribute both as evidence and source
to generate the answer leading to difficulties in discriminating between relevance
and salience of the spans; 2) while most QA problems target a single-span answer
[22] included in one document, open-ended queries are characterized by multiple
facets [19,20] that could target a multiple-span answer.

Our objective is to generate an answer that covers the multiple facets of
an open-ended query using as input, an initial ranked list of documents. We
basically assume that the list of documents cover the different query facets.
A naive approach would be to exploit text-to-text models [11,12]. However,
we believe that answering multi-faceted queries would require the modelling of
structure prior to generating the answer’s content [5] To fit with this requirement,
we adopt a data-to-text (DTT) generation approach [10] that introduces the
notion of structure by guiding the generation with an intermediary plan aiming
at determining what to say on the basis of the input data. This intermediary step,
called content selection/planning, reinforces the factualness and the coverage of
the generated text since: 1) it organizes the data structure in a latent form
to better fit with the generated output, and 2) it provides a structure to the
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generated answer based on the elements of the initial data. Figure 1 presents an
example of a query from TREC Complex Answer Retrieval (CAR) dataset [6]
and the two variants of answers (plain answers, structured answers) generated
by our proposed model trained respectively on two different train-test datasets
(See Sect. 3). To sum up, given a ranked list of documents relevant to a complex
information need, this work investigates the potential of content selection and
planning DTT generation models for single-turn answer generation.

2 A Data-to-text Approach for Answer Generation

We introduce here the model used for generating natural language answers to
open-ended queries formulated by users while completing complex search tasks.
The designed model is driven by the intuition that the response should be guided
by a structure to cover most of the query facets. This prior is modeled through
a hierarchical plan which corresponds to a textual object relating the structure
of the response with multiple-level titles (titles, subtitles, etc.).

More formally, we consider a document collection D and a set Q×A× P of
query-answer-plan triplets, where q ∈ Q refer to queries, answers a ∈ A the final
response in natural language provided to the user and plans p ∈ P represent
the hierarchical structure of answers a. All documents d, queries q, answers a
are represented by sets of tokens. For modeling the structure of plans p, we
use p = {h1, ..., hi, ..., h|p|} where hi represents a line in the plan expressing a
heading (title, subtitles, etc.). The hi are modeled as sets of tokens.

Given a query q and a document collection D, our objective is to generate
an answer a. To do so, we follow the “Retriever Generator” framework in which:
1) a ranking model Mret retrieves a ranked list Dq of documents in response to
query q, where Dq = {d1q, . . . , dnq } and 2) a text generation model Mgen gener-
ates answer a given the retrieved list Dq and query q. As outlined earlier, the
challenges of our task mainly rely on aggregating information over the ranked
list of documents and generating a structured answer in natural language. Thus,
we fix the retrieval model Mret and focus on the generation model Mgen. The
latter exploits the DTT generation model based on content selection and plan-
ning [10]. To generate the intermediary plan p and the answer a, we rely on two
successive encoder-decoders (based on T5 [12] as the building-box model):

• The planning encoder-decoder encodes each document dq ∈ Dq concate-
nated with the query q and decodes a plan p. The training of such network
is guided by the auto-regressive generation loss:

Lplanning(q, p) = P (p|q,Dq) =
|p|∏

j=1

|hj |∏

k=1

P (hjk|hj,<k, q,Dq) (1)

where j and k point out resp. to the heading hj and the kth token hjk in
heading hj . hj,<k corresponds to the token sequence in heading hj before the
kth token.
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• The content generation encoder-decoder encodes each heading hp in the
plan p (generated by the planning encoder-decoder) concatenated with the
embedding of the document list Dq. The latter is obtained by the planning
encoder-decoder since the T5 model provides embeddings for both documents
independently and the set of documents. After the encoding, the network
then decodes an answer a. The training is also guided by the auto-regressive
generation loss:

Lanswer(q, a, p) = P (a|q, p,Dq) =
|a|∏

k=1

P (ak|a<k, q, p,Dq) (2)

where ak and a<k resp. express the kth token in answer a and the token
sequence of answer a before the kth token. The final loss is a combination of
both losses:

L =
∑

{q,a,p}∈Q×A×P

Lplanning(q, p) + Lanswer(q, a, p) (3)

3 Evaluation Setup

Dataset. We selected the TREC CAR (Complex Answer Retrieval) 2017 corpus
[6]. This dataset includes: (1) queries - denoting complex search tasks with multi-
ple facets, (2) plans - expressing the different expected facets, and (3) paragraphs
extracted from English Wikipedia - corresponding to texts associated with plan
sections. The TREC CAR task consists of retrieving the paragraphs associated
to each plan section to build a structured answer combining both plan sections
and paragraphs. We used these structured answers as the final objective of our
generation model given the queries; and the plans as the structure prior. Due to
the structure prior constraint, we removed in the training set answers without
any plans. To compare the models abilities to generate structured answers, we
also evaluate a new form of expected answer (plain answers) where structure
is not taken into account. For this aim, we built a new dataset upon the initial
TREC CAR dataset but only considering the paragraphs (without plans). Thus,
we obtain two versions of datasets (for structured answers and plain answers)
which both follow the original split of the TREC CAR dataset1. Second, for
computational reasons, we reduced the number of entries in our training set by
considering only a half of Fold 0. Also, due to the memory constraints of genera-
tion models and the length of Wikipedia articles, we reduced the document size
by only keeping the first sentence of paragraphs. Some statistics of the original
dataset and our two adapted datasets are given in Table 1.

1 The large train set for training, and the Y1 benchmark test set for testing.
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Model Variants And Baselines. We implement two versions of our model2:

• Planning-seq: a sequential model where the planning module (Eq. 1) and
the content generation module (Eq. 2) are trained separately. At inference,
both modules are used sequentially.

• Planning-e2e: the end-to-end version of our model (Eq. 3). The content mod-
ule is fed with the output embeddings of the planning module, and document
tokens.

Besides, we compare our models with two baselines: 1) the T5 model [12]
which is fine-tuned on each dataset, and 2) Ext, an extractive method where we
extract, for each sentence in the ground truth, a sentence in the input supporting
documents that maximizes the F1 score of BERTScore [23]. All models consider
for each topic a set of 10 relevant paragraphs ranked using BM25 as input.

Metrics. To evaluate the quality of the generation, we consider three well-known
metrics: 1) the ROUGE-L mid metric (Rouge-P, Rouge-R, Rouge-F) [8] mea-
suring the exact match between the generated and the reference texts, 2) the
BERTScore [23] (the F1 score is reported) which computes similarity between
the generated and the gold reference text embeddings, 3) the QuestEval [13]

Table 1. Statistics on the TREC CAR 2017 dataset and its adaptation for experiments.

Original dataset Structured answers Plain answers

Train Test Train Test Train Test

#answers 598 308 132 46 224 132 46 224 132

#tokens/answers 1376.48 5456.94 609.31 1724.63 449.21 1409.79

#headings/plan 6.10 17.69 6.22 17.69 – –

Table 2. Effectiveness of the answer generation. In bold are the highest metric value
among the generation models (T5, Planning-seq, Planning-e2e).

# tokens Rouge-P Rouge-R Rouge-F BERTScore QuestEval

structured

answers

EXT 898.22 36.50 26.99 29.86 85.50 41.99

T5 126.25 76.19 08.41 14.25 84.95 39.06

Planning-seq 181.39 62.94 09.57 15.36 84.44 37.47

Planning-e2e 203.48 63.4 10.21 16.09 84.91 39.31

plain

answers

EXT 885.35 34.35 26.73 28.99 86.30 42.34

T5 110.62 78.05 09.24 15.48 85.51 39.89

Planning-seq 163.58 65.73 10.34 16.27 84.29 38.46

Planning-e2e 126.91 75.92 10.34 17.05 85.67 40.78

2 Code available at https://github.com/hanane-djeddal/Complex-Answer-Gener
ation/.

https://github.com/hanane-djeddal/Complex-Answer-Generation/
https://github.com/hanane-djeddal/Complex-Answer-Generation/
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framework which relies on question answering models to assess whether a sum-
mary contains all the source information: if the same questions are asked to the
generated and the reference texts, the produced answers should be consistent.

To evaluate the model’s ability to generate structure (namely the plans), we
use the METEOR score [3] capturing how well-ordered the output words are.

4 Results

We perform the experimental evaluations w.r.t. two objectives. First, we mea-
sure the effectiveness of the generated answers. Second, we provide a thorough
analysis of the generated plans.

Answer Generation Effectiveness. Table 2 reports the results of the different set-
tings and models used for generating answers. It is worth of recall that the EXT
baseline does not address the generation task and is built from the ground truth
leading to provide high value trends. With this in mind, we can outline that:

• Planning-based generation models are competitive regarding the T5 genera-
tion baseline: our models allow to generate longer answers (avg. 200 tokens),
thus increasing the recall metric (Rouge-R). The smaller precision (76.19 for
T5, up to 63.4 for our models) does not hinder the semantic content of the
answer (see BERTScore and QuestEval values which are very close to the
EXT metrics). This suggests that our models are able to generate answers
with the adequate content, even if noisy at some points.

• One can see the general trend towards higher metrics for all models in the
plain answers setting compared to the structured answers setting (e.g. Rouge-
P reaching up to 78.05 vs. 76.15) over all models. The plain answers setting
is less difficult since the expected answer is not structured (only composed
of paragraphs); evaluation metrics are higher since the gold reference is not
based on both plans and paragraphs (as in the structured answers setting). In
the plain answers setting, our models are most effective (with an advantage
for Planning-e2e with, for instance 17.05 Rouge-F vs. 15.48 for T5). Even
if the plain answers setting does not expect plans in the final answer, our
models generate an intermediary plan that guides the answer generation.
In contrast, T5 directly generates the answer. This reinforces our intuition
about the importance of structure prior for generating an answer to a complex
information need.

• Our end-to-end model seems more effective than the sequential one (e.g., resp.
40.78 vs. 38.46 for the QuestEval metric), suggesting the relevance of guiding
the learning of the planning encoder-decoder by the answer generation task.

Analyses of the Generated Plans. To get a deeper understanding of our model
behavior regarding the structure prior, we analyze the plans generated by the dif-
ferent encoder-decoders: the intermediate one provided by the planning encoder-
decoder and the final one included in the final answer after the generation
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Table 3. Analysis of the intermediate and final plans (resp. noted IP and FP) in our
sequential and end-to-end planning-based models for the structured answers setting.

#tokens #heading depth Rouge-P Rouge-R Rouge-F BERTScore Meteor

T5 FP 1.41 2.24 1.14 39.89 04.69 07.69 77.40 3.24

Planning-seq IP 1.83 4.42 1.45 31.20 8.29 11.51 81.25 5.97

FP 1.88 4.11 1.45 31.31 7.93 11.03 80.49 5.55

Planning-e2e IP 1.57 3.37 1.15 35.15 07.34 11.12 81.21 5.51

FP 1.64 3.27 1.16 34.79 06.38 09.78 80.70 4.71

encoder-decoder (we simply extracted headings of the structured answer - red
and blue lines in Fig. 1). We report in Table 3 the different evaluation metrics
presented in Sect. 4 to measure the quality of plans and add some plan statistics
(the average number of tokens for each plan section - #token; the number of
generated plan sections by query -#heading; the mean depth of plan sections
i.e. i of hi -depth). Comparison of intermediate and final plans obtained by our
models with the final one generated by T5 highlights that: 1) our plans are
longer and more complex (more tokens by plan section - up to 1.83 in average,
more and deeper headings - up to 4/5 headings in average), 2) our plans gen-
erally cover more facets (higher recall), in correct order (higher Meteor) with
a better relevant semantics (higher BERTScore). The lowest precision (up to
35.15 vs. 39.89 for the T5) might be explained by the plan sizes. Moreover, the
comparison of intermediate vs. final plans underlines a general trend towards
lower quality of plans in the final step (e.g., 11.51 vs. 11.03 for Planning-seq in
terms of Rouge-F). But the previous discussion on answer effectiveness, and the
higher performance of our models regarding T5) suggests that there is a balance
to reach between raw text and plan generation and that the structure prior is
however highly beneficial for generating a good answer.

5 Conclusion

Traditionally, IR approaches solving complex information needs focused on lever-
aging multi-turn interactions to provide optimal rankings of candidate docu-
ments at each turn. In this paper we have suggested alternative retrieval models
that do not rely on the interactive updating of queries and document rankings as
answers. We suggest that data-to-text generation is an alternative way to gen-
erate in a single-turn, a natural language and structured answer. Experimental
evaluation of a planning-based DTT model using the TREC CAR dataset shows
the potential of our intuition. We believe that our work opens up novel research
areas regarding answer generation and explanation in conversational IR systems.

Acknowledgements. We would like to thank projects ANR JCJC SESAMS (ANR-
18- CE23-0001) and ANR COST (ANR-18-CE23-0016) for supporting this work. This
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Abstract. Temporal event reasoning is vital in modern information-
driven applications operating on news articles, social media, financial
reports, etc. Recent works train deep neural nets to infer temporal events
and relations from text. We improve upon the state-of-the-art by propos-
ing an approach that injects additional temporal knowledge into the pre-
trained model from two sources: (i) part-of-speech tagging and (ii) ques-
tion constraints. Auxiliary learning objectives allow us to incorporate
this temporal information into the training process. Our experiments
show that these types of multi-source auxiliary learning objectives lead
to better temporal reasoning. Our model improves over the state-of-the-
art model on the TORQUE question answering benchmark by 1.1% and
on the MATRES relation extraction benchmark by 2.8% in F1 score.

Keywords: Temporal event reasoning · Auxiliary learning · Question
answering

1 Introduction

Temporal event reasoning is a crucial yet under-explored aspect of interpreting
text in modern information systems, enabling people to infer the timeline of nar-
rated events. Past work has often cast this as a Relation Extraction task [2,12,13]
that involves predicting temporal relationships between two events mentioned
in a given piece of text, such as Before or After. Another recently proposed
task is that of reading comprehension about temporal relations [11]. Given an
input text, the system answers temporal questions pertaining to some event.
Compared with the aforementioned temporal relationship prediction task, the
advantage of such a Question Answering (QA) problem formulation is that ques-
tions can encode a richer, more diverse range of complex temporal relationships
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and phenomena, such as overlap, uncertainty, negation, hypotheticals, and rep-
etition, to name a few. For instance, we may ask a challenging question incorpo-
rating negation such as “What has not happened after investigators made good
progress?”

Table 1. Excerpts from input passages with different verb POS tags.

Example POS tag Temporal information

People have predicted
his demise so many
times...

VBN: verb, past participle event has happened

Security Council passed a
resolution ...

VBD: verb, past tense event happened

Table 2. Question Answering samples from TORQUE [11].

Passage: They were traveling in an up-armored high-mobility, multi-purpose, wheeled vehicle when

this occurred. Those injured were evacuated by air to a nearby forward operating base for treatment.

Questions Answers

What events have already finished? traveling, occurred, evacuated

What will happen in the future? No answer.

What events happened during their travel? occurred, evacuated

What events have begun but has not finished? treatment

What happened after it occurred? evacuated, treatment

What happened before the injured were treated? traveling, occurred, evacuated

Auxiliary learning is a common means of improving the performance on a
primary task of interest [6,8,15]. In our work, we propose two auxiliary tasks
to acquire better temporal reasoning abilities: (i) part-of-speech (POS) tagging,
and (ii) question constraints. POS tagging as an auxiliary task is able to ensure a
better understanding of tense-related information within a sentence. For exam-
ple, as shown in Table 1, the word “predicted” in “People have predicted his
demise so many times ...” is labeled as VBN (past participle), while “passed”
is labeled as VBD (past tense) in “Security Council passed a resolution ...”.
Being able to capture such distinctions enables the model to more accurately
distinguish what happened from what has (perhaps more recently) happened.

The second auxiliary task, question constraints, can be viewed as a self-
supervised task and is induced based on a temporal question answering dataset.
As shown in Table 2, for a given text passage, the dataset provides a set of
questions, and different questions tend to call for different answers. For example,
the set of answers to “What events have already finished?” and “What will
happen in the future?” should typically be disjoint. Hence, we explore the value
of question constraint rules between pairs of questions for a passage. We induce
such rules automatically based on their answer overlap, and subsequently enforce
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them by training the model with the auxiliary classification task of identifying
the kind of answer overlap.

We propose a novel multi-source auxiliary learning objective that incorpo-
rates the two auxiliary tasks to improve the performance in two temporal event
reasoning tasks. Our method achieves a new state-of-the-art performance on the
TORQUE [11] dataset (QA setup), improving over previous work by 0.8 F1
points (absolute). Having fine-tuned the model on this QA setup so as to learn
complex temporal cues, we further demonstrate the generalizability of our app-
roach by showing that the fine-tuned encoder can then be further fine-tuned to
improve the top performance on MATRES [12] (Relation Extraction setup) by
2.3 F1 points. Finally, we show that our approach is particularly performant in
a low-resource setting, yielding absolute improvements of up to 19.5%.

2 Related Work

Temporal Question Answering. Great strides have been made with
new architectures and new self-supervised objectives to improve over vanilla
BERT [3]. However, while models such as RoBERTa [10] and AlBERT [7] enable
a better understanding of predicates and arguments for conventional QA tasks,
our experiments show that they fail to yield substantial gains on temporal QA.
Recently, Han et al. [5] presented a temporal-related language model with new
self-supervised objectives for improved Temporal QA. In contrast to our app-
roach, this method requires pre-defined event and temporal lexicons.

Temporal Relation Extraction. Compared with temporal QA, temporal rela-
tion (TempRel) extraction is widely studied in temporal event reasoning. Many
TempRel datasets have been collected, such as TB-Dense [2], RED [13], and
MATRES [12], and a variety of models target this task. For instance, Han
et al. (2019) [4] present a joint event and temporal relation extraction model.
Wang et al. (2020) [16] enforce logical constraints within and across temporal
relations via differentiable learning objectives. Zhou et al. (2020) [18] incorporate
probabilistic soft logic regularization and global inference.

Auxiliary Learning. There is a long history of research on multi-task learn-
ing [14], e.g., the Multi-Task Deep Neural Network (MT-DNN) seeks to learn
representations across diverse natural language understanding tasks [9]. In aux-
iliary learning, there is a single primary task, and the role of the auxiliary tasks
is to improve the performance and generalizability of this primary task. Trinh
et al. (2018) [15] propose a method for better capturing long term dependencies
in RNNs with an extra unsupervised auxiliary loss. Xu et al. (2021) [17] propose
multi-task recurrent modular networks for any multi-task recurrent models.

3 Method

Following standard practice when training a deep network on multiple tasks [9],
our model consists of a shared encoder and several task-specific classifiers on top
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of it. There is one such classifier for the primary task as well as two further ones
for our proposed auxiliary tasks. This architecture allows the shared encoder to
jointly learn from each of the tasks.

Shared Encoder. The encoder is from a pre-trained contextual representation
model, denoted as fse(·; θse). Given an input text sequence s consisting of T
tokens [x1,x2, ...,xT ], this encoder infers a contextual hidden representation ht ∈
R

d d of dimensionality d for each input token xt.

Primary Task. Our primary task-specific classification module fp(·; θp) is
responsible for the question answering task. It is applied for fine-tuning on top
of the pre-trained model fse(·; θse) and consists of a fully-connected layer with
softmax activation to map ht ∈ R

d into R
|Yp|. Here, Yp is defined as a set of

binary output class labels denoting whether a given token is deemed a valid
answer in response to the question.

Auxiliary Tasks. The model is additionally trained on two auxiliary tasks.

1. POS tagging. Our auxiliary POS tagging classification module fpos(·; θpos)
draws its input from the shared encoder fse(·; θse). It then applies a linear
mapping ht ∈ R

d into R
|Ypos| followed by a softmax activation to predict a

distribution over the set of POS tag classes Ypos.
2. Question Constraint Classification (Question CC). For a given passage p from

our primary QA task, we have a corresponding question set Q = {(qi, ai) | i ∈
{1, ..., n}, ai �= ∅}, where n is the number of questions and ai is the answer
set for question qi. From this, we can obtain a set of question pairs C =
{〈qi, qj〉 | i < j; i, j ∈ {1, ..., n}} and a set of answer pairs A = {〈ai, aj〉 | i <
j; i, j ∈ {1, ..., n}}. We consider the overlap of answers between two questions
to acquire a constraint label for the question pair. In particular, the constraint
label is chosen from a set of five relations Yqc = { Equal, Subset, Superset,
Disjoint, Overlap}, based on the corresponding conditions (ai = aj), (ai ⊂
aj), (ai ⊃ aj), (ai ∩ aj = ∅), and (ai ∩ aj �= ∅; ai ∩ aj �= ai; ai ∩ aj �= aj). To
predict such labels, our model incorporates a question classification module
fqc(·; θqc) consisting of a fully-connected layer mapping h0 ∈ R

d into R
|Yqc|

with softmax activation.

Auxiliary Learning Objectives. To inject the temporal knowledge into the
primary QA training, we jointly learn the primary task along with the two
auxiliary tasks. Hence, the overall loss function becomes

L = Lp + λ1Lpos + λ2Lqc, (1)

where Lp,Lpos,Lqc are the QA loss, POS tagging loss, and question constraint
classification loss, respectively, and λ1, λ2 are coefficients to control the influence
of each auxiliary task loss term.
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4 Experiments

4.1 Experimental Setup

Tasks and Datasets. For evaluation, we use TORQUE [11], a reading compre-
hension dataset of temporal ordering questions and answers. It provides 3.2k pas-
sages (∼50 tokens/passage), 24.9k events (7.9 events/passage), and 21.2k user-
provided questions. For end-to-end training, the task is modeled as a binary clas-
sification problem that requires predicting for each token in the passage whether
it is an answer. We also investigate pretraining on TORQUE to then improve
on MATRES [12], a temporal relation (TempRel) extraction benchmark, con-
sisting of 275 documents with entity relationships labeled as Before, After,
Equal, or Vague. Regarding metrics, TORQUE is evaluated in terms of F1
score, Exact Match (EM), and Consistency (C). The latter is defined as the per-
centage of contrast groups for which a model’s predictions have F1 ≤ 80% for all
questions in a group. The contrast groups provided by TORQUE consist of ques-
tions with contrasting changes to the temporal keywords, e.g., “What happened
after the snow started?” versus “What happened before the snow started?”. For
MATRES, we report standard micro-averaged F1 scores.

Table 3. Hyper-parameter settings.

Parameter TORQUE MATRES

Max. sequence length 180 220

Batch size 12 10

Learning rate 1 × 10−5 5 × 10−6

# of training epochs 10 5

λ1 0.001 –

λ2 0.001 –

Model Details. For POS tagging as the auxiliary task, we invoke NLTK [1]
to obtain POS tags on the TORQUE training set. The size of the POS tag
inventory is 36. For question constraint classification, the number of question
pairs extracted from the training set for the five labels defined in Sect. 3 are 4,307,
11,610, 6,181, 42,928, and 7,146, respectively. We adopt RoBERTa-Large [10]
as the pre-trained encoder. To further evaluate the effectiveness of auxiliary
learning, we use models fine-tuned on TORQUE first to evaluate on MATRES.
We tune the hyper-parameters based on the respective development sets and
list their values in Table 3. On TORQUE, as for the original baseline, we report
average results over 3 random seeds, while on MATRES, we consider averages
over 5 runs.
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4.2 Results and Analysis

Table 4. Results from TORQUE experiments.

Method F1 EM C

RoBERTa-Large [11] 75.2 51.1 34.5

RoBERTa-Large

+ Question CC 75.7 51.3 36.2

+ POS Tagging 75.8 50.7 35.6

+ POS Tagging + Question CC 76.0 51.2 36.7

TORQUE (Question Answering Setup). The current SOTA method on
TORQUE is RoBERTa-Large [11]. Table 4 compares our approach against this
baseline to evaluate the effectiveness of auxiliary learning. We first evaluate
on RoBERTa-Large with either POS tagging or Question CC as the auxiliary
task. Compared with RoBERTa-Large, we observe that adding Question CC
improves the Consistency score, while POS tagging in particular improves the F1
score. This shows that our answer constraints lead to a better understanding of
the differences between questions, while the POS tagging auxiliary task enables
the model to better capture subtle differences. Our full method outperforms
RoBERTa-Large across all three metrics, demonstrating that our multi-source
auxiliary learning objective is effective for our primary QA task.

Table 5. Results on TORQUE with different ratios of training data.

Ratio 30% 50% 100%

Method F1 EM C F1 EM C F1 EM C

RoBERTa-Large 57.3 37.9 20.1 73.3 46.3 32.0 75.2 51.1 34.5

Our approach 68.5 39.4 25.1 74.3 48.5 34.5 76.0 51.2 36.7

Improvement (%) 19.5% 4.0% 24.8% 1.4% 4.8% 7.8% 1.1% 0.2% 6.4%

Influence of Amount of Training Data for TORQUE. To assess the effec-
tiveness of our method with limited amounts of training data on TORQUE, we
compare our full multi-source auxiliary learning approach with RoBERTa-Large
using different ratios of training data. As shown in Table 5, our method yields
significant improvements over RoBERTa-Large in terms of F1 and C scores,
especially with 30% of training data, which suggests that our auxiliary tasks are
particularly fruitful when training data is scarce, although this also means that
less supervision is available for POS tagging and question constraint induction
Table 6.
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Table 6. Results on MATRES dataset.

Method F1

Want et al. [16] 78.8

RoBERTa-Large 80.1

+ TORQUE 80.6

+ TORQUE (Question CC) 80.4

+ TORQUE (POS Tagging ) 80.7

+ TORQUE (POS Tagging + Question CC) 81.1

MATRES (Relation Extraction Setup). As TORQUE provides more com-
plex temporal information, we assess to what extent we can transfer the knowl-
edge learned on it to the MATRES relation extraction task, so as to evaluate the
generalizability of our auxiliary learning. As baselines, in addition to RoBERTa-
Large, we consider Wang et al. [16], which incorporates temporal logic con-
straints among events into the training loss function. Our model is fine-tuned
on TORQUE first and then further fine-tuned on MATRES. This outperforms
the baselines, showing that MATRES can benefit from the auxiliary information
provided by training on TORQUE first. In this regard, compared to versions
with just one additional auxiliary task, our full auxiliary learning model proves
the most effective at acquiring an understanding of temporal relationships.

5 Conclusion

We propose a method to inject additional temporal information with multi-
source auxiliary learning objectives into pre-trained models for temporal event
reasoning. In particular, we consider part-of-speech prediction and question
answer constraint classification as additional objectives, and investigate how
pretraining on question answering can benefit temporal relation extraction. Our
experiments show that we achieve state-of-the-art results on TORQUE as well
as on MATRES, and that our auxiliary learning method is particularly useful in
low-resource settings.
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Abstract. Sentence embeddings provide vector representations for sentences
and short texts, enabling the capture of contextual and semantic meaning for
different applications. However, the diversity of sentence embedding techniques
poses a challenge, in terms of choosing the model best suited for the downstream
task. As such, meta-embeddings study different techniques for combining embed-
dings frommultiple sources. In this paper, we propose CINCE, a principled meta-
embedding framework for aggregating various semantic information, captured
by different embeddings techniques, via multiple component analysis strategies.
Experiments on SentEval benchmark exhibit improved performance for semantic
understanding and text classification, compared to existing approaches.

Keywords: Sentence meta-embedding · Independent component analysis ·
Canonical correlation analysis · Semantic understanding

1 Introduction and Background

Distributed word embeddings like word2vec [32], GloVe [36], and fastText [5] have
shown to efficiently capture the generic semantic meaning of words as well as the rela-
tionships among them. Pre-trained language models like BERT [14] and XLM [27] pro-
vide “dynamic” word embeddings modelling the different meanings or senses of words
depending on the context of use. On the other hand, sentence embeddings provide dense
vector representations capturing the overall contextual and semantic meanings of sen-
tences and short texts. With the success of sentence embeddings in several downstream
natural language understanding tasks like semantic content similarity, sentiment analy-
sis, question answering, and text classification [2,15,38], several sentence embedding
techniques from word embeddings were proposed – by intelligent combination of word
embeddings [30], using [CLS] token or pooling methods on language models [14,29],
and other strategies based on advanced learning architectures. The use of specialized
learning networks, like LSTM networks, encoder-decoder, and Siamese networks, were
proposed for state-of-the-art sentence embeddings frameworks such as InferSent [12],
LASER [2], USE [6], EMU [18], SBERT [38], and DuEAM [16] to name a few.

Motivation. Such embeddings form a core component in several modern day natural
language understanding (NLU) and information retrieval (IR) applications. For exam-
ple, text classification (e.g., spam detection or user comment sentiment analysis), FAQ
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retrieval [3], and parallel sentence identification have necessitated richer semantic rep-
resentation of texts. The diversity of different sentence embedding techniques captures
different aspects of semantics, and demonstrates varying degrees of success on vari-
ous classes of tasks. This poses a unique challenge of choosing the appropriate model,
the performance of which depends on the nature of the downstream task and dataset
characteristics. Thus, along with new sentence embedding algorithms, methods to bet-
ter combine sentence embeddings from multiple pre-trained architectures – known as
“meta-embedding” – have become an interesting area of research.

State-of-the-Art.Word-level meta-embeddings had been studied in the context of sim-
ple operations like concatenation and averaging [9,46], and have been to shown to per-
form quite well in several word analogy tasks. Further, the use of transformation func-
tions like Singular Value Decomposition (SVD) [46], Auto-encoding [4], and adver-
sarial learning [28] have been proposed for obtained effective word meta-embeddings.
Learning word meta-embedding in supervised setting [33] and by decoupling infor-
mation from different representations [8] have been shown to provide improvements
in several NLP tasks. However, the simple techniques of concatenation and averag-
ing have, in general, demonstrated the best performance and robustness across various
tasks [9].

Sentence meta-embeddings have been constructed from such word-level meta-
embeddings via self-attention [24] or ensemble methods [17]. However, similar to
word meta-embedding, simple concatenation and averaging of sentence embeddings
from different pre-trained models (like SBERT, USE, etc.) have shown to be surpris-
ingly good [34,37]. Correlation based aggregation of multiple sentence embeddings
have reported improved performance in capturing semantic similarity [37], compared
to concatenation, SVD and Auto-encoding.

Contribution. This paper proposes Canonicalized Independent Component based
Embeddings (CINCE), a principled and effective novel sentence meta-embedding
framework. We amalgamate different aspects of semantic information captured by
diverse embedding techniques, by combining different component analysis techniques
– enabling the learning of complementary linguistic and semantic cues. Specifically,
CINCE leverages a pipeline of principal component analysis (PCA), independent com-
ponent analysis (ICA), and canonical correlation analysis (CCA) for creating improved
sentence meta-embeddings. Empirical results on SentEval benchmark tasks demon-
strate the effectiveness of our proposed framework for semantic similarity and clas-
sification tasks.

1.1 Preliminary Concepts

Principal Component Analysis (PCA) computes an orthogonal linear
transformation to obtain the principal components of a data collection, i.e., identi-
fies the coordinate axes that optimally describes the variance of the data points [35].
PCA uses singular value decomposition (SVD) to identify important dimensions and
in dimensionality reduction [19]. Kernel PCA (KPCA) [39] proposes non-linear trans-
formations to be performed in high-dimensional space for improved performance and
de-noising [31].
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Independent Component Analysis (ICA) is used for blind-source sep-
aration (BSS), where a multi-variate signal is decomposed into its additive sub-
components, assumed to be non-Gaussian and statistically independent. Mathemati-
cally, given an observation vector x to be a mixture of several underlying signals, s,
ICA computes the mixing matrix, A, such that x = As [10,22]. Several algorithms
have been designed to solve the BSS problem [21], and non-linear variants have also
been proposed [41].

Canonical Correlation Analysis (CCA) explores the relationships
between two multivariate sets of variables to compute linear combinations of variables
having the maximum correlation [20,25]. In general, CCA provides an efficient way to
gain insight into which dimensions are correlated and the amount of shared variance –
enabling a unified view of the observations. Generalized CCA (GCCA) involves exten-
sion to multiple sets of observations [23], and finds numerous applications in machine
learning [42]. Neural architecture based CCA approaches have also been studied in the
literature [1].

2 CINCE Framework

Text representations have been shown to capture various surface-level (like sentence
length), syntactic (like hierarchical structure), and semantic (like tense) informa-
tion [13], albeit in varying degrees. However, interpretability of the exact linguistic
information encoded by such high-dimensional encoding is an active area of study [40].
As such, existing solutions like concatenation and averaging for meta-embeddings,
although effective, seems ad-hoc without proper intuition (in our opinion).

The proposed CINCE framework assumes sentence embedding techniques to cap-
ture different linguistic information or signals, and the corresponding representation
as a combination of the semantic cues thus captured. In this setting, the working of
our meta-embedding framework aims to extract and combine the diverse linguistic and
semantic information embedded in the different text representations, enabling better
understanding of natural language texts.

Consider S = {s1, s2, · · · , sn} to be a collection of input sentences, and E =
{e1, e2, · · · , em} to be different sentence embeddings techniques. Sentence meta-
embedding (M) then learns an embedding function, F , for sentence representa-
tion by combining embeddings from the different techniques, that is, M(S, E) =
{Fe1,e2,··· ,em

(si)}. The working of the proposed CINCE framework hinges on 3
sequential modules, using component analysis approaches as follows.

I. Principal Component Analysis (PCA): Sentence embeddings obtained from the dif-
ferent techniques, Ei(S) = {ei(s1), ei(s2), · · · , ei(sn)}, are independently provided as
input to this module. To capture the most important encoding dimensions within each
embedding strategy, we apply PCA and transform the input data onto the orthogonal
component axes. Observe, the axes (formed by linear combinations of the input dimen-
sions) intuitively represent the linguistic characteristics (and their combinations) that
are important for semantic understanding of the text. Thus, projecting the sentence
embeddings on the PCA components, enables us to capture deeper information from
the input text, as well as reducing noise. Specifically, we apply Kernel PCA (KPCA)
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with a cosine kernel and the number of dimensions is chosen such that 99% of the ini-
tial cumulative energy is preserved (to reduce information loss). Intuitively, this might
capture the dominant aspects from the embedding techniques, and the cosine kernel is
chosen since text similarity is pre-dominantly computed using cosine similarity mea-
sure.

II. Independent Component Analysis (ICA): Assuming the transformed sentence rep-
resentations (obtained above) to inherently be a mixture of the different linguistic sig-
nals, we next apply ICA to extract the underlying independent source signals (capturing
different semantic aspects). Specifically, to approximate the optimal underlying sig-
nals, we apply FastICA [21] with logcosh (shown to be fast and efficient in modelling
the optimization function) on the PCA-transformed embeddings from each of the input
embedding techniques.

III. Canonical Correlation Analysis (CCA): Finally, the different linguistic signals
obtained above (from the embedding techniques) are amalgamated into a single vec-
tor representation by quantifying the association between them. To this end, we use
Generalized CCA (GCCA) (similar to [37]) to perform orthogonal linear combinations
that best explain the encoding variability both within and across the embedding tech-
niques. This provides an holistic view and enables the meta-embedding to capture the
prominent linguistic aspects and semantic signals across the embeddings, as discussed
in [26].

Overall, the operations of the CINCE framework for sentence meta-embedding
function, F , can be summarized as the following transformations: F : E ′ =
{KPCA(Ei)} → E ′′ = {ICA(E ′

i)} → E ′′′ = GCCA({E ′′}). Hence, M(S, E) =
E ′′′ = {F(Ei)} provides an efficient and principled sentence meta-embeddings for
CINCE capturing diverse linguistic aspects and semantic information from different
embeddings sources. In fact, combinations of such techniques have been shown to work
well in extracting underlying signals in images [43].

3 Experimental Setup

In this section, we empirically analyze the performance of the CINCE meta-embedding
framework against competing methodologies.

Embeddings. We consider 3 state-of-the-art sentence embedding techniques as:

(i) SBERT [38] – provides text representations using Siamese network based teacher-
student to learn from a fine-tuned transformer based Siamese architecture. We use the
distiluse-base-cased instance obtained from www.sbert.net;
(ii) LASER [2] – computes sentence embeddings based on a trained Bi-LSTM encoder
network, obtained from github.com/facebookresearch/LASER; and
(iii) USE [6] – a transformer based architecture trained on skip-thought and NLI tasks
for sentence embedding generation. We use the package made available via SpaCy
library, from http://spacy.io/universe/project/spacy-universal-sentence-encoder.

We considered specialized architectures for learning effective sentence representa-
tions as baselines, while ParaNMT [44] used in [37] involves averaging on word-level

www.sbert.net
http://github.com/facebookresearch/LASER
http://spacy.io/universe/project/spacy-universal-sentence-encoder
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Table 1. Mean Pearson’s and Spearman’s Correlation (ρ) scores achieved by the approaches on
the STS tasks of SentEval benchmark. (Best results are marked in bold, second-best results are
underlined, and ∗ indicates statistically significant results using paired bootstrap resampling).

Benchmark / dim STS-12 STS-13 STS-14 STS-15 STS-16 STS-B

Approaches (mean Pearson’s r × 100 / Spearman’s ρ × 100)

SBERT 512 68.84/66.98 68.97/70.00 75.77/73.27 81.30/82.05 78.65/80.02 81.83/81.91

USE 512 69.58/68.15 69.16/70.35 76.56/73.51 80.69/81.58 78.81/79.73 81.58/81.52

LASER 1024 62.90/62.30 48.69/51.61 67.83/67.04 75.03/75.38 71.78/72.32 78.15/78.11

Average 1024 70.99/69.06 68.74/69.43 77.27/74.78 81.97/82.60 79.77/80.78 82.80/82.66

Concatenation 2048 71.29/69.38 68.85/69.76 77.65/75.10 82.56/83.17 80.08/81.10 83.63/83.77∗

Auto-Encoder 1024 67.65/67.22 61.19/63.99 74.18/72.27 80.63/81.56 78.27/79.62 80.88/81.22

GCCA 1024 68.41/68.09 65.26/66.64 77.32/75.93 79.01/80.00 76.63/80.22 79.52/79.61

CINCE 1024 71.56/69.23 75.35∗/75.48∗ 79.26∗/76.50∗ 82.66/82.71 80.12/80.92 83.91/82.06

GCCA+NMT 1024 72.80/71.60 69.60/69.40 81.70/79.50 84.20/85.50 81.30/83.30 83.90/84.40

CINCE+NMT 1024 74.11/72.92 77.22/76.27 82.96/81.03 86.00/86.98 84.54/83.28 86.34/86.10

embeddings (hence not considered). However, for completeness, we also provide com-
parison with [37] using ParaNMT (instead of LASER).

Baselines. We evaluate CINCE against the following 5 meta-embedding strategies:
(1) Independent: different sentence embedding methods are considered independently;
(2) Average: embeddings obtained from the different techniques are averaged (with 0
padding for dimension matching); (3) Concatenation: sentence embeddings obtained
from the 3 methods are concatenated; (4) Auto-Encoder: meta-embeddings obtained by
training auto-encoder to minimize reconstruction loss [4]. We use the same setup as that
of [37]; and (5) GCCA: canonical correlation analysis based meta-embeddings of [37].

Note that, although higher dimensional embeddings (for concatenation) might have
an advantage over lower dimensional ones [45], no dimensional reduction (that might
potentially affect the quality of embeddings) have been performed for the concatenation
baseline, and we report the best results obtained.

Dataset. To adjudge the quality of meta-embeddings obtained, we perform experiments
on unsupervised as well as supervised tasks of the SentEval benchmark [11] (from
github.com/facebookresearch/SentEval). Specifically, we evaluate on semantic similar-
ity correlation score (for unsupervised STS tasks) and 10-fold classification accuracy
(on review, question, opinion and sentiment classification).

Setup. For the unsupervised STS tasks, our framework is trained on sentences from
the Billion Word Corpus (using only the news.en-00001-of-00100 file) [7], similar to
the setup of [37]. For the supervised tasks, we used the training dataset (without the
classification labels) to learn meta-embeddings on the 3 embeddings methods men-
tioned above. Thus, our meta-embedding learning setup is an unsupervised approach
in principle. For classification, we use a dense network with 100 hidden layers and 0.2
dropout, trained for 10 epochs with 64 batch size, Adam optimizer and ReLu activation.
The embedding dimension for CINCE was fixed at 1024, while other parameters (for
component analysis) were kept at default value, so as not to overly study the effect of

http://github.com/facebookresearch/SentEval
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Table 2. SentEval classification task accuracy. (Best results in bold and second-best underlined).

Tasks/Methods CR MR MPQA TREC SUBJ SST-5

SBERT 82.22 74.25 86.97 91.60 91.67 44.75

USE 79.66 71.50 86.44 92.40 90.91 42.53

LASER 82.01 74.50 87.95 92.40 91.94 45.52

Average 81.11 74.82 88.40 93.40 92.47 44.48

Concatenation 83.21 76.09 88.60 95.00 92.93 46.79

Auto-Encoder 80.76 72.96 87.86 91.40 91.59 44.43

GCCA 78.15 74.68 87.86 94.60 92.65 44.62

CINCE 83.28 75.62 88.60 95.00 93.04 46.92

parameter tuning. Observe, for learning the meta-embeddings we would need all the
input sentences apriori, i.e., a static input set. The use of online variant of PCA, ICA,
and CCA for handling dynamic input provides an interesting direction of future work.

3.1 Empirical Results

This section presents the obtained results on the SentEval benchmark tasks by the dif-
ferent meta-embedding approaches, and are shown in Table 1 and Table 2.

STS Tasks: The unsupervised Semantic Textual Similarity (STS) task involves comput-
ing the degree of semantic equivalence (on a similarity scale of 0 to 5) between paired
snippets of text. From Table 1, we observe that CINCE achieves the best Pearson’s cor-
relation score across all the STS datasets, while for Spearman’s score it is either the
best or second best with comparable results. In fact, the performance improvements on
the STS-13 and STS-14 datasets is statistically significant. We also observe that the
concatenation strategy is a simple yet effective approach (shown in literature [9]), how-
ever, concatenating 10–15 different embedding techniques (with 10K dimension size)
is technically infeasible, while our framework would be able to handle such scenarios.

Note that, higher dimensional embeddings (as in this case of concatenation) might
have an advantage over low-dimensional ones [45]. Hence, if compared with other
strategies that produce the same meta-embedding dimension size (like GCCA or aver-
age), CINCE is seen to produce a significant performance improvement of around 4%
Pearson’s score, across all the benchmarking tasks. For completeness, CINCE is also
seen to perform better than GCCA technique of [37], with the same setup as of the
authors (i.e., using USE, SBERT, and ParaNMT embeddings) (bottom of Table 1).

Classification Tasks: On the supervised classification tasks (e.g., review classification,
subjectivity and sentiment classification) of SentEval, we similarly observe CINCE to
perform slightly better (in 5 out of 6 datasets) than the other existing approaches, as
shown in Table 2. On average, we report comparable results to the concatenation based
baseline, albeit with lower dimensional embeddings that might enhance real-time per-
formance in enterprise production settings.
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Overall, we observe that our principled approach of capturing various semantic
information from the different embeddings techniques, generates better sentence meta-
embeddings for improved semantic similarity understanding and text classification
tasks. We see that the proposed CINCE framework obtains higher average Pearson’s
as well as Spearman’s correlation (ρ) score on STS benchmark and better accuracy on
classification tasks, when compared to the existing techniques. Note, meta-embedding
from CINCE (KPCA + ICA + GCCA) is agnostic to the domain, as long as different
sentence embeddings are available.

4 Conclusion

This paper proposed CINCE, a novel and principled framework for extracting sentence
meta-embeddings. We show how our technique combines diverse semantic information,
from different sentence embeddings, captured via a sequence of component analysis
techniques. Experiments on supervised and unsupervised benchmark tasks showcased
the efficacy of our framework in better capturing textual semantic and contextual simi-
larity.
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Abstract. Neural Information Retrieval models hold the promise to
replace lexical matching models, e.g. BM25, in modern search engines.
While their capabilities have fully shone on in-domain datasets like MS
MARCO, they have recently been challenged on out-of-domain zero-shot
settings (BEIR benchmark), questioning their actual generalization capa-
bilities compared to bag-of-words approaches. Particularly, we wonder if
these shortcomings could (partly) be the consequence of the inability
of neural IR models to perform lexical matching off-the-shelf. In this
work, we propose a measure of discrepancy between the lexical matching
performed by any (neural) model and an “ideal” one. Based on this, we
study the behavior of different state-of-the-art neural IR models, focusing
on whether they are able to perform lexical matching when it’s actually
useful, i.e. for important terms. Overall, we show that neural IR models
fail to properly generalize term importance on out-of-domain collections
or terms almost unseen during training.

Keywords: Neural Information Retrieval · BERT · Lexical matching

1 Introduction

Over the last two years, the effectiveness of neural IR systems has risen substan-
tially. Neural retrievers based on pre-trained Language Models like BERT [4] –
whether dense or sparse – hold the promise to replace lexical matching models
(e.g. BM25) for first-stage ranking in modern search engines. Despite this suc-
cess, little is known regarding their actual inner working in the IR setting. Pre-
vious works scrutinizing BERT-based ranking models either relied on axiomatic
approaches adapted to neural models [1,17], controlled experiments [11], or direct
investigation of the learned representations [7,9] or attention [19]. This line of
work has shown – among other findings – that these models, which rely on con-
textualized semantic matching, are actually still quite sensitive to lexical match
and term statistics in documents/collections [7,9]. However, these observations
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 120–127, 2022.
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are based on specifically tailored approaches that cannot directly be applied to
any given model. To generalize these findings, we introduce instead an intuitive
black box approach: we propose to “count” query terms appearing in top docu-
ments retrieved by various state-of-the-art neural systems, in order to compare
their ability to perform lexical matching.

Furthermore, previous studies have been conducted on the MS MARCO
dataset, on which models have been trained. The BEIR benchmark [18] has
shown that the only systems improving the overall performance over BM25 in
the zero-shot setting have (somehow) a lexical bias, e.g. models like doc2query-
T5 [13] or ColBERT [10]. Therefore, we also propose to study the extent to which
neural IR models are able to generalize lexical matching, for query terms that
either have not been seen in the training set or with different collection statistics
(e.g. common in the training set but rare on an out-of-domain evaluation set).

In this work, we first develop indicators that help measuring to what extent
a lexical match is “important” for the user (user relevance) or for the model
(system relevance). By comparing both values – i.e. computing the difference
between the user and the system, we can look at the following research questions:

(RQ1). To what extent neural retrievers perform accurate lexical match-
ing (Sect. 3.1)? (RQ2). Do they generalize term matching to unseen query
terms (Sect. 3.1)? (RQ3). Do they generalize term matching to new collections
(Sect. 3.2)?

2 Methodology

Our analysis rationale is the following: the more a term is important for a query
(w.r.t. relevant documents), the more frequent the term should be retrieved by
the system in top retrieved documents. Therefore, we first need to define what
it means for a term to be important for lexical matching, and how to accurately
measure frequency in top documents. Roughly speaking, we are interested in
the models ability to retrieve documents containing query terms, when they are
deemed important. Note that we are not interested in expansion mechanisms in
our analysis since they are more related to semantic matching.

Intuitively, term importance w.r.t. relevance can be measured by the extent
to which a term allows to distinguish relevant from non-relevant documents
in a collection of documents. It is thus natural to use the Robertson-Sparck
Jones (RSJ) weight [14,20]. The RSJ weights have been shown, if estimated
correctly, to order documents in the optimal order w.r.t. the Probability Ranking
Principle [15]. For a given user information need U , the user RSJU weight for
term t is defined as follows (the conditioning on query q is implicit):

RSJt,U = log
p(t|R)p(¬t|¬R)
p(¬t|R)p(t|¬R)

(1)

where P (t|R) is the probability that term t occurs in a relevant document.
RSJt,U is thus high when a term, for a document to be relevant, is both nec-
essary (p(.|R)) and sufficient (p(.|¬R)). Intuitively, it is low for e.g. stopwords,
as they have equal odds to appear in relevant and irrelevant documents. The
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above weight can be estimated using the set of relevant documents and collec-
tion statistics.

We now want to compute the same weight, when relevance is defined by
the system (and not the user). In other words, we would like to measure how
much a model “retrieves” term t. One way to proceed is to suppose that top-K
documents are relevant from the point of view of the system, for a suitable K.
While a more accurate definition of system relevance could be used, we found
out in our preliminary analysis that results were not very sensitive to the choice
of K. We hence define the system RSJS weight for term t as:

RSJt,S = log
p(t|top-K)p(¬t|¬top-K)
p(¬t|top-K)p(t|¬top-K)

(2)

Intuitively, it gives us a mean to properly count occurrences of query terms
in retrieved documents – taking into account collection statistics. It is estimated
similarly to Eq. 1. Once RSJU and RSJS have been computed, we can look at
the difference between both, i.e. ΔRSJt = RSJt,S − RSJt,U . If ΔRSJt > 0 (resp.
ΔRSJt < 0), it means that the model overestimates (resp. underestimates) the
importance of term t when considering its document ordering. In other words,
the model retrieves “too much” (resp. “too few”) this term. Please note that
a high correlation between RSJS and RSJU is not indicative of the absolute
performance of a model, as RSJU is neither a perfect model nor performance
measure. However, we argue that it can still indicate partly the performance of
the model w.r.t. lexical matching, especially for terms whose RSJU are high.

3 Experiments

We conducted experiments by analyzing models trained on MS MARCO [12],
using public model parameters when available (indicated by �). We evaluated
models on the in-domain TREC Deep Learning 2019–2020 datasets [2,3] (97
queries in total), and two out-of-domain datasets from the BEIR [18] benchmark
(TREC-COVID (bio-medical) and FiQA-2018 (financial), with respectively 50 and
648 test queries). For all our experiments, we measure the system relevance by
using top-K = 100. For the term-level analysis, we keep stopwords, and use stan-
dard tokenization and Porter stemming. We solely focus on first-stage retrievers
(and not re-rankers), for which lexical matching might be more critical. We thus
compare various state-of-the-art models (based on the BEIR benchmark), con-
sidering different types of approaches (sparse and dense). We include two lexical
models, the standard BM25 [16] and doc2query-T5 (�) [13]; SPLADE (�) [5,6],
an expansion-based sparse approach; ColBERT [10], an interaction-based archi-
tecture; two dense retrievers, TAS-B (�) [8] and a standard Bi-encoder trained
with contrastive loss and in-batch negatives.

3.1 Lexical Match in Neural IR

In Fig. 1, we plot the relationship between the user weight and ΔRSJ, for each
term in the test queries appearing at least 10 times in the training queries (left,
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Fig. 1. ΔRSJ with respect to user RSJU (x-axis, binned), splitting according to query
terms seen during training (IT, left) or not (OOT, right). We consider that terms appear-
ing in less than 10 training queries are OOT, leading to 499 and 42 terms in TREC
queries, for IT and OOT respectively. Note that due to the fact that OOT terms are also
generally rare in the collection, their RSJU is always > 8, hence the single bin.

IT for In-Training). We first note that lexical-based models tend to overesti-
mate the importance of query terms (ΔRSJ > 0). The second observation is
that models are roughly similar in their estimations for low user RSJU weights
(below 5). Then, there is a clear distinction between the bi-encoder and other
neural models (both dense and sparse): we can see that it retrieves less doc-
uments, on average, containing precisely the important query terms. Compar-
ing dense and sparse/interaction models overall – by considering the average
ΔRSJ over terms – we observe that, interestingly, dense models underesti-
mate RSJU (ΔRSJ = −0.07 for TAS-B and −0.26 for the bi-encoder) while
sparse/interaction slightly overestimate it (ΔRSJ = 0.03 for ColBERT and
SPLADE). Note again, as mentioned in Sect. 2, that the measure is not nec-
essarily indicative of performance: for instance, TAS-B performs better than
BM25 on TREC, suggesting that the model is better for semantic search. To
illustrate the above, let us consider a query from the TREC DL set: “does (-
1.12) legionella (14.85) pneumophila (13.12) cause (4.34) pneumonia (8.34)”
(terms with associated RSJU ). BM25 is able to correctly estimate importance
for legionella (RSJS = 15.08) contrary to neural approaches which tend to
under-estimate it (RSJS = 10.63, 13.42, 13.65 for the bi-encoder, SPLADE and
ColBERT respectively).

We now shift our attention to the behavior of models for query words that
are (almost) not in the training set. In Fig. 1, we show the distribution of ΔRSJ
for terms appearing in less than 10 training queries (out of > 500k) (right, OOT
for Out-Of-Training). Comparing with ΔRSJ for terms in the training set, we



124 T. Formal et al.

(-4, 5] IDF- (-4, 5] IDF+ (5, 13] IDF- (5, 13] IDF+
RSJU weight

−4

−2

0

2

4

6

Δ
R
SJ

w
ei
gh
t

TREC-COVID
Bi-encoder
TAS-B
ColBERT
SPLADE
BM25

(-4, 5] IDF- (-4, 5] IDF+ (5, 13] IDF- (5, 13] IDF+
RSJU weight

−6

−4

−2

0

2

4

6

Δ
R
SJ

w
ei
gh
t

FiQA-2018 Bi-encoder
TAS-B
ColBERT
SPLADE
BM25

Fig. 2. ΔRSJ with respect to RSJU (x-axis, binned) in the zero-shot setting. IDF-

includes 108 and 933 terms, while IDF+ includes 112 and 428 terms for respectively
TREC-COVID and FiQA-2018. Note that bins are not similar compared to Fig. 1, as RSJ
weights have different distributions on BEIR datasets.

can see that all neural models are affected somehow, showing that lexical match
does not fully generalize to “new” terms. For the (8, 17] bin, and for every model
(except BM25), the difference in mean between IT/OOT is significant, based on
a t-test with p = 0.01.

Finally, we also looked at the relationship between IT/OOT and model per-
formance. More precisely, for terms in the (8, 17] bin, we computed the mean
ndcg@10 for queries containing at least one term either in IT or OOT (respec-
tively 55 and 37 queries out of the 97, with 9 queries in both sets). We found
that BM25 and doc2query-T5 performance increased by 0.1 and 0.02 respec-
tively, while for all neural models the performance decreased (≈ 0 for TAS-B,
–0.11 for SPLADE, −0.27 for the bi-encoder and −0.38 for ColBERT). The fact
that BM25 performance increased is likely due to the fact that the mean IDF
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increased (from 7.3 to 10.9), i.e. important terms are more discriminative in the
OOT query set. With this in mind, the decrease of all neural models might suggest
that a potential reason for the relative performance decrease (w.r.t. BM25) is
due to a worse estimate of high RSJU .

3.2 Lexical Match and Zero-Shot Transfer Learning

We now analyze whether term importance can generalize to the zero-shot set-
ting1. We distinguish two categories of words, namely those that occurred 5 times
more in the target collection than in MS MARCO (IDF+), or those for which term
statistics were more preserved (IDF-), allowing us to split query terms in sets of
roughly equal size. Since term importance is related to the collection frequency
(albeit loosely), we can compare ΔRSJ in those two settings. Figure 2 shows the
ΔRSJ with respect to RSJU for the TREC-COVID and FiQA-2018 collections from
the BEIR benchmark [18].

We can first observe that neural models underestimate RSJU for terms that
are more frequent in the target collection than in the training one (IDF+). It
might indicate that models have learned a dataset-specific term importance –
confirming the results obtained in the previous section on out-of-training terms.
When comparing dense and sparse/interaction models overall – by considering
the average ΔRSJ over terms – we observe than dense models underestimate
even more RSJU than on in-domain (ΔRSJ = −0.17 for TAS-B and −0.38 for
the bi-encoder) while sparse/interaction seem to overestimate (ΔRSJ = 0.18 for
ColBERT and 0.30 for SPLADE), but however to a lesser extent than BM25
(ΔRSJ = 0.83). Finally, we observed that when transferring, all the models have
a higher ΔRSJ variance compared to their trained version on MS MARCO: in
all cases, the standard deviation (when normalized by BM25 one) is around 0.8
for MS MARCO, but around 1.1 for TREC-COVID and FiQA-2018. This further
strengthens our point on the issue of generalizing lexical matching to out-of-
domain collections.

4 Conclusion

In this work, we analyzed how different neural IR models predict the importance
of lexical matching for query terms. We proposed to use the Robertson-Sparck
Jones (RSJ) weight as an appropriate measure to compare term importance
w.r.t. the user and system relevance. We introduce a black box approach that
enables a systematic comparison of different models w.r.t. term matching. We
have also investigated the behavior of lexical matching in the zero-shot setting.
Overall, we have shown that lexical matching properties are heavily influenced
by the presence of the term in the training collection. The rarer the term, the
harder it is to find documents containing that term for most neural models.
Furthermore, this phenomenon is amplified if term statistics change across col-
lections.
1 We excluded doc2query-T5 from the analysis, due to the high computation cost for

obtaining the expanded collections.



126 T. Formal et al.

References

1. Camara, A., Hauff, C.: Diagnosing BERT with Retrieval Heuristics. In: ECIR. p.
14 (2020), zSCC: NoCitationData[s0]

2. Craswell, N., Mitra, B., Yilmaz, E., Campos, D.: Overview of the trec 2020 deep
learning track (2021)

3. Craswell, N., Mitra, B., Yilmaz, E., Campos, D., Voorhees, E.M.: Overview of the
trec 2019 deep learning track (2020)

4. Devlin, J., Chang, M., Lee, K., Toutanova, K.: BERT: pre-training of deep bidirec-
tional transformers for language understanding. In: Burstein, J., Doran, C., Solorio,
T. (eds.) Proceedings of the 2019 Conference of the North American Chapter of
the Association for Computational Linguistics: Human Language Technologies,
NAACL-HLT 2019, Minneapolis, MN, USA, June 2–7, 2019, Volume 1 (Long and
Short Papers). pp. 4171–4186. Association for Computational Linguistics (2019).
10.18653/v1/n19-1423, https://doi.org/10.18653/v1/n19-1423

5. Formal, T., Lassance, C., Piwowarski, B., Clinchant, S.: SPLADE v2: sparse lexical
and expansion model for information retrieval. arXiv:2109.10086 [cs], September
2021. http://arxiv.org/abs/2109.10086, arXiv: 2109.10086

6. Formal, T., Piwowarski, B., Clinchant, S.: Splade: sparse lexical and expansion
model for first stage ranking. In: Proceedings of the 44th International ACM SIGIR
Conference on Research and Development in Information Retrieval, SIGIR 2021,
pp. 2288–2292. Association for Computing Machinery, New York (2021). https://
doi.org/10.1145/3404835.3463098, https://doi.org/10.1145/3404835.3463098

7. Formal, T., Piwowarski, B., Clinchant, S.: A white box analysis of ColBERT. In:
Hiemstra, D., Moens, M.-F., Mothe, J., Perego, R., Potthast, M., Sebastiani, F.
(eds.) ECIR 2021. LNCS, vol. 12657, pp. 257–263. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-72240-1 23

8. Hofstätter, S., Lin, S.C., Yang, J.H., Lin, J., Hanbury, A.: Efficiently Teaching an
Effective Dense Retriever with Balanced Topic Aware Sampling. In: SIGIR, July
2021

9. Jiang, Z., Tang, R., Xin, J., Lin, J.: How does BERT rerank passages? an attri-
bution analysis with information bottlenecks. In: EMNLP Workshop, Black Box
NLP, p. 14 (2021)

10. Khattab, O., Zaharia, M.: ColBERT: Efficient and Effective Passage Search via
Contextualized Late Interaction over BERT. arXiv:2004.12832 [cs], April 2020.
http://arxiv.org/abs/2004.12832, arXiv: 2004.12832

11. MacAvaney, S., Feldman, S., Goharian, N., Downey, D., Cohan, A.: ABNIRML:
analyzing the behavior of neural IR models. arXiv:2011.00696 [cs], Nov 2020.
http://arxiv.org/abs/2011.00696, zSCC: 0000000 arXiv: 2011.00696

12. Nguyen, T., Rosenberg, M., Song, X., Gao, J., Tiwary, S., Majumder, R.,
Deng, L.: Ms marco: a human generated machine reading comprehension
dataset. CoRR abs/1611.09268 (2016). http://dblp.uni-trier.de/db/journals/corr/
corr1611.html#NguyenRSGTMD16

13. Nogueira, R., Lin, J.: From doc2query to docTTTTTquery, p. 3, zSCC: 0000004
14. Robertson, S.E., Jones, K.S.: Relevance weighting of search terms. J. Am. Soc. Inf.

Sci. 27(3), 129–146 (1976). 10/dvgb84, https://onlinelibrary.wiley.com/doi/abs/
10.1002/asi.4630270302, eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/
asi.4630270302

15. Robertson, S.E.: The probability ranking principle in IR. J. Documentation 33(4),
294–304 (1977). 10/ckqfpm, https://doi.org/10.1108/eb026647, publisher: MCB
UP Ltd

https://doi.org/10.18653/v1/n19-1423
http://arxiv.org/abs/2109.10086
http://arxiv.org/abs/2109.10086
http://arxiv.org/abs/2109.10086
https://doi.org/10.1145/3404835.3463098
https://doi.org/10.1145/3404835.3463098
https://doi.org/10.1145/3404835.3463098
https://doi.org/10.1007/978-3-030-72240-1_23
https://doi.org/10.1007/978-3-030-72240-1_23
http://arxiv.org/abs/2004.12832
http://arxiv.org/abs/2004.12832
http://arxiv.org/abs/2004.12832
http://arxiv.org/abs/2011.00696
http://arxiv.org/abs/2011.00696
http://arxiv.org/abs/2011.00696
http://dblp.uni-trier.de/db/journals/corr/corr1611.html#NguyenRSGTMD16
http://dblp.uni-trier.de/db/journals/corr/corr1611.html#NguyenRSGTMD16
https://onlinelibrary.wiley.com/doi/abs/10.1002/asi.4630270302
https://onlinelibrary.wiley.com/doi/abs/10.1002/asi.4630270302
https://onlinelibrary.wiley.com/doi/pdf/10.1002/asi.4630270302
https://onlinelibrary.wiley.com/doi/pdf/10.1002/asi.4630270302
https://doi.org/10.1108/eb026647


Match Your Words! 127

16. Robertson, S.E., Zaragoza, H.: The Probabilistic Relevance Framework: BM25 and
Beyond. Foundations and Trends in Information Retrieval (2009)

17. Sciavolino, C., Zhong, Z., Lee, J., Chen, D.: Simple entity-centric questions chal-
lenge dense retrievers. In: Empirical Methods in Natural Language Processing
(EMNLP) (2021)
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Abstract. Inspired by recent advances in emotion-cause extraction in
texts and its potential in research on computational studies in suicide
motives and tendencies and mental health, we address the problem of
cause identification and cause extraction for emotion in suicide notes.
We introduce an emotion-cause annotated suicide corpus of 5769 sen-
tences by labeling the benchmark CEASE-v2.0 dataset (4932 sentences)
with causal spans for existing annotated emotions. Furthermore, we
expand the utility of the existing dataset by adding emotion and emo-
tion cause annotations for an additional 837 sentences collected from
67 non-English suicide notes (Hindi, Bangla, Telugu). Our proposed
approaches to emotion-cause identification and extraction are based on
pre-trained transformer-based models that attain performance figures of
83.20% accuracy and 0.76 Ratcliff-Obershelp similarity, respectively. The
findings suggest that existing computational methods can be adapted to
address these challenging tasks, opening up new research areas.

Keywords: Emotion cause · Suicide notes · XLM-R · BERT ·
SpanBERT

1 Introduction

Suicide continues to be one of the major causes of death across the world. Suicide
rates have risen by 60% globally in the previous 45 years1. Suicide is currently
one of the top three causes of mortality for those aged 15 to 44. Both men and
women commit suicide at higher rates throughout Europe, notably in Eastern
Europe. India and China account for about 30% of all suicides globally2. By
writing a suicide note, a person communicates sentiments that would otherwise
lie covert and fester. Suicide notes may be used as both an explanation and a
therapeutic tool to help family members comprehend the suicide [10].

1 https://www.who.int/news/item/17-06-2021-one-in-100-deaths-is-by-suicide.
2 https://www.befrienders.org/suicide-statistics.
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In this work, we primarily aim at achieving two objectives:

– Produce a gold standard corpus annotated with causal spans for emotion anno-
tated sentences in suicide notes.

– Develop a benchmark setup for emotion cause recognition in suicide notes,
specifically, cause identification and cause extraction.

Given the limits of automated approaches in suicidal research, this study will
aid the research community by introducing a publicly available emotion cause
annotated corpus of 5769 sentences from suicide notes (whose availability is
otherwise scarce). Additionally, the attempt to make the available benchmark
CEASE-v2.0 dataset [8] multilingual, by adding 17% new sentences from 67 non-
English suicide notes (Hindi, Bangla and Telugu) will increase the utility of the
CEASE-v2.0 dataset. Lastly, the proposed evaluation methods on the dataset
can serve as solid baselines for future research on this dataset and related topics.

2 Background

The Emotion Cause Extraction (ECE) task aims to identify the possible causes
of certain emotions from text. The basic premise is that such phrases are good
descriptors of the underlying causes of the expressed emotions [19]. When com-
pared to emotion classification, this is a far more challenging problem. In the
early 1960s, several scholars [1,20] began analyzing the content of suicide notes to
investigate the various reasons for suicide. The socioeconomic and psychological
causes of suicides were examined in [17].

Emotion cause analysis has received greater attention in recent years in the
sentiment analysis and text mining fields [6,16]. The work in [9] introduced an
emotion cause annotated dataset built from SINA3 news for event-driven emo-
tion cause extraction. Deep learning has lately piqued the interest of the ECE
community. The authors in [2] proposed a joint neural network-based method
for emotion extraction and emotion cause extraction, capturing mutual bene-
fits across these two emotion analysis tasks. In [21], a two-step technique was
designed to solve the related job of emotion cause pair extraction (ECPE).
Emotion identification and cause extraction was conducted first by a multitask
framework, followed by emotion-cause pairing and filtering. To tackle the emo-
tion cause pair extraction challenge, [3] suggested a graph neural network-based
solution. Recently, [14] introduced the task of recognizing emotion cause in con-
versations (RECCON) and presented the emotion cause annotated RECCON
dataset.

Despite numerous studies on ECE in other fields, no such study on suicide
research utilizing computational techniques exists to our knowledge. Our effort
aims at bridging this gap by performing ECE in suicide notes. We consider the
CEASE-v2.0 [8] suicide notes corpus, which is an improved version of the CEASE
dataset provided in the introductory paper [7] by the same authors.

3 http://news.sina.com.cn/society/.

http://news.sina.com.cn/society/
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3 Corpus Development

Following the methods for data collection and annotation in [7,8], we introduce
multilingual CARES CEASE-v2.0 corpus with emotion cause annotations.

Data Collection: We collected 67 suicide notes, from various Indian news web-
sites such as ‘patrika.com’, ‘jkstudenttimes.com’, etc., of three most popularly
spoken languages in India, Hindi (46 notes), Bengali (15 notes) and Telugu (6
notes). After proper anonymization, each note was sentence tokenized and the
resultant bag of sentences were shuffled for reconstruction of the actual notes.

Annotations: Three annotators (two undergraduate students and one doctoral
researcher of computer science discipline) with sufficient subject knowledge and
experience on construction of supervised corpora, were engaged to manually
digitize the notes (wherever direct transcripts were not available) and annotate
the newly added 837 multilingual sentences with fine-grained emotion labels and
then perform the causal span marking task at sentence-level. Each sentence is
tagged with at most 3 emotions4 from a set of 15 fine-grained emotion labels as
described in [8]. A Fleiss-Kappa [18] score of 0.65 was attained among the three
annotators, which is 0.06 points better than the work in [8] signifying that the
annotations are of significantly good quality.

For each emotion (E ) annotated sentence (S ) in CARES CEASE-v2.05,
annotators were instructed to extract the causal span, C(S), that adequately
represented the source of the emotion E. We consider the span-level aggregation
method discussed in [9] to mark the final causal span for a sentence S. If there
was no specific C(S) for E in S, the annotators labelled the sentence as ‘no cause’.
Based on prior studies on span extraction, we use the macro-F1 [15] metric to
measure the inter-rater agreement and attain 0.8294 F1-score, which depicts
that the annotations are of substantially good quality. Our annotations process
differs from [14] primarily because suicide notes are not set in a conversational
setting, and thus no conversational context is available.

A sample of annotated sample is shown below:

Sentence 1: “Mom, Dad, I could not become your good son, forgive me.”
Emotion: forgiveness; Cause: I could not become your good son
Sentence 2 (Transliterated Hindi): “ab jine ki ichaa nhi ho rhi hai.”
(English Translation): “no longer want to live.”
Emotion: hopelessness; Cause: no cause

Corpus Statistics: The average sentence length is 13.31 words. The longest
note has 80 sentences totaling 1467 words and the shortest one contains 13 words.
Table 1 shows some data about the newly collected non-English suicide notes.

4 forgiveness, happiness peacefulness, love, pride, hopefulness, thankfulness, blame,
anger, fear, abuse, sorrow, hopelessness, guilt, information, instructions.

5 Dataset available at https://www.iitp.ac.in/ ai-nlp-ml/resources.html#CARES.

https://www.iitp.ac.in/~ai-nlp-ml/resources.html#CARES
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Table 1. Distribution of the collected notes across various attributes. NA: Not available

Gender Marital status Age Data type

Category Count Category Count Interval Count Category Type

10–20 16

Male 32 Married 15 21–30 16 Non-code-mixed 41

Female 33 Unmarried 43 31–40 3 Code-mixed 22

NA 2 NA 9 50–60 2 Transliterated 4

NA 30

4 Cause Recognition for Emotion in Suicide Notes

We address the task of cause recognition for emotion in suicide notes as two inde-
pendent sub-tasks: (A) Emotion Cause Identification (whether cause is present
or not), (B) Emotion Cause Extraction (extract the causal span). Figure 1 shows
the overall framework for the cause recognition setup.

Fig. 1. Architecture of the setup for cause recognition for emotion in suicide notes.

4.1 Emotion Cause Identification

Given a sentence, s, and its associated most prominent emotion, e, the task is
to identify whether s is causal or not. We propose a multitask solution (Setup
B) to address the problem where the input is formed as: < [CLS], p, [SEP ], s >,
where, p indicates the associated polarity (positive, negative, neutral) of s where
s is a sequence of words in the input sentence. Emotions are mapped to their
associated polarity labels following the weak labelling scheme discussed in [8].
We set the max length of the input sequence as 30. The output is an emotion
label from the 15-emotion tag set and a label to indicate causal or non-causal.
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The input sequence is passed through a pre-trained transformer module fol-
lowed by two task-specific dense layers. The softmax emotion output is fed as
additional features to the task-specific causal features to enhance the output of
the cause identification task, which is also generated through a softmax acti-
vation function. The model is trained using a unified loss function as shown
below:

λ = α ∗ λE + β ∗ λC (1)

λE and λC are the categorical crossentropy losses for the emotion identifica-
tion and cause identification task and α and β are the loss weights for the tasks,
respectively. As an ablation experiment, we develop a single-task setup (Setup
A) following the work in [14] where the input sequence contains the emotion
label in place of polarity and outputs whether S is ‘causal’ or ‘non-causal’.

4.2 Emotion Cause Extraction

We formulate the emotion cause extraction task for any non-neutral sentence
as follows: Given a phrase s with an emotion label e, determine the causal
span c(s) in s that is relevant to emotion e. The input sequence (I) is formed
as < [CLS], s, [SEP ], e >. We set the max length of the input sequence as
30. We finetune four pretrained transformer-based models, Multilingual Bidi-
rectional Encoder Representations from Transformers (mBERT) Base [5], Span-
BERT Base [11], RoBERTa Base [13], and XLM-RoBERTa (XLM-R) [4] models,
and for each model, the training is done as follows:

1. I is fed to the model, comprising of the sentence and emotion information.
2. Two vectors Vs and Vcs with dimensions equal to that of hidden states in the

models are considered.
3. Each token’s probability of being the start/end of the causal span is deter-

mined by a dot product between Vs/Vcs and the token’s representation in the
final layer of the model, followed by a softmax over all tokens. To compute
span start and end logits, we add a dense layer on top of the hidden-states
output. The sparse categorical crossentropy loss function is used in this case.

4. The model is then finetuned, allowing Vs and Vcs to learn along the way.

The CARES CEASE-v2.0 dataset is used in setup A for training and testing. To
train setup B, we use a transfer learning (TL) method, first training the models
on the RECCON [14] dataset (only causal sentences with non-conversational
context: 3613 sentences) and then finetuning on our dataset. We save the best
model as per the ‘Exact Match’ metric [14] score on the validation set.

5 Experimental Setting

The pre-trained models are sourced from the open-source libraries6 hugging-
face transformers (RoBERTa, XLM-R, and SpanBERT) and tensorflowhub
6 https://huggingface.co/model and https://tfhub.dev/google/collections/bert/1.

https://huggingface.co/model
https://tfhub.dev/google/collections/bert/1


CARES: CAuse Recognition for Emotion in Suicide Notes 133

(mBERT). To avoid overfitting, we use ReLU activations for the dense layers
(100 neurons each) and apply dropouts of 0.5 to all dense layer outputs. For
the cause identification task, we divided the CARES CEASE-v2.0 dataset (5769
sentences) into train, test, and validation sets in the ratio 7:2:1. Only the causal
utterances (1479 sentences) from the dataset are used in the cause extraction
task. We divided the CARES CEASE-v2.0 dataset in a 7:2:1 ratio for train,
test, and validation purposes. The experiments are run on an NVIDIA GeForce
RTX 2080 Ti GPU and the models are optimized using Adam [12] optimizer with
learning rates of 3e−5 (for mBERT and SpanBERT) and 5e−5 (for RoBERTa
and XLM-R). We kept the batch size as 8 to fully utilize the GPU.

6 Results and Discussion

We observe from Table 2 that for the cause identification task, the multitask
mBERT-based system (Setup B) performs (83.20% accuracy) better than the
XLM-R variant in most of the metrics. Despite being trained on highly skewed
emotion data, it achieves commendable results on the emotion identification task
(overall weighted-F1 of 74.48%). For the cause extraction task, Table 3 shows
that the TL approach has proved to be effective for all the experimented models
with an increase in scores for the various metrics. In the TL scenario (Setup B),
the RoBERTa and XLM-R models both achieved overall top scores for three of
the six metrics evaluated, with a joint highest score of 0.76 for the ROS metric.
This shows the efficacy of the RoBERTa-based models compared to SpanBERT
and mBERT when dealing with multi-lingual code-mixed data.

Analysis: Empirical investigation shows that learning the cause identification
task together with the emotion identification task simultaneously increases per-
formance relative to learning the task separately, regardless of the differences
in pre-trained encoders. For the causal extraction task, the Full Match (FM)
and Partial Match (PM) measures give a quantitative estimation of the model’s
performance. For quantitative evaluation, we employed an edit distance-based,
token-based and sequence-based measure in the form of Hamming distance (HD),
Jaccard Similarity (JS) and Ratcliff-Obershelp Similarity (ROS) metrics, respec-
tively. Manual analysis of some predicted samples with the gold annotations
makes us believe that the ROS measure, based on the longest sequence match-
ing approach, suits the training objective of causal span extraction and better
estimates a model’s performance from a qualitative standpoint. Although trained
for span extraction tasks, we also notice that the SpanBERT model performs
poorly on multilingual code-mixed data because it is exclusively trained on non-
code-mixed English data. With a ROS score of 0.76, the cross-lingual XLM-R
model adapts well to our multilingual data as well as the cause extraction task.



134 S. Ghosh et al.

Table 2. Results for the cause identification task. Values in bold are the maximum
scores (%) attained for a metric. A: accuracy, m-F1: macro-F1, w-F1: weighted-F1

Models CEASE-v2.0 CARES CEASE-v2.0

Setup A Setup B Setup A Setup B

AC m − F1C AC m − F1C AE w − F1E AC m − F1C AC m − F1C AE w − F1E

mBERT 81.56 78.29 82.47 80.05 70.11 70.90 81.73 80.41 83.20 81.89 75.67 74.48

XLM-R 80.45 79.44 80.95 79.42 70.92 60.53 80.87 79.94 81.55 79.67 76.36 72.81

Table 3. Results for the cause extraction task on the two setups. Values in bold are
the overall maximum scores attained for a particular metric.

CEASE-v2.0 CARES CEASE-v2.0

FM (%) PM (%) HD JS ROS FM (%) PM (%) HD JS ROS

S
e
tu

p
A

SpanBERT 23.98 24.66 0.40 0.55 0.68 31.17 17.62 0.49 0.66 0.76

RoBERTa 34.12 21.96 0.48 0.63 0.73 28.73 19.51 0.42 0.58 0.69

XLM-R 35.81 20.61 0.45 0.65 0.74 31.98 23.58 0.45 0.64 0.74

mBERT 31.42 33.11 0.49 0.65 0.75 29.00 26.29 0.48 0.62 0.73

S
e
tu

p
B

SpanBERT 36.49 28.72 0.51 0.65 0.75 28.18 29.00 0.45 0.62 0.73

RoBERTa 38.51 29.05 0.50 0.65 0.74 34.42 23.04 0.49 0.67 0.76

XLM-R 34.80 26.35 0.49 0.65 0.76 35.23 21.41 0.52 0.66 0.76

mBERT 33.78 26.01 0.50 0.64 0.74 29.54 28.73 0.48 0.61 0.73

7 Conclusion and Future Work

This study focuses on addressing the task of emotion cause recognition in suicide
notes by extending the size of an existing standard suicide notes dataset with
multilingual data and providing gold standard emotion cause annotations on the
same. Empirical results indicates that no one model can be declared to be the
best at performing any of the specific sub-tasks since their performance varies
with the many assessment criteria used in this study.

Future efforts might focus on extracting multiple causes from sentences and
develop efficient ways to model discourse relations among the causes.
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Abstract. Transfer learning approaches have shown to significantly
improve performance on downstream tasks. However, it is common for
prior works to only report where transfer learning was beneficial, ignor-
ing the significant trial-and-error required to find effective settings for
transfer. Indeed, not all task combinations lead to performance benefits,
and brute-force searching rapidly becomes computationally infeasible.
Hence the question arises, can we predict whether transfer between two
tasks will be beneficial without actually performing the experiment? In
this paper, we leverage explainability techniques to effectively predict
whether task pairs will be complementary, through comparison of neural
network activation between single-task models. In this way, we can avoid
grid-searches over all task and hyperparameter combinations, dramati-
cally reducing the time needed to find effective task pairs. Our results
show that, through this approach, it is possible to reduce training time
by up to 83.5% at a cost of only 0.034 reduction in positive-class F1 on
the TREC-IS 2020-A dataset.

Keywords: Explainability · Transfer learning · Classification

1 Introduction

Transfer learning is a method of optimisation where models trained on one task
are repurposed for another downstream task. The intuition behind this approach
is clear; as human beings, we often apply knowledge learned from previous expe-
rience when learning a new, related skill. Hence, transfer learning aims to mimic
this biological behaviour by exploiting the relatedness between tasks.

However, there remains an ever-present question that researchers have long
strived to answer, Why is pretraining useful for my task? More specifically, What
information encoded in a pretrained model is transferrable for my task? If, hypo-
thetically, we are capable of approximating, prior to training, which auxiliary
tasks will be useful in practice, we are then able to avoid the often laborious
process of trial-and-error over all task and parameter combinations. Hence, we
propose a solution which leverages recent research in explainability to identify
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the properties that characterise particular tasks and by extension, the properties
which make these tasks related.

Through the evaluation of 803 models, we calculate the per-document term
activity for each task and use these to predict the performance outputs of each
combined task pair. We show that there exists correlation between strongly-
attributed shared terms between pairs of single tasks and their combined per-
formance output, and that, by ranking each task pair by their performance, we
can reduce the time it takes to find the best-performing model by up to 83.5%
(with a cost of only 0.034 reduction in positive-class F1).

2 Improving Performance Through Inductive Transfer

The concept of inductive transfer, introduced by Pan and Yang [9], can be con-
sidered a method of transfer learning wherein the source and target tasks are
different, the goal of which is to leverage domain information in the source
task—encoded in the training signals as an inductive bias—to be transferred to
a downstream, target task.

However, the necessary conditions for what constitutes a suitable auxiliary
task for use in pretraining is unclear. Mou et al. [7] note that the difficulty
in transferability in this domain lies in the discreteness of word tokens and
their embeddings. Similar to this work, Bingel and Søgaard [1] identified ben-
eficial task relations for multi-task learning and found that performance gains
were predictable from the dataset characteristics. While ground has been cov-
ered in understanding and quantifying the relationship between pairs of tasks,
what constitutes task relatedness remains an open question. To this end, we
first demonstrate the efficacy of transfer learning as a method of improving
classifier performance. We utilise the dataset provided by the TREC Incident
Streams Track (TREC-IS) which features a number of multi-label classification
tasks wherein each label is representative of some information need (known as
information types) to end users of automated crisis and disaster systems. More
importantly, these labels exhibit some level of conceptual relatedness, and as
such, is an appropriate framework for this investigation. The track features 25
labels which manual assessors may ascribe to each document, however, to limit
the number of models trained, we use the track’s Task 2 formulation, which
restricts the number of information types to 121.

We experiment with transfer learning across these information types, that
is to say, we train a particular classifier on one, source task and then use the
resulting model as a pretrained baseline for tuning another downstream target
task, using a pretrained BERT transformer model as defined by Devlin et al. [3]
as the base model for our experiments.

Table 1 shows the single- and multi-task model results from previous exper-
iments, containing each task’s baseline performance (omitting 4 tasks which
showed no performance change) and their respective best-performing auxiliary

1 More information on metrics and tasks can be found at http://trecis.org.

http://trecis.org
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Table 1. Information type categorisation performance with and without inductive
transfer from a source task. Metrics are micro-averaged across events and range from
0 to 1, higher is better.

Inductive transfer (source) Target parameters Evaluation scores

Target Model Transfer-From LR #E B# LR #E B# Positive F1 Accuracy

New Sub Event BERT→Target None - - - 2e−05 4 16 0.0258 0.9604

BERT→Source→Target Other (Best) 1e−05 2 32 2e−05 2 32 0.0578 0.9432

First Party

Observation

BERT→Target None - - - 2e−05 4 32 0.0259 0.9646

BERT→Source→Target Move People (Best) 1e−05 2 32 1e−05 1 32 0.1142 0.9538

Service Available BERT→Target None - - - 3e−05 3 16 0.0944 0.9821

BERT→Source→Target Other (Best) 1e−05 1 32 1e−05 1 32 0.1095 0.9783

Move People BERT→Target None - - - 2e−05 3 32 0.1964 0.9835

BERT→Source→Target Other (Best) 1e-05 1 32 1e−05 2 32 0.2423 0.9853

Emerging Threats BERT→Target None - - - 3e−05 2 32 0.2329 0.8323

BERT→Source→Target Location (Best) 1e−05 2 32 1e-05 1 32 0.2612 0.8135

Multimedia Share BERT→Target None - - - 2e−05 3 32 0.4356 0.6760

BERT→Source→Target Other (Best) 1e−05 2 32 2e-05 1 32 0.4709 0.6422

Location BERT→Target None - - - 3e−05 2 16 0.5904 0.6939

BERT→Source→Target Multimedia Share (Best) 1e−05 1 32 1e−05 1 32 0.6178 0.7196

Other BERT→Target None - - - 5e−05 4 16 0.6831 0.5638

BERT→Source→Target Multimedia Share (Best) 2e-05 1 32 1e−05 2 32 0.6853 0.7187

AVERAGE BERT→Target None - Varies 0.2856 0.8321

BERT→Source→Target Varies Varies Varies 0.3199 0.8443

task when used as a prior. With the exception of those omitted tasks, we observed
performance increases across the board , as can be seen from comparing the
BERT→Target and BERT→Source→Target rows for each task in the above
table. However, obtaining these improvements was not a trivial process. We
found that performance increases were highly dependent on the target informa-
tion type and that the effectiveness of transfer was highly sensitive to changes
in model hyperparameters. Moreover, there were no easily discernible patterns
that we could use as heuristics to speed up the process of finding the best model,
leading to an exhaustive grid-search over all task and parameter combinations,
calling into question the practicality of such an approach in production. Hence, if
we are to realise these performance gains, a cheaper approach to finding effective
pairs of tasks is needed.

3 Optimising Transfer Learning with Explainability

As the complexity of deep neural models grows exponentially, there is an increas-
ing need for methods to enable a deeper understanding of the latent patterns
of a neural model, such as when trying to understand cases where that model
has failed. In order to understand this behaviour, we must explore methods of
explaining the inner working of language models.

Explainability is a field focused on model understanding and the predictive
transparency of machine learning-based systems. A number of explainability
techniques take the form of gradient-based approaches [8,10]. One such gradient-
based approach, known as attribution-based explanations, allow us to assess
what the dominant features were that contributed to a particular prediction.
Various algorithms can assign an importance score to each given input feature
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Fig. 1. RMSE@k results from our XGBoost regression model. RMSE metrics range
from 0 to ∞, lower is better.

and effectively summarise and visualise these scores in a human-readable man-
ner. Attribution-based explainability has become especially popular in the lit-
erature [5,6,12–14], however, research into explainability for transfer learning is
sparse.

In this work, we investigate: 1) whether there exists correlation between the
shared, important linguistic properties of a pair of tasks and their combined per-
formance output; 2) whether we can compute this relationship prior to training
these combined models; and 3) whether we can, as a result, reduce the time
taken to produce high-performance models. As such, we divide the remainder of
this paper into the following research questions:

RQ1. Does there exist some degree of correlation between the shared, active
terms between pairs of tasks and their combined performance output?

RQ2. Can we leverage this knowledge, prior to training, to reduce the overall
runtime required to produce effective models?

To this end, we compute the conductance of latent features in the context
of each document. Introduced by Dhamdhere et al. [4,11] the conductance of a
hidden unit can be described as the flow of attributions via said unit. By comput-
ing the conductance, we are able to quantify the bearing each individual input
feature has on a particular prediction (with respect to a given input sequence).

For each BERT→Target model and each document in our test set, we cal-
culate the effect any individual feature (term) had on the prediction output of
its document using conductance. The conductance c of each term xi within a
document is scored {cxi

∈ R : −1 ≤ cxi
≤ 1} wherein cxi

∈ [−1, 0) represents
conductance scores that attribute towards the negative class and cxi

∈ (0, 1]
attribute towards our target class. We eliminate negatively attributed terms in
order to capture the most active terms that represent our target class. We deter-
mine activity by testing against a range of thresholds for term activity (TAT ),
beginning from the mean of positively-attributed conductance scores, 0.05, and
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Fig. 2. Performance vs. Runtime results from XGBRegressor. F1 metrics range from
0 to 1, higher is better. Runtime is reported in hours.

increasing to a reasonable upper bound at 0.05 increments. As such, we decided
to test the set of conductance thresholds: [0.05, 0.7] ∩ 0.05Z. We then averaged
the total number of active terms across documents and only consider those terms
which are above said thresholds. Our calculations result in the following formu-
lation, Average Number of Shared Active Terms (ANSAT ), which provides a
quantified comparison metric between each pair of models:

Definition 1. Let M represent a neural model with layers l ∈ L and D represent
the collection of positive-class documents (with respect to task sets A, B, and AB)
containing words w ∈ d ∈ D, and with conductance threshold TAT then:

ANSAT (MA,MB , D, TAT )

=
∑

d∈D

⎛

⎜⎝
∑

w∈d

⎧
⎪⎨

⎪⎩
1, if

( ∑
l∈LMA

conduct(w,l)

|LMA
| ≥ TAT

)
AND

( ∑
l∈LMB

conduct(w,l)

|LMB
| ≥ TAT

)

0, otherwise

⎞

⎟⎠

|D|
(1)

Through this formulation, we can estimate the pretraining similarity between
two tasks (A and B) via their underlying datasets (positive-class documents
only) DA and DB , as well as the intersection of both, DAB . We then use these
estimates to predict the effectiveness of a combined model MAB created via
transfer learning, i.e. BERT→Source(A)→Target(B). In particular, we train an
XGBoost [2] regression model (XGBRegressor) to produce a prediction of the
effectiveness of MAB , given various feature combinations. We use this model to
predict the combined performance of MAB combinations for each target task B
given a set of source tasks A∈S, using Positive F1 as our target metric.

To answer RQ1, we compare the performance predicted by our XGBoost
model when using only individual model effectiveness (MA and MB F1-scores)
as features vs. those same features + the ANSAT similarity estimations. If active
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terms as defined by ANSAT are indicative of transfer performance then the
XGBoost model with these features should be more effective than the one with-
out. Figure 1 shows the results of our experiment, reporting RMSE at ranks
10–100 with different feature sets, where F1 denotes MA and MB F1-scores and
ANSAT denotes the ANSAT scores for DA, DB and DAB (under TAT values
[0.05, 0.7] ∩ 0.05Z).

Near the top of the ranking (K = 5, 10), we observe the feature set using F1
only to marginally outperform F1 + ANSAT by 1.76% and 2.76%, respectively.
At ranks K = 40 and above, however, we observe that the inclusion of ANSAT
results in considerably lower error than using F1 scores alone. Indeed, from
these results we can conclude that the overlap of active terms between tasks as
measured by ANSAT is valuable evidence when attempting to determine whether
the combination of tasks will result in performance gains, answering RQ1.

To answer RQ2, we consider the potential real-world benefits of such per-
formance prediction models when used to reduce task-pair training time. For
this experiment, we assume you have a certain budget to train K task-pair com-
binations and check their performance. For a task, the more combinations you
try, the more likely you will find a good combination. As our XGBoost models
are predicting which combinations will work well together, we can use this to
determine the order of combinations to try, where the goal is to find the best per-
forming combination for each task as early as possible, such that we can end the
search early. Figure 2 reports the Positive F1 performance of the best perform-
ing model for different depths K, where the x-axis is a conversion of K into the
number of hours needed to train that many models for all tasks (Runtime@K).

From the collection of 803 models used as the dataset for our regression
model, our best, average performance (F1) was 0.3199, which took 60.6 h to
train. By utilising our regression model, we are able to achieve an F1-score of
0.3003 (only 6.12% worse than our best-performing F1 model), at only 30 h or
50.5% less training time, using the F1 + ANSAT feature space. If we were to
accept a 0.034 or 10.78% reduction in F1-score, we can further reduce our time
to 10 h or a 83.5% reduction in training time. We note that at lower ranks of K,
we observe a consistent increase in performance when including ANSAT in our
feature space. At ranks 7, and 10, we observe 8.71%, and 8.01% performance
increases, respectively, when including ANSAT alongside F1. Considering these
results, there is clearly significant scope for improving performance by leveraging
attribution-based techniques, answering RQ2.

4 Conclusions and Future Work

In this work, we presented an approach for estimating the suitability for pairs
of tasks to be used in transfer learning by comparing their shared, active terms.
It is clear that there exists some correlation between term activity and perfor-
mance, as highlighted by our results. By predicting the projected performance
output of each task pair, we managed to achieve up to 83.5% reduction in train-
ing time (for only a 0.034 or 10.78% reduction in F1). However, while we have
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demonstrated the value of using conductance to estimate combined model perfor-
mance pre-training, there is clearly more work needed to increase the accuracy
of these estimations, and hence further reduce the space of models that need
to be searched. As such, for future work, we propose further analysis into the
quantifiable properties that constitute related tasks which could further improve
inductive transfer between such tasks.
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Abstract. We present strong Transformer-based re-ranking and dense
retrieval baselines for the recently released TripClick health ad-hoc
retrieval collection. We improve the – originally too noisy – training
data with a simple negative sampling policy. We achieve large gains over
BM25 in the re-ranking task of TripClick, which were not achieved with
the original baselines. Furthermore, we study the impact of different
domain-specific pre-trained models on TripClick. Finally, we show that
dense retrieval outperforms BM25 by considerable margins, even with
simple training procedures.

1 Introduction

The latest neural network advances in Information Retrieval (IR) – specifi-
cally the ad-hoc passage retrieval task – are driven by available training data,
especially the large web-search-based MSMARCO collection [1]. Here, neural
approaches lead to enormous effectiveness gains over traditional techniques
[8,13,20,24]. A valid concern is the generalizability and applicability of the devel-
oped techniques to other domains and settings [14,16,31,34].

The newly released TripClick collection [27] with large-scale click log data
from the Trip Database, a health search engine, provides us with the opportunity
to re-test previously developed techniques on this new ad-hoc retrieval task:
keyword search in the health domain with large training and evaluation sets.
TripClick provides three different test sets (Head, Torso, Tail), grouped by their
query frequency, so we can analyze model performance for different slices of the
overall query distribution.

This study conducts a range of controlled ad-hoc retrieval experiments using
pre-trained Transformer [32] models with various state-of-the-art retrieval archi-
tectures on the TripClick collection. We aim to reproduce effectiveness gains
achieved on MSMARCO in the click-based health ad-hoc retrieval setting. Typ-
ically, neural ranking models are trained with a triple of one query, a relevant
and a non-relevant passage. As part of our evaluation study, we discovered a
flaw in the provided neural training data of TripClick: The original negative
sampling strategy included non-clicked results, which led to inadequate training.
Therefore, we re-created the training data with an improved negative sampling
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 144–152, 2022.
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strategy, based solely on BM25 negatives, with better results than published
baselines.

As the TripClick collection was released only recently, we are the first to
study a wide-ranging number of BERT-style ranking architectures and answer
the fundamental question:

RQ1. How do established ranking models perform on re-ranking TripClick?

In the re-ranking setting, where the neural models score a set of 200 candi-
dates produced by BM25, we observe large effectiveness gains for BERTCAT,
ColBERT, and TK for every one of the three frequency-based query splits.
BERTCAT improves over BM25 on Head by 100%, on Torso by 66% and Tail
still by 50%.

We compare the general BERT-Base & DistilBERT with the domain-specific
SciBERT & PubMedBERT models to answer:

RQ2. Which BERT-style pre-trained checkpoint performs best on TripClick?

Although the general domain models show good effectiveness results, they are
outperformed by the domain-specific pre-training approaches. Here, PubMed-
BERT slightly outperforms SciBERT on re-ranking with BERTCAT & ColBERT.
An ensemble of all domain-specific models with BERTCAT again outperforms all
previous approaches and sets new state-of-the-art results for TripClick.

Finally, we study the concept of retrieving passages directly from a nearest
neighbor vector index, also referred to as dense retrieval, and answer:

RQ3. How well does dense retrieval work on TripClick?

Dense retrieval outperforms BM25 considerably for initial candidate retrieval,
both in top-10 precision results and for all recall cutoffs, except top-1000. In
contrast to re-ranking, SciBERT outperforms PuBMedBERT on dense retrieval
results.

We publish our source code as well as the improved training triples at:
https://github.com/sebastian-hofstaetter/tripclick.

2 Background

We describe the collection, the BERT-style pre-training instances, ranking archi-
tectures, and training procedures we use below.

2.1 TripClick Collection

TripClick contains 1.5 million passages (with an average length of 259 words),
680 thousand click-based training queries (with an average of 4.4 words), and
3, 525 test queries. The TripClick collection includes three test sets with 1, 175
queries each grouped by their frequency and called Head, Torso, and Tail queries.

https://github.com/sebastian-hofstaetter/tripclick
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For the Head queries a DCTR [3] click model was employed to created relevance
signals, the other two sets use raw clicks.

In comparison to the widely analyzed MSMARCO collection [10], TripClick
is yet to be fully understood. This includes the quality of the click labels and
the effect of various filtering mechanisms of the professional search production
UI, that are not part of the released data.1

2.2 Re-ranking and Retrieval Models

We study multiple architectures with different aspects on the efficiency vs. effec-
tiveness tradeoff scale. Here, we give a brief overview, for more detailed compar-
isons see Hofstätter et al. [8].

BERTCAT – Concatenated Scoring. The base re-ranking model BERTCAT

[20,24,40] concatenates query and passage sequences with special tokens and
computes a score by reducing the pooled CLS representation with a single lin-
ear layer. It represents one of the current state-of-the art models in terms of
effectiveness, however it exhibits many drawbacks in terms of efficiency [9,39].

ColBERT. The ColBERT model [13] delays the interactions between every
query and document representation after BERT. The interactions in the
ColBERT model are aggregated with a max-pooling per query term and sum of
query-term scores. The aggregation only requires simple dot product computa-
tions, however the storage cost of pre-computing passage representations is very
high as it depends on the total number of terms in the collection.

TK (Transformer-Kernel). The Transformer-Kernel model [12] is not based
on BERT pre-training, but rather uses shallow and independently computed
Transformers followed by a set of RBF kernels to count match signals in a term-
by-term match matrix, for very efficient re-ranking.

BERTDOT – Dense Retrieva. The BERTDOT model matches a single CLS
vector of the query with a single CLS vector of a passage [17,18,39], indepen-
dently computed. This decomposition of interactions to a single dot-product
allows us to pre-compute every contextualized passage representation and
employ a nearest neighbor index for dense retrieval, without a traditional first
stage.

2.3 Pre-trained BERT Instances

The 12-layer BERT-Base model [5] (and the 6-layer distilled version DistilBERT
[29]) and its vocabulary are based on the Books Corpus and English Wikipedia
articles. The SciBERT model [2] uses the identical architecture to the BERT-
Base model, but the vocabulary and the weights are pre-trained on Semantic

1 The TripDatabase allows users to use different ranking schemes, such as popularity,
source quality and pure relevance, as well as filtering results by facets. Unfortunately,
this information is not available in the public dataset.
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Scholar articles (with 82% articles from the broad biomedical domain). Similarly
the PubMedBERT model [7] and its vocabulary are trained on PubMed articles
using the same architecture as the BERT model.

2.4 Related Studies

At the time of writing, this is the first paper evaluating on the novel TripClick
collection. However many other tasks have been set up before in the biomedical
retrieval domain, such as BioASQ [23], TREC Precision Medicine tracks [6,28]
or the timely created TREC-COVID [22,30,33] (which is based on CORD-19
[35], a collection of scientific articles concerned with the coronavirus pandemic).

For TREC-COVID, MacAvaney et al. [19] train a neural re-ranking model
on a subset of the MS MARCO dataset containing only medical terms (Med-
MARCO) and demonstrate its domain-focused effectiveness on a transfer to
TREC-COVID. Xiong et al. [38] and Lima et al. [15] explore medical domain
specific BERT representations for the retrieval from the TREC-COVID corpus
and show that using SciBERT for dense retrieval outperforms the BM25 baseline
by a large margin. Wang et al. [36] explore continuous active learning for the
retrieval task from the COVID-19 corpus, this method is also studied for retrieval
in the precision medicine track [4,28]. Reddy et al. [26] demonstrate synthetic
training for question answering of COVID-19 related questions.

Many of these related works are concerned with overcoming the lack of
large training data on previous medical collections. Now with TripClick we
have a large-scale medical retrieval dataset. In this paper we jumpstart work
on this collection, by showcasing the effectiveness of neural ranking approaches
on TripClick.

3 Experiment Design

n our experiment setup, we largely follow Hofstätter et al. [8], except where
noted otherwise. Mainly we rely on PyTorch [25] and HuggingFace Transformer
[37] libraries as foundation for our neural training and evaluation methods. For
TK, we follow Rekabsaz et al. [27] and utilize a PubMed-trained 400 dimensional
word embedding as starting point [21]. For validation and testing we utilize the
data splits outlined in TripClick by Rekabsaz et al. [27].

3.1 Training Data Generation

The TripClick dataset conveniently comes with a set of pre-generated training
triples for neural training. Nevertheless, we found this training set to produce
less than optimal results and the trained BERT models show no robustness
against increased re-ranking depth. This phenomena of having to tune the best
re-ranking depth for effectiveness, rather than efficiency, has been studied as
part of early non-BERT re-rankers [11]. With the advent of Transformer-based
re-rankers, this technique became obsolete [12].
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Table 1. Effectiveness results for the three frequency-binned TripClick query sets. The
nDCG & MRR cutoff is at rank 10.

Model
BERT Head (DCTR) Torso (RAW) Tail (RAW)

Instance nDCG MRR nDCG MRR nDCG MRR

Original Baselines

1 BM25 – .140 .276 .206 .283 .267 .258

2 ConvKNRM – .198 .420 .243 .347 .271 .265

3 TK – .208 .434 .272 .381 .295 .280

Our Re-Ranking (BM25 Top-200)

4 TK – .232 .472 .300 .390 .345 .319

5
ColBERT

SciBERT .270 .556 .326 .426 .374 .347

6 PubMedBERT-Abstract .278 .557 .340 .431 .387 .361

7

BERTCAT

DistilBERT .272 .556 .333 .427 .381 .355

8 BERT-Base .287 .579 .349 .453 .396 .366

9 SciBERT .294 .595 .360 .459 .408 .377

10 PubMedBERT-Full .298 .582 .365 .462 .412 .381

11 PubMedBERT-Abstract .296 .587 .359 .456 .409 .380

12 Ensemble (Lines: 9,10,11) .303 .601 .370 .472 .420 .392

In the TripClick dataset, the clicked results are considered as positives sam-
ples for training. However, we discovered a flaw in the published negative sam-
pling procedure, that non-clicked results – ranked above the clicked ones – are
included as negative sampled passages. We hypothesize this leads to many false
negatives in the training set, confusing the models during training. We con-
firm this thesis by observing our training telemetry data, showing low pairwise
training accuracy as well as a lack of clear distinction in the scoring margins of
the BERTCAT models. For all results presented in this study we generate new
training data with the following simple procedure:

1. We generate 500 BM25 candidates for every training query
2. For every pair of query - relevant (clicked) passage in the training set we

randomly sample, without replacement, up to 20 negative candidates from
the candidates created in 1.

– We remove candidates present in the relevant pool, regardless of relevance
grade.

– We discard positional information (we expect position bias to be in the
training data – a potential for future work).

3. After shuffling the training triples we save 10 million triples for training

Our new training set gave us a 45–50% improvement on MRR@10 (from .41
to .6) and nDCG@10 (from .21 to .30) for the HEAD validation queries using
the same PubMedBERTCAT model and setup. The models are now also robust
against increasing the re-ranking depth.
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4 TripClick Effectiveness Results

In this section, we present the results for our research questions, first for re-
ranking and then for dense retrieval.

4.1 Re-ranking

We present the original baselines, as well as our re-ranking results for all three
frequency-based TripClick query sets in Table 1. All neural models re-rank the
top-200 results of BM25. While the original baselines do improve the frequent
Head queries by up to 6 points nDCG@10 (TK-L3 vs. BM25-L1); they hardly
improve the Tail queries with only 1–3 points difference in nDCG@10 (CK-L2
& TK-L3 vs. BM25-L1). This is a pressing issue, as those queries make up 83%
of all Trip searches [27].

Turning to our results in Table 1, to answer RQ1 How do established ranking
models perform on re-ranking TripClick? We can see that our training approach
for TK (Line 4) strongly outperforms the original TK (L3), especially on the
Tail queries. This is followed by ColBERT (L5 & 6) and BERTCAT (L7 to L12)
which both improve strongly over the previous model. This trend directly follows
previous observations of effectiveness improvements per model architecture on
MSMARCO [8,13].

To understand if there is a clear benefit of the BERT model choice we study:
RQ2 Which BERT-style pre-trained checkpoint performs best on TripClick? We
find that although the general domain models show good effectiveness results (L7
& 8), they are outperformed by the domain-specific pre-training approaches (L9
to L11). Here, PubMedBERT (L5 + L10 & 11) slightly outperforms SciBERT
(L9 + L10 & 11) on re-ranking with BERTCAT & ColBERT. An ensemble of
all domain-specific models with BERTCAT (L12) again outperforms all previous
approaches, and sets new state-of-the-art results for TripClick.

4.2 Dense Retrieval

To answer RQ3 How well does dense retrieval work on TripClick? we present
our results in Table 2. Dense retrieval with BERTDOT (L13 to L15) outperforms
BM25 (L1) considerably for initial candidate retrieval, both in terms of top-
10 precision results, as well as for all recall cutoffs, except top-1000. We also
provided the judgement coverage for the top-10 results, and surprisingly, the
coverage for dense retrieval increases compared to BM25. Future annotation
campaigns should explore the robustness of these click-based evaluation results.
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Table 2. BERTDOT dense retrieval effectiveness results for the HEAD TripClick query
set. J@10 indicates the ratio of judged results at cutoff 10.

Model
BERT Head (DCTR)

Instance J@10 nDCG@10 MRR@10 R@100 R@200 R@1K

Original Baselines

1 BM25 – 31% .140 .276 .499 .621 .834

Retrieval (Full Collection Nearest Neighbor)

13

BERTDOT

DistilBERT 39% .236 .512 .550 .648 .813

14 SciBERT 41% .243 .530 .562 .640 .793

15 PubMedBERT 40% .235 .509 .582 .673 .828

5 Conclusion

Test collection diversity is a fundamental requirement of IR research. Ideally, we
as a community develop methods that work on the largest possible set of prob-
lem settings. However, neural models require large training sets, which restricted
most of the foundational research to the public MSMARCO and other web search
collections. Now, with TripClick we have a another large-scale collection avail-
able. In this paper we show that in contrast to the original baselines, neural
models perform very well on TripClick – both in the re-ranking task and the
full collection retrieval with nearest neighbor search. We make our techniques
openly available to the community to foster diverse neural information retrieval
research.
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Abstract. Traditional information retrieval (IR) ranking models pro-
cess the full text of documents. Newer models based on Transformers,
however, would incur a high computational cost when processing long
texts, so typically use only snippets from the document instead. The
model’s input based on a document’s URL, title, and snippet (UTS)
is akin to the summaries that appear on a search engine results page
(SERP) to help searchers decide which result to click. This raises ques-
tions about when such summaries are sufficient for relevance estima-
tion by the ranking model or the human assessor, and whether humans
and machines benefit from the document’s full text in similar ways. To
answer these questions, we study human and neural model based rele-
vance assessments on 12k query-documents sampled from Bing’s search
logs. We compare changes in the relevance assessments when only the
document summaries and when the full text is also exposed to asses-
sors, studying a range of query and document properties, e.g., query
type, snippet length. Our findings show that the full text is beneficial
for humans and a BERT model for similar query and document types,
e.g., tail, long queries. A closer look, however, reveals that humans and
machines respond to the additional input in very different ways. Adding
the full text can also hurt the ranker’s performance, e.g., for navigational
queries.

Keywords: Relevance estimation · Crowdsourcing · Neural IR

1 Introduction

In adhoc retrieval, ranking models typically process text from the URL, title and
body of the documents. While the URL and title are short, the body may include
thousands of terms. Recently, Transformer-based ranking models have demon-
strated significant improvements in retrieval effectiveness (Lin et al. 2020), but
are notoriously memory and compute intensive. Their training and inference cost
grows prohibitively with long input. A common solution is to estimate document
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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relevance based only on sub-parts of the document, e.g., query-biased snippets.
Such approaches are motivated by the scope hypothesis (Robertson et al. 2009),
which states that the relevance of a document can be inferred by considering only
its most relevant parts. Several neural approaches, e.g., Hofstätter et al. (2021);
Yan et al. (2019), have operationalized this hypothesis in their model design.
Document summaries based on URL, title and query-biased snippet (UTS) are
also typically presented on SERPs to searchers. While the model uses UTS to
estimate relevance when ranking, the human searcher uses UTS to estimate rel-
evance when deciding whether to click a result. These scenarios motivate us to
study when snippets are sufficient replacements of the full body text for relevance
estimation by humans and machines. Concretely, by collecting human relevance
assessments and relevance rankings from a machine-learned model both for UTS
only and UTS plus body text inputs, we study whether humans and machines
benefit from the document’s full text under similar conditions and in similar
ways, or if humans and machines respond to the additional input differently.

2 Related Work

Automatic document summarization dates as far back as the foundational work
by Luhn (1958) and Edmundson (1964). In the context of search, several early
user studies (Tombros and Sanderson, 1998; Sanderson, 1998; White et al. 2003)
demonstrated the usefulness of query-biased snippets for assessing document rel-
evance. Demeester et al. (2012, 2013) studied how well the document’s relevance
can be predicted based on the snippet alone in federated search. Unlike these
prior works, our goal is to study the differences in human and machine relevance
assessments when only document summaries or when also the body texts are
inspected. Past studies have also employed diverse measures of snippet quality
based on manual assessment (Kaisser et al. 2008), eye-tracking studies (Lagun
and Agichtein, 2012; Cutrell and Guan, 2007), view-port analysis (Lagun and
Agichtein, 2011), historical clickthrough data (Clarke et al. 2007; Yue et al. 2010),
and A/B testing (Savenkov et al. 2011), but did not try to understand when and
why human and model assessments differ.

The application of passage-based document views for adhoc document rank-
ing have been explored in the context of traditional retrieval methods (Ben-
dersky and Kurland, 2008; Salton et al. 1993), but gained more attention
recently (Nogueira and Cho 2019; Yan et al. 2020; Hofstätter et al. 2020, 2021;
Li et al. 2020) in the context of Transformer-based (Vaswani et al. 2017) neural
ranking models. While these models typically evaluate several passages per doc-
ument, single query-biased summaries can be applied under stricter efficiency
concerns. Our work helps to understand the feasibility of estimating document
relevance based on just the UTS information.

Finally, our work is similar to Bolotova et al. (2020) in the sense that we too
study humans and a BERT model, but while Bolotova et al. (2020) focused on
attention, we study changes in relevance estimation due to input change.
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3 Experiment Design

To answer our research questions, we collect both human and neural model based
relevance assessments in two conditions: 1) when the human/machine assessor
is only shown the query-biased summary, made up of the URL, title and snippet
(UTS), and 2) when the body text is also exposed (UTSB). We use snippets
returned by Bing’s API.

We collect relevance assessments from humans via a Human Intelligent Task
(HIT) with multiple judging steps, ensuring that the same person labels both con-
ditions. First, we ask assessors to estimate a search result’s relevance to the query
based on its UTS information alone (UTS label). We then show assessors the
web page and ask them to re-assess its relevance (UTSB label). Both labels use
a five point scale. Next, we ask if seeing the web page led to a revised assessment
(‘Revised’; this is auto-filled), if it helped to confirm the UTS based estimate
(‘Confirmed’) or if the page did not provide further help in the assessment (‘Not
needed’). Finally, assessors are asked to highlight parts of the body text that
explain why the body text provided additional benefit over the UTS. Figure 1
shows the final HIT state. We use UHRS, an internal crowdsourcing platform,
to collect judgments from trusted, quality monitored, long-term judges and pay

Fig. 1. Human intelligent task to collect UTS and UTSB labels from assessors
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them their standard hourly rate. We obtain an inter-assessor agreement rate of
0.44 for the UTS and 0.53 for the UTSB labels (Krippendorff α).

For our Neural Ranker based relevance estimation, we follow the state-of-the-
art neural ranking approach (Nogueira and Cho 2019) and train a UTS and a
UTSB ranker, starting with a pretrained BERT-style (Devlin et al. 2019) model.
The model inputs comprise sentence A, which is the query, and sentence B, which
is either UTS or UTSB, respectively. Query and UTS have an expected length of
less than 128 tokens, so we use an input sequence length of 512 tokens in all our
experiments, truncating the input if it is longer. This allows the UTSB model
to see significantly more document text than is seen from snippet alone, and
allows us to observe systematic differences between UTS and UTSB. We use the
[CLS] vector as input to a single layer neural network to obtain the probability
of the document being relevant. We refer to the probability prediction values as
UTS and UTSB ranking scores and use the ranking orders they impose to study
whether neural models benefit from the body text.

For our dataset, we sample 1k queries at random from Bing’s search logs, then
for each query, we scrape the Bing SERP and collect a total of 12k query-URL
pairs. We collect human labels for every query-URL and run ranking experi-
ments with our dataset as the test set. For our investigation of when the body
text impacts a human/machine assessor, we focus on the query and document
properties listed in Table 1.

Table 1. Query and document features

Variable Description

Performance predictor Output of a proprietary query performance
prediction model (∈ [0, 1])

Query type: Navigational Classifier output predicting if the query is
navigational (1) or not (0)

Query type: Head/tail Predicted query popularity (∈ [0(tail), 1(head)])

Query type: Question If the query is a natural language question
(∈ [0(no), 1(yes)])

Lengths Query, URL, Title, Snippet, and Body lengths in
characters

% of query tokens The ratio of query tokens that appear in the URL,
Title, Snippet, Body
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Table 2. The UTSB model’s performance
improvement over the UTS model, mea-
sured using RBP (on a 100 point scale)
and either the UTS or UTSB human
labels as ground-truth (GT).

ΔRBP@3 ΔRBP@10

UTS label GT 0.165 0.071

UTSB label GT 0.797 0.587

% improved/degraded 33/31 45/43

Table 3. Reasons when human asses-
sors could not highlight parts of the
body text to explain why it was bene-
ficial over the UTS

UTS>UTSB UTS<UTSB

Missing term 76% 12%

Other 20% 48%

Video 4% 40%

4 Results and Discussions

Impact of Body Text on Human Assessors: We stipulate that UTS alone is
insufficient in cases when human assessors either revised their initial assessment
upon seeing the body text (‘Revised’) or when the body text was needed to
confirm their UTS label (‘Confirmed’). Overall, assessors indicated that UTS
alone was insufficient (body text was beneficial) in 48% of the cases. Of these,
‘Revised’ made up 59% and ‘Confirmed’ the other 41%. When assessors revised
their ratings, they initially overestimated the document’s relevance in 54% of
cases (UTS >UTSB) and underestimated it in 46% of cases (UTS <UTSB). The
higher ratio of overestimates could hint at possible SEO manipulation methods
succeeding or assessors exhibiting confirmation bias with UTS. Using statistical
analysis (t-test) to compare the sample means of the query document properties
(Table 1) across cases where the body text benefited judges or not, we found that
the body text was helpful for predictably poor performing, long, not-navigational,
tail and question type queries (all stat. sig. p< 0.01).

Impact of Body Text on Neural Ranker: We assume that UTS is insufficient
when the UTSB model outperforms the UTS model. We calculate the two models’
performance using RBP (Moffat and Zobel, 2008) with both the human UTS
and UTSB labels as ground-truths. As it can be seen in Table 2, the UTSB
model outperforms the UTS model (ΔRBP > 0), where the benefit from body
text is more evident at the top ranks (ΔRBP@3> ΔRBP@10). We also see that
the ranker learns to make better use of the body text when the training labels
also consider the body text (2nd row). Looking at the ratio of queries where the
UTSB model outperforms the UTS model (3rd row), we see that there is room
for improvement: the percentage of queries that benefit from the body text is just
higher than those that body text degrades. Differences in the sample means of
the query document properties (Table 1) for the improved and degraded queries
reveals that improved queries are long, tail, not-navigational and of question type,
while degraded queries are short, head and navigational, and the documents long
(all stat. sig. p< 0.01).
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Explanation of Body Text’s Impact: We make use of the interpretML frame-
work1 and train two Explainable Boosting Machine (EBM) glassbox regression
models (tree-based, cyclic gradient boosting Generalized Additive Models) (Lou
et al. 2013). For each query-URL pair input, we use the properties listed in
Table 1 as features and construct the target labels as follows:

– ΔLabel: Target label for the EBM model used to explain human assessors’
reaction to seeing the body text, mapped as –1 if UTS> UTSB (UTS label
overestimated document relevance), 0 if UTS = UTSB, and 1 if UTS<UTSB
(UTS underestimated).

– ΔRank: To model the neural rankers’ reaction we opt to use the ranking
position (rp) since the UTS and UTSB scores are not directly comparable
(different trained models) and use –1 if UTSrp<UTSBrp (UTSB model’s
relevance estimation decreased compared to UTS), 0 if UTS rp = UTSB rp,
and 1 if UTSrp> UTSBrp (UTSB’s estimate increased compared to UTS).

Table 4. The EBM models’ top 5 feature importance scores for human and machine
assessors, explaining the delta observed in the human assessors’ UTS and UTSB labels
(ΔLabel) and the neural models’ UTS and UTSB based rankings (ΔRank), respectively.

ΔLabel (UTSB label - UTS label) ΔRank (UTS rp - UTSB rp)

Question (0.2825) %QueryWords in Tokenized Body (0.2858)

Body length (0.2434) Snippet length (0.2831)

Performance predictor (0.2418) Title length (0.2478)

%QueryWords in Tokenized Title (0.2218) Body length (0.1658)

Query length (0.2141) %QueryWords in Tokenized Snippet (0.1459)

Table 4 shows the EBM models’ top 5 feature importance scores for human
and machine assessors, telling us which of the query and document proper-
ties explain the delta observed in the human assessors’ UTS and UTSB labels
(ΔLabel) and the neural models’ UTS and UTSB based rankings (ΔRank),
respectively. We can see that a change in labels or rankings is explained by
very different factors: body length is the only common factor in the top 5. The
top explanation of change in the humans’ UTS vs UTSB assessments is whether
the query is phrased as a question, while the top reason for the ranker is the
ratio of query tokens that are present in the body text.

To examine how ΔLabel and ΔRank change with each feature, in Fig. 2,
we plot EBM’s learnt per-feature functions. Each plot shows how a given fea-
ture contributes to the model’s prediction. For example, the Query length plot
shows that for short queries, human assessors (blue line) are more likely to
underestimate (y > 0) the document’s relevance based on UTS alone, while for

1 https://interpret.ml/docs/ebm.html.

https://interpret.ml/docs/ebm.html
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long queries, they tend to overestimate (y < 0). The neural model (orange line)
shows a similar but more subtle trend: for short queries, body text increases
the ranker’s relevance estimate over the UTS estimate, while for long queries
the predicted relevance decreases with body text. The Question plot shows that
humans tend to underestimate the document’s relevance when the query is more
likely to be a question. This indicates that document summaries fail to convince
searchers that the document answers their question. The ranker’s predicted rel-
evance, however, decreases with body text for question type queries. Looking at
the Snippet length plot, we see that the neural model is more likely to decrease
its estimate of the document’s relevance with body text when snippets are short,
but increase it for long snippets. This suggests that when snippets include more
context, the ranker is more likely to see these as evidence of irrelevance, which
is diminished when body text is added. Snippet length has the opposite impact
on humans: the longer the snippet, the more likely they overestimate the result’s
relevance. Overall, we see very little similarities (parallel trends) in the human vs

Fig. 2. EBM’s learnt feature functions for each query and document feature, explaining
the Δ changes: y > 0 means that ‘seeing’ the body text led to an increase in the relevance
estimate compared to UTS. (Color figure online)
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ranker feature plots, indicating that humans and machines react to body text in
fundamentally different ways. Human assessors are more likely to overestimate
relevance from UTS for long, tail, and not-navigational queries, and underesti-
mate when the query is head, navigational or a question. They also overestimate
for long snippets and short documents, and underestimate for long documents
and short snippet. Unlike humans, the neural model results in more near-flat
plots: the most impact is seen for document (rather than query) properties, e.g.,
Snippet length and ratio of query tokens in the snippet and body.

Additional Considerations: When assessors revised their relevance assess-
ment but were unable to highlight parts of the body text to explain the change
(in 72% of overestimates and 22% of underestimates), they were asked to indicate
a reason. Table 3 shows that the absence of query terms in the document was
the main reason for overestimates without highlighted text (76%). This suggests
that informing users of missing query terms on the SERP is a helpful strategy.
On the other hand, a major reason when assessors underestimated a document
was when video (or other non-textual content) was present on the page (40%) -
an aspect that was not considered by the neural model.

5 Conclusions

We studied when human and machine assessors benefit from the full text of the
document to estimate its relevance. We showed that both humans and BERT
style models benefit from the body text in similar cases (long, not navigational,
tail and question type queries), but that full text impacts their relevance assess-
ments in different ways (e.g., full text increases humans’ relevance estimates
but decreases the ranker’s). In addition, we observe differences in the prop-
erties of queries where the BERT model’s performance improves or degrades
with the full text, e.g., performance degrades for navigational queries (ΔRBP@3
of –1.07). This indicates that more work is necessary on BERT style models when
considering full text as input or that different types of queries (e.g., head v tail)
require models to be optimized differently. While our findings are a function of
the query-biased summaries, the observed differences in human and model reac-
tions to additional information indicate that different mechanisms are needed
for human vs machine inputs.
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Abstract. Analyzing content generated on social media has proven to
be a powerful tool for early detection of crisis-related events. Such an
analysis may allow for timely action, mitigating or even preventing alto-
gether the effects of a crisis. However, the high noise levels in short texts
present in microblogging platforms, combined with the limited publicly
available datasets have rendered the task difficult. Here, we propose deep
learning models based on a transformer self-attention encoder, which is
capable of detecting event-related parts in a text, while also minimizing
potential noise levels. Our models’ efficacy is shown by experimenting
with CrisisLexT26, achieving up to 81.6% f1-score and 92.7% AUC.

Keywords: Self attention · Multihead attention · Crisis event
detection

1 Introduction

Over the years, many methods have been introduced in an effort to effectively
detect crisis events from online textual content, and thus keep relevant stakehold-
ers and the community at large informed about these events and their aftermath.
Crisis event detection methods were initially utilizing handcrafted feature engi-
neering to enrich their models with semantic and linguistic knowledge [18,23,24].
Nevertheless, the handcrafted features are not able to capture the multilevel cor-
relations between words and tend to be overspecialized to the designed domain
(e.g. applied on a single language), time consuming, and prone to error propa-
gation. However, over the last decade, Convolutional Neural Networks (CNNs)
[22] and Recurrent Neural Networks (RNNs) [17] proved their ability to cap-
ture semantic information [20,34] and, thereafter, pioneering works introduced
CNNs [8,32], RNNs [31], and even hybrid approaches [13] to the event detection
task. Graph Convolutional Networks (GCNs) which enable the convolution of
words that are dependent on each other by using the syntactic representation of
a text have also been employed [30]. Finally, attention mechanisms have been
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applied, either in combination with GCNs [36] or in a more straightforward way
[26], to combine attention vectors for words and entities with the original word
embeddings before being forwarded to a perceptron layer. However all these
studies focused on the sentence level of large and well organized documents by
identifying event trigger words.

Another research area for event detection has been the categorization of short
social media posts by their informativeness during a crisis. A widely used dataset
in this context is the publicly available CrisisLexT26 [33], which contains Twitter
posts from 26 different crisis events. CNNs have been extensively studied for this
task (e.g. [5,6,29]), with one of the most well known architectures for sentence
classification, the Multi-Channel CNN [20], achieving noteworthy results [4].

However, little emphasis has been placed thus far on handling short, noisy
(informal language, syntactic errors, unordered sumarizations, etc.) texts with
only a few studies utilizing attention mechanisms in this direction [7,19]. To this
end, this paper proposes a novel way of dealing with such texts in the context
of the crisis-related event detection. Our method is based on a state-of-the-art
self attention encoder [35], which is utilized as a denoiser for the text before
it is further forwarded to other types of layers; to the best of our knowledge,
no prior work investigates the effect of the self-attention encoder in the event
detection task. We also propose three models modifying to some extent the way
in which the self attention is utilized, while experimenting with different neural
architectures. To be comparable with the state of the art, the Multi-Channel
CNN [4] is used as baseline, as well as a variation thereof. Finally, we open-
source our implementations for reproducibility and extensibility purposes [1].

2 Methodology

To handle short and noisy texts, we base our models on a self attention method.
We assume that the attention will be immune to any temporal inconsistency in
the text and be able to reinforce dependencies between relevant words. Before
presenting the proposed architectures, we first describe their key components.

Language Modeling. To create a mathematical representation of the input
words we use an embedding of the language into a high dimensional euclidean
space where neighboring words are also semantically close; input texts are mod-
eled in a D-dimensional vector based on the words’ vectors representations. We
chose a 300-dimensional Word2Vec model [28] (pretrained on Google news) so
as to be comparable with the chosen baseline [4]. Furthermore, to give sequen-
tial information to each word embedding, other works (e.g. [35]) add positional
encoding to the embedding vector [15]. However, we argue that in short texts
(e.g. Twitter posts), positional information would be unnecessary in the embed-
ding layer, as these texts tend to be very unorganized and high in noise.

Self Attention Encoder. Overall, the Self Attention Encoder [35] consists of
a block of 2 sub-layers. The first is a multi-head self attention and the second
is a position-wise feed-forward layer, i.e. a fully connected layer with shared
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parameters over the sequence, applied in each position. Each layer output is
added with a residual connection [16] from the previous layer output followed by
Layer Normalization [3] aiming to a more stable and better regularized network.

Intuitively, the attention vector of a query word sums to 1 and spans the
“attention” of the query to the most important words (keys); we use as queries
(Q), as keys (K), and as values (V) the same input sequence, where every word
is a query, a key, and a value, and their dimension is d. The attention mechanism
that is applied at the core of each head is a scaled dot product attention (SDPA)
which is a normalized version of the simple dot product attention and adheres
to the following equations: (1): E = (QKT )√

d
; the attention scores are calculated,

(2): A = softmax(E); the attention is distributed to every key based on the
attention scores, and (3): C = AV ; the output context vector is calculated as an
attention weighted sum of all values.

Multi-head Attention. This is the layer where the attentions are calculated.
In order to attend in more than one ways, queries, keys, and values are projected
h times through learned projection matrices, where h is the number of attention
heads. These h tuples of Q, K, V are forwarded to each head’s SDPA. Outputs
are concatenated, and once again projected through a learned weight matrix.
In the original work, these projections are linear [35]. However, we found that
in our case non-linear projection with the Rectifier Linear Unit (ReLU) as an
activation function boosted the performance.

GRU and CNN. GRUs are well known neural architectures capable of cap-
turing sequential information [9]. Specifically, an update and reset gate is used
to decide what information should be passed to the output. CNNs [22] capture
salient features from chunks of information where each chunk is an n-gram of
words from the input text where the convolution operation is performed on.

2.1 Proposed Neural Network Architectures

In this section, we introduce the overall design of the three proposed architec-
tures. All models are optimized with ADAM optimizer [21], learning rate of
0.001, and with dropout of 0.5 before the output, for regularization purposes.

Stacked-Self Attention Encoders (Stacked-SAE). The first proposed
architecture consists of a stack of 4 (experimentally chosen) self-attention
encoders. It is the deepest of the architectures and the most complex one. The
output is aggregated with Global Average Pooling [25] and finally projected onto
the output layer, i.e. a fully connected layer with softmax as activation function.
We expect that a deeper architecture will be able to create better representations
and capture more complex patterns.

Attention Denoised Parallel GRUs (AD-PGRU). This and the next archi-
tecture use only one self-attention encoder as a feature extraction mechanism.
As a result, the attention weighted output added to the input with the residual
connection is expected to reinforce the important words eliminating significant
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part of the noise. Afterwards and inspired by [20], the signal is passed to a Par-
allel GRU architecture composed of 3 units that reduces the sequence to a single
vector in the end and concatenates all before forwarding to the output. Each
unit is expected to learn a different sequential representation of the input.

Attention Denoised Multi-channel CNN (AD-MCNN). The final archi-
tecture replaces the parallel GRU of the previous design, with the model pro-
posed in [20] for sentence classification, i.e. three parallel CNN layers operating
under different kernel sizes, so as to capture different N -gram combinations from
the text, and a max-over-time pooling operation [10]. For the parameterization,
we followed the settings proposed in [4], where the aforementioned architecture
was repurposed for the event detection task (experimenting on CrisisLexT26).

3 Dataset and Experimental Setup

Ground Truth. For experimentation purposes, the CrisisLexT26 [33] dataset
is used; it is publicly available and widely used in related work. It contains 26
different crisis events from 2012 and 2013 and consists of ≈28k tweets (≈1k posts
per event). The labels for each tweet concern its: (i) Informativeness, whether it
is related to the specific crisis or not, (ii) Information Source, e.g. government
and NGO, and (iii) Information Type, e.g. affected individuals.

Experimental Setups. Two experimental setups were designed: (i) Binary
classification: the focus is on the Informativeness category and the objective is to
detect the relatedness of a post to a crisis event; and (ii) Multi-class classification:
with the focus being on the Information Type category (7 types overall).

Since the class distribution is highly imbalanced we decided to train our
models both for imbalanced and balanced dataset setups. For the balanced setup,
we performed oversampling of the minority class using the pretrained BERT
model [12] tailored to the Masked Language Model task [2].

We divided the dataset in a stratified fashion with a 0.8–0.2 train-test split,
and derived a 10 run average for each experiment creating stochasticity by alter-
nating the global network seed, while all the other randomized parameters, such
as the dataset split seed, are constant. This is to ensure that all randomness
comes from network weights initialization.

4 Experimental Results

Next, we evaluate the performance of the proposed architectures and com-
pare the results to the baseline. We implemented two baseline architectures: (i)
Multi-channel CNN (MCNN) [4], which has shown the best performance
so far in the CrisisLexT26 dataset; and (ii) MCNN-MA: a recently proposed
architecture for Sentiment Analysis [14] that uses MCNN and multi-head atten-
tion afterwards, which we adapted to our task with suitable parameterization.
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Table 1. Experimental results. (“*”: statistically significant over baselines)

Binary classification

Imbalanced Balanced

Precision Recall F1-score AUC Precision Recall F1-score AUC

MCNN 0.841 0.772 0.800 0.921 0.798 0.793 0.793 0.918

MCNN-MA 0.772 0.771 0.770 0.888 0.691 0.768 0.711 0.871

Stacked-SAE 0.821 0.799* 0.808* 0.915 0.809 0.784 0.793 0.910

AD-PGRU 0.835 0.799* 0.814* 0.927* 0.808 0.802 0.803* 0.921

AD-MCNN 0.834 0.802* 0.816* 0.925* 0.804 0.805 0.802* 0.923*

Multiclass classification

Imbalanced Balanced

Precision Recall F1-score AUC Precision Recall F1-score AUC

MCNN 0.671 0.627 0.640 0.913 0.624 0.648 0.632 0.910

MCNN-MA 0.616 0.589 0.598 0.883 0.561 0.577 0.563 0.873

Stacked-SAE 0.644 0.630* 0.633 0.906 0.622 0.636 0.626 0.900

AD-PGRU 0.648 0.637* 0.638 0.910 0.627 0.640 0.630 0.909

AD-MCNN 0.656 0.644* 0.647* 0.914 0.627 0.648 0.633 0.910

For the binary classification (Table 1), we observe that the proposed archi-
tectures outperform the baselines in terms of F1 and AUC, both for the bal-
anced and imbalanced datasets, with AD-MCNN being arguably the best per-
forming. This confirms the hypothesis that using the self-attention encoder as
a denoiser has a positive impact on the overall performance. When MCNN is
used as a feature extractor on the embeddings, the convolution window limits
the interactions to only neighboring words. So if attention is placed after the
CNNs (MCNN-MA), the original signal is altered. On the contrary, the use of
attention before MCNN resolves this issue, since it is neither restricted by the
distance between words, nor by the words located between them, as an RNN
would be. Class-specific results (not reported due to lack of space) on the imbal-
anced setup, indicate a substantial improvement on the minority class’ recall
(≈ 0.1 increase) for AD-MCNN. MCNN shows better—though not statistically
significant—precision because it lacks the ability to effectively separate the two
classes (predicts fewer non-events); a problem somewhat addressed in the bal-
anced setup, where the precision is balanced in conjunction with an optimized
recall value. As for the multiclass classification (Table 1) the overall results
follow a similar behavior with the binary one. Although we see comparable per-
formance on the balanced setup, we argue that the AD-MCNN would widen
the difference with MCNN if more samples per class were available (on average
≈ 2.8k original samples).

In Sect. 1 we claimed that our attention mechanism is utilized as a denoiser
for the text before it is further forwarded to other types of layers. To support our
argument we provide an illustrative example of the attention scoring of a tweet:
“RT @user: texas: massive explosion u/d - local hospitals notified. every available
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Fig. 1. Attention visualization: highest scores for combinations of location (“texas”)
and type of incident (“explosion”) with an important consequence (“casualties”).

ambulance dispatched. reports of casualties. HTTP: ...”. Figure 1 depicts the
scores of a single (due to space limitation) attention head, when applied to the
above example and indicates that combinations of highly relevant words are
being matched up with higher scores, while non-important combinations exhibit
low attention scores, resulting in the claimed denoising behavior.

Finally, in Sect. 2 we argued that positional encoding might not be fit for
this specific domain given the informal text used in Twitter, the brevity of the
messages, the unordered use of hashtags, etc. Using the AD-MCNN method with
the use of positional encoding, we validated this hypothesis, observing 0.01 and
0.004 performance decrease in F1-score and AUC, respectively.

Complexity. In terms of model size, the attention denoiser adds 361.200 param-
eters to be learned to the 461.954 of the MCNN. It also adds 4.378.851 FLOPS
to the 23.930.923 of MCNN. We should mention that the complexity will vary
depending on the task as the layer uses the input text shape internally. Also,
contrary to an RNN layer (where the computation is serialized), the Transformer
can process the input sequence in parallel making it notably faster.

5 Conclusions and Future Work

This work proposed three effective models for crisis-related event detection while
combating the noise inherent in short social media posts. Our hypothesis was
that self attention would act as a denoiser, enhancing important features i.e.,
every vector in the sequence is enhanced with context from other directly related
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word vectors. We validated our hypothesis by building and evaluating three
attention enhanced models that improved performance against strong baselines.
In the future, we intend to further evaluate our models, especially when more
data is available, as well as to evaluate the impact of more recent language
models for word embeddings (e.g. [12,27]), especially multilingual ones [11].

Acknowledgements. This research has received funding from the European Union’s
H2020 research and innovation programme as part of the INFINITY (GA No 883293)
and AIDA (GA No 883596) projects.
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Abstract. Personalized news recommender systems support readers in
finding the right and relevant articles in online news platforms. In this
paper, we discuss the introduction of personalized, content-based news
recommendations on DiePresse, a popular Austrian online news plat-
form, focusing on two specific aspects: (i) user interface type, and (ii)
popularity bias mitigation. Therefore, we conducted a two-weeks online
study that started in October 2020, in which we analyzed the impact
of recommendations on two user groups, i.e., anonymous and subscribed
users, and three user interface types, i.e., on a desktop, mobile and tablet
device. With respect to user interface types, we find that the probability
of a recommendation to be seen is the highest for desktop devices, while
the probability of interacting with recommendations is the highest for
mobile devices. With respect to popularity bias mitigation, we find that
personalized, content-based news recommendations can lead to a more
balanced distribution of news articles’ readership popularity in the case
of anonymous users. Apart from that, we find that significant events (e.g.,
the COVID-19 lockdown announcement in Austria and the Vienna terror
attack) influence the general consumption behavior of popular articles
for both, anonymous and subscribed users.

Keywords: News recommendation · User interface · Popularity bias

1 Introduction

Similar to domains such as social networks or social tagging systems [14,17,21],
the personalization of online content has become one of the key drivers for news
portals to increase user engagement and convince readers to become paying sub-
scribers [8,9,22]. A natural way for news portals to do this, is to provide their
users with articles that are fresh and popular. This is typically achieved via sim-
ple most-popular news recommendations, especially since this approach has been
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 172–179, 2022.
https://doi.org/10.1007/978-3-030-99739-7_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99739-7_20&domain=pdf
https://doi.org/10.1007/978-3-030-99739-7_20


Interface Types and Popularity Bias in News Article Recommendations 173

shown to provide accurate recommendations in offline evaluation settings [11].
However, such an approach could amplify popularity bias with respect to users’
news consumption. This means that the equal representation of non-popular, but
informative content in the recommendation lists is put into question, since arti-
cles from the “long tail” do not have the same chance of being represented and
served to the user [1]. Since nowadays, readers tend to consume news content on
smaller user interface types (e.g., mobile devices) [10,20], the impact of popular-
ity bias may even get amplified due to the reduced number of recommendations
that can be shown [12].

In this paper, we therefore discuss the introduction of personalized, content-
based news articles on DiePresse, a popular Austrian news platform, focusing
on two aspects: (i) user interface type, and (ii) popularity bias mitigation. To
do so, we performed a two-weeks online study that started in October 2020, in
which we compared the impact of recommendations with respect to different user
groups, i.e., anonymous (cold-start [18]) and subscribed (logged-in and paying)
users, as well as different user interface types, i.e., desktop, mobile and tablet
devices (see Sect. 2). Specifically, we address two research questions:

RQ1: How does the user interface type impact the performance of news recom-
mendations?

RQ2: Can we mitigate popularity bias by introducing personalized, content-
based news recommendations?

We investigate RQ1 in Sect. 3.1 and RQ2 in Sect. 3.2. Additionally, we discuss the
impact of two significant events, i.e., (i) the COVID-19 lockdown announcement
in Austria, and (ii) the Vienna terror attack, on the consumption behavior of
users. We hope that our findings will help other news platform providers assessing
the impact of introducing personalized recommendations.

2 Experimental Setup

In order to answer our two research questions, we performed a two-weeks online
user study, which started on the 27th of October 2020 and ended on the 9th
of November 2020. Here, we focused on three user interface types, i.e., desk-
top, mobile and tablet devices, as well as investigated two user groups, i.e.,
anonymous and subscribed users. About 89% of the traffic (i.e., 2, 371, 451 user
interactions) was produced by the 1,182,912 anonymous users, where a major-
ity of them (i.e., 77.3%) read news articles on a mobile device. Interestingly,
the 15,910 subscribed users exhibited a more focused reading behavior and only
interacted with a small subset of all articles that were read during our online
study (i.e., around 18.7% out of 17, 372 articles). Within the two-weeks period,
two significant events happened: (i) the COVID-19 lockdown announcement in
Austria on the 31st of October 2020, and (ii) the Vienna terror attack on the 2nd
of November 2020. The articles related to these events were the most popular
ones in our study.
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Calculation of Recommendations. We follow a content-based approach to
recommend news articles to users [19]. Therefore, we represent each news article
using a 25-dimensional topic vector calculated using Latent Dirichlet Allocation
(LDA) [3]. Each user was also represented by a 25-dimensional topic vector,
where the user’s topic weights are calculated as the mean of the news articles’
topic weights read by the user. In case of subscribed users, the read articles
consist of the entire user history and in case of anonymous users, the read articles
consist of the articles read in the current session. Next, these topic vectors are
used to match users and news articles using Cosine similarity in order to find
top-n news article recommendations for a given user. For our study, we set n = 6
recommended articles. For this step, only news articles are taken into account
that have been published within the last 48 h. Additionally, editors had the
possibility to also include older (but relevant) articles into this recommendation
pool (e.g., a more general article describing COVID-19 measurements).

In total, we experimented with four variants of our content-based recommen-
dation approach: (i) recommendations only including articles of the last 48 h, (ii)
recommendations also including the editors’ choices, and (iii) and (iv) recom-
mendations, where we also included a collaborative component by mixing the
user’s topic vector with the topic vectors of similar users for the variants (i) and
(ii), respectively. Additionally, we also tested a most-popular approach, since this
algorithm was already present in DiePresse before the user study started. How-
ever, we did not find any significant differences between these five approaches
with respect to recommendation accuracy in our two-weeks study and therefore,
we did not distinguish between the approaches and report the results for all
calculated recommendations in the remainder of this paper.

3 Results

3.1 RQ1: User Interface Type

Most studies focus on improving the accuracy of the recommendation algorithms,
but recent research has shown that this has only a partial effect on the final
user experience [13]. The user interface is namely a key factor that impacts the
usability, acceptance and selection behavior within a recommender system [6].
Additionally, in news platforms, we can see a trend that shifts from classical desk-
top devices to mobile ones. Moreover, users are biased towards clicking on higher
ranked results (i.e., position bias) [4]. When evaluating personalized news recom-
mendations, it becomes even more important to understand the user acceptance
of recommendations for smaller user interface types, where it is much harder for
the user to see all recommended options due to the limited size. In our study, we
therefore investigate to what extent the user interface type impacts the perfor-
mance of news recommendations (RQ1). As mentioned, we differentiate between
three different user interface types, i.e., interacting with articles on a (i) desk-
top, (ii) mobile, and (iii) tablet device. In order to measure the acceptance of
recommendations shown via the chosen user interface type, we use the following
two evaluation metrics [9]:
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Table 1. RQ1: Acceptance of recommended articles with respect to user interface type.

Metric Desktop Mobile Tablet

RSR: Recommendation-Seen-Ratio (%) 26.88 17.55 26.71

CTR: Click-Through-Rate (%) 10.53 13.40 11.37

Recommendation-Seen-Ratio (RSR) is defined as the ratio between the
number of times the user actually saw recommendations (i.e., scrolled to the
corresponding recommendation section in the user interface) and the number of
recommendations that were generated for a user.

Click-Through-Rate (CTR) is measured by the ratio between the number
of actually clicked recommendations and the number of seen recommendations.

As shown in Table 1, the smaller user interface size of a mobile device heavily
impacts the probability of a user to actually see the list of recommended articles.
This may be due to the fact that reaching the position where the recommenda-
tions are displayed is harder in comparison to a larger desktop or tablet device,
where the recommendation section can be reached without scrolling. Interest-
ingly enough, once a user has seen the list of recommended articles, users who
use a mobile device exhibit a much higher CTR. Again, we hypothesize that if a
user has put more effort into reaching the list of recommended articles, the user
is more likely to accept the recommendation and interact with it.

When looking at Fig. 1, we can see a consistent trend during the two weeks
of our study regarding the user interface types for both the RSR and CTR
measures. However, notable differences are the fluctuations of the evaluation
measures for the two significant events that happened during the study period.
For instance, the positive peak in the RSR and the negative peak in CTR that can
be spotted around the 31st of October was caused by the COVID-19 lockdown
announcement in Austria. For the smaller user interfaces (i.e., mobile and tablet
devices) this actually increased the likelihood of the recommendation to be seen
since users have invested more energy in engaging with the content of the news
articles. On the contrary, we saw a drop in the CTR, which was mostly caused
by anonymous users since the content-based, personalized recommendations did
not provide articles that they expected at that moment (i.e., popular ones solely
related to the event). Another key event can be spotted on the 2nd of November,
the day the Vienna terror attack happened. This was by far the most read article
with a lot of attack-specific information during the period of the online study.
Across all three user interface types, this has caused a drop in the likelihood of a
recommendation to be seen at all. Interestingly enough, the CTR in this case does
not seem to be influenced. We investigated this in more detail and noticed that
a smaller drop was only noticeable for the relatively small number of subscribed
users using a mobile device and thus, this does not influence the results shown
in Fig. 1. The differences between all interface types shown in Table 1 and Fig. 1
are statistically significant according to a Kruskal-Wallis followed by a Dunn test
except for mobile vs. tablet device with respect to CTR.
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(a) Recommendation-Seen-Ratio. (b) Click-Through-Rate.

Fig. 1. RQ1: Acceptance of recommended articles for the two weeks of our study with
respect to (a) RSR, and (b) CTR. The size of the dots represent the number of reading
events on a specific day for a specific user interface type.

3.2 RQ2: Mitigating Popularity Bias

Many recommender systems are affected by popularity bias, which leads to an
overrepresentation of popular items in the recommendation lists. One potential
issue of this is that unpopular items (i.e., so-called long-tail items) are recom-
mended rarely [15,16]. The news article domain is an example where ignoring
popularity bias could have a significant societal effect. For example, a poten-
tially controversial news article could easily impose a narrow ideology to a large
population of readers [7]. This effect could even be strengthened by providing
unpersonalized, most-popular news recommendations as it is currently done by
many online news platforms (including DiePresse) since these popularity-based
approaches are easy to implement and also provide good offline recommenda-
tion performance [9,10]. We hypothesize that the introduction of personalized,
content-based recommendations (see Sect. 2) could lead to more balanced rec-
ommendation lists in contrast to most-popular recommendations. This way also
long-tail news articles are recommended and thus, popularity bias could be mit-
igated. Additionally, we believe that this effect differs between different user
groups and thus, we distinguish between anonymous and subscribed users.

We measure popularity bias in news article consumption by means of the
skewness [2] of the article popularity distribution, i.e., the distribution of the
number of reads per article. Skewness measures the asymmetry of a probabil-
ity distribution, and thus a high, positive skewness value depicts a right-tailed
distribution, which indicates biased news consumption with respect to article
popularity. On the contrary, a small skewness value depicts a more balanced
popularity distribution with respect to head and tail, and thus indicates that
also non-popular articles are read. As another measure, we calculate the kurto-
sis of the popularity distribution, which measures the “tailedness” of a distri-
bution. Again, higher values indicate a higher tendency for popularity bias. For
both metrics, we hypothesize that the values at the end of our two-weeks study
are smaller than at the beginning, which would indicate that the personalized
recommendations helped to mitigate popularity bias.
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(a) Skewness. (b) Kurtosis.

Fig. 2. RQ2: Impact of personalized, content-based recommendations on the popularity
bias in news article consumption measured by (a) skewness and (b) kurtosis based on
the number of article reads for each day.

The plots in Fig. 2 show the results addressing RQ2. For both metrics, i.e.,
skewness and kurtosis, we see a large gap between anonymous users and sub-
scribers at the beginning of the study (i.e., 27th of October 2020), where only
most-popular recommendations were shown to the users. While anonymous users
have mainly read popular articles, subscribers were also interested in unpopu-
lar articles. This makes sense since subscribed users typically visit news portals
for consuming articles within their area of interest, which will also include arti-
cles from the long-tail, while anonymous users typically visit news portals for
getting a quick overview of recent events, which will mainly include popular arti-
cles. Based on this, a most-popular recommendation approach does not impact
subscribers as much as it impacts anonymous users.

However, when looking at the last day of the study (i.e., 9th of November
2020), there is a considerably lower difference between anonymous and sub-
scribed users anymore. We also see that the values at the beginning and at the
end of the study are nearly the same in case of subscribed users, which shows
that these users are not prone to popularity bias, and thus also personalized rec-
ommendations do not affect their reading behavior in this respect. With respect
to RQ2, we find that the introduction of personalized recommendations can help
to mitigate popularity bias in case of anonymous users. Furthermore, we see two
significant peaks in the distributions that are in line with the COVID-19 lock-
down announcement in Austria and the Vienna terror attack. Hence, in case of
significant events also subscribed users are prone to popularity bias.

4 Conclusion

In this paper, we discussed the introduction of personalized, content-based news
recommendations on DiePresse, a popular Austrian news platform, focusing on
two specific aspects: user interface type (RQ1), and popularity bias mitigation
(RQ2). With respect to RQ1, we find that the probability of recommendations
to be seen is the highest for desktop devices, while the probability of clicking the
recommendations is the highest for mobile devices. With respect to RQ2, we find
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that personalized, content-based news recommendations result in a more bal-
anced distribution of news articles’ readership popularity for anonymous users.
For future work, we plan to conduct a longer study, in which we also want to
study the impact of different recommendation algorithms (e.g., use BERT [5]
instead of LDA and include collaborative filtering) on converting anonymous
users into paying subscribers. Furthermore, we plan to investigate other evalua-
tion metrics, such as recommendation diversity, serendipity and novelty.
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Abstract. In this paper, we offer a corpus of question answer pairs
related to the TV series generated from paragraph contexts. The data
set called GameofThronesQA V1.0 contains 5237 unique question
answer pairs from the Game Of Thrones TV series across the eight sea-
sons. In particular, we provide a pipeline approach for answer aware
question generation, where the answers are extracted based on the named
entities from the TV series. This is different to the traditional methods
which generate questions first and find the relevant answers later. Fur-
thermore, we provide a comparative analysis of the generated corpus
with the benchmark datasets such as SQuAD, TriviaQA, WikiQA and
TweetQA. The snapshot of the dataset is provided as an appendix for
review purpose and will be released to public later.

Keywords: Datasets · NLP tasks · Question answer generation ·
Information extraction · Named entity

1 Introduction

This paper describes a TV series story-line and its characters details in
the form of question answer pairs. The initial motivation is to provide users easier
and faster information retrieval tasks as well as the benchmark datasets catered
around TV series related information in OTT platforms like Netflix, Amazon
Prime, Hulu, HBO. Formally, we offer a dataset called GameOfThronesQA
V1.0 which so far contains 5237 unique question answer pairs from the Game
Of Thrones TV series across the eight seasons. For this dataset we have used
the Game Of Thrones Wiki Web page [5] as the raw data source.

Figure 1 shows the examples of our QA pairs. The given paragraph extracted
from GameOfThrones Wiki [5] as the input which we call the source text. Based
on this input, we apply our approach to achieve the highlighted answer spans and
obtain the answers centering the named entities extracted by [4]. After that,
we generate the questions based on the answers, where BERT [3] is used as a
core for sequence generation. This is basically how we generate the answer-aware
question-answer pairs. It is worth to point out that our answer aware approach
is different to the traditional question generation approaches [1,2], since the
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researchers traditionally generate the questions first via the given text or the
extracted entities, then find the answers based on those questions.

In our approach, we first split the text into sentences, then for each sen-
tence that has answers, we highlight the sentence with Highlight tokens. Now
for the target text we concatenate the answers in that sentence with Separation
tokens. Next we solve the problem of creating unique questions when we have the
extracted answers. Here we consider about the theory of classification/clustering
by adopting nine factoid based question categories as {What, Who, Which, Why,
How, If, Whose, When, Where} These categories are embedded in the proposed
answer aware question generation model (AAQG), which is our pipeline way
to make sure the generated question is well paired with the given answer. Our
experimental analysis will show the QA pair distribution over nine categories.
Back to the examples in Fig. 1, we extract seven entities with three confidence
levels, and generate six unique question answer pairs are generated based on the
given passage.

Our experimental results on this version show the qualitative analysis of
our dataset and the comparative analysis of our dataset with TriviaQA [13],
TweetQA [12], WikiQA [9] and SQuAD [18].

Fig. 1. Examples: question answer pairs
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2 Answer-Aware Question-Answer Pairs

We present how we generate the answer-aware question-answer pairs as: (1)
how answer spans are selected from the named entities; (2) how the questions
are generated based on answers, including a sequence-level classification, a span
level prediction, and a token-level prediction; and (3) how to output the question
answer pairs.

Mathematically, let (1) I be the context paragraph input; (2) S =
(s1, s2, . . . , sm) be the split sentence set of I; (3) E = (e11, e12, . . . , e1n1 , . . . ,
em1, em2, . . . , emm) be the named entity set from S; Since in our answer span
generation, we will need to know the exact position of extracted answer spans,
the input for our candidate answer span set of our QA pairs is denoted by (4)
A = (I, S, E)

Sentence: Arya was born and raised at Winterfell.
Entities: Arya, Winterfell
Prepend token:Winterfell [SEP] Arya was born and raised at Winterfell.
Here the input is processed as - answer: Winterfell context: Arya was born
and raised at Winterfell.
Highlight token: Arya was born and raised at [HL]Winterfell[HL]

Fig. 2. An example for answer span selection

2.1 Answer Span Selection

Our idea is to find an answer span among the extracted entities and select the
answer span with special highlight tokens.

Taking the sentence “Arya was born and raised at Winterfell” as a simple
example as shown in Fig. 2, the named entity algorithm [4] extracts the entities
“Arya” and “Winterfell” first. We then define two tokens to select answer span
as:

– Unique Prepend format is noted as the [SEP] token, to identify an answer
span among extracted entities and is placed before the sentence containing
the answer span.

– Unique Highlight format is noted as the [HL] token, to highlight the
context entity that gives the location of the answer span in the context and
avoids duplicates issues while performing named entity extraction.

2.2 Answer Aware Question Generation (AAQG)

For the Question Generation part, we propose our Answer Aware Ques-
tion Generation (AAQG) Model, which generates the question based on the
answer span selection. The model works on the principle of sequential question
generation by fine-tuning adapted BERT-HLSQG [2] model by Chan et al.. The
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AAQG model is trained by using SQuAD V2 dataset that contains 81K records
split into train, test and dev as 81577, 8964, 8964.

Given the context paragraph input  = [ 1, ..., ||] and the selected answer
phrase A = [1, ..., |A|], we have the question-answer pairs as our output to
be represented as:

QA = [A : A1 . . . .An,Q : Q1 . . . .Qn] (1)

Then, we formulate new context ′, with Highlight Tokens [HL] as the
input sequence to the AAQG model.

′ = [ 1, 2, ..., [HL], 1, ..., |A|, [HL], ..., ||] (2)

Given the above ′, the input sequence S to the AAQG model is denoted by

S = ([CLS]; 0; [SEP];Q1, ...., Q; [MASK]) (3)

Here 0 is the first input context and Q1,...,Q denotes the questions generated
from AAQG model for the input sequence S.

In order to generate Q in Eq. 1, we apply a fine-tuned BERT-HLSQG [2] to
calculate the label probabilities as:

Q = rgmPr(|S) (4)

where Pr(|S) ∈ soƒ tm(h[MASK]WAAQG+ bAAQG). Note that we take the
final hidden state for the last token [MASK] in the input sequence and connect
it to the next connected layer WAAQG.

2.3 Question Answer Pair Output

We provide a task based pipeline abstraction for generating question answer
pairs. It can be interpreted by a simple method where a context paragraph is
passed as an input argument to the pipeline and the output is generated based
on the task selected. We currently implemented three tasks for the pipeline
to support which includes the following - i) qg - single question generation ,
ii) multi-qa-qg for multiple QA pairs generation and iii) e2e-qg for end to
end QA pair generation. The pipeline is mimicked similar to the Transformers
pipeline [28] for easy inference.

3 Empirical Study

3.1 Settings

We follow the PyTorch implementation of BERT for initial setup with SQuAd
v2 dataset with 81K records. The hyper-parameters used for our experiments
include batch size 32 for both training and validation set of the data, gradient
accumulation steps as 8 and we train across 10 epochs. We also apply Adam
Optimizer with an initial learning rate of 1e−4. We split the training set (80%),
a development set (10%), and a test set (10%). We report results on the 10% test
set, to directly compare the state-of-the art results on the QG tasks. Overall,
with this AAQG model we generate around 5237 unique QA pairs.
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Table 1. Comparison: TriviaQA Vs GameofThronesQA

Dataset Metric

QA- exact match QA - F1

TriviaQA-Wiki 80.86 84.50

TriviaQA-Web 82.99 87.18

GameOfThronesQA 81.8 91.1

3.2 Evaluation Metrics

We utilize the evaluation scripts released by Sharma et al. [7]. The package
includes BLEU 1, BLEU 2, BLEU 3, BLEU 4 [24], METEOR (Denkowski and
Lavie, 2014) [15] and ROUGE (Lin, 2004) [17] evaluation scripts.

3.3 TriviaQA vs. GameofThronesQA

The TriviaQA dataset [13] by Joshi et al., is released in 2017 and contains ques-
tions and answers crawled from 14 different trivia and quiz-league websites. As an
extraction based dataset similar to our GameofThronesQA dataset, we compare
our results with this dataset as here answering questions requires more cross-
sentence reasoning compared to earlier datasets in the same category. Trivia QA
Wiki and Trivia QA Web datasets utilize QA-Exact Match and QA-F1 to
compute their QA pair similarity quotient. Therefore, we compare their current
state of the art leaderboard scores with our dataset and observe that our dataset
performs almost similar to the QA-Exact Match and QA-F1 scores of Trivia
QA datasets (which is shown in Table 1).

3.4 TweetQA vs. GameofThronesQA

The TweetQA dataset [12], published in 2019 by Xiong et al., is considered as
the first major large-scale dataset that revolves around social media content.
This dataset contains 13,757 triplets of tweet, questions and answers collected
from 10898 news articles in CNN and NBC. As shown in Table 2 we illustrate the
factoid based question category distributions between our dataset and TweetQA
where the difference in the “Who” based question percentage is attributed to
the fact that our data contains more named entities as answers.

Table 2. Factoid question category distribution: TweetQA vs GameOfThronesQA

Dataset Distribution percentage

What Who How Where Why Which When Others

TweetQA 42.33 29.36 7.79 7.00 2.61 2.43 2.16 6.32

GameOfThronesQA 36 41 4 7 5 1 1 5
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3.5 WikiQA vs. GameOfThronesQA

The WikiQA dataset [9] was released by Microsoft in 2015 and it is one of the
earliest datasets in QA research. The document collection is based on Wikipedia
as each question is associated with sentences extracted from Wikipedia articles.
The dataset includes 3,047 questions and 29,258 sentences, out of which 1,473
were labeled as correct answers for their respective questions. As a retrieval
based dataset compared to our extraction based dataset, the distribution of
answer classes are illustrated in Table 3.

Table 3. Generated Answer Classes: GameOfThronesQA VS WikiQA

Class WIKI QA GameOfThrones QA

Location 373(11) 884 (14.8)

Human 494 (16) 989 (17.3)

Numeric 658 (22) 234 (3)

Abbreviation 16 (1) 2 (0.1)

Entity 419 (14) 3605 (60.74)

Description 1087 (36) 221 (3.7)

3.6 SQuAD vs. GameOfThronesQA

Stanford Question Answering Datasets (SQuAD) [18] was published latest in
2018 by Rajpurkar et al. The document collection for this dataset is based on
passages extracted from Wikipedia articles. The first version of the SQuAD
dataset had 107,702 questions and the second version added 53,775 new ques-
tions.

As shown in Fig. 3, there are predominantly more questions related to the
“What” type in SQuAD whereas our dataset consists mostly “Who” based ques-
tion. This can be attributed to the fact that our GameofThronesQA is a more
character oriented dataset, because the questions were generated using named
entities as answers primarily. On the other hand, the SQuAD training dataset is
primarily built on Reading Comprehension which explains why “What” based
questions requires more concept based knowledge.
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Fig. 3. Distribution of factoid question categories

4 Limitation and Conclusions

We provide a question answering data set called GameofThroneQA whose con-
tent comes from the Game of Thrones Wiki Web page [5]. We investigate our
data set with other state-of-the-art question answering sets such as TriviaQA,
TweetQA, WikiQA and SQuAD. Then we find that our data set (1) has good
match and F1 scores on the QA pairs, (2) has a different focus on human entities,
which reflects in the “who” and “what” questions.

We are looking to experiment with the long answer span extraction, since the
current answers are primarily based on named entities. Also, we have long term
goals of broadening the context of our dataset from one TV series to multiple ones
based on genre similarity, which can be useful for model training purposes as well
as tasks such as the information retrieval tasks (e.g. plot precise positioning),
summarization tasks (e.g. the story-line), recommendation tasks (e.g. precise
recommendation for shows in OTT platforms).

Acknowledgments. This study was supported in part by the Discovery and CRE-
ATE grants from the Natural Sciences and Engineering Research Council (NSERC) of
Canada.

5 Appendix

Some sample QA pairs in our corpus is given below for users to review and get
an understanding of our generated dataset. The generated 5237 QA pairs are
all unique, although there may be some answers which are same for different
questions.
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Abstract. Customer reviews are an effective source of information
about what people deem important in products (e.g. “strong zipper” for
tents). These crowd-created descriptors not only highlight key product
attributes, but can also complement seller-provided product descriptions.
Motivated by this, we propose to leverage customer reviews to generate
queries pertinent to target products in an e-commerce setting. While
there has been work on automatic query generation, it often relied on
proprietary user search data to generate query-document training pairs
for learning supervised models. We take a different view and focus on
leveraging reviews without training on search logs, making reproduction
more viable by the public. Our method adopts an ensemble of the sta-
tistical properties of review terms and a zero-shot neural model trained
on adapted external corpus to synthesize queries. Compared to compet-
itive baselines, we show that the generated queries based on our method
both better align with actual customer queries and can benefit retrieval
effectiveness.

Keywords: Query generation · Reviews · Weak learning · Zero-shot

1 Introduction

Customer reviews contain diverse descriptions about how people reflect the prop-
erties, pros and cons of the products that they have experienced. For example,
properties such as “for underwater photos” or “for kayaking recording” were
mentioned in reviews for action cameras, as well as “compact” or “strong zip-
per” for tents. These descriptors not only paint a rich picture of what people
deem important, but also can complement and uncover shopping considerations
that may be absent in seller-provided product descriptions. Motivated by this,
our work investigates ways to generate queries that surface key properties about
the target products using reviews.
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Previous work on automatic query generation often relied on human labels or
logs of queries and engaged documents (or items) [16–20] to form relevance sig-
nals for training generative models. Despite the reported effectiveness, the cost
of acquiring high quality human labels is high, whereas the access to search logs
is often only limited to site owners. As we approach the problem using reviews, it
brings an advantage of not requiring any private, proprietary user data, making
reproduction more viable by the public in general. Meanwhile, generation based
on reviews is favorable as the outcome may likewise produce human-readable lan-
guage patterns, potentially facilitating people-facing experiences such as related
search recommendation.

We propose a simple yet effective ensemble method for query generation.
Our approach starts with building a candidate set of “query-worthy” terms from
reviews. To begin, we first leverage syntactic and statistical signals to build up
a set of terms from reviews that are most distinguishable for a given product.
A second set of candidate terms is obtained through a zero-shot sequence-to-
sequence model trained according to adapted external relevance signals. Our
ensemble method then devises a statistics-based scoring function to rank the
combined set of all candidates, from which a query can be formulated by pro-
viding a desired query length.

Our evaluation examines two crucial aspects of query quality. To quantify
how readable the queries are, we take the human-submitted queries from logs
as ground truth to evaluate how close the generated queries are to them for
each product. Moreover, we investigate whether the generated queries can ben-
efit retrieval tasks, similar to prior studies [6,7,15]. We collect pairs of prod-
uct descriptions and generated queries, both of which can be derived from
public sources, to train a deep neural retrieval model. During inference, we
take human-submitted queries on the corresponding product to benchmark the
retrieval effectiveness. Compared with the competitive alternatives YAKE [1,2]
and Doc2Query [6], our approach shows significantly higher similarity with
human-submitted queries and benefits retrieval performance across multiple
product types.

2 Related Work

Related search recommendation (or query suggestion) helps people automatically
discover related queries pertinent to their search journeys. With the advances in
deep encoder-decoder models [9,12], query generation [6,16,17,19,20] sits at the
core of many recent recommendation algorithms. Sordoni et al. [17] proposed
hierarchical RNNs [24] to generate next queries based on observed queries in a
session. Doc2Query [6] adapted T5 [12] to generate queries according to input
documents. Ahmad et al. [20] jointly optimized two companion ranking tasks,
document ranking and query suggestion, by RNNs. Our approach differs in that
we do not require in-domain logs of query-document relations for supervision.

Studies also showed that generated queries can be used for enhancing retrieval
effectiveness [6,7,15]. Doc2Query [6] leveraged the generated queries to enrich



192 Y.-C. Lien et al.

and expand document representations. Liang et al. [7] proposed to synthesize
query-document relations based on MSMARCO [8] and Wikipedia for training
large-scale neural retrieval models. Ma et al. [15] explored a similar zero-shot
learning method for a different task of synthetic question generation, while Puri
et al. [21] improve QA performance by incorporating synthetic questions. Our
work resembles the zero-shot setup but differs in how we adapt external corpus
particularly for e-commerce query generation.

Customer reviews have been adopted as a useful resource for summariza-
tion [22] and product question answering. Approaches to PQA [10,11,13,14]
often take in reviews as input, conditioned on which answers are generated for
user questions. Deng et al. [11] jointly learned answer generation and opinion
mining tasks, and required both a reference answer and its opinion type during
training phase. While our work also depends on reviews as input, we focus on
synthesizing the most relevant queries without requiring ground-truth labels.

3 Method

Our approach involves a candidate generation phrase to identify key terms from
reviews, and a selection phrase that employs an unsupervised scoring function
to rank and aggregate the term candidates into queries.

3.1 Statistics-Based Approach

We started with a pilot study to characterize the opportunity of whether and
how reviews could be useful for query generation. We found that a subset of
terms in reviews resemble that of search queries, which are primarily composed
of combinations of nouns, adjectives and participles to reflect critical semantics.
For example, given a headphone, the actual queries that had led to purchases
may contain nouns such as “earbuds” or “headset” to denote product types,
adjectives such as “wireless” or “comfortable” to reflect desired properties, and
participles such as “running” or “sleeping” to emphasize use cases.

Inspired by this, we first leverage part-of-speech analysis to scope down
reviews to the three types of POS-tags. From this set, we then rely on conven-
tional tf-idf corpus statistics to mine distinguishing terms salient in a product
type but not generic across the entire catalog. Specifically, an importance score
IDt = p(t,RD)

p(t,RG) is used to estimate the salience of a term t in a product type
D by contrasting its density in review set RD to generic reviews RG, where
p(t, R) = freq(t,R)

Σr∈R|r| . Beyond unigrams, we also consider if the relative frequency

of bigram phrases containing the unigrams freq([t,t′],RD)
freq(t,RD) is above some thresh-

old; in this case, bigrams will replace unigrams and become the candidates. We
apply IDt to each review sentence, and collect top scored terms or phrases as
candidates.
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A straightforward way to form queries is to directly use the candidates as-
is. We additionally consider an alternative which trains a seq2seq model using
the candidates as weak supervision (i.e. encode review sentences to fit the can-
didates). By doing so, we anticipate the terms decoded during inference can
generalize more broadly compared to a direct application. The two methods are
referred to as Stats-base and Stats-s2s respectively.

3.2 Zero-Shot Generation Based on Adapted External Corpus

Recent findings [7,15] suggest that zero-shot domain adaptation can deliver
high effectiveness given the knowledge embedded in large-scale language models
via pre-training tasks. With this, we propose to rely on fine-tuning T5 [12] on
MSMARCO query-passage pairs to capture the notion of generic relevance, and
apply the trained model to e-commerce reviews to identify terms that are more
probable to be adopted in queries.

This idea has been experimented by Nogueira et al. [6], where their
Doc2Query approach focused on generating queries as document expansion for
improving retrieval performance. Different from [6], our objective is to gener-
ate queries that are not only beneficial to retrieval but also similar to actual
queries in terms of syntactic forms. Thus, a direct application of Doc2Query
on MSMARCO creates a gap in our case since MSMARCO “queries” predom-
inantly follow a natural-language question style, resulting in generated queries
of similar forms1. To tighten the loop, we propose to apply POS-tag analysis
to MSMARCO queries and retain only terms that satisfy the selected POS-tags
(i.e. nouns, adjectives and participles). For example, an original query “what
does physical medicine do” is first transformed into “physical medicine” as pre-
processing. After the adaptation, we conduct T5 seq2seq model training and
apply it in a zero-shot fashion to generate salient terms based on input review
sentences.

3.3 Ensemble Approach to Query Generation

For a product p in the product type D, we employ both statistical and zero-shot
approaches on its reviews to construct candidates for generating queries, which
we denote as Cp. To select representative terms from the set, we devise a scoring
function St = freq(t, Cp) · log( |{p′∈D}|

|{p′|p′∈D,t∈Cp′ }| ) to rank all candidates, where
higher ranked terms are more distinguishable for a specific product based on the
tf-idf intuition. Given a desired query length n, we formulate the pseudo queries
for a product by selecting all possible

(
k
n

)
combinations from the top-k scored

terms in the Cp set2. A final post-processing step removes any redundant words
after stemming from the queries and adds product types if not already included.

1 Original Doc2Query is unsuitable since question-style queries are rare in e-commerce.
2 Our experiment sets k = 3 and n = 1, 2, 3 per its popularity in generic search queries.
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4 Experiments

Our evaluation set is composed of products from three different product types,
together with the actual queries3 that were submitted by people who purchased
those products on Amazon.com. As shown in Table 1, we consider headphones,
tents and conditioners to evaluate our method across diverse product types, for
which people tend to behave and shop differently with variances reflected in
search queries. The query vocabulary size for conditioners, for instance, is about
thrice the size of tents, with headphones sitting in-between the two.

As our approach disregards the actual queries for supervision, we primarily
consider competitive baselines that do not involve using query logs. In par-
ticular, we compare to the unsupervised approach YAKE [1,2] which report-
edly outperforms a variety of seminal key word extraction approaches, including
RAKE [4], TextRank [3] and SingleRank [5] methods. In addition, we leverage
the zero-shot Doc2Query model on adapted corpus as our baseline to reflect the
absence of e-commerce logs. For generation, we initialize separate Huggingface
T5-base [12] weights with conditional generation head and fine-tune for Stats-
s2s and Doc2Query models respectively. Training is conducted on review sen-
tences broken down by NLTK. For retrieval, we fine-tune a Sentence-Transformer
[23] ms-marco-TinyBERT4 pre-trained with MSMARCO data, which was
shown to be effective for semantics matching. Our experiments use a standard
AdamW optimizer with learning rate 0.001 and β1, β2 = (0.9, 0.999), and con-
duct 2 and 4 epochs training on a batch size of 16 respectively for generation
and retrieval.

Table 1. Statistics of the three product types used in the experiments. For each product
type, the dev and test split respectively contains 500 disjoint products.

Headphone Tent Conditioner

Dev Test Dev Test Dev Test

# of reviews 23,165 23,623 19,208 18,734 17,055 17,689

# of sentences 102,281 103,771 97,553 97,320 68,691 70,829

4.1 Intrinsic Similarity Evaluation

Constructing readable and human-like queries is desirable since it is practically
useful for applications such as related search recommendation. A natural way
to reflect readability is to evaluate the similarity between the generated and
customer-submitted queries since the latter is created by human. In practice, we

3 Note that we use actual data only for the purpose of evaluation not training.
4 https://www.sbert.net/docs/pretrained-models/ce-msmarco.html.

https://www.sbert.net/docs/pretrained-models/ce-msmarco.html


Leveraging Customer Reviews for E-commerce Query Generation 195

consider customer-submitted queries that had led to at least 5 purchases on the
corresponding products as ground-truth queries, to which the generated queries
are then compared. We use conventional metrics adopted in generative tasks
including corpus BLEU and METEOR for evaluation. The results in Table 2
show that our ensemble approach consistently achieves the highest similarity
with human-queries across product types, suggesting that the statistical and
zero-shot methods could be mutually beneficial.

Table 2. The similarity in BLEU and METEOR between generated queries and real
queries. � stands for p-value < 0.05 in T-test compared to the second best performing
method in each column. The bottom shows example generated queries by ensemble.

Headphone Tent Conditioner

BLEU METEOR BLEU METEOR BLEU METEOR

YAKE 0.1014 0.1371 0.2794 0.2002 0.3143 0.1998

Doc2Query 0.1589 0.1667 0.3684 0.2145 0.4404 0.264

Stats-base 0.1743 0.2001 0.3294 0.2201 0.4048 0.2723

Stats-s2s 0.1838 0.2004 0.321 0.2189 0.3931 0.2641

Ensemble 0.2106� 0.2024 0.394� 0.2334� 0.5047� 0.2956�

Examples Noise cancelling headphone

Truck driver headphone

Hearing aids headphone

Lightweight tent

Alps backpacking tent

Air mattresses queen tent

Detangling conditioner

Shea moisture conditioner

Dry hair conditioner

4.2 Extrinsic Retrieval Evaluation

We further study how the generated queries can benefit e-commerce retrieval.
Our evaluation methodology leverages pairs of generated queries and product
descriptions to train a retrieval model and validates its quality based on actual
queries. During training, we fine-tune a Sentence-Transformer based on top-3
generated queries of each product. For each query, we prepare its correspond-
ing relevant product description, together with 49 negative product descriptions
randomly sampled from the same product type. During inference, instead of
generated queries, we use customer-submitted queries to fetch descriptions from
the product corpus, and an ideal retrieval model should rank the corresponding
product description at the top. We also include BM25 as a common baseline.
Table 3 shows that Doc2Query and the ensemble methods are the most effec-
tive and are on par in aggregate, with some variance in different product types.
Stats-s2s slightly outperforms Stats-base overall, which may hint a potential for
better generalization.
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Table 3. The retrieval effectiveness for queries generated by baselines and our method.

Headphone Tent Conditioner

MRR P@1 P@10 MRR P@1 P@10 MRR P@1 P@10

BM25 0.28 0.19 0.06 0.43 0.29 0.11 0.56 0.47 0.14

YAKE 0.23 0.11 0.07 0.46 0.34 0.11 0.54 0.43 0.14

Doc2Query 0.28 0.18 0.08 0.49 0.40 0.12 0.58 0.49 0.15

Stats-base 0.28 0.16 0.07 0.44 0.29 0.12 0.54 0.42 0.15

Stats-s2s 0.27 0.17 0.07 0.44 0.32 0.12 0.56 0.46 0.16

Ensemble 0.29 0.20 0.07 0.46 0.33 0.13 0.59 0.48 0.15

5 Conclusion

This paper connected salient review descriptors with zero-shot generative mod-
els for e-commerce query generation, without requiring human labels or search
logs. The empirical results showed that the ensemble queries both better resem-
ble customer-submitted queries and benefit training effective rankers. Besides
MSMARCO, our future plan seeks to incorporate other publicly available
resources such as community question-answering threads to generalize the notion
of relevance. It is worth to consider ways to combine weak labels with few strong
labels and dive deep into the impact of employing different hyper-parameters.
A user study that characterizes the extent to which the generated queries can
reflect people’s purchase intent will further help qualitative understanding.
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Abstract. In conversational question answering, systems must correctly
interpret the interconnected interactions and generate knowledgeable
answers, which may require the retrieval of relevant information from a
background repository. Recent approaches to this problem leverage neu-
ral language models, although different alternatives can be considered
in terms of modules for (a) representing user questions in context, (b)
retrieving the relevant background information, and (c) generating the
answer. This work presents a conversational question answering system
designed specifically for the Search-Oriented Conversational AI (SCAI)
shared task, and reports on a detailed analysis of its question rewriting
module. In particular, we considered different variations of the question
rewriting module to evaluate the influence on the subsequent compo-
nents, and performed a careful analysis of the results obtained with the
best system configuration. Our system achieved the best performance
in the shared task and our analysis emphasizes the importance of the
conversation context representation for the overall system performance.

Keywords: Conversational question answering · Conversational
search · Question rewriting · Transformer-based neural language models

1 Introduction

Conversational question answering extends traditional Question Answering (QA)
by involving a sequence of interconnected questions and answers [3]. Systems
addressing this problem need to understand an entire conversation flow, often
using explicit knowledge from an external datastore to generate a natural and
correct answer for the given question. One way of approaching this problem is to
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Fig. 1. Proposed conversational question answering system. Question rewriting is per-
formed using T5, passage retrieval using BM25, and answer generation using Pegasus.
Dashed lines represent different inputs explored for question rewriting.

divide it into 3 steps (see Fig. 1): initial question rewriting, retrieval of relevant
information regarding the question, and final answer generation.

In a conversational scenario, questions may contain acronyms, coreferences,
ellipses, and other natural language elements that make it difficult for a sys-
tem to understand the question. Question rewriting aims to solve this problem
by reformulating the question and making it independent of the conversation
context [5], which has been shown to improve systems performance [11].

After an initial understanding of the question and its conversational context,
the next challenge is the retrieval of relevant information [14] to use explicitly
in the answer generation [4]. For this step, the rewritten question is used as a
query to an external datastore, and thus the performance of the initial rewriting
module can affect the conversational passage retrieval [12].

The last module has the task of generating an answer that incorporates
the retrieved information conditioned on the rewritten question. The Question
Rewriting in Conversational Context (QReCC) dataset [1] brings these tasks
together, supporting the training and evaluation of neural models for conversa-
tional QA. Although there are datasets for each individual task (e.g., CANARD
for question rewriting [5] and TREC CAsT for passage retrieval [4]), to the best
of our knowledge, QReCC is the only dataset that contemplates all these tasks.

This work presents a conversational QA system1 implemented according to
the dataset and task definition of the Search-Oriented Conversational AI (SCAI)
QReCC 2021 shared task2, specifically focusing on the question rewriting mod-
ule. Participating as team Rachael, our system achieved the 1st place in this
shared task. Besides evaluating the system performance as a whole, using many
variations of the question rewriting module, our work highlights the importance
of this module and how much it impacts the performance of subsequent ones.

1 Available at https://github.com/gonced8/rachael-scai.
2 https://scai.info/scai-qrecc/.

https://github.com/gonced8/rachael-scai
https://scai.info/scai-qrecc/
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2 Conversational Question Answering

To perform conversational question rewriting, the proposed system uses the
model castorini/t5-base-canard3 from the HuggingFace model hub [13]. This
consists of a T5 model [8] which was fine-tuned for question rewriting using the
CANARD dataset [5]. No further fine-tuning was performed with QReCC data.

In order to incorporate relevant knowledge when answering the questions, our
system uses a passage retrieval module built with Pyserini [7], i.e., an easy-to-use
Python toolkit that allows searching over a document collection using sparse and
dense representations. In our implementation, the retrieval is performed using
the BM25 ranking function [10] , with its parameters set to k1 = 0.82 and
b = 0.68. This function is used to retrieve the top-10 most relevant passages.

Since our system needs to extract the most important information from the
retrieved passages, which are often large, we used a Transformer model pre-
trained for summarization. We chose the Pegasus model [15], more specifically,
the version google/pegasus-large4, which can handle inputs up to 1024 tokens.

We further fine-tuned the Pegasus model for 10 epochs in the task of answer
generation, which can be seen as a summarization of the relevant text passages
conditioned on the rewritten question. The training instances used the ground
truth rewritten question concatenated with the ground truth passages (and addi-
tional ones retrieved with BM25), and the ground truth answers as the target.

3 Evaluation

3.1 Experimental Setup

The dataset used for both training and evaluation was the one used in the SCAI
QReCC 2021 shared task, which is a slight adaption of the QReCC dataset. The
training data contains 11k conversations with 64k question-answer (QA) pairs,
while the test data contains 3k conversations with 17k questions-answer pairs.
For each QA pair, we have also the corresponding truth rewrites and relevant
passages, which are not considered during testing (unless specified otherwise).

To evaluate each module, we used the same automatic metrics as the shared
task: ROUGE1-R [6] for question rewriting, Mean Reciprocal Rank (MRR) for
passage retrieval, and F1 plus Exact Match (EM) [9] for the model answer eval-
uation. We additionally used ROUGE-L to assess the answer. When the system
performs retrieval without first rewriting the question, we still report (between
parentheses) the ROUGE1-R metric comparing the queries and truth rewrites.

3.2 Results

Question Rewriting Input. We first studied different inputs to the question
rewriting module in terms of the conversation history. Instead of using the orig-
inal questions, one could replace them with the corresponding previous model
3 https://huggingface.co/castorini/t5-base-canard.
4 https://huggingface.co/google/pegasus-large.

https://huggingface.co/castorini/t5-base-canard
https://huggingface.co/google/pegasus-large
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rewrites. Moreover, one could use only the questions or also include the answers
generated by the model. Regarding the length of the conversation history con-
sidered for question rewriting, we use all the most recent interactions that fit in
the input size supported by the model.

Table 1. Evaluation of multiple variations of the input used in the question rewriting
module: Question (Q), Model Answer (MA), Model Rewritten (MR).

Description Rewriting Input Rewriting Retrieval Answer

ROUGE1-R MRR F1 EM ROUGEL-F1

SCAI baseline: question – – – 0.117 0.000 0.116

SCAI baseline: retrieved – (0.571) 0.065 0.067 0.001 0.073

SCAI baseline: GPT-3 – – – 0.149 0.001 0.152

No rewriting (h = 1) – (0.571) 0.061 0.136 0.005 0.143

No rewriting (h = 7) – (0.571) 0.145 0.155 0.003 0.160

Questions (Q) + Q 0.673 0.158 0.179 0.011 0.181

Questions + answers (Q + MA) + Q 0.681 0.150 0.179 0.010 0.181

Rewritten questions (MR) + Q 0.676 0.157 0.187 0.010 0.188

Rewritten + answers (MR + MA) + Q 0.685 0.149 0.189 0.010 0.191

Ground truth rewritten – (1) 0.385 0.302 0.028 0.293

The results of our analysis are shown in Table 1, which also includes 3 base-
lines from the SCAI shared task5. The first baseline – question – uses the question
as the answer; the second baseline – retrieval – uses the question to retrieve the
top-100 most relevant passages using BM25, and selects the one with the highest
score; the third baseline – GPT-3 – uses this Transformer Decoder [2] to gen-
erate the answer, prompting the model with an example conversation and the
current conversation history. Among the baselines, GPT-3 achieved the best per-
formance, which could be expected from this large language model. Moreover,
the question baseline achieved better results than the retrieval baseline. This
might be caused by the retrieved relevant passage being paragraph-like instead
of conversational (thus, significantly different from the ground truth answer)
since the performance doubled when we introduced the generation module.

Regarding our results, we observe that the variations without question rewrit-
ing had the worst performance, especially when only the last question is con-
sidered (h = 1). When introducing question rewriting, we explored 4 variations
of the question rewriting input, all exhibiting higher scores than without ques-
tion rewriting. In particular, the highest scores occur in 2 of the variations: when
using only the questions, and when using both the model rewritten questions and
model answers. The variation without model outputs in the question rewriting
should be more resilient to diverging from the conversation topic.

When we used the ground truth rewritten questions instead, the performance
of the passage retrieval and answer generation components increased about 1.6 ∼
2.5×, highlighting the importance of good question rewriting.

5 https://www.tira.io/task/scai-qrecc.

https://www.tira.io/task/scai-qrecc
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Impact of Question Rewriting. After this initial evaluation, we used the
system with the highest F1 score (rewriting using model rewritten questions
and answers) to further evaluate the impact of question rewriting. We computed
the aforementioned metrics for each QA pair and used the scores to classify
the results into different splits reflecting result quality, allowing us to analyze a
module’s performance when the previous ones succeeded (✓) or failed (✗).

(a) Distribution of ROUGE1-R scores for
question rewriting.

(b) Distribution of MRR scores (retrieval)
when question rewriting succeeds or fails.

Fig. 2. Analysis of the influence of question rewriting on passage retrieval performance.
Relative frequencies refer to the number of QA pairs of each split.

(a) Distribution of F1 scores for the answer
generation component.

(b) Distribution of F1 scores when rewrit-
ing and retrieval succeed and fail.

Fig. 3. Analysis of the influence of question rewriting and passage retrieval on answer
generation performance. Relative frequencies refer to each split.

To classify the performance of the question rewriting module using ROUGE
scores, we used the 3rd quartile of the score distribution as a threshold (shown
in Fig. 2a), since we are unable to choose a value that corresponds exactly to
right/wrong rewriting decisions. As for classifying the passage retrieval using
the MRR score, an immediate option would be to classify values greater than 0
as successful. However, although our system retrieves the top-10 most relevant
passages, the answer generation model is limited by its maximum input size,
which resulted in less important passages being truncated. A preliminary analysis
showed us that, in most QA pairs, the model only considered 3–4 passages, and
therefore we defined the threshold of a successful retrieval as MRR ≥ 1/4.
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When the question rewriting succeeds (ROUGE1-R ≥ Q3), the passage
retrieval also exhibits better performance, as seen by MRR scores greater than
0 being more than twice more frequent (see Fig. 2b). Although both splits have
many examples where the retrieval fails completely (MRR = 0), they are about
twice more frequent when the question rewriting fails. Fig. 3a shows the dis-
tribution of F1 scores for answer generation, revealing that 75% of the results
have an F1 score lower than 0.25. In turn, Fig. 3b shows 4 splits for when the
question rewriting and retrieval modules each succeed or fail. Comparing the
stacked bars together, one can analyze the influence of question rewriting in the
obtained F1 score. Independently of the retrieval performance, F1 scores higher
than 0.2 are much more frequent when the rewriting succeeds than when it fails.
In particular, F1 scores between 0.3 and 0.8 are about 2× more frequent when
the rewriting succeeds. Moreover, poor rewriting performance results in about
2× more results with an F1 score close to 0. Analyzing in terms of MRR, higher
F1 scores are much more frequent when the retrieval succeeded. Interestingly, if
the rewriting fails but the retrieval succeeds (less probable, as seen in Fig. 2b),
the system is still able to generate answers with a high F1 score.

Error Example. In Table 2, we present a representative error where the system
achieves a high ROUGE1-R score in the rewriting module but fails to retrieve the
correct passage and to generate a correct answer. The only difference between the
model and truth rewritten questions is in the omitted first name Ryan, which led
the system to retrieve a passage referring to a different person (Michael Dunn).
Although the first name was not mentioned in the context, maybe by enhancing

Table 2. Example conversation where the retrieval and generation failed.

Context Q: When was Dunn’s death?

A: Dunn died on August 12, 1955, at the age of 59

Question What were the circumstances?

Rewriting Truth What were the circumstances of Ryan Dunn’s death?

ROUGE1-R: 0.889 Model What were the circumstances of Dunn’s death?

Retrieval Truth http://web.archive.org/web/20191130012451id /
https://en.wikipedia.org/wiki/Ryan Dunn p3

MRR: 0 Model https://frederickleatherman.wordpress.com/2014/02/
16/racism-is-an-insane-delusion-about-people-of-
color/?replytocom=257035 p1

Generation Truth Ryan Dunn’s Porsche 911 GT3 veered off the road,
struck a tree, and burst into flames in West Goshen
Township, Chester County, Pennsylvania.

F1: 0.051, EM: 0,
ROUGEL-F1:
0.128

Model The Florida Department of Law Enforcement
concluded that Dunn’s death was a homicide caused
by a single gunshot wound to the chest

http://web.archive.org/web/20191130012451id_/https://en.wikipedia.org/wiki/Ryan_Dunn_p3
http://web.archive.org/web/20191130012451id_/https://en.wikipedia.org/wiki/Ryan_Dunn_p3
https://frederickleatherman.wordpress.com/2014/02/16/racism-is-an-insane-delusion-about-people-of-color/?replytocom=257035_p1
https://frederickleatherman.wordpress.com/2014/02/16/racism-is-an-insane-delusion-about-people-of-color/?replytocom=257035_p1
https://frederickleatherman.wordpress.com/2014/02/16/racism-is-an-insane-delusion-about-people-of-color/?replytocom=257035_p1


Question Rewriting? Assessing Its Importance for Conversational QA 205

the question with information from the previous turn (e.g., the age or day of
death) the system could have performed better in the subsequent modules.

4 Conclusions and Future Work

This work presented a conversational QA system composed of 3 modules: ques-
tion rewriting, passage retrieval, and answer generation. The results obtained
from its evaluation on the QReCC dataset show the influence of each individ-
ual module in the overall system performance, and emphasize the importance of
question rewriting. When the question rewriting succeeded, both the retrieval
and answer generation improved – lower scores were up to 2× less frequent while
higher scores were also about 2× more frequent. Future work should explore how
to better control the question rewriting and its interaction with passage retrieval.
Moreover, the impact of question rewriting or the use of other input represen-
tations should be validated with different datasets and models. Although our
system with automatic question rewriting achieved the 1st place in the SCAI
QReCC shared task, significant improvements can perhaps still be achieved with
a better rewriting module (e.g., by fine-tuning T5 in the QReCC dataset).
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Abstract. In recent years, large pre-trained transformers have led to
substantial gains in performance over traditional retrieval models and
feedback approaches. However, these results are primarily based on the
MS Marco/TREC Deep Learning Track setup, with its very particular
setup, and our understanding of why and how these models work better
is fragmented at best. We analyze effective BERT-based cross-encoders
versus traditional BM25 ranking for the passage retrieval task where the
largest gains have been observed, and investigate two main questions. On
the one hand, what is similar? To what extent does the neural ranker
already encompass the capacity of traditional rankers? Is the gain in
performance due to a better ranking of the same documents (prioritiz-
ing precision)? On the other hand, what is different? Can it retrieve
effectively documents missed by traditional systems (prioritizing recall)?
We discover substantial differences in the notion of relevance identifying
strengths and weaknesses of BERT that may inspire research for future
improvement. Our results contribute to our understanding of (black-
box) neural rankers relative to (well-understood) traditional rankers, help
understand the particular experimental setting of MS-Marco-based test
collections.

Keywords: Neural IR · BERT · Sparse retrieval · BM25 · Analysis

1 Introduction

Neural information retrieval has recently experienced impressive performance
gains over traditional term-based methods such as BM25 or Query-Likelihood [3,
4]. Nevertheless, its success comes with the caveat of extremely complex models
that are hard to interpret and pinpoint their effectiveness.

With the arrival of large-scale ranking dataset MS MARCO [1] massive mod-
els such as BERT [5] found their successful application in text ranking. Due to
the large capacity of BERT (110m+ parameters), it can deal with long-range
dependencies and complex sentence structures. When applied to ranking BERT
can build deep interactions between query and document that allow uncovering
complex relevance patterns that go beyond the simple term matching. Up to
this point, the large performance gains achieved by the BERT Cross-Encoder
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 207–214, 2022.
https://doi.org/10.1007/978-3-030-99739-7_24
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are not well understood. Little is known about underlying matching principles
that BERT bases its estimate of relevance on, what features are encoded in the
model, and how the ranking relates to traditional sparse rankers such as BM25
[12]. In this work, we focus on the Cross-Encoder (CE) BERT that captures rel-
evance signals directly between query and document through term interactions
between them and refer from now on to the BERT model as CE. First, we aim to
gain a deeper understanding of how CE and BM25 rankings relate to each other,
particularly for different levels of relevance by answering the following research
questions:

RQ1: How do CE and BM25 rankings vary?
RQ1.2: Does CE better rank the same documents retrieved by BM25?
RQ1.3: Does CE better find documents missed by BM25?

Second, we isolate and quantify the contribution of exact- and soft-term
matching to the overall performance. To examine those are particularly inter-
esting as they pose the most direct contrast between the matching paradigms of
sparse- and neural retrieval. More concretely, we investigate:

RQ2: Does CE incorporate “exact matching”?
RQ3: Can CE still find “impossible” relevant results?

2 Related Work

Even though little research has been done to understand the ranking mechanism
of BERT previous work exists. [9,10,19], have undertaken initial efforts to open
ranking with BERT as a black-box and empirically find evidence that exact
term matching and term importance seem to play in an important role. Oth-
ers have tested and defined well-known IR axioms [2,7,11] or tried to enforced
those axioms through regularization [13]. Another interesting direction is to
enforce sparse encoding and able to relate neural ranking to sparse retrieval
[6,18]. Although related, the work in [16] differs in two important aspects. First,
they examine dense BERT retrievers which encode queries and documents inde-
pendently. Second, they focus rather on the interpolation between BERT and
BM25, whereas we specifically aim to understand how the two rankings relate
to each other.

3 Experimental Setup

The vanilla BERT Cross-Encoder (CE) encodes both queries and documents at
the same time. Given input x ∈ {[CLS], q1, . . . , qn [SEP ], d1, . . . , dm, [SEP ]},
where q represents query tokens and d document tokens, the activations of the
CLS token are fed to a binary classifier layer to classify a passage as relevant
or non-relevant; the relevance probability is then used as a relevance score to
re-rank the passages.



How Different are Pre-trained Transformers for Text Ranking? 209

Table 1. Performance of BM25 and crossencoder rankers on the NIST judgements of
the TREC Deep Learning Task 2020.

Ranker NDCG@10 MAP MRR

BM25 49.59 27.47 67.06

BERT Cross-Encoder (CE) 69.33 45.99 80.85

We conduct our experiments on the TREC 2020 Deep Learning Track’s pas-
sage retrieval task on the MS MARCO dataset [1]. For our experiments, we use
the pre-trained model released by [8]. To obtain the set of top-1000 documents
we use anserini’s [17] BM25 (default parameters) without stemming, following
[4]. Table 1 shows the baseline performance of BM25 and a vanilla BERT based
cross-ranker (CE), re-ranking the 1,000 passages.

4 Experiments

4.1 RQ1: How do CE and BM25 Rankings Vary?

CE outperforms BM25 by a large margin across all metrics (see Table 1). To
understand the different nature of the CE we trace where documents were ini-
tially ranked in the BM25 ranking. For this we split the ranking in different in
four rank-ranges: 1–10, 11–100, 101–500, 501–1000 and will refer to them with
ranges 10, 100, 500 and 1000 respectively from now on. We observe in which rank-
range the documents were positioned with respect to the initial BM25 ranking.
We show the results in form of heatmaps1 in Fig. 1.

Our initial goal is to obtain general differences between the ranking of CE and
BM25 by considering all documents of the test collection (see Fig. 1(a)). First,
we note that CE and BM25 vary substantially on the top of the ranking (33%
CE@10), whereas at low ranks (60% CE@1000) the opposite holds. Second, we
note that CE is bringing many documents up to higher ranks. Third, we observe
that documents ranked high by BM25 are rarely ranked low by CE, suggesting
exact matching to be a main underlying ranking strategy.

4.2 RQ1.2: Does CE Better Rank the Same Documents Retrieved
by BM25?

To answer RQ1.2 we consider documents that were judged highly relevant or
relevant according to the NIST judgments 2020. The results can be found in
Fig. 1(b), (c) respectively. Most strikingly, both rankers exhibit a low agree-
ment (40%) on the documents in CE@10 for highly relevant documents hinting
a substantial different notion of relevance for the top of the ranking of both
methods.
1 The code for reproducing the heat maps can be found under https://github.com/

davidmrau/transformer-vs-bm25

https://github.com/davidmrau/transformer-vs-bm25
https://github.com/davidmrau/transformer-vs-bm25
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(a) all (b) highly relevant

(c) relevant (d) non-relevant

Fig. 1. Ranking differences between BERT Cross-Encoder (CE) and BM25:
Origin of documents in CE ranking at different rank-ranges with respect to the initial
BM25 ranking. More intuitively, each row indicates to what ratio documents stem
from different rank-ranges. E.g., the top row can be read as the documents in rank
1–10 of the CE re-ranking originate 33% from rank 1–10, 41% from rank 11–100, 19%
from rank 101–500 and 6.1% from rank 501–1000 in the initial BM25 ranking. The
rank compositions are shown for (a) all, (b) highly relevant, (c) relevant, and (d) non-
relevant documents according to the NIST 2020 relevant judgments.

For relevant documents we observe CE and BM25 overlap 46% at the
top of the ranking and a large part (32%) comes from BM25@100, implying
BM25 underestimated the relevance of many documents. The highest agreement
between CE and BM25 here is in CE@500 (91%).

Interestingly, highly relevant documents that appear in lower ranks originate
from high ranks in BM25 (CE@100: 12%, CE@500: 5%). This is an interesting
finding as CE fails and underestimates the relevance of those documents, while
BM25 - being a much simpler ranker - ranks them correctly. The same effect
is also present for relevant documents. When considering documents that both
methods ranked low we find a perfect agreement for @1000, showing that the
two methods identify the same (highly-)relevant documents as irrelevant.

What about non-relevant documents that end up high in the ranking? CE
brings up to CE@10 a large amount of non-relevant documents from low ranks
(47% BM25@100, 23% BM25@500, and 5% BM@1000). Therewith overestimat-
ing the relevance of many documents that were correctly considered less relevant
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Table 2. Performance of keeping only or removing the query terms from the input.

Model input NDCG@10 MAP MRR

Only Q 49.89 29.08 65.12

Drop Q 31.70 18.56 44.38

by BM25. We also note the little agreement of non-relevant documents @1000
(33%), hinting at a different notion of irrelevance.

4.3 RQ1.3: Does CE Better Find Documents Missed by BM25?

To answer RQ1.3 we again consider documents that were judged (b) highly
relevant and (c) relevant and refer to Fig. 1, especially focusing on CE@10. The
nature of CE, being too expensive for running it on the whole corpus, allows
us to only study recall effects within the top-1000 documents. Hence, studying
the top-10 results of CE will inform us best about the recall dynamics at high
ranks. According to results in Fig. 1(b) almost half (42%) of the highly relevant
documents that are missed by BM25 are brought up from BM25@100, 13% from
range BM25@500, and 5% from range BM25@1000. The same effect can be
observed for relevant documents. This demonstrates the superior ability of CE
to pull up (highly)-relevant documents that are missed by BM25 even from very
low ranks. This is the domain where the true potential of the neural models over
exact matching techniques lies.

4.4 RQ2: Does CE Incorporate “Exact Matching”?

The presence of query words in the document is one of the strongest signals for
relevance in ranking [14,15]. Our goal is to isolate the exact term matching effect,
quantify its contribution to the performance, and relate it to sparse ranking. For
this, we simply replace all non-query terms in the document with the [MASK]
token leaving the model only with a skeleton of the original document and thus
forcing it to rely on the exact term matches between query and document only.
We do not fine-tune the model on this input. Note that there are no query
document pairs within the underlying BM25 top-1000 run that have no term
overlap. Results can be found in Table 2 under Only Q. CE with only the query
words achieving comparable performance to BM25 finding clear support that
CE is not only able to encode exact matches but also use them optimally.

As in view of finding potential ways to improve CE, our results suggest that
exact term matching is already sufficiently encoded in CE.

4.5 RQ3: Can CE Still Find “Impossible” Relevant Results?

While CE can leverage both, exact term- as well as “soft” matches, the biggest
advantage over traditional sparse retrievers holds the ability to overcome lexical
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matches and to take context into account. Through “soft” matches neural models
can retrieve documents that are “impossible” to retrieve using traditional poten-
tially resulting in high recall gains. To isolate and quantify the effect of “soft
matches” we follow our previous experiment but this time mask the appearance
of the query words in the document. The model has now to rely on the sur-
rounding context only. We do not fine-tune the model on this input. Note that
in this setting BM25 would score randomly. Results can be found in Table 2
under Drop Q.

We observe that CE can score documents sensibly with no overlapping query
terms, although with a moderate drop in performance. The model scores 31.70
NDCG@10 points losing around 37 points with respect to non-manipulated
input. CE might be able to guess the masked tokens from the context, as this
makes up a main part of the Masked-Language modeling pre-training task.
Therefore, to draw on its ability to create semantics through the contextual-
ization of query and document and to leverage its associate memory.

5 Conclusions and Discussion

Our experiments find evidence that documents at the top of the ranking are
generally ranked very differently while a stronger agreement at the bottom of the
ranking seems to be present. By investigating the rankings for different relevance
levels we gain further insight. Even though, for (highly-)relevant documents there
exists a bigger consensus at the top of the ranking compared to the bottom
we find a discrepancy in the notion of high relevance between them for some
documents, highlighting core differences between the two rankers.

We discover that CE is dramatically underestimating some of the highly
relevant documents that are correctly ranked by BM25. This sheds light on the
sub-optimal ranking dynamics of CE, sparking clues to overcome current issues
to improve ranking in the future. Our analysis finds further evidence that the
main gain in precision stems from bringing (highly-)relevant documents up from
lower ranks (early precision). On the other hand, CE overestimates the relevance
of many non-relevant documents where BM25 scored them correctly lower.

Through masking all but the query words within the documents we show
that CE is able to rank on the basis of only exact term matches scoring on
par with BM25. By masking the query words in the document we demonstrate
the ability of CE to score queries and documents without any lexical overlap
with a moderate loss of performance, therefore demonstrating the true strength
of neural models over traditional methods, that would completely fail in this
scenario, in isolation.

We leave it to further research to qualitatively investigate the query-
document pairs that BERT fails, but BM25 ranks correctly.
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Abstract. With accelerating generation of digital content, it is often
impractical at the point of creation to manually segregate sensitive infor-
mation from information which can be shared. As a result, a great deal of
useful content becomes inaccessible simply because it is intermixed with
sensitive content. This paper compares traditional and neural techniques
for detection of sensitive content, finding that using the two techniques
together can yield improved results. Experiments with two test collec-
tions, one in which sensitivity is modeled as a topic and a second in
which sensitivity is annotated directly, yield consistent improvements
with an intrinsic (classification effectiveness) measure. Extrinsic evalua-
tion is conducted by using a recently proposed learning to rank frame-
work for sensitivity-aware ranked retrieval and a measure that rewards
finding relevant documents but penalizes revealing sensitive documents.

Keywords: Evaluation · Sensitivity · Classification

1 Introduction

The goal of information retrieval is to find things that a searcher wants to see.
Present systems are fairly good, so content providers need to be careful to exclude
things that should not be found from the content being searched. As content
volumes increase, segregation of sensitive content becomes more expensive. One
approach is to ask content producers to mark sensitive content, but that suffers
from at least two problems. First, the producer’s interests may differ from those
of future searchers, so producers may not be incentivized to label sensitivity in
ways that would facilitate future access to content that is not actually sensi-
tive. As an example, some lawyers note at the bottom of every email message
that the message may contain privileged content. Doing so serves the lawyer’s
general interest in protecting privileged content, but there is no incentive for
the lawyer to decide in each case whether such a note should be added. Sec-
ond, sensitivity can change over time, so something marked as sensitive today
may not be sensitive a decade from now. For both reasons, post-hoc sensitivity
classification is often required. This paper explores measurement of the utility
of a post-hoc classifier, comparing intrinsic evaluation (asking whether the clas-
sifier decided correctly in each case) with extrinsic evaluation (measuring the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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effect of a sensitivity classifier on a search engine that seeks to protect sensitive
content [1]).

2 Related Work

This problem of deciding what information can be shown in response to a request
arises in many settings [2], including protection of attorney-client privilege [3],
protection of government interests [4], and protection of personal privacy [5].
Three broad approaches have been tried. The first is detecting sensitive con-
tent at the point of creation, a type of pre-filtering. For example, social media
posts can be checked before posting to detect inappropriate content [6]. One
problem with pre-filtering is that the effort required to detect errors is spread
equally over all content, including content nobody is ever likely to search for.
A second approach is to review search results for sensitive content before their
release. This post-filtering approach is used when searching for digital evidence
in lawsuits or regulatory investigations [7–9] and for government transparency
requests [10–13]. Post-filtering and pre-filtering yield similar results, but with
different operational considerations. Some limitations of post-filtering are that
the initial search must be performed by some intermediary on behalf of the per-
son requesting the content, and that review of retrieved results for sensitivity
may be undesirably slow. There has been some work on a third way, integrating
sensitivity review more closely with the search process [1]. The basic idea in this
approach is to train a search system to balance the imperatives to find rele-
vant documents and to protect sensitive documents. In this paper we compare
post-filtering with this approach of jointly modeling relevance and sensitivity.

Determining whether a document is sensitive is a special case of text classifi-
cation [14]. Many such techniques are available; among them we use the sklearn
implementation of logistic regression in this paper [15]. More recently, excellent
results have been obtained using neural deep learning techniques, in particular
using variants of Bidirectonal Encoder Representation from Transformer (BERT)
models [16]. In this paper, we use the DistilBERT implementation [17]. In text
classification, the most basic feature set is the text itself: the words in each doc-
ument, and sometimes also word order. Additional features can also be useful in
specific applications. For example, in email search, senders and recipients might
be useful cues [18–21]. Similarly, in news the source of the story (e.g., the New
York Times or the National Enquirer) and its date might be useful. For this
paper we limit our attention to word presence and, for BERT, word order.

Research on jointly modeling relevance and sensitivity has been facilitated
by test collections that model both factors. We are aware of four such collec-
tions. Two simulate sensitivity using topic annotations in large collections of
public documents (news [8] or medical articles [1]). Although using topicality
to simulate sensitivity may be a useful first-order approximation, higher fidelity
models are also needed. Two email collections have been annotated for relevance
and sensitivity (the Avocado collection [5,22] and the Enron collection [23,24]).
However, the use of content that is actually sensitive requires policy protections.
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Some sensitivities decline over time, so a third approach is to annotate content
that was initially sensitive but is no longer so. We are aware of two collections
annotated for former sensitivities (national security classification [25] and delib-
erative process privilege [12]), but neither case includes relevance annotations.

3 Test Collections

The test collections used to train and evaluate the models are the Avocado
Research Email Collection, and the OHSUMED text classification test collec-
tion. The OHSUMED test collection is a set of 348,566 references from MED-
LINE, an on-line medical information database, consisting of titles and abstracts
from 270 medical journals for the period 1987 through 1991. Each document is
categorized based on predefined Medical Subject Heading (MeSH) labels, from
which Sayed and Oard [1] selected two categories to represent sensitivity: C12
(Male Urogenital Diseases) and C13 (Female Urogenital Diseases and Pregnancy
Complications). The Avocado Research Email Collection consists of emails and
attachments taken from 279 accounts of a defunct information technology com-
pany referred to as “Avocado”. The collection includes messages, attachments,
contacts, and tasks, of which we use only the messages and the attachments
(concatenating the text in each message and all of its attachments). There are
in total of 938,035 messages and 325,506 attachments. The collection is dis-
tributed by the Linguistic Data Consortium on a restricted research license that
includes content nondisclosure provisions [26].

Sayed et al. [22] created a test collection based on the Avocado email col-
lection. Each email that is judged for relevance to any topic is also judged for
sensitivity according to one of two predefined personas [5]. The persona repre-
sents the sender if the email was sent from an Avocado employee, or the recipient
if the email was sent from outside the company network. The sensitivity of an
email was annotated based on the persona’s expected decision whether to allow
the email to appear in search results. The John Snibert persona was motivated
to donate his email to an archive because it documents his career; he was careful
in his use of email, but worried that he may have overlooked some kinds of infor-
mation about which he was sensitive (e.g., romantic partners, peer reviews, and
proprietary information). 3,045 messages are annotated for a total of 35 topics,
1,485 of which are sensitive. The Holly Palmer persona, by contrast, had origi-
nally been reluctant to donate her email because she knows how much sensitive
information they contain (e.g., family matters, receipts that contain credit card
numbers, and conversations that might be taken out of context). 2,869 messages
were annotated for a total of 35 topics, 493 of which are sensitive.

4 Intrinsic Evaluation

In this section, we measure the effectiveness of three models for classifying sen-
sitivity: logistic regression, DistilBERT, and a combination of the two. For the
OHSUMED collection, all documents have sensitivity labels, but only a subset
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have relevance labels. So we use the subset that has both sensitivity and rele-
vance labels as our test set, we use 85% of the documents that lack relevance
labels for training sensitivity classifiers, and we use the remaining 15% of those
documents that lack relevance labels as a validation set for sensitivity classifier
parameter selection. Avocado is smaller, so in that case we evaluated classifiers
using cross-validation. For each persona (John Snibert or Holly Palmer) in the
Avocado collection, we first randomly split the annotated query-document pairs
into 5 nearly equal partitions. We then iteratively chose one partition for eval-
uation and randomly selected 85% from the remaining four partitions as the
corresponding training set, reserving the remaining 15% as a validation set.

Our logistic regression classifiers use sklearn’s Logistic Regression library to
estimate sensitivity probabilities [15]. The logistic regression model was trained
on the union of the title and abstract for each document in the OHSUMED
dataset, and on the union of the subject, body, and attachments for the Avocado
collection. Our neural classifier estimates sensitivity probabilities using hugging-
face’s DistilBERT, a pre-trained classification model trained on a large collection
of English data in a self-supervised fashion [17]. DistilBERT is a distilled version
of BERT large that runs 60% faster than BERT large while still retaining over
95% of its effectiveness. For the OHSUMED collection, fine-tuning DistilBERT
for this classification task was performed using the training set. Many email
messages have more text in the union of their subject, body and attachments
than DistilBERT’s 512-token limit, so for Avocado we divided the text of each
item into 500-token passages with a 220-token stride. For fine-tuning each of
the 5 Avocado classifiers for this task on the 5 training folds, we considered a
passage sensitive if the document from which it had been extracted was marked
as sensitive; for testing, we considered a document sensitive if any passage in
that document was sensitive, and the probability of sensitivity for a document
to be the maximum sensitivity probability for any passage in that document.

To assign a binary (yes/no) value for sensitivity to each test document, we
learned one probability threshold for each classifier. We learned this threshold
using the single validation partition on OHSUMED. For Avocado, we learned 5
thresholds, one for each validation fold. In each case, we used a grid search in
the range [0, 1] with step size 0.01 to find the threshold that optimized the F1

measure.
Our third model, a disjunctive combination of our logistic regression and Dis-

tilBERT models, used the or function between the decisions of the DistilBERT
and logistic regression models. For example, if Logistic Regression identified an
Avocado email message as sensitive but DistilBERT classified it as not sensitive,
the combined model would declare it as sensitive.

Table 1 reports four intrinsic measures of classification effectiveness: pre-
cision, recall, F1, and F2. Our experiment showed the DistilBERT classifier
having the best F1 score on the OHSUMED dataset, logistic regression hav-
ing the best F1 for John Snibert, and the combined model having the best F1

for Holly Palmer. The reason for DistilBERT excelling on OHSUMED for F1

is likely related to the number of training samples (> 250k). Neural methods
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Table 1. Intrinsic sensitivity classification results (percent, ↑ indicates higher is better).
Superscripts indicate statistically significant improvement in accuracy over that system
by McNemar’s test [27] at p < 0.05.

Classifier OHSUMED

Precision↑ Recall↑ F1↑ F2↑ Accuracy↑
(a) LR 76.72 73.29 74.96 73.95 94.01

(b) DistilBERT 82.75 80.08 81.39 80.60 95.52a,c

(c) Combined 74.61 83.81 78.94 81.8 94.53a

Classifier Avocado: Holly Palmer

Precision↑ Recall↑ F1↑ F2↑ Accuracy↑
(a) LR 72.29 69.98 71.12 70.43 90.34b,c

(b) DistilBERT 66.20 67.85 67.02 67.52 88.65

(c) Combined 64.15 80.11 71.25 76.31 89.02

Classifier Avocado: John Snibert

Precision↑ Recall↑ F1↑ F2↑ Accuracy↑
(a) LR 80.53 84.85 82.63 83.95 83.06b,c

(b) DistilBERT 72.87 87.00 79.31 83.75 78.44

(c) Combined 70.86 93.73 80.71 88.05 78.72

tend to perform better with more data, and the Avocado collection only contains
around 2,000 training samples. The combined model performed the best by F2

for all three datasets. F2 emphasizes recall, and as expected, the combined model
yielded the best recall in every case.

5 Extrinsic Evaluation

In this section, we study the effect of sensitivity classification on search among
sensitive content. The post-filter approach works by applying the sensitivity clas-
sifier on the ranking model’s output as a filter, so that any result that is predicted
to be sensitive is removed from the result list. We build ranking models using
the Coordinate Ascent ranking algorithm [28], optimizing towards normalized
Discounted Cumulative Gain (nDCG). The joint approach works by having the
ranking model optimized towards a measure that balances between relevance
and sensitivity. This can be achieved by leveraging listwise learning to rank
(LtR) techniques. In our experiments, we used the Coordinate Ascent listwise
LtR algorithm, which outperforms other alternatives on these collections [1]. We
use the nCS-DCG@10 measure for both training and evaluating models in this
approach [1].

For the Combined joint model, we calculate the sensitivity probability using
an independence assumption as PCombined = 1 − (1 − PLR)(1 − PDistilBERT ),
where Px is the sensitivity probability of classifier x. Logistic regression produces
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Table 2. Extrinsic nCS-DCG@10 (Cs = 12) (percent, higher is better), 5-fold cross
validation. Superscript: significant improvement over that system by 2-tailed paired
t-test (p < 0.05) [30].

Collection: topics classifier OHSUMED: 106 Holly Palmer: 35 John Snibert: 35

Post-filter Joint Post-filter Joint Post-filter Joint

(a) LR 83.11 83.81 79.92 87.38 76.32 80.87

(b) DistilBERT 84.57a 85.95a,c 82.41 86.30 75.48 80.74

(c) Combined 84.97a 84.44 84.40a 90.67a 79.65 83.46a

Oracle 89.44 88.70 92.19 89.64 95.40 91.91

well calibrated probabilities, but DistilBERT probabilities can benefit from cal-
ibration. For this, we binned the DistilBERT sensitivity estimates on the val-
idation set into 10 uniform partitions (0-10%, 10%-20%, . . . , 90%-100%). The
fraction of truly sensitive documents in each partition was then computed using
validation set annotations. We then found an affine function to transform system
estimates to ground truth values, minizing Mean Square Error (MSE) over the
10 points. At test time, this function was used to map DistilBERT sensitivity
probability estimates to better estimates of the true sensitivity probability. This
is similar to Platt scaling [29], but with a linear rather than sigmoid model.

Table 2 compares the effect of the three classifiers, and an oracle classifier that
gives 100% probability to the ground truth annotation, on the two sensitivity-
protecting search approaches. As expected, the oracle classifier with post-filtering
consistently yields the best results because it never makes a mistake. However,
with real classifiers, jointly modeling relevance and sensitivity consistently yields
better results than post-filtering. We also see that using DistilBERT for sensitiv-
ity classification yields strong extrinsic evaluation results for our largest training
data condition (OHSUMED). However, for both of our smaller training data
conditions (Holly Palmer and John Snibert) the combined model outperforms
DistilBERT numerically (although not statistically significantly). Looking back
to Table 1, we see that it was F2 that preferred the combined classifier on those
two smaller test collections, suggesting that when training data is limited, F2

might be a useful intrinsic measure with which to initially compare sensitivity
classifiers when optimizing for measures such as nCS-DCG that penalize failures
to detect sensitive content which is our ultimate goal.

6 Conclusions and Future Work

It is tempting to believe that better sensitivity classification will yield better
results for search among sensitive content, but we have shown that the truth
of that statement depends on how one measures “better.” Of course, there is
more to be done. Our current classifiers use only words and word sequences;
additional features such as relationship graphs and temporal patterns might
help to further improve classification accuracy [31]. For our email experiments,



Evaluation of Sensitivity Classification 221

we have trained on sensitivity labels that are available only for documents that
have been judged for relevance, but active learning might be used to extend
the set of labeled documents in ways that could further improve classification
accuracy. Finally, although we have tried a neural classification technique, we
have combined this with a traditional approach to learning to rank for integrating
search and protection. In future work, we plan to experiment with neural ranking
as well.
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Abstract. Recommendation is the task of ranking items (e.g. movies or prod-
ucts) according to individual user needs. Current systems rely on collaborative fil-
tering and content-based techniques, which both require structured training data.
We propose a framework for recommendation with off-the-shelf pretrained lan-
guage models (LM) that only used unstructured text corpora as training data. If
a user u liked Matrix and Inception, we construct a textual prompt, e.g. ”Movies
like Matrix, Inception,<m>” to estimate the affinity between u andm with LM
likelihood. We motivate our idea with a corpus analysis, evaluate several prompt
structures, and we compare LM-based recommendation with standard matrix fac-
torization trained on different data regimes. The code for our experiments is pub-
licly available (https://colab.research.google.com/drive/...?usp=sharing).

1 Introduction

Recommender systems predict an affinity score between users and items. Current rec-
ommender systems are based on content-based filtering (CB), collaborative filtering
techniques (CF), or a combination of both. CF recommender systems rely on (USER,
ITEM, INTERACTION) triplets. CB relies on (ITEM, FEATURES) pairs. Both system
types require a costly structured data collection step. Meanwhile, web users express
themselves about various items in an unstructured way. They share lists of their favorite
items and ask for recommendations on web forums, as in (1)1 which hints at a similarity
between the enumerated movies.

(1) Films like Beyond the Black Rainbow, Lost River, Suspiria, and The Neon Demon.

The web also contains a lot of information about the items themselves, like synop-
sis or reviews for movies. Language models such as GPT-2 [14] are trained on large
web corpora to generate plausible text. We hypothesize that they can make use of this
unstructured knowledge to make recommendations by estimating the plausibility of
items being grouped together in a prompt. LM can estimate the probability of a word
sequence, P (w1, ...wn). Neural language models are trained over a large corpus of

This work is part of the CALCULUS project, which is funded by the ERC Advanced Grant
H2020-ERC-2017. ADG 788506 https://calculus-project.eu/
1 https://www.reddit.com/r/MovieSuggestions/...lost river/
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documents: to train a neural network, its parameters Θ are optimized for next word pre-
diction likelihood maximization over k-length sequences sampled from a corpus. The
loss writes as follows:

LLM = −log
∑

i

P (wi|wi−k....wi−1;Θ) (1)

We rely on existing pretrained language models. To make a relevance prediction ,
we build a prompt for each user:

pu,i = Movies like <m1>, ...<mn>,<mi> (2)

where <mi> is the name of the movie mi and <m1...mn> are those of randomly
ordered movies liked by u. We then directly use R̂u,i = PΘ(pu,i) as a relevance score
to sort items for user u.

Our contributions are as follow (i) we propose a model for recommendation with
standard LM; (ii) we derive prompt structures from a corpus analysis and compare
their impact on recommendation accuracy; (iii) we compare LM-based recommenda-
tion with next sentence prediction (NSP) [12] and a standard supervised matrix factor-
ization method [9,15].

2 Related Work

Language Models and Recommendation. Previous work leveraged language modeling
techniques to perform recommendations. However, they do not rely on natural lan-
guage: they use sequences of user/item interactions, and treat these sequences as sen-
tences to leverage the architectures inspired by NLP, such as Word2Vec [1,4,7,11] or
BERT [19].

Zero-Shot Prediction with Language Models. Neural language models have been used
for zero-shot inference on many NLP tasks [2,14]. For example, they manually con-
struct a prompt structure to translate text, e.g. Translate english to french: “cheese”
=>, and use the language model completions to find the best translations. Petroni et al.
[13] show that masked language models can act as a knowledge base when we use
part of a triplet as input, e.g. Paris in <mask>. Here, we apply LM-based prompts to
recommendation.

Hybrid and Zero-Shot Recommendation. The cold start problem [17], i.e. dealing
with new users or items is a long-standing problem in recommender systems, usu-
ally addressed with hybridization of CF-based and CB-based systems. Previous work
[5,6,10,20] introduced models for zero-shot recommendation, but they use zero-shot
prediction with a different sense than ours. They train on a set of (USER, ITEM, INTER-
ACTION) triplets, and perform zero-shot predictions on new users or items with known
attributes. These methods still require (USER, ITEM, INTERACTION) or (ITEM, FEA-
TURES) tuples for training. To our knowledge, the only attempt to perform recommen-
dations without such data at all is from Penha et al. [12] who showed that BERT [3]
next sentence prediction (NSP) can be used to predict the most plausible movie after a
prompt. NSP is not available in all language models and requires a specific pretraining.
Their work is designed as a probing of BERT knowledge about common items, and
lacks comparison with a standard recommendation model, which we here address.
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3 Experiments

3.1 Setup

Dataset.We use the standard the MovieLens 1M dataset [8] with 1M ratings from 0.5 to
5, 6040 users, and 3090 movies in our experiments. We address the relevance prediction
task2, so we consider a rating r as positive if r ≥ 4.0, as negative if ≤ 2.5 and we
discard the other ratings. We select users with at least 21 positive ratings and 4 negative
ratings and thus obtain 2716 users. We randomly select 20% of them as test users3. 1
positive and 4 negative ratings are reserved for evaluation for each user, and the goal is
to give the highest relevance score to the positively rated item. We use 5 positive ratings
per user unless mentioned otherwise. We remove the years from the movie titles and
reorder the articles (a, the) in the movie titles provided in the dataset (e.g. Matrix, The
(1999) → The Matrix).

Evaluation Metric.We use the mean average precision at rank 1 (MAP@1) [18] which
is the rate of correct first ranked prediction averaged over test users, because of its
interpretability.

Pretrained Language Models. In our experiments we use the GPT-2 [14] language
models, which are publicly available in several sizes. GPT-2 is trained with LM pre-
training (Eq. 1) on the WebText corpus [14], which contains 8 million pages covering
various domains. Unless mentioned otherwise, we use the GPT-base model, with 117M
parameters.

3.2 Mining Prompts for Recommendation

Table 1. Occurrence counts of 3–6 grams that contain
movie names in the Reddit corpus. <m> denotes a
movie name.

3–6 gram #Count

<m> and <m> 387

<m>, <m>, <m> 232

Movies like <m> 196

<m>, <m>, <m>, <m> 85

Movies similar to <m> 25
Fig. 1. Comparison of LM recommen-
dations MAP@1 with different prompt
structures.

2 Item relevance could be mapped to ratings but we do not address rating prediction here.
3 Training users are only used for the matrix factorization baseline.
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We analyze the Reddit comments from May 20154 to find out how web users mention
lists of movies in web text. This analysis will provide prompt candidates for LM-based
recommendations. We select comments where a movie name of the MovieLens dataset
is present and replace movies with a <m> tag. This filtered dataset of comments has a
size of> 900k words. We then select the most frequent pattern with at least three words,
as shown in Table 1. Movie names are frequently used in enumerations. The patterns
Movies like <m> and Movies similar to confirm that users focus on the similarity of
movies.

Figure 1 shows that prompt design is important but not critical for high accuracy.
Our corpus-derived prompts significantly outperform if you like <m1...mn>, you will
like <mi> used in [12]. We will use <m1...mn>,<mi> in the remaining of the paper
due to its superior results and its simplicity.

3.3 Effect of the Number of Ratings Per Test User

We investigate the effect of the number of mentioned movies in prompts. We expect
the accuracy of the models in making recommendations to increase when they get more
info about movies a user likes. We compare the recommendation accuracy on the same
users 0,1,2,3,5,10,15 or 20 movies per prompt.

Fig. 2. MAP@1 of LM models with a varying number of movies per user sampled in the input
prompt.

Figure 2 shows that increasing the number of ratings per user has diminishing
returns and lead to increasing instability, so specifying n ≈ 5 seems to lead to the
best results with the least user input. After 5 items, adding more items might make the

4 https://www.kaggle.com/reddit/reddit-comments-may-2015

https://www.kaggle.com/reddit/reddit-comments-may-2015
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prompt less natural, even though the LM seems to adapt when the number of items
keeps increasing. It is also interesting to note that when we use an empty prompt, accu-
racy is above chance level because the LM captures some information about movie
popularity.

3.4 Comparison with Matrix Factorization and NSP

We now use a matrix factorization as a baseline, with the Bayesian Personalised Rank-
ing algorithm (BPR) [15]. Users and items are mapped to d randomly initialized latent
factors, and their dot product is used as a relevance score trained with ranking loss. We
use [16] implementation with default hyperparameters5 d = 10 and a learning rate of
0.001.

We also compare GPT-2 LM to BERT next sentence prediction [12] which models
affinity scores with R̂u,i = BERTNSP(pu, <mi>), where pu is a prompt containing
movies liked by u. BERT was pretrained with contiguous sentence prediction task [3]
and Penha et al. [12] proposed to use it as a way to probe BERT for recommendation
capabilities.

Fig. 3. MAP@1 for BPR models with increasing numbers of users compared the zero-shot lan-
guage models (with 0 training user). BERT-base and BERT-large respectively have 110M and
340M parameters. GPT-2-base and GPT-2-medium have 117M and 345M parameters.

5 https://cornac.readthedocs.io/en/latest/models.html#bayesian-personalized-ranking-bpr, we
experimented with other hyperparameter configurations but did not observe significant
changes.

https://cornac.readthedocs.io/en/latest/models.html#bayesian-personalized-ranking-bpr
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Figure 3 shows that the proposed LM-based recommendation significantly outper-
forms BERTNSP. We explain the difference by the fact that LM are generative and actu-
ally model text likelihood, while next sentence prediction is discriminative and can be
based on simple discursive coherence features. It is also interesting to note that LM-
based models outperform matrix factorization when there are few users, i.e. <50 and
<100 for BASE and MEDIUM GPT-2, which demonstrates that LM-based recommenda-
tion is viable for cold start regimes. Using models larger than the BASE versions lead to
better results, however when we evaluated with larger versions (we did not perform the
full experiments due to memory limitations), we did not see additional improvement,
which could be explained by overfitting.

3.5 Qualitative Analysis of Generations

Up until there, we have used LM to score the likelihood of sequences. LM can also be
used directly for text generation, unlike BERT. We here show LM-generated prompt
completions randomly sampled in our dataset, using greedy decoding.

Prompt (P1): Forrest Gump, Blade Runner, Modern Times, Amelie, Lord of the Rings
The Return of the King, Shaun of the Dead, Alexander, Pan’s Labyrinth, Cashback,
Avatar:

Completion (C1): 3, The Hunger Games: Mockingjay Part 2, King Arthur, A Feast for
Crows, The Hunger Games: Catching Fire, Jackass, Jackass 2, King Arthur

Prompt (P2): Independence Day, Winnie the Pooh and the Blustery Day, Raiders of
the Lost Ark, Star Wars Episode VI - Return of the Jedi, Quiet Man, Game, Labyrinth,
Return to Oz, Song of the South, Matrix:

Completion (C2): and many more. The list can be read by clicking on the relevant
section at the left of the image. To access the list of releases

Some prompts, i.e. (P1) generate valid movie names, but others, like (P2), do not.
LM-based recommender do need a post-processing to match movie names in the possi-
ble sampled generations.

4 Conclusion

We showed that standard language models can be used to perform item recommen-
dations without any adaptation and that they are competitive with supervised matrix
factorization when the number of users is very low (less than 100 users). LM can there-
fore be used to kickstart recommender systems if items are frequently discussed in the
training corpora. Further research could explore ways to adjust LM for recommendation
purposes or to combine LM with matrix factorization into hybrid systems. Another way
to use of our findings would be to generate movie recommendation datasets by mining
web data which could feed standard supervised recommendation techniques.
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Abstract. Before making high-consideration purchase decisions, shop-
pers generally need to identify and evaluate products’ key differentiat-
ing features or attributes. Many customers, however, lack the knowledge
required to do so for all product domains. In this work, we investigate
and analyze alternatives for identifying important product attributes,
which customers can then use to compare candidate products. We pro-
pose an unsupervised attribute-ranking approach ReBARC, that com-
bines both objective data from structured product catalogs, and subjec-
tive information from unstructured customer reviews, to suggest to the
shopper the most important attributes to consider. Our detailed analy-
sis of product attribute importance across various domains on a shop-
ping website shows that ReBARC significantly outperforms prior efforts
judged by both automated and human evaluation metrics. We also ana-
lyze the correlation and overlap between key product attributes detected
by ReBARC, and those visible to customers during online product search.

1 Introduction and Background

E-commerce web sites contain a wealth of information describing the products
they sell in the form of product features or attributes, which is largely factual and
objective, and which is organized in a structured catalog. For instance, commonly
available attributes for laptops include brand, screen dimensions and memory.
These catalog attributes describe the product characteristics and help customers
find and evaluate products for purchase. However, each product may have a large
number of attributes, not all of which are equally useful. Searchers may not
know in advance which attributes or product features are important to evaluate
a given product. An important resource for customers to learn what attributes
or features are most important is the opinion of other customers, in the form of
reviews [6,8,14,31]. Often, these reviews are quite detailed, and cover multiple
product characteristics, attributes, and features useful to the review author. It
is not feasible for customers to read a large set of reviews and aggregate multiple
opinions to identify key product attributes.

A method to detect and suggest to the searcher the most important attributes
can significantly improve their search and shopping experience in several ways. It
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 231–239, 2022.
https://doi.org/10.1007/978-3-030-99739-7_27
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would guide manufacturers to better help customers by choosing which attributes
to highlight in product titles and descriptions. Important attributes could be
used as hints to help customers navigate retail websites or refine searches; or
to offer appropriate product recommendations. For many customers, identifying
these key attributes will educate them about the key considerations for the prod-
uct category, and guide their comparison of multiple similar products, in prod-
uct categories they are not yet familiar with (e.g., Electronics). Such a method
requires a high-quality, complete set of attributes, a way to rank them, and a
source of data from which to compute the ranking. Several attempts have been
made to extract product attribute names and their values from web pages using
rule-based techniques [19,27], naive Bayes and EM-based algorithms [11,28],
co-training [36], external dictionaries [29], feature engineering [17,22,24], active
learning [39] and aspect extraction [7,10,25,26,37]. These methods do not gen-
eralize well across domains, and the expense of procuring manually labeled data
makes them infeasible to be used at the scale of e-commerce. Distant super-
vision using general-purpose, open-source knowledge bases have been proposed
to alleviate this cost [12,38]. But they are limited by the accuracy and com-
pleteness of the external sources, to tackle which additional efforts would have
to be made [15,33,35]. Unsupervised extraction of popular attributes or aspects
from review text has been studied before [1,12,13,21,34]. But directly using key-
words mentioned in customer reviews as aspects or attributes also often leads
to a lower domain coverage and noisy, incoherent and redundant aspects which
need further manual clean-up to avoid downstream errors.

We propose an approach, ReBARC (Review Based Attribute Ranker for
Product Comparison) that ranks objective product catalog attributes and sub-
jective product aspects, based on their presence in customer reviews and the
sentiment of review authors towards these attributes. We use catalog data pro-
vided by product manufacturers, which is likely to be accurate and complete.
ReBARC is domain-agnostic and unsupervised, requiring no manually labeled
training data. ReBARC also avoids direct use of noisy review data, by mapping
attribute mentions in reviews back to the more reliable structured catalog data.

2 ReBARC: Review-Based Attribute Ranking
for Product Comparison

Data Collection: We utilize the Amazon Product Reviews (APR) [23] data
as our primary source to develop and evaluate ReBARC. APR consists of a
set of products, their associated customer reviews, and some metadata for each
product, (i.e. product categories, similar products, and catalog attributes). We
consider all reviews that other users have marked helpful at least once. Avail-
able catalog attributes include both generic attributes common across product
categories such as price, item weight, etc., and product- or category-specific
attributes such as screen size. We also performed a web crawl on product pages
from www.amazon.com to obtain the names of specific aspects or features sepa-
rately rated by customers who bought a given product, and added these to our

www.amazon.com
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set of potential product attributes. We manually removed any attributes that are
unlikely to influence users’ buying choices (e.g. date first available). We experi-
ment on more than 10,000 unique products with an average of 64 attributes and
116,700 reviews per product category, as shown in Table 1. We now present our
proposed method ReBARC, which involves ranking attributes based on their
presence in reviews, as well as customer sentiment towards the attributes.

Popularity Based Attribute Ranking: We use a light-weight unsupervised
key-phrase extraction method based on text statistical features, YAKE [4], to
extract a set of useful terms from the reviews linked to each product. We then
segment each review into sentences, and extract only those sentences that either
contain a useful term or a product attribute. This yields R useful review sen-
tences per product. Since the product title is likely to contain useful attribute
information identified by its sellers or manufacturers, we also append the product
title to a sample of the R review sentences. We then use the pre-trained Sentence-
BERT [30] model to compute embeddings for these sentences. We also compute
Sentence-BERT embeddings for each attribute associated with these products.
For each review sentence t in R, we select the top 3 catalog attributes for the
product, using Maximal Marginal Relevance (MMR) [5] to rank the attributes
for each product, based on their cosine similarity with the transformed review
sentences:

MMR = argmax
ai∈A−S

[λ(sim(ai, t) − (1 − λ)max
aj∈S

sim(ai, aj)]

where ai ∈ A and aj ∈ A denote attributes being ranked. S denotes the subset of
attributes already selected for ranking. λ trades off between the similarity of the
ranked attributes to the transformed review sentences and to each other. This
ensures that highly ranked attributes are similar to both the review sentences and
product titles, and are also diverse from each other to avoid redundancy. Of the
resulting 3R attribute-sentence pairs, we pick the k most frequent attributes as
the highest ranked attributes based on review popularity, for the given product.

Opinion Based Attribute Re-ranking: From Sect. 2, we obtain a list of
k highly ranked attributes associated with each product, and also the review
sentences that are relevant to each attribute. This approach considers both the
seller-identified attributes with respect to the product title and catalog, as well as
specific aspect features rated by customers, but does not yet consider customer
sentiment with respect to the attributes mentioned in reviews. To perform a
secondary ranking using sentiment, we utilize a RoBERTa [20] model fine-tuned
on the SST-2 sentiment detection benchmark corpus [32]. This model outputs a
sentiment score for each review sentence relevant to an attribute, i.e. how posi-
tive or negative the sentence is. We assume that the sentiment score of a sentence
relevant to attribute a represents the sentiment towards a itself. We then average
the absolute sentiment scores for each attribute a over all sentences linked with
a. We use the absolute value because we want to find attributes customers feel
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strongly about, whether they feel negatively or positively. Finally, we re-rank the
list of attributes obtained earlier using the aggregated sentiment scores, yielding
the final ranked list of top-k attributes for each product. Therefore, ReBARC
ensures that attribute importance is evaluated based on direct and indirect men-
tions of product attributes by buyers in their reviews; as well as the (positive
or negative) opinions of customers towards these attributes. Highly-ranked, key
attribute values for similar products can then be compared by users to make
purchase decisions. We can improve our technique of finding the sentiment of
a review sentence by extracting sub-sentence fragments, and aggregating the
sentiment score of each fragment as the sentiment score of the sentence. There
are also unusual ways of mentioning certain attributes that might be missed by
our sentence embedding technique, which might need to be solved by manual
intervention or supervision. We leave these directions for future work.

3 Experiments and Results

Experimental Setup: Our first baseline (SRA) consists of those attributes
customers used to refine or filter product searches on an online shopping website
which most frequently lead to customers purchases or adding products to their
shopping cart. Our second baseline (QAC ) consists of the top attributes iden-
tified from query auto-completion [3] logs of the same online shopping website,
that assist in automatically completing customers’ search queries for a product.
The above two approaches are state-of-the-art, optimal indicators of attribute
importance based on real-world search and purchase behavior of millions of cus-
tomers using this shopping website. All data was aggregated, anonymized and
limited to targeted and relevant information (product names, attribute names
and values), to protect customer privacy. We also compare ReBARC with a
recent high-performing unsupervised aspect extraction technique, CAt [34]. We
evaluated other existing techniques [1,12], using TF-IDF weighting of attributes
extracted from reviews, and unsupervised methods using CRFs [18] to extract
attributes from review text. These methods did not outperform any of our other
baselines, so to save space we omit their results in Table 2. Since ReBARC is
completely unsupervised, we do not compare it with any supervised methods.

We performed multiple crowd-sourced user studies to assess the performance
of ReBARC, and followed recommended practices [2] to ensure good quality out-
put from crowd workers. For a given product, we presented to annotators one
randomly chosen attribute from the top 5 important attributes identified by our
model, and asked the annotators if they would consider that attribute impor-
tant if purchasing that product (Table 1, inter-annotator agreement Cohen’s
κ = 0.77). We also combined and shuffled the top 5 attributes each from
ReBARC and the baselines for specific products, and presented a list of about 15
unique attributes to crowd workers. We asked them to pick the top 3 and top 5
attributes that they thought would help them the most in buying that particular
product, or in comparing other similar product options of the same type (Table 2,
Cohen’s κ = 0.65, which indicates a substantial inter-annotator agreement [9]).
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Table 1. Key attributes detected by ReBARC and chosen as important by annotators.
‘Num.’ and ‘cat.’ denote numerical and categorical valued attributes.

Product category
(#Products,
#Attributes, #Reviews)

Human
imp.
attrs.

Human imp.
num. attrs.

Human imp.
cat. attrs.

Sample key attributes
frequently detected by
ReBARC per category

Home (2319, 61, 150K) 0.66 0.78 0.55 Color, assembly, easy-
ToClean

Electronics (3267, 84,
339K)

0.71 0.82 0.56 Price, display, color,
resolution

Tools (1218,76,291K) 0.73 0.82 0.55 Durability, easy to
install rating

Beauty (546, 48, 66K) 0.77 0.82 0.71 Brand, skinType, val-
ueForMoney

Appliances (1104, 78,
91K)

0.81 0.84 0.72 Batteries, price,brand,
rating

Avg (all 10 categories) 0.71 0.77 0.61 N/A

Table 2. Evaluating the top k ranked important attributes using human evaluation
and the metrics MAP@k and NDCG@k, for k = 3 and 5. Best performances are in
bold. R, S, Q and C denote ReBARC, SRA, QAC, and CAt respectively.

Product
category

MAP@5 MAP@3 NDCG@5 NDCG@3

R S Q C R S Q C R S Q C R S Q C

Home 0.51 0.38 0.34 0.42 0.32 0.24 0.19 0.26 0.57 0.36 0.12 0.45 0.43 0.25 0.08 0.36

Electronics 0.5 0.35 0.36 0.4 0.4 0.2 0.24 0.26 0.48 0.27 0.14 0.39 0.45 0.13 0.05 0.34

Tools 0.5 0.36 0.35 0.39 0.3 0.21 0.18 0.21 0.55 0.32 0.18 0.44 0.44 0.19 0.1 0.34

Pets 0.52 0.37 0.34 0.41 0.42 0.33 0.25 0.31 0.6 0.36 0.17 0.5 0.48 0.34 0.1 0.37

Beauty 0.6 0.32 0.32 0.43 0.35 0.14 0.15 0.22 0.65 0.13 0.12 0.5 0.52 0.1 0.05 0.41

Grocery 0.6 0.33 0.35 0.46 0.5 0.22 0.23 0.37 0.68 0.11 0.18 0.51 0.6 0.1 0.13 0.47

Appliances 0.57 0.37 0.35 0.41 0.48 0.28 0.21 0.33 0.7 0.28 0.19 0.57 0.64 0.17 0.1 0.5

We manually inspected and cleaned the task to ensure that crowd workers were
not asked to judge attributes that required any specialized domain expertise. All
parameters of ReBARC were tuned based on performance on a validation set,
which we created based on the above ground truth human annotations.

Experimental Results: About 54% of the important attributes ranked highly
by ReBARC were numerically-valued. Table 1 shows that annotators chose 71%
of our key product attributes as useful for making purchase decisions. We observe
that more than 60% of attributes available as search refinement filters or recom-
mended during query auto-completion are categorical-valued. On the contrary,
ReBARC detects a good mix of categorical and numerical valued key attributes,
across different product groups. Overall, annotators preferred numerically- over
categorically-valued attributes. Customers are thus likely to benefit from access
to more numerically-valued attributes during their product search and compari-
son process. Table 2 evaluates ReBARC and three baselines in ranking important
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product attributes. CAt [34] outperforms SRA and QAC for most product cate-
gories. ReBARC significantly outperforms all baselines by 10–20% across prod-
uct categories, as per Mean Average Precision [40] and Normalized Discounted
Cumulative Gain [16]. Inspecting a random sample of products also showed that
key attributes detected by ReBARC are diverse with less repetition.

Discussion: Our results show that more than 70% of the review sentences we
analyzed either explicitly mention the names of attributes (58% of the time),
or have a high cosine similarity >0.7 to a catalog attribute (42% of the time).
A wide range of numerical and categorical attributes identified by ReBARC
were found useful by our human annotators. Most prior work extracts attribute
names directly from review text, which is further used to identify key product
attributes. This can cause ambiguity and redundancy in the important attributes
detected, since the same catalog attribute can be referred to by different names
in reviews (e.g. for a laptop, both performance and speed refer to a single pro-
cessor attribute). In contrast, ReBARC links customer opinions taken from user
reviews to existing product attributes identified by product retailers or manufac-
turers. Thus, it maintains consistency in the detected key attributes and avoids
ambiguity and redundancy despite being completely unsupervised. Interestingly,
sentiment-based attribute re-ranking improves performance for specific product
categories only. For instance, in Electronics, nearly 60% of the attributes are dis-
cussed in a neutral, descriptive, rather than opinionated, way. Some attributes
are also more frequently referred to than others in reviews (e.g. network speed
vs frequency band for routers). In these cases, signals from reviews could be
combined with search-based popularity for additional improvements.

Our evaluation reveals that the overlap between important attributes
detected by ReBARC, and those sourced by search refinements or query auto-
completions, is lower than 50% across various product categories. The search logs
of the shopping website under consideration show that a large fraction of the
search filters and query auto-completions suggest generic attributes (e.g. price,
brand, delivery speed). In contrast, our model identifies both generic and product-
specific attributes. Annotators perceived a product-specific attribute as more
useful than a generic attribute for product comparison in more than 65% cases.
For instance, ReBARC identified wireless network speed as a popular and impor-
tant attribute based on reviews for routers. However, the e-commerce engine does
not suggest anything related to “network speed” as a filter or auto-completion
suggestion when searching for any of the diverse queries ‘router’, ‘router wifi’,
‘router speed’, ‘router internet’, ‘router wireless’, or ‘router network’. Incorpo-
rating attributes identified from reviews into the search interface could improve
the search and shopping experience, especially for more technical product cate-
gories such as Electronics or Tools and Home Improvement. Understanding the
meaning or values of catalog attributes for certain product categories may require
the searcher to possess domain knowledge. Such attributes could be referred to
by more common, easier to understand terminology from reviews, captured by
ReBARC. For example, the term image quality from reviews can refer to more
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technical attributes such as refresh rate or resolution. Thus, our insights imply
that automatic product comparison and customer education would benefit from
a diverse set of both generic and product-specific attributes.

4 Conclusions

We presented an unsupervised approach, ReBARC, that uses data from struc-
tured product catalogs and customer opinions from reviews to automatically
identify key product features useful for online shopping and product compari-
son. ReBARC significantly outperforms strong baselines on diverse metrics and
product domains. We also studied the correlation between product attributes of
interest to customers based on reviews, and those available to them for search
on shopping websites. In future, we plan to actively use customer behavior and
shopping history for detecting key attributes, and personalizing attribute rank-
ing for customers.
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Abstract. Simulating user sessions in a way that comes closer to the
original user interactions is key to generating user data at any desired vol-
ume and variety such that A/B-testing in domain-specific search engines
becomes scalable. In recent years, research on evaluating Information
Retrieval (IR) systems has mainly focused on simulation as means to
improve users models and evaluation metrics about the performance of
search engines using test collections and user studies. However, test col-
lections contain no user interaction data and user studies are expen-
sive to conduct. Thus there is a need in developing a methodology for
evaluating simulated user sessions. In this paper, we propose evaluation
metrics to assess the realism of simulated sessions and describe a pilot
study to assess the capability of generating simulated search sequences
representing an approximation of real behaviour. Our findings highlight
the importance of investigating and utilising classification-based metrics
besides the distribution-based ones in the evaluation process.

Keywords: Evaluation metrics · Simulating user session · Simulation
evaluation · User search behaviour · User modelling

1 Introduction

Developing evaluation methods to help improve the performance of Information
Retrieval (IR) systems has been the focal point of researchers in IR commu-
nity for many years [8,14,21]. Originally, the Cranfield evaluation methodol-
ogy [12], which is so far the leading methodology for evaluating an IR system,
is designed to evaluate the performance of a system using a test collection com-
prising a sample of queries, documents and a set of relevance judgments (indi-
cating which documents are relevant/non-relevant to which queries) but lacks
user interaction data (indicating the interaction sequences generated by users
while expressing their information needs). Furthermore, users are represented
in a highly abstracted form without considering the complexities of their inter-
actions. As users’ information needs become more complex in sophisticated IR
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systems, assessing the performance of a system needs to be assessed over an
entire interactive session. Such sophisticated IR systems have been so far eval-
uated mainly using controlled user studies [14] or using the history log of user
interactions. However, the experimental results obtained in such a way would
be expensive and hard to reproduce using the former method, or would require
search logs that are mostly inaccessible due to users’ privacy using the latter.

TREC Session Track [5] and Dynamic Test Collections [4] are two impor-
tant attempts to evaluate IR system performance over an entire search session.
The evaluation metrics they adopted (e.g. P@k and nDCG@k) are cheap and
reusable, but they cannot cope with users’ dynamic information need (i.e. query
reformulation behaviors). Jiang et al. [11] explored the correlation between user
models and metrics. They examined several evaluation metrics and showcased
that session Rank-Biased Precision (sRBP) [15] and session-based DCG (sDCG)
[10] have stronger correlations with user satisfaction compared with existing
session-based metrics. Following their finding, Zhang et al. introduced Recency-
aware Session-based Metrics (RSMs) [24] which characterise users’ cognitive pro-
cess in search sessions by incorporating the recency effect.

There has been growing interest in the generation of simulated interaction
data, and in particular how to develop more realistic models of search [2,18], for
multiple reasons: First, simulation offers a way to overcome the lack of exper-
imental real-world data, especially when the acquisition of such data is costly
or challenging. Second, simulation helps reducing the amount of collected user
data while preserving the profiling efficiency and protecting the privacy and the
confidentiality of users’ personal information.

While most related studies focus on the browsing model (i.e., user browsing
behavior when consulting a page of search results), querying model and docu-
ment relevance model for search evaluation, few studies have investigated the
utility of evaluating simulated user interactions. Carterette et al. [4] suggested
a meta-evaluation methodology using session histories and evaluated the sim-
ulation model based on its effectiveness at predicting actual user interactions,
using standard classification evaluation metrics (i.e., precision, recall, accuracy
and AUC). However, as it will be discussed in this paper, the used classification-
based metrics are difficult to be justified and lack an evaluation of distributional
properties of the data. Inspired by Carterette et al. [4], we propose a method to
evaluate simulated user sessions’ realism in the context of a search session. Real-
ism represents the level of authenticity that simulated sessions present compared
to the real log data. We model users’ browsing patterns using Markov models.
Markov models have been widely used for discovering meaningful patterns in
browsing data due to their good interpretability [16,23]. In particular, they cap-
ture sequences in search patterns using transitional probabilities between states
and translate user sessions into Markov processes.

To summarise, the main contributions of our work are twofold: (1) We model
users’ browsing patterns using a first-order Markov approach and a contextual
Markov model that utilises user’s browsing context based on common sense
assumptions. We then conduct experiments on a real-world dataset and simulate
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user search behaviour by the two approaches. (2) We propose a method to eval-
uate the realism of simulated user interactions in the context of a search session.
We first utilise the Kolmogorov-Smirnov statistical test as an empirical validation
to compare the similarity between data log and simulated sessions distribution,
and then employ a classification-based evaluation technique to assess the quality
of simulated search session.

2 Evaluation Methods

Our goal is to develop an evaluation methodology to evaluate to which extend
simulated user models can replace or complement sample-based ones. The quality
of simulated user search sessions is usually evaluated by comparing real log and
simulated data. In fact, simulated data are expected to be similar to real data
as we do not want them to be distinguishable. Our evaluation method assumes
the following user models:

First-Order Markov Model: We propose investigating the use of Markov
Chains to model the search dynamics. The theoretical model is based on first-
order Markov models [22]. Let Xk be the random variable that models actions
in a user search session. The transition probability is modelled using maximum
likelihood estimation: P (Xk = Aj |Xk−1 = Ai) =

NAi,Aj

NAi
, where NAi

is the total
amount of how many times the action Ai occurred in the training data and
NAi,Aj

is the amount of how many times the transition from action i to action
j has been observed.

Contextual Markov Model: During a search session, a user performs dif-
ferent search actions to find documents that fulfil their information needs. The
technique that we propose here aims to categorise users into different groups
based on their search behaviour. Search tasks are commonly divided into two
major types of user’s behaviour [1,17]: i) Exploratory: where users are more
likely to formulate more queries as they learn about the topic and explore the
search result list exhaustively, ii) Lookup: where users only investigate the first
few results and rephrase their queries quickly.

Kumaripaba et al. [1] extended the work of Marchionini [17] and provided
a few simple indicators of information search behaviours (e.g. query length,
maximum scroll depth, completion time) to categorise users into exploratory
and lookup searchers. We utilise these indicators to split the training data
into smaller portions. We build a first-order Markov model for each type (i.e.
exploratory and lookup) and we compare them to the Markov model built from
the whole data (i.e. first-order Markov model). This would allow us to evaluate
the impact of context on the accuracy of simulated sessions.
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2.1 Kolmogorov-Smirnov-Based Evaluation

The two-sample Kolmogorov-Smirnov (KS-2) goodness-of-fit test [13] is one of
the most useful and non-parametric methods for comparing two datasets. It is
a convenient method for investigating whether two probability distributions can
be regarded as indistinguishable. Essentially, we test the null hypothesis that the
two independent samples are drawn from the same distribution and proceed with
calculating the absolute value of the distance between two data samples which
we refer to as the test statistic d to compare their distribution for similarities.

We derive two separate simulation models for context-aware approaches (i.e.,
dividing the dataset into lookup and exploratory subsets and then for each subset
we construct a Markov model to simulate user-type specific search sessions) and
one global simulation model that is trained on whole dataset.

2.2 Classification-Based Evaluation

Additionally, we define a classification-based evaluation to evaluate the simu-
lation realism of our models. We first develop a set of features that represent
the sequential nature of a user search session in the form of a feature vector.
Then we train a classifier to distinguish simulated sessions from real log data
sessions and report the results. Building upon previous work [9] about what
kinds of engineered features are best suited to various machine learning model
types, we developed a set of features that represent the sequentiality of the
search session (i.e., typing a query; reformulating the query; clicking, viewing
and exporting actions) and discarded those that only describe the user’s overall
search behaviour (e.g., tally of search actions, queries formulation and clicks).
We used a binary vector to indicate the presence of a feature (i.e., (0) if present
and (1) if not) and ordered features in the sequence (i.e., i feature where i refer
to the sequence order of the query in a session, e.g., 1 search, 2 view record).

Each user session is converted to a feature vector, labelled and fed to a clas-
sifier. This process was repeated separately for each of the Markov approaches,
i.e., first-order and contextual. We created an equal amount of simulated sessions
as real log sessions for a balanced classification and evaluated three classifiers
with tenfold cross-validation. As per the classifier, we used the most popular
algorithms in binary classification, namely, Support Vector Machine [6], Deci-
sion Trees [20] (XGBoost), Random Forests [3] and reported the average score.
We also used automated machine learning (Auto-sklearn [7]) as it employs an
ensemble of top performing models discovered during the optimisation process.
Since we are interested in finding a classifier that is close to 100% Recall on
the real log sessions (i.e., successful in detecting all real log sessions) and a high
recall on the simulated sessions (i.e., good at detecting most of simulated ses-
sions), we incorporate a bias in the classifier by weighting the class of real data
(wreal = 104, wsimulated = 1) to penalise bad real log sessions predictions.

To evaluate the realism of our models, we use metrics Precision, Recall, F-
score and Accuracy common for objectively measuring the classifier’s perfor-
mance. In our case, we consider True Positive (TP) to be the scenario where
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the model classifies simulated sessions as simulated. A score of 0 means that the
classifier cannot distinguish between simulated and real log sessions and there-
fore the simulated sessions are similar to real log data sessions, whereas with a
score of 1, simulated sessions and log data are completely different. Since we can
distinguish between real log and simulated sessions, reporting the accuracy alone
can obfuscate some of the performance that F-score would highlight. F-score tells
how precise the classifier is (i.e., how many instances it classifies correctly), as
well as how robust it is (i.e., does not miss a significant number of instances).
In fact, if F-score showed low precision/recall along with a low accuracy, we can
have better confidence in the results. Therefore, we utilise all four metrics to
demonstrate relative performance and consistency of the results.

3 DataSet

We use Sowiport User Search Session Data Set (SUSS)1 [19] for our experiments,
which includes 484,437 individual search sessio0ns, 179,796 queries and around 8
million log entries that was collected over a period of one year (from April 2014
to April 2015). SUSS describes users’ search actions using a list of 58 different
actions that covers all user’s activities while interacting with the interface of
the search engine (e.g., formulating a query, clicking on a document, viewing
the full document’s content, selecting a facet, using search filters). For each user
interaction, a session id, date stamp, length of the action and other additional
information are stored to describe user’s path during the search process. From
the 484,437 individual search sessions in the dataset, we filter sessions that do
not contain a query (i.e., users having searched nothing) or have invalid query
annotations and we sample 100,000 sessions which we refer to as SUSS−.

4 Results

For this evaluation test, we derived two separate simulation models (i.e.,
exploratory and lookup) and one global simulation model (i.e., first-order) that
is trained on whole SUSS− dataset. For each model, we utilise the transition
probabilities between states which are drawn from the log sessions and the sim-
ulated sessions separately to generate two independent samples. By feeding these
data points to KS-2 we obtain the test statistic value (i.e., 0.00417 first-order,
0.00381 and 0.00302 for exploratory and lookup respectively) and compare it
to the critical value for the two samples (i.e., 0.00421 first-order, 0.00389 and
0.00356 for exploratory and lookup respectively).

Results show that the statistical value is smaller than the critical value across
all models, hence we retain the null hypothesis. Therefore, we conclude that the
simulated and the real log sessions belong to the same distribution.

Since the KS-2 critical values are all significant, it means that query change
as context factor does not improve the simulation or at least it is hard to quan-
tify the improvement using a KS-2 test. Therefore, we need to adopt a second
1 The dataset is publicly available at http://dx.doi.org/10.7802/1380.

http://dx.doi.org/10.7802/1380
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evaluation method: we investigate whether we can train a classifier and try to
distinguish between real log and simulated sessions through controlled scenarios.
For each scenario, we simulate an equal amount of sessions as present in the log
data to balance class distribution.

Table 1. Classification of real log sessions vs simulated sessions using first-order and
contextual Markov model (CMM) approaches. We report the accuracy, recall, precision
and F-score across 10-CV folds (while (1) averaging over three classifiers defined in
Subsect. 2.2 and (2) using Auto-sklearn (AS.). Bold indicates the best result in terms of
the corresponding metric. Lowest results are the best as we aim to reduce the classifier’s
capability to distinguish between real log and simulated sessions.

Approach Size Accuracy Recall Precision F-score

Avg. AS. Avg. AS. Avg. AS. Avg. AS.

First-order Markov model 1 0.661 0.660 0.814 0.796 0.543 0.558 0.651 0.656

CMM Exploratory 0.39 0.611 0.625 0.628 0.673 0.506 0.502 0.560 0.575

Lookup 0.61 0.572 0.577 0.612 0.624 0.452 0.463 0.519 0.531

Table 1 shows that when using contextual Markov with the exploratory-
lookup approach, the model did better while simulating sessions for “Lookup”
with an F-score of 0.519 in comparison to “Exploratory” with a score of 0.560.
One possible explanation for this is that lookup sessions are probably easier
to simulate since there is less variation. The exploratory group of users gener-
ate longer sessions, thus higher total of state transitions which results a diverse
number of simulated sessions.

In summary, we report that grouping user search sessions depending on their
behavioural characteristics helps improving the simulation quality (i.e., reducing
the accuracy of the classifier which is translated by lower F-score, recall and
precision values).

5 Conclusion

In this paper, we propose a method to evaluate simulated user interactions in
the context of a search session, which can be used as economic alternatives of
user studies. We performed experiments using a real-world academic dataset
with contextual Markov models and provided empirical results showing that the
context-aware models allow to account for finer context granularity, i.e., more
specific models. The proposed evaluation methods represents a theoretical foun-
dation for experimental studies of sophisticated IR systems and opens up many
new research directions. For example, we can use the classification-based meth-
ods to derive potentially better metrics than the existing ones that we proposed.
The evaluation methods also opens up many interesting opportunities to lever-
age search log data to generate various realistic user simulators for evaluating
complicated search systems.
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3. Belgiu, M., Drǎguţ, L.: Random forest in remote sensing: a review of applications
and future directions. ISPRS J. Photogrammetry Remote Sens. 114, 24–31 (2016)

4. Carterette, B., Bah, A., Zengin, M.: Dynamic test collections for retrieval eval-
uation. In: Proceedings of the 2015 International Conference on the Theory of
Information Retrieval, pp. 91–100 (2015)

5. Carterette, B., Kanoulas, E., Hall, M., Clough, P.: Overview of the TREC 2014
session track. Technical report, Delaware Univ Newark, Department of Computer
and Information Sciences (2014)

6. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273–297
(1995)

7. Feurer, M., Klein, A., Eggensperger, K., Springenberg, J.T., Blum, M., Hutter,
F.: Auto-sklearn: efficient and robust automated machine learning. In: Hutter, F.,
Kotthoff, L., Vanschoren, J. (eds.) Automated Machine Learning. TSSCML, pp.
113–134. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-05318-5 6

8. Harman, D.: Information retrieval evaluation. Synth. Lect. Inf. Concepts Retrieval
Serv. 3(2), 1–119 (2011)

9. Heaton, J.: An empirical analysis of feature engineering for predictive modeling.
In: SoutheastCon 2016, March 2016

10. Järvelin, K., Price, S.L., Delcambre, L.M.L., Nielsen, M.L.: Discounted cumulated
gain based evaluation of multiple-query IR sessions. In: Macdonald, C., Ounis, I.,
Plachouras, V., Ruthven, I., White, R.W. (eds.) ECIR 2008. LNCS, vol. 4956, pp.
4–15. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-78646-7 4

11. Jiang, J., Allan, J.: Correlation between system and user metrics in a session. In:
Proceedings of the 2016 ACM on Conference on Human Information Interaction
and Retrieval, pp. 285–288 (2016)

12. Jones, K.S., Willett, P.: Readings in Information Retrieval. Morgan Kaufmann,
Burlington (1997)

13. Massey Jr., F.J.: The Kolmogorov-Smirnov test for goodness of fit. J. Am. Stat.
Associ. 46(253), 68–78 (1951)

14. Kelly, D.: Methods for Evaluating Interactive Information Retrieval Systems with
Users. Now Publishers Inc., Delft (2009)

15. Lipani, A., Carterette, B., Yilmaz, E.: From a user model for query sessions to
session rank biased precision (sRBP). In: Proceedings of the 2019 ACM SIGIR
International Conference on Theory of Information Retrieval, pp. 109–116 (2019)

16. Manavoglu, E., Pavlov, D., Giles, C.L.: Probabilistic user behavior models. In:
Third IEEE International Conference on Data Mining, pp. 203–210. IEEE (2003)

https://doi.org/10.1007/978-3-030-05318-5_6
https://doi.org/10.1007/978-3-540-78646-7_4


Evaluating Simulated User Interaction and Search Behaviour 247

17. Marchionini, G.: Exploratory search: from finding to understanding. Commun.
ACM 49(4), 41–46 (2006)

18. Maxwell, D., Azzopardi, L.: Agents, simulated users and humans: an analysis of
performance and behaviour. In: Proceedings of the 25th ACM International Con-
ference on information and Knowledge Management, pp. 731–740 (2016)

19. Mayr, P.: Sowiport User Search Sessions Data Set (SUSS) (Version: 1.0.0) (2016)
20. Quinlan, J.R.: Simplifying decision trees. Int. J. Man Mach. Stud. 27(3), 221–234

(1987)
21. Sanderson, M.: Test Collection Based Evaluation of Information Retrieval Systems.

Now Publishers Inc., Delft (2010)
22. Shamshad, A., Bawadi, M.A., Hussin, W.W., Majid, T.A., Sanusi, S.A.M.: First

and second order Markov chain models for synthetic generation of wind speed time
series. Energy 30, 693–708 (2005)

23. Tran, V., Maxwell, D., Fuhr, N., Azzopardi, L.: Personalised search time prediction
using Markov chains. In: Proceedings of the ACM SIGIR International Conference
on Theory of Information Retrieval, pp. 237–240 (2017)

24. Zhang, F., Mao, J., Liu, Y., Ma, W., Zhang, M., Ma, S.: Cascade or recency: con-
structing better evaluation metrics for session search. In: Proceedings of the 43rd
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 389–398 (2020)



Multilingual Topic Labelling of News
Topics Using Ontological Mapping

Elaine Zosa(B) , Lidia Pivovarova , Michele Boggia ,
and Sardana Ivanova

University of Helsinki, Helsinki, Finland
{elaine.zosa,lidia.pivovarova,michele.boggia,sardana.ivanova}@helsinki.fi

Abstract. The large volume of news produced daily makes topic mod-
elling useful for analysing topical trends. A topic is usually represented
by a ranked list of words but this can be difficult and time-consuming
for humans to interpret. Therefore, various methods have been proposed
to generate labels that capture the semantic content of a topic. However,
there has been no work so far on coming up with multilingual labels
which can be useful for exploring multilingual news collections. We pro-
pose an ontological mapping method that maps topics to concepts in a
language-agnostic news ontology. We test our method on Finnish and
English topics and show that it performs on par with state-of-the-art
label generation methods, is able to produce multilingual labels, and
can be applied to topics from languages that have not been seen during
training without any modifications.

Keywords: Topic labelling · Ontology linking · Cross-lingual
embeddings

1 Introduction

Topic models uncover the latent themes in a document collection through the
co-occurrences of words in documents[4]. The large volume of news produced
daily makes topic models especially useful for tracking and analysing news
trends [12,14,17]. A topic is usually represented by a ranked list of words but
these words can be difficult and time-consuming to interpret for humans [10].
Therefore various methods have been proposed to assign concise labels to top-
ics to improve interpretability [1,3,16,18]. However, there has been no work so
far on coming up with multilingual topic labels. Generating labels in multiple
languages allows users to compare topical trends across linguistic boundaries
without having to align topics and to explore news collections by users who
might not have the necessary linguistic skills to do otherwise.

In this work we are interested in assigning concise multilingual labels to
news topics. We propose an ontological mapping method that maps topics to
concepts in a language-agnostic news ontology. These concepts have labels in
multiple languages that we use as topic labels. We approach ontology mapping
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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as a multilabel classification task where a topic can be classified as belonging to
multiple concepts.

We train our classifier on a dataset of Finnish news and test it on Finnish
and English topics, using the distant supervision approach proposed in Ref. [1],
where articles are used as training data. Our method produces results that are on
par with state-of-the-art label generation methods, produces multilingual labels
and can be used for topics in languages that have not been used during training
without any modification. The contributions in this paper are: (1) an ontological
mapping approach that can produce topic labels in multiple languages; (2) a
method based on contextualised cross-lingual embeddings that works in a zero-
shot setting, assigning labels to topics in languages not seen during training; and
(3) a novel dataset of Finnish news topics with gold standard labels.1

2 Related Work

Several existing methods for automatic topic labelling generate candidate labels
either by extracting short phrases from topic-related documents [2,9,16] or from
external sources such as Wikipedia [1,9] and then ranking the candidates accord-
ing to their relevance to the topic using distance metrics such as cosine dis-
tance [3] or the Kullback-Leibler divergence [8,16].

Wikipedia is a popular external corpora for topic labelling, using article titles
as candidate labels [3,9]. However, Ref. [9] argues that the broad domain covered
by Wikipedia make it unsuitable for labelling topics from a domain-specific cor-
pus, such as biomedical research papers. Moreover, Wikipedia sizes vary widely
across different languages. Some previous work have also used ontologies [5,7]
but their methods rely on network analysis techniques to extract labels from the
ontologies.

A more recent development is using deep learning to directly generate labels.
Ref. [1] proposes a sequence-to-sequence model (seq2seq) trained on a synthetic
dataset of Wikipedia articles and titles while Ref. [18] finetune BART, a pre-
trained transformer-based language model [11], with topic keywords and candi-
date labels from weak labellers to generate labels.

3 Experimental Setup

3.1 Models

Ontology Mapping. We propose an ontological mapping method that maps
topics to concepts in a language-agnostic news ontology and use the correspond-
ing labels for these concepts—available in multiple languages—as topic labels.
We treat the ontology mapping problem as a multilabel classification task where
a topic can be classified as belonging to one or more concepts in the ontology.

The classifier takes as an input a sequence X = (x1, . . . , xn) of the n top terms
of a topic, and predicts P (ci|X), the probabilities for each ontology concept ci ∈
1 Our code and dataset are available: https://github.com/ezosa/topic-labelling.

https://github.com/ezosa/topic-labelling
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C. The topic labels are obtained from the distribution P (ci|X) as follows: First,
a list of label candidates is obtained by considering all ci such that P (ci|X) > t,
where t is the classification threshold. Then, we propagate the predicted concepts
to the top of the ontology. For instance, if a topic is classified as belonging to
concept 01005000:cinema, it also belongs to concept 01000000:arts, culture
and entertainment, the parent of 01005000:cinema. Lastly, we obtain the
top topic labels by taking the most frequent concepts among the candidates and
taking the labels of these concepts in the preferred language.

To compute the probabilities P (ci|X), we encode the top terms (x1, . . . , xn)
using SBERT [19]2 and pass this representation to a classifier composed of two
fully-connected layers with a ReLU non-linearity and a softmax activation. We
set the classification threshold t to 0.03 as determined by the validation set. We
refer to this as the ontology model. We illustrate this model in Fig. 1.

Fig. 1. News concepts prediction pipeline.

Comparisons to State-of-the-Art. We also investigate how our ontology
mapping method compares to methods that directly generate topic labels.
Ref. [1] uses an RNN-based encoder-decoder architecture with attention as a
seq2seq model while Ref. [18] finetunes a pretrained BART model. Both methods
have reported state-of-the-art results on English topics from multiple domains.

We implement a RNN seq2seq model using the same hyperparameters as [1]:
300-dim for the embedding layer and a hidden dimension of 200. We refer to this
as the rnn model. We also implement a slightly modified model where we replace
RNN with transformers, which has yielded state-of-the-art results in many NLP
tasks. We use the hyperparameters from the original transformers model [22]:
6 layers for the encoder and decoder with 8 attention heads and an embedding
dimension of 512. We refer to this as the transformer model.

Instead of BART which is trained only on English, we finetune a multilingual
version, mBART [13], and set the source and target languages to Finnish. We
finetuned mBART-25 from HuggingFace3 for 5 epochs. We use the AdamW
optimizer with weight decay set to 0.01. We refer to this as the mbart model 4.
2 We use the multilingual model distiluse-base-multilingual-cased.
3 https://huggingface.co/facebook/mbart-large-cc25.
4 While the mBART encoder is in a multilingual space, it cannot be used directly for

cross-lingual language generation [15].

https://huggingface.co/facebook/mbart-large-cc25
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For consistency, all the models except mbart are trained using Adam optimizer
for 30 epochs with early stopping based on the validation loss.

3.2 Datasets

News Ontology. We use the IPTC Subject Codes as our news ontology.5 This
is a language-agnostic ontology designed to organise news content. Labels for
concepts are available in multiple languages—in this work we focus specifically on
Finnish and English. This ontology has three levels with 17 high-level concepts,
166 mid-level concepts and 1,221 fine-grained concepts. Mid-level concepts have
exactly one parent and multiple children.

Training Data. We use news articles from 2017 of the Finnish News Agency
(STT) dataset [20,21] which have been tagged with IPTC concepts and lemma-
tized with the Turku neural parser [6]. Following the distant-supervision app-
roach in [1], we construct a dataset where the top n words of an article are
treated as input X = (x1, . . . , xn) and the tagged concepts are the target C; an
article can be mapped to multiple concepts. Top words can either be the top
30 scoring words by tf-idf (tfidf dataset) or the first 30 unique content words
in the article (sent dataset). All models are trained on both datasets. For each
dataset, we have 385,803 article-concept pairs which we split 80/10/10 into train,
validation and test sets.

Test Data. For Finnish topics, we train an LDA model for 100 topics on the
articles from 2018 of the Finnish news dataset and select 30 topics with high
topic coherence for evaluation. We also check that the topics are diverse enough
such that they cover a broad range of subjects.

To obtain gold standard labels for these topics, we recruited three fluent
Finnish speakers to provide labels for each of the selected topics. For each topic,
the annotators received the top 20 words and three articles closely associated
with the topic. We provided the following instructions to the annotators:

Given the words associated with a topic, provide labels (in Finnish) for that topic.

There are 30 topics in all. You can propose as many labels as you want, around 1

to 3 labels is a good number. We encourage concise labels (maybe 1–3 words) but the

specificity of the labels is up to you. If you want to know more about a topic, we also

provide some articles that are closely related to the topic. These articles are from 2018.

We reviewed the given labels to make sure the annotators understood the
task and the labels are relevant to the topic. We use all unique labels as our
gold standard, which resulted in seven labels for each topic on average. While
previous studies on topic labelling mainly relied on having humans evaluate the
labels outputted by their methods, we opted to have annotators provide labels
instead because this will give us an insight into how someone would interpret a
topic6. During inference, the input X are the top 30 words for each topic.

5 https://cv.iptc.org/newscodes/subjectcode/.
6 Volunteers are compensated for their efforts. We limited our test data to 30 topics

due to budget constraints.

https://cv.iptc.org/newscodes/subjectcode/


252 E. Zosa et al.

Table 1. Averaged BERTScores between labels generated by the models and the gold
standard labels for Finnish and English news topics.

Prec Rec F-score

Finnish news

baseline: top 5 terms 89.47 88.08 88.49

ontology-tfidf 94.54 95.42 94.95

ontology-sent 95.18 95.96 95.54

mbart-tfidf 93.99 94.56 94.19

mbart-sent 94.02 95.04 94.51

rnn-tfidf 96.15 95.61 95.75

rnn-sent 95.1 94.63 94.71

transformer-tfidf 94.26 94.42 94.30

transformer-sent 95.45 94.73 94.98

English news

baseline: top 5 terms 98.17 96.58 97.32

ontology-tfidf 97.00 95.25 96.04

ontlogy-sent 97.18 95.43 96.21

To test our model in a cross-lingual zero-shot setting, we use the English
news topics and gold standard labels from the NETL dataset [3]. These gold
labels were obtained by generating candidate labels from Wikipedia titles and
asking humans to evaluate the labels on a scale of 0–3. This dataset has 59 news
topics with 19 associated labels but we only take as gold labels those that have a
mean rating of at least 2.0, giving us 330 topic-label pairs. We use default topic
labels—top five terms of each topic—as the baselines.

4 Results and Discussion

We use BERTScore [23] to evaluate the labels generated by the models with
regards to the gold standard labels. BERTScore finds optimal correspondences
between gold standard tokens and generated tokens and from these correspon-
dences, recall, precision, and F-score are computed. For each topic, we compute
the pairwise BERTScores between the gold labels and the labels generated by
the models and take the maximum score. We then average the scores for all
topics and report this as the model score.

We show the BERTScores for the Finnish news topics at the top of Table 1.
All models outperform the baseline by a large margin which shows that labels
to ontology concepts are more aligned with human-preferred labels than the
top topic words. The rnn-tfidf model obtained the best scores followed by
ontology-sent. The transformer-sent and mbart-sent models also obtain com-
parable results. We do not see a significant difference in performance between
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training on the tfidf or sent datasets. In Table 2 (top), we show an example
of the labels generated by the models and the gold standard labels. All mod-
els give sufficiently suitable labels, focusing on motor sports. However only the
ontology-sent model was able to output ‘formula 1’ as one of its labels.

Table 2. Generated labels for selected topics. Finnish labels are manually translated
except for ontology-sent. For ontology-sent, we provide the concept ID and the corre-
sponding Finnish and English labels.

Finnish topic

Topic räikkönen, bottas, ajaa (to drive), hamilto, mercedes

Gold formula, formulat, formula 1, f1, formula-auto, aika-ajot (time
trial), moottoriurheilu (motor sport)

rnn-tfidf autourheilu (auto sport), urheilutapahtumat (sports event), mm-
kisat (world championship), urheilu (sport), urheilijat (athletes)

transformer-sent urheilutapahtumat (sports event), mm-kisat (world champi-
onship), urheilu (sport), autourheilu (auto sport), kansainväliset
(international)

mbart-sent autourheilu moottoriurheilu, urheilutapahtumat, mm-kisat,
urheilijat pelaajat, urheilu

ontology-sent ID: 15000000, fi: urheilu, en: sport; ID: 15039000, fi:
autourheilu moottoriurheilu, en: motor racing; ID: 15073000, fi:
urheilutapahtumat, en: sports event; ID: 15039001, fi: formula 1,
en: formula one; ID: 15073026, fi: mm-kisat, en: world champi-
onship

English topic

Topic film, movie star, director, hollywood, actor, minute, direct, story,
witch

Gold fantasy film, film adaptation, quentin tarantino, a movie, martin
scorsese, film director, film

ontology-sent ID: 01005001, en: film festival, fi: elokuvajuhlat; ID: 04010003,
en: cinema industry, fi: elokuvateollisuus; ID: 08000000,
en: human interest, fi: human interest; ID: 01022000, en:
culture (general), fi: kulttuuri yleistä; ID: 04010000, en: media,
fi: mediatalous

We also demonstrate the ability of the ontology models to label topics in a
language it has not seen during training by testing it on English news topics
from the NETL dataset [3]. This dataset was also used in Ref. [1] for testing but
our results are not comparable since they present the scores for topics from all
domains while we only use the news topics. The results are shown at the bottom
of Table 1. Although the ontology models do not outperform the baseline, they
are still able to generate English labels that are very close to the gold labels
considering that the models have been trained only on Finnish data. From the
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example in Table 2 (bottom), we also observe that the gold labels are overly
specific, suggesting names of directors as labels when the topic is about the film
industry in general. We believe this is due to the procedure used to obtain the
gold labels, where the annotators were asked to rate labels rather than propose
their own.

5 Conclusion

We propose a straightforward ontology mapping method for producing multi-
lingual labels for news topics. We cast ontology mapping as a multilabel clas-
sification task, represent topics as contextualised cross-lingual embeddings with
SBERT and classify them into concepts from a language-agnostic news ontol-
ogy where concepts have labels in multiple languages. Our method performs on
par with state-of-the-art topic label generation methods, produces multilingual
labels, and works on multiple languages without additional training. We also
show that labels of ontology concepts correlate highly with labels preferred by
humans. In future, we plan to adapt this model for historical news articles and
also test it on more languages.
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Abstract. This paper presents ranx, a Python evaluation library for
Information Retrieval built on top of Numba. ranx provides a user-friendly
interface to the most common ranking evaluation metrics, such as MAP,
MRR, and NDCG. Moreover, it offers a convenient way of managing
the evaluation results, comparing different runs, performing statistical
tests between them, and exporting LATEX tables ready to be used in
scientific publications, all in a few lines of code. The efficiency brought
by Numba, a just-in-time compiler for Python code, makes the adoption
ranx convenient even for industrial applications.

Keywords: Information Retrieval · Evaluation · Comparison

1 Introduction

Offline evaluation and comparison of different Information Retrieval (IR) systems
is a fundamental step in developing new solutions [5,18]. The introduction of
trec eval1 by the Text Retrieval Conference (TREC) [21] allowed standardizing
evaluation measures in IR. This handy tool comes as a standalone C executable
that researchers and practitioners must compile and run through a command-line
interface. Unfortunately, it does not provide additional functionalities, such as
comparing results from different IR systems or exporting the evaluation response
to specific formats (e.g., LATEX).

Nowadays, the large majority of IR researchers rely on Python as their pri-
mary coding language. Because of that, many recent tools [2,4,9–13,17] provide
experimentation and evaluation utilities in Python, such as IR evaluation mea-
sures. Nevertheless, we think there is still the need for a user-friendly Python
library following a truly Plug & Play paradigm, which can also be helpful for
young researchers with different backgrounds. For this reason, here we present
ranx2. ranx lets the user calculate multiple evaluation measures, run statistical
tests, and visualize comparison summaries, all in a few lines of code. Further-
more, it offers a convenient way of managing the evaluation results, allowing
1 https://github.com/usnistgov/trec eval.
2 https://github.com/AmenRa/ranx.
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the user to export them in LATEX format for scientific publications. We built
ranx on top of Numba [8], a just-in-time compiler [1] for Python [16,20] and
NumPy [6,15,22] code that allows high-speed vector operations and automatic
parallelization. To the best of our knowledge, none of the available tools support
multi-threading, which can vastly improve efficiency and grants ranx the ability
to scale on large industrial datasets.

2 System Overview

In this section, we present the main functionalities provided by ranx: the Qrels
and Run classes, the evaluate method, the compare method, and the Report
class. More details and examples are available in the official repository.

2.1 Qrels and Run Classes

The first step in the offline evaluation of the effectiveness of an IR system is the
definition of a list of query relevance judgments and the ranked lists of documents
retrieved for those queries by the system. To ease the managing of these data,
ranx implements two dedicated Python classes: 1) Qrels for the query relevance
judgments and 2) Run for the computed ranked lists. As shown in Listing 1,
the users can manually define the evaluation data and add new queries and the
associated ranked lists dynamically. They can also import them from TREC-
style files, Python dictionaries, and Pandas DataFrames [14]. ranx takes care
of sorting and checking the data so that the user does not need to. Finally,
Qrels and Run can be saved as TREC-style files for sharing. Every time the user
evaluates a metric over a Qrels-Run pair, ranx stores the metrics’ scores for each
query and their averages in the Run instance so that they can be accessed later
on, as shown in Listing 2.

1 # Instantiate an empty Qrels object
2 qrels = Qrels()
3

4 # Add query to qrels
5 qrels.add(q_id="q_1", doc_ids=["doc_12", "doc_25"], scores=[5, 3])
6

7 # Add multiple queries to qrels
8 qrels.add_multi(
9 q_ids=["q_1", "q_2"],

10 doc_ids=[["doc_12", "doc_25"], ["doc_11", "doc_2"]], # Relevant document ids
11 scores=[[5, 3], [6, 1]], # Relevance judgements
12 )
13

14 # Import qrels from TREC-Style file
15 qrels = Qrels.from_file(path_to_qrels)
16 # Import qrels from Python Dictionary
17 qrels = Qrels.from_dict(qrels_dict)
18 # Import qrels from Pandas DataFrame
19 qrels = Qrels.from_df(qrels_df, q_id_col="q_id", doc_id_col="doc_id", score_col="score")
20

21 # Save as TREC-Style file
22 qrels.save("qrels.txt")

Listing 1: Qrels’ methods. The same methods are also available for Run.
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2.2 Metrics

ranx provides a series of very fast ranking evaluation metrics implemented in
Numba. It currently supports Hits, Precision, Recall, r-Precision, Reciprocal Rank
(and Mean Reciprocal Rank), Average Precision (and Mean Average Precision),
and Normalized Discounted Cumulative Gain (both the original formulation from
Järvelin et al. [7] and the variant introduced by Burges et al. [3]). For each metric
but r-Precision, the “at k” variants are also available. We tested all the metrics
against trec eval for correctness. ranx provides access to all the implemented
metrics by a single interface, the method evaluate, as shown in Listing 2. As
mentioned above, Numba allows ranx to compute the scores for the evaluation
metrics very efficiently, as shown in Table 1.

1 # Compute score for a single metric
2 evaluate(qrels, run, "ndcg@5")
3 >>> 0.7861
4

5 # Compute scores for multiple metrics at once
6 evaluate(qrels, run, ["map@5", "mrr"])
7 >>> {"map@5": 0.6416, "mrr": 0.75}
8

9 # Computed metric scores are saved in the Run object
10 run.mean_scores
11 >>> {"ndcg@5": 0.7861, "map@5": 0.6416, "mrr": 0.75}
12

13 # Access scores for each query
14 dict(run.scores)
15 >>> {"ndcg@5": {"q_1": 0.9430, "q_2": 0.6292},
16 "map@5": {"q_1": 0.8333, "q_2": 0.4500},
17 "mrr": {"q_1": 1.0000, "q_2": 0.5000}}

Listing 2: Usage example of the evaluate method.

Table 1. Efficiency comparison between ranx (using different number of threads) and
pytrec eval (pytrec), a Python interface to trec eval. The comparison was conducted
with synthetic data. Queries have 1-to-10 relevant documents. Retrieved lists contain
100 documents. NDCG, MAP, and MRR were computed on the entire lists. Results
are reported in milliseconds. Speed-ups were computed w.r.t. pytrec eval.

Metric Queries Pytrec ranx t= 1 ranx t = 2 ranx t = 4 ranx t = 8

NDCG 1 000 28 4 7.0× 3 9.3× 2 14.0× 2 14.0×
10 000 291 35 8.3× 24 12.1× 18 16.2× 15 19.4×
100 000 2 991 347 8.6× 230 13.0× 178 16.8× 152 19.7×

MAP 1 000 27 2 13.5× 2 13.5× 1 27.0× 1 27.0×
10 000 286 21 13.6× 13 22.0× 9 31.8× 7 40.9×
100 000 2 950 210 14.0× 126 23.4× 84 35.1× 69 42.8×

MRR 1 000 28 1 28.0× 1 28.0× 1 28.0× 1 28.0×
10 000 283 7 40.4× 6 47.2× 4 70.8× 4 70.8×
100 000 2 935 74 39.7× 57 51.5× 44 66.7× 38 77.2×
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2.3 Comparison and Statistical Testing

As comparison is one of the fundamental steps in retrieval systems’ evaluation,
ranx implements a functionality—compare—for comparing multiple Runs. It
computes the scores for a list of metrics provided by the user and performs
statistical testing on those scores through Fisher’s Randomization Test [19], as
shown in Listing 3. The compare method outputs an object of the Report class.

2.4 The Report Class

The Report class store all the data produced by performing a comparison as
described previously. The user can access this information by simply printing
a Report in a Python shell, as shown in Listing 3. It also allows exporting a
LATEX table presenting the average scores for each computed metric for each of
the compared models, enriched with superscripts denoting the statistical signifi-
cance of the improvements (if any), as well as a pre-defined caption. Table 2 was
generated by report.to_latex().

1 # Compare different runs and perform statistical tests
2 report = compare(
3 qrels=qrels,
4 runs=[run_1, run_2, run_3, run_4, run_5],
5 metrics=["map@100", "mrr@100", "ndcg@10"],
6 max_p=0.01 # P-value threshold
7 )
8

9 print(report)
10 >>>
11 # Model MAP@100 MRR@100 NDCG@10
12 --- ------- ---------- ---------- ----------
13 a model_1 0.3202b 0.3207b 0.3684bc

14 b model_2 0.2332 0.2339 0.2390
15 c model_3 0.3082b 0.3089b 0.3295b

16 d model_4 0.3664abc 0.3668abc 0.4078abc

17 e model_5 0.4053abcd 0.4061abcd 0.4512abcd

Listing 3: Usage example of the compare method.

Table 2. Overall effectiveness of the models. Best results are highlighted in boldface.
Superscripts denote statistically significant differences in Fisher’s Randomization Test
with p ≤ 0.01.

# Model MAP@100 MRR@100 NDCG@10

a model 1 0.3202b 0.3207b 0.3684bc

b model 2 0.2332 0.2339 0.239

c model 3 0.3082b 0.3089b 0.3295b

d model 4 0.3664abc 0.3668abc 0.4078abc

e model 5 0.4053abcd 0.4061abcd 0.4512abcd
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3 Conclusion and Future Works

In this paper, we presented ranx, a Python library for the evaluation and com-
parison of retrieval results powered by Numba. It provides a user-friendly inter-
face to the most commonly used ranking evaluation metrics and a procedure for
comparing the results of multiple models and export them as a LATEX table. We
plan to add many features to the current functionalities offered by ranx, such
as new evaluation metrics and statistical tests, new LATEX templates for tables
formatting, the possibility to fuse different Runs for the same query set, and a
command-line interface. We are open to feature requests and suggestions from
the community.
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Abstract. Search in collections of digitised historical documents is hin-
dered by a two-prong problem, orthographic variety and optical char-
acter recognition (OCR) mistakes. We present a new search engine for
historical documents, DuoSearch, which uses ElasticSearch and machine
learning methods based on deep neural networks to offer a solution to
this problem. It was tested on a collection of historical newspapers in
Bulgarian from the mid-19th to the mid-20th century. The system pro-
vides an interactive and intuitive interface for the end-users allowing
them to enter search terms in modern Bulgarian and search across his-
torical spellings. This is the first solution facilitating the use of digitised
historical documents in Bulgarian.

Keywords: Historical newspapers search engine · Orthographic
variety · Post-OCR text correction · BERT

1 Introduction and Related Work

Many libraries and archives digitised sizeable collections and made an additional
step towards datafication applying Optical Character Recognition (OCR). This
is a process that identifies characters within a document and converts them into
computer codes, which can then be processed by other programs and applica-
tions. However, digitised information is not easily accessible by end-users due to
two main hindering blocks. First, the OCR process introduces errors in recog-
nition because of challenging layouts and orthographic variety due to the nine
language reforms applied to the Bulgarian language. Second, because the col-
lections of historical documents include texts in a mixture of orthographic con-
ventions the users should be able to use the historical forms of the search key-
words. We are applying a novel approach that builds upon the automated tech-
niques for post-OCR text correction in combination with spelling conversion and
extended searching to tackle both issues (OCR errors and orthographic variety).
Our search engine was used for a case study with a historical newspaper collec-
tion from The National Library “Ivan Vazov” (NLIV) in Plovdiv.
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The purpose of our research was to build a prototype search engine which
addresses the two issues mentioned above. DuoSearch can be used for all kinds
of digitised historical Bulgarian documents within the same period where OCR
was not followed by quality control. The tool uses dictionary for Bulgarian but
can be modified and adapted for other languages.

The paper would be useful for anyone who is developing search tools for
historical collections of texts with errors and/or linguistic variance. The system
can perform a search in a collection of documents that are written in different
spellings and have a relatively high number of erroneous tokens. It was imple-
mented using ElasticSearch and uses machine learning techniques to improve
the quality of the indexed data. It also provides an intuitive and interactive web
interface, export of the results and easy navigation across the returned docu-
ments.

The interest in developing digital resources and tools which answer histo-
rians’ needs for searching across collections of newspapers developed over the
last decades [4]. Some researchers focused on newspaper collections metadata
as a solution for improved search [5]. Many challenges arise when working with
cultural heritage, like historical newspapers, some of which are described in [6].
Common interests around these challenges in different disciplines have led to
projects such as the European project NewsEye [1]. It uses data in a few lan-
guages and provides enhanced access to historical newspapers for a wide range of
users. In Bulgaria, there is already a collection of digitised historical newspapers,
but access to it is cumbersome, due to OCR errors and the multiple language
reforms. There was a competition [2] supported by NewsEye whose purpose was
to compare and evaluate automatic approaches for correcting OCR-ed texts from
historical documents. The competition provides data in 10 European languages
including Bulgarian.

2 System Design

The design of the system is shown on Fig. 1. The system uses a three-tier archi-
tecture, where we have the user interface, the business logic and the data as inde-
pendent modules. The presentation layer is responsible for the direct interaction
between the user and the system, sending requests to the system and visualizing
results. The search API component transforms and proxies the request to and
from ElasticSearch in order to retrieve the relevant documents for the search
query. To handle the linguistic variance, the Search API component contains
a converter, which transforms the text entered by the user into the historical
spelling and sends two requests.

The processor component does the data preprocessing before sending it to
ElasticSearch for indexing. The preprocessing includes correcting mistakes from
the post-OCRed text and removing redundant metadata from the pages. The
post-OCR text correction process can be divided into two phases: error detection
and error correction. For error detection we have used pretrained multilingual
model BERT [3] which is context-aware and helps in identifying both syntactical
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Fig. 1. System architecture

and grammatical mistakes. The data is first tokenized into words, which are then
transformed into BERT sub-tokens. Afterwards, we feed these sub-tokens to the
BERT model and the output for each sub-token is passed to 5 convolutional
layers with different kernel sizes: 2, 3, 4, 5 and 6, each one with 32 filters. After the
convolutional layers, we have maxpool layers with a stride of 1, which intuitively
represents the information exchange between the n-grams. The outputs from
these layers are then concatenated and fed to the last layer, which is linear and
does the final classification of the sub-token. The BERT sub-token predictions
are then used to classify each token. More specifically, if at least one sub-token
is predicted to be erroneous, then the whole token is erroneous.

For error correction we use character-level sequence to sequence model which
takes the classified as erroneous tokens from the error detection model and cor-
rects them. For further improvement over the text correction we have used the
CLaDA-BG dictionary [7] which contains over 1.1 million unique words in all
of their correct forms. To address different orthographic varieties during post-
OCR text correction we need to know the version of the language in which the
document is written and adapt the dictionary in our model to that orthographic
convention.

DuoSearch supports two search types: regular search and extended search.
The regular search is a full-text search using the standard match query from
ElasticSearch. The extended search supports additional options, like proximity
searching, boolean operators support, regex matching and others. It is imple-
mented using the query DSL of ElasticSearch.

For testing the current search engine prototype we have used a set of Bul-
garian newspapers provided by NLIV, which is around 4 GB from the period
1882–1930. The source code is available on GitHub1 and live demo version on
AWS.2.

1 https://github.com/angelbeshirov/DuoSearch.
2 http://ec2-3-250-238-254.eu-west-1.compute.amazonaws.com:8080.

https://github.com/angelbeshirov/DuoSearch
http://ec2-3-250-238-254.eu-west-1.compute.amazonaws.com:8080


268 A. Beshirov et al.

3 Evaluation

We have used the Bulgarian dataset provided by the organizers of the ICDAR
2019 competition [2] to evaluate our post-OCR text correction model. It contains
200 files with around 32,000 unique words from the period before 1945. For
evaluation metrics of our text correction model we have used F-measure and %
of improvement. Our results are shown in Table 1 compared with the Clova AI
model.

Our model is similar to the one of the Clova AI team from the competition
with some improvements for the Bulgarian dataset. We managed to achieve
an improvement of 9% over it, using the additional dictionary [7]. The % of
improvement is measured by comparing the sum of the Levenshtein distances for
each token in the raw OCR text and the corrected one with the gold standard.
We used the trained model afterwards to correct the mistakes from the PDF
documents before indexing by the search engine. In future, additional evaluation
will be done with the users of the system.

Table 1. Evaluation results

Model F-score % of improvement

Clova AI 0.77 9%

DuoSearch 0.79 18.7%

4 Conclusion and Contributions

In this paper, we have described a new search engine that combines various tech-
nologies to allow for fast searching across a collection of historical newspapers.
This contributes to the overall problem in Bulgaria with improving the access
to historical documents. It has been acknowledged by Europeana as an example
of successful partnership between universities and libraries.

In future, we will work on the text correction by developing a model which
predicts the language revision version in which the text is written and apply
different models for each orthography, as some of the words are being flagged as
incorrect when they are written in different language version from the one the
model is trained on. The system also has to be installed on the servers in the
library and index the whole collection of newspapers, which is around 200 GB.
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Abstract. Social media platforms are used to discuss current events
with very complex narratives that become difficult to understand. In this
work, we introduce Tweet2Story, a web app to automatically extract
narratives from small texts such as tweets and describe them through
annotations. By doing this, we aim to mitigate the difficulties existing
on creating narratives and give a step towards deeply understanding the
actors and their corresponding relations found in a text. We build the web
app to be modular and easy-to-use, which allows it to easily incorporate
new techniques as they keep getting developed.

Keywords: Narrative extraction · Twitter · Information retrieval

1 Introduction

Modern social media platforms, such as Twitter, are used to discuss current
events in real time. Twitter, in particular, is a valuable platform for common
people, but even more so for journalists [1]. Given the nature of tweets, they
can individually contain relevant information, but stacked together they can
be cumbersome and redundant. In addition to this, they are often written in
colloquial language, which makes it hard to follow up on the different dimensions
of events and opinions revolving around it. To make sense of this data, researchers
often make use of automatic summarization processes [2], yet the generated
summaries are still far away from the human-generated ones [3]. Recent years
have also shown an interest towards a better understanding of the text, that
goes beyond simply summarizing its contents, leading to a new research area
known as narrative extraction [4,5]. Some of the works proposed so far, provide
a solution to partially extract a narrative [6]. Others, extract narratives from
long texts and focus on understanding its structure [7,8]. However, as far as
we know, none of these works provide a framework or a live demo that can be
used to reproduce and test the advances stated in their paper. To answer these
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 270–275, 2022.
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problems, we propose a methodology to automatically extract narratives from
tweet posts. We call it Tweet2Story. Alongside this methodology, we take a step
towards the understanding of the narratives behind tweet posts about an event,
by proposing a webapp, which, given a text, produces an annotation file that
can be used for subsequent processes such as visualization.

2 Tweet2Story Framework

The Tweet2Story framework has a modular architecture which is divided in three
components (Annotators, Core and Webapp) as detailed bellow:

1. Annotators: The Annotators contain the logic of the extraction of nar-
ratives consisting of 5 tasks: (1) the Named Entity Recognition (NER) to
retrieve named entities from the text1; the (2) Temporal Entity Extraction to
perform temporal normalization2; the (3) Co-reference Resolution to find co-
occurrences about actors in the entire document and to group them into clus-
ters3; the (4) Event extraction to detect events in the text typically through
verbs and modifiers4; and the (5) Entity Relation Extraction which uses the
semantic role classification of each word/expression on a sentence to extract
relations (triples) between entities (an actor and an event)5. Each one can be
performed by one or more tools. For instance the NER module can be oper-
ated individually through Spacy [9], NLTK [10] or SparkNLP [11], or together,
by combining the results of the 3 different tools. For the temporal module,
we resort to Heideltime [12,13] temporal tagger. Finally, the co-reference res-
olution [14], the event extraction [15] and the entity relation extraction [15]
are operated by AllenNLP [16].

2. Core: In the Core component we take the results from the Annotators com-
ponent and join them to create the narrative in the form of annotations. For
example, the extracted events and the entity relations are joined together in
an “.ann” annotation file to form a semantic relation annotation (triple).

3. Webapp: The Webapp is a user interface that receives texts as input from
a user on a Web Browser and communicates with the Core to show the user
an “.ann” annotation file (partially shown in Fig. 1 (e)) that describes the
narrative. While the system does not put any restriction on the type, length
and domain of text, it is particularly suited to small texts such as tweets. A
formal evaluation on top of this kind of texts has been conducted, but it is
out of the scope of this work.

1 in the sentence “Steve Jobs was the CEO of Apple”, the entity “Steve Jobs” fits the
category of “person”.

2 the expression “last year” would be parsed as “2020” as of this writing.
3 in the sentence “Sally lives in Paris. She lives in France”, both “Sally” and “She”

refer to the same entity and, therefore, belong to the same cluster.
4 in the sentence “Sally lives in Paris”, the event is expressed through the verb “lives”.
5 in the sentence “Sally lives in Paris” the triple “Sally - lives - in Paris” is categorized

as a location triple.
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Fig. 1. Webapp showcasing the extraction of a narrative using Tweet2Story

3 Demonstration

Figure 1 shows the user interface of the Tweet2Story web app. Its source code6

is publicly available and users can run a local version of the demo by following
the provided instructions. A live demo7 is also available for anyone that wants
to test the Tweet2Story framework with any set of tweets or texts.

The remainder of this section will describe the features of the page by follow-
ing their alphabetical order displayed in Fig. 1. When the user opens the app,
the system displays the first panel (Fig. 1 - (1.)) where he/she can input a set
of tweet posts (a) and provide its publication date (b). In order to extract the
narrative, the system needs to know the language of the text and what tools
to use for each task of the pipeline. Figure 1 (c) shows how the user can choose
between the different tools available. In case of a multiple selection, the frame-
work uses both to extract the part of the narrative in question. Finally, the
user can click the Extract! button to extract the narrative. Once the narrative
extraction process is concluded, the user is taken to a second panel (Fig. 1 - (2.)).
Here, he/she can choose how to visualize the narrative (d). Figure 1 (e) shows
the visualization of the narrative through the annotation file. The annotation
follows the brat format8. For example, in the first line of Fig. 1 (e), “T1” is the
unique identifier of the annotation, “ACTOR” indicates that the entity is an
actor, “0 7” is the span of characters where the entity can be found in the text
and “ts fred” is the actual entity in the text.

6 https://github.com/LIAAD/Tweet2Story-demo.
7 http://tweet2story.inesctec.pt/.
8 https://brat.nlplab.org/standoff.html.

https://github.com/LIAAD/Tweet2Story-demo
http://tweet2story.inesctec.pt/
https://brat.nlplab.org/standoff.html
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Fig. 2. Knowledge graph made from the annotations of tweets about the grace storm

Furthermore, our framework uses the annotations it extracts from the texts
to generate visualizations of the narratives. First, it generates a DRS (Discourse
Representation Schema) [17], which is used as a base to build the MSC (Message
Sequence Chart) [18] and the Knowledge Graph (Fig. 2), where the nodes repre-
sent a text entity and the edges represent the events they take part in. The MSC,
for example, is a UML diagram that represents the narrative, its events and how
the actors interact with each other. The knowledge graph, instead, aims to pro-
vide a simple and intuitive way of visualizing the narrative. To achieve this, we
highlight the relations between entities using triples (e.g. grace - likely to weaken
- to a tropical rainstorm). Finally, we display the type of each relation, for exam-
ple “the lesser antilles” displays a “location” relation with “grace storm”.

4 Summary and Future Work

In this demo, we have presented Tweet2Story, a modular framework to extract
narratives from sets of tweets. Its modularity is a powerful asset that lets it
grow upon future developments. Yet, we are aware of its limitations. For example,
users are only able to provide one publication date for the tweets, which restricts
them to using tweets from the same day. Extracting the narrative of a very large
number of tweets is also a problem, in terms of computation time. As future
work, we plan to give users the chance to feed the system with real-time tweet
posts, by enabling hashtag querying and publication date detection. However,
moving from an offline collection to a real-time one, raises other challenges, such
as tweet salience and volume. To this extent, one future direction would be to
integrate a new summarization component in the pipeline.
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Abstract. While there are high-quality software frameworks for infor-
mation retrieval experimentation, they do not explicitly support cross-
language information retrieval (CLIR). To fill this gap, we have cre-
ated Patapsco, a Python CLIR framework. This framework specifically
addresses the complexity that comes with running experiments in mul-
tiple languages. Patapsco is designed to be extensible to many language
pairs, to be scalable to large document collections, and to support repro-
ducible experiments driven by a configuration file. We include Patapsco
results on standard CLIR collections using multiple settings.

Keywords: Cross-language information retrieval · CLIR ·
Experimental framework · Reproducible experiments

1 Introduction

The introduction of neural ranking methods to information retrieval (IR)
research has led to the adoption of two-stage pipelines. In the first stage, doc-
uments are retrieved from an inverted index and ranked according to a scoring
function such as BM25. Those documents are then re-ranked in a second stage
using a slower neural model trained for the task. Several software frameworks
have been created around multi-stage ranking, including Pyserini [3], PyTer-
rier [5], and OpenNIR [4]. These frameworks standardize the first stage, allow-
ing researchers to focus on developing better-performing neural ranking models.
They also support reproducibility and comparison of performance across dif-
ferent models with standardized data sets and settings. These frameworks are
designed with the assumption that the queries and documents are written in the
same language.

Cross-language information retrieval (CLIR) is the retrieval of documents
in one language based on a search query in another language. In this setting,
the system needs to be aware of the language of the queries and the documents,
what types of processing are supported in those languages, and how the language
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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barrier is to be crossed. Existing frameworks were not designed to handle these
complexities. However, with the advent of high-quality machine translation and
the success of neural ranking methods for IR, neural CLIR experimentation needs
to be supported. The Patapsco framework implements the modern retrieve-and-
rerank approach for the CLIR use case by using the existing Pyserini framework
and extending it to support CLIR. Patapsco was successfully used in the sum-
mer of 2021 at a CLIR workshop involving more than fifty participants. Such
a large scale workshop of which many participants were new to CLIR research
demonstrated how Patapsco enables sophisticated CLIR experiments and lowers
barriers to entry for newcomers to the field

2 System Overview

Patapsco1 is built on top of Pyserini and maintains Pyserini’s design goal of
reproducible experiments. Patapsco adds extensive language-specific preprocess-
ing, and scalability through parallel processing. An experiment is described in a
configuration file. This file is used to generate the pipeline, which begins with a
standard information retrieval setup of a document collection, a topic file, and,
if available, relevance judgments. The pipeline is reproducible from that con-
figuration file. For CLIR support, Patapsco maintains the language metadata
for documents and queries throughout the pipeline to enable language-specific
processing. This is a key feature needed to support CLIR experimentation that
is not present in existing frameworks.

Patapsco handles conversion of topics into queries, ingest and normalization
of documents and queries, inverted index construction, retrieval of an initial
results set, reranking, and scoring. A pipeline can be run to completion to com-
pute scores through pytrec eval [8], or it can be stopped early to create artifacts
that support development and training. A pipeline can also start where a pre-
vious pipeline stopped. For example, a set of experiments may use the same
preprocessing and indexing, and differ only in retrieval and reranking.

2.1 Text Preprocessing

As is standard in IR systems, Patapsco normalizes the documents and queries
used in an experiment. Character-level normalization, such as correcting Unicode
encoding issues and standardizing diacritics, is applied first. This is followed
by token-level normalization, which includes stop word removal and stemming.
Preprocessing is language-dependent and specified in the configuration file:

documents:
input:

format: json
lang: rus

1 Patapsco is available at https://github.com/hltcoe/patapsco. A video demonstration
is at https://www.youtube.com/watch?v=jYj1GAbABBc.

https://github.com/hltcoe/patapsco
https://www.youtube.com/watch?v=jYj1GAbABBc
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path: /data/clef02/rus_docs.jsonl
process:

normalize:
lowercase: true

tokenize: spacy
stopwords: lucene
stem: false

Patapsco supports both the rule-based tokenization and stemming used by
most IR systems, and neural models from toolkits like spaCy [2] and Stanza [7].

2.2 Retrieval

Patapsco uses Pyserini to retrieve initial document results sets from the inverted
index. Users can select between BM25 and a query likelihood model using Dirich-
let smoothing. Query expansion using RM3 is also available.

Two approaches to CLIR are document translation and query translation
(both of which need to be produced externally). To support the latter use case,
Patapsco’s default JSONL topic format can hold multiple translations per query.
A third CLIR approach is to project the query into the language of the docu-
ments using a probabilistic translation table. This method, called Probabilistic
Structured Query (PSQ) [1], projects each term in the query to multiple target
language terms with associated weights. Patapsco implements PSQ as a exten-
sion on Lucene.

2.3 Reranking

Researchers working on neural reranking have the option of registering their
reranker with Patapsco and having it run directly in the pipeline, or imple-
menting a command-line interface that is executed from the pipeline. A primary
advantage of the command line interface is the avoidance of any dependency con-
flicts with Patapsco, which is a common issue with machine learning frameworks
in Python.

The reranker is passed the query, the list of document identifiers, and access
to a document database. This database contains the original documents, since
the tokenization and normalization required by the word embedding is likely
different than that used for building the inverted index.

2.4 Parallel Processing

To support large document collections with the added computation required by
neural text processing models, Patapsco includes two ways to use parallel pro-
cessing: multiprocessing and grid computing. Each divides the documents into
chunks that are processed in separate processes and then assembled in a map-
reduce job. Both slurm and qsub are supported for grid computing; Patapsco
manages the entire job submission process; the user only has to select the queue
and the number of jobs.
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Table 1. Baseline runs using Patapsco. QT/DT/HT stand for machine query transla-
tion, machine document translation, and human query translation.

Model CLEF Persian CLEF Russian NTCIR Chinese

MAP nDCG R@1k MAP nDCG R@1k MAP nDCG R@1k

PSQ 0.1370 0.3651 0.4832 0.2879 0.4393 0.7441 0.1964 0.3752 0.5867

QT 0.2511 0.5340 0.6945 0.3857 0.5527 0.9268 0.2186 0.3953 0.6201

DT 0.3420 0.6808 0.8501 0.3408 0.5151 0.8881 0.3413 0.5627 0.8110

HT 0.4201 0.7476 0.9175 0.3975 0.5623 0.9401 0.4810 0.6840 0.9125

3 Evaluation

A set of baseline experiments conducted with Patapsco is presented in Table 1,
which reports mean average precision (MAP), nDCG at rank 1000, and recall
at rank 1000, where we observe the classic results of translating the documents
yields better effectiveness than translating the queries. We evaluate the prob-
abilistic structured query [1] and translation approaches on three widely-used
CLIR collections: CLEF Russian and Persian [6], and NTCIR Chinese collec-
tions2. Each query is formed by concatenating the topic title and description.
The experiments are executed on a research cluster with 20 parallel jobs during
indexing and one job for retrieval. The effectiveness is on par with the imple-
mentations from other studies. The running time ranges from several minutes
to an hour, depending on the size of the collection and the tokenization used in
the experiment. This fast running time enables large ablation studies. The index
is supported by Pyserini [3], which is a framework designed for large-scale IR
experiments. The memory footprint is consequently minimal, ranging from 2 to
3 GB in our experiments.

4 Conclusion

Patapsco brings recent advances in IR software frameworks and reproducibility
to the CLIR research community. It provides configuration-driven experiments,
parallel processing for scalability, a flexible pipeline, and a solid baseline for per-
formance evaluations. Patapsco’s configuration file fully documents each exper-
iment, making them simple to reproduce. Patapsco enables sophisticated CLIR
experiments and lowers barriers to entry for newcomers to the field. During a
CLIR workshop in the summer of 2021, researchers from outside of information
retrieval successfully ran CLIR experiments because of the ease of experimenta-
tion provided by Patapsco.

2 http://research.nii.ac.jp/ntcir/permission/ntcir-8/perm-en-ACLIA.html.

http://research.nii.ac.jp/ntcir/permission/ntcir-8/perm-en-ACLIA.html
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Abstract. We present City of Disguise, a retrieval game that tests how
well searchers are able to reformulate some sensitive query in a ‘Taboo’-
style setup but still retrieve good results. Given one of 200 sensitive
information needs and a relevant example document, the players use a
special ClueWeb12 search interface that also hints at potentially useful
search terms. For an obfuscated query, the system assigns points depend-
ing on the result quality and the formulated query. In a pilot study with
72 players, we observed that they find obfuscations to retrieve relevant
documents but often only when they relied on the suggested terms.

Keywords: Query obfuscation · Private information retrieval ·
Gamification

1 Introduction

Retrieving relevant results without revealing private or confidential informa-
tion is a current challenge in information retrieval [9]. Search engines can use
innovative techniques to collect data while ensuring privacy [12,14,23]. Still,
those privacy techniques are applied on the side of the search engines, requiring
searchers to trust them. This trust might be unacceptable for searchers with a
very sensitive information need, especially given the recent news that the police
can access query logs.1

An option for someone not trusting a search engine but still wanting to
retrieve results for some sensitive information need is to try to submit less sensi-
tive but similar queries [3,11]. In a way, this resembles the popular game Taboo
where players try to explain a private word without using the word or some
related ones. In this spirit, we present City of Disguise,2 a game inspired by
Taboo and PageHunt [15]. Players have to obfuscate a sensitive query and only

1 cnet.com/news/google-is-giving-data-to-police-based-on-search-keywords-court-docs-show/
2 Demo: https://demo.webis.de/city-of-disguise

Screencast: https://demo.webis.de/city-of-disguise/screencast
Code and Data: https://github.com/webis-de/ecir22-query-obfuscation-game.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 281–287, 2022.
https://doi.org/10.1007/978-3-030-99739-7_34
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(a) The search interface in City of Disguise for the sensitive query bph treatment.

(b) Categories in City of Disguise. (c) Scoring for a successful obfuscation.

Fig. 1. The main elements in City of Disguise: (a) the search interface, (b) the city
map where players select a category, and (c) the scoring scheme shown to players after
query submission.

submit “harmless” queries that still retrieve relevant results. The idea is that the
sensitive query itself never appears in the search engine’s log, which would hap-
pen for other privacy techniques like hiding the actual query in a stream of fake
queries [1,10,17–19,22]—an attacker would then still know that the sensitive
query exists. In a gamification sense, the game’s point system will particularly
reward less sensitive alternative queries that still return results relevant to the
original query.

Playing City of Disguise is pretty simple. In the city map (cf. Fig. 1 (b)), a
player chooses a category (e.g., health-related topics) and the search interface
(cf. Fig. 1 (a)) is opened for a random “unsolved” sensitive information need
from that category. In the search interface, the to-be-obfuscated sensitive query,
a relevant target document for the underlying information need, and a list of sug-
gested terms are shown (terms from the target document with highest TF · IDF
scores). When a player submits a query, a score is derived (cf. Fig. 1 (c)) with
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which they may compete in the public leaderboard or they may choose to try to
further improve their score.

All interactions in the game are logged in an anonymized way. Besides show-
ing scores in the leaderboards, the logging also enables analyses of human obfus-
cation strategies. Successful players’ strategies can then be compared to auto-
matic query obfuscation approaches [2–5,11] which even might inspire improve-
ments.

2 Search System and Game Design

Our new query obfuscation game comes with 200 sensitive queries in six cate-
gories that we have manually selected from a pool of 700 candidate queries. Each
sensitive query has one relevant document assigned that we show as a target doc-
ument to players to simplify the obfuscation process. To test their obfuscations
with fast response times, players submit their queries to a search engine with
0.6 million ClueWeb12 documents.

Document Collection and Rendering Target Documents. We use the
ClueWeb as a resource because it is widely used in research in information
retrieval [7,8], and since we can reuse relevance judgments. We show a relevant
document for each sensitive query to the players to simplify the query obfusca-
tion process. Since the ClueWeb does not include all resources to nicely display
a page, we replace links in the documents to stylesheets and images with links to
the Wayback machine to the corresponding snapshots (if available). We render
the final HTML into a PDF document (using the Wayback Machine) so that
the target pages still render nicely inside our preview image and allow zooming,
while the players can still copy terms from the relevant document.

Selection of Sensitive Queries. We select the 200 pairs of sensitive queries
with a respective relevant document for the obfuscation game from 750 candidate
queries that we extract from the 96 sensitive queries published by Arampatzis
et al. [3], 65 sensitive TREC Web track queries on the ClueWebs, and 589 sensi-
tive queries from the AOL query log [16]. Especially from the 96 sensitive queries
by Arampatzis et al. [3], we remove those with pornographic or hateful intent
because we show a document relevant to each query in our game. For each of the
remaining sensitive queries, we retrieve the top-3 ClueWeb12 documents with
ChatNoir [6] and render the documents (including CSS and image resources from
the Wayback Machine). For each sensitive query, we review the top-3 documents
and omit documents looking odd (due to missing CSS or images) or documents
that are irrelevant to the sensitive query, retaining only the most relevant doc-
ument for each query. We assign the remaining 204 valid query-document pairs
into six categories, selecting 200 final queries that provide the best balance of
all six categories (Fig. 1 (b) gives an overview of the available categories).

Scoring Query Obfuscations. To motivate players to improve their obfus-
cated query multiple times, we show a score composed of four subscores to
suggest potential ways for improvement. We calculate the score by submitting
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Table 1. Overview of the effectiveness of obfuscated queries in ChatNoir and the
games’ document sample (‘Sample’). We report the MRR, the number of documents
retrieved for the original query (‘Ori.’), and the number of retrieved relevant documents
(‘Rel.’). We show results for automatically obfuscated queries and four different types
of queries submitted by players.

Our Sensitive Queries Sensitive Web Track Queries

Obfuscated Queries ChatNoir Sample ChatNoir Sample

Count Length Time MRR Ori. MRR Ori. MRR Rel. MRR Rel.

Pl
ay
er
s Only Suggestions 130 / 21 2.42 40.50 s 0.093 5.223 0.325 67.592 0.010 3.094 0.152 3.691

Some Suggestions 556 / 125 4.53 42.45 s 0.046 4.667 0.258 85.829 0.013 3.632 0.038 3.568
No Suggestions 576 / 157 2.88 44.39 s 0.029 2.935 0.082 38.932 0.015 1.783 0.024 3.316
New Word 559 / 158 3.57 46.27 s 0.002 1.517 0.051 49.992 0.002 1.235 0.005 2.790

Automatic 1025 / 327 2.91 — 0.088 9.229 0.420 84.264 0.014 2.872 0.042 3.743

the obfuscated query (not allowing any queries that reuse terms from the sensi-
tive query) against a test search engine indexing a 0.6 million document sample.
The score combines the position of the relevant document, the query length, the
recall, and the mean average precision for the 100 documents retrieved for the
sensitive query. We show all four subscores to the players to indicate whether a
query could be improved (cf. Fig. 1 (c)).

To allow fast feedback cycles for players, we use a setup similar to Arampatzis
et al. [3] and submit obfuscated queries against a search engine with a small sam-
ple of 0.6 million ClueWeb12 documents. To ensure that each of our 200 sensitive
queries has enough relevant documents, we include the top-1000 ChatNoir [6]
results for each sensitive query into the sample. We complement those 0.2 mil-
lion documents by sampling 0.4 million documents from the ClueWeb12 with
the sampling strategy of Arampatzis et al. [3]. We index this document sample
with the BM25 implementation of Anserini [20] using the default settings (stem-
ming with the Porter stemmer and removing stopwords using Lucene’s default
stopword list for English).

3 Evaluation

We test our query obfuscation game and the ability of players to obfuscate sensi-
tive information needs in a pilot study with 72 participants. We recruited players
from two information retrieval courses and mailing lists at our universities. We
logged 1,462 obfuscated queries, with an average of 43 s to formulate an obfus-
cated query.

Table 1 compares the effectiveness of the obfuscated queries that the players
formulated in our pilot study to queries automatically obfuscated by formulating
keyqueries for the target document [11] using the suggested terms as vocabulary.
We report the MRR for finding the given relevant document, the number of doc-
uments retrieved from the top-100 ranking when submitting the sensitive query
(Ori.), and the number of retrieved relevant documents (Rel.) for queries with
relevance judgments from the ClueWeb tracks. We split the human obfuscations
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into four categories: (1) queries where all terms come from the game’s suggestions
(Only Suggestions), (2) queries with at least one term from the game’s sugges-
tions and one new term (Some Suggestions), (3) queries without suggestions
(No Suggestions), and (4) queries with a term outside the shown relevant docu-
ment (New Word). Overall, we find that the obfuscation effectiveness decreases
the more the players deviate from the game’s term suggestions. While players
who use only suggestions slightly improve upon automatic obfuscation (MRR of
0.093 vs. 0.088), creative obfuscations that include new words are rather ineffec-
tive (MRR of 0.002). Those observations are also confirmed by the evaluations
using the sensitive Web Track queries with real relevance judgments.

4 Conclusion and Future Work

Our new query obfuscation game tests a player’s ability to hide sensitive infor-
mation needs from a search engine while still retrieving relevant results. We plan
to maintain the game as part of ChatNoir [6] and to add more topics and differ-
ent search engines in the future (e.g., Transformer-based re-rankers [21] or dense
retrieval models [13]).

From the game’s logs, we want to learn how searchers manually obfuscate sen-
sitive information needs. This knowledge could help to improve automatic query
obfuscation approaches that one could apply when querying an untrusted search
engine for a sensitive information need that should not appear “unencrypted”
in the engine’s log files.
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Abstract. Information Retrieval (IR) is a discipline deeply rooted on
evaluation that in many cases relies on annotated data as ground truth.
Manual annotation is a demanding and time-consuming task, involving
human intervention for topic-document assessment. To ease and possibly
speed up the work of the assessors, it is desirable to have easy-to-use,
collaborative and flexible annotation tools. Despite their importance, in
the IR domain no open-source fully customizable annotation tool has
been proposed for topic-document annotation and assessment, so far.
In this demo paper, we present DocTAG, a portable and customizable
annotation tool for ground-truth creation in a web-based collaborative
setting.

Keywords: Annotation tool · Passage annotation · Evaluation ·
Ground-truth creation

1 Motivation and Background

Ground-truth creation is an expensive and time-consuming task, involving
human experts to produce richly-annotated datasets that are fundamental for
training and evaluation purposes. In IR, gold standard relevance judgments are
essential for the evaluation of retrieval models. The creation of experimental col-
lections in the context of large scale evaluation campaigns (e.g., Text Retrieval
Conference (TREC)1 and Cross Lingual Evaluation Forum (CLEF)2) requires
a huge deal of human effort to manually create high quality annotations. To this
aim, evaluation campaigns usually adopt custom made annotation and assess-
ment tools to support human assessors and ease their workload [1,8–10,14,16].
Since, the relevance assessment process is usually carried out in a short time, an
effective annotation tool can be of great help to speed up the overall process or
at least to reduce the annotation bargain. However, in the typical IR scenario, it
is common to develop a custom annotation tool for a specific evaluation task or
campaign; available annotation tools are tailored for specific tasks, thus making
them difficult to reuse for others without a significant overhaul.

1 https://trec.nist.gov.
2 http://www.clef-initiative.eu.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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The annotation software currently available [11] can be divided into general-
purpose and domain-specific tools. General-purpose ones provide a set of com-
mon features that cover most of the typical annotation scenarios and use-
cases [5,15,18] but require a great deal of customization to fit in a domain-specific
setting – e.g., the typical topic-document pair is not handled by these systems.
In contrast, domain-specific tools provide ad-hoc functionalities that meet the
needs of very specific fields, focusing especially in the biomedical domain [2–
4,6,7,12,13].

A recent exhaustive comparison of the major annotation tools [11] points
out that choosing the best suitable tool is a demanding task, since each one
presents specific advantages and disadvantages in terms of the functionalities
provided. In addition, even the most comprehensive tool may present drawbacks
such as a tricky installation procedure, no support for online use or a complex
user interface. In addition, adapting existing tools not designed for a specific
domain is a burdensome process requiring not naive programming skills.

For these reasons, we propose DocTAG, an annotation tool designed specif-
ically for the typical IR annotation tasks. DocTAG provides a streamlined user
interface in a collaborative web-based setting. DocTAG provides several features
to support human annotators, including: (i) topic-document annotation with cus-
tomized labels (binary or graded relevance judgements or other custom labels for
instance for sentiment/emotion classification) or based on custom defined onto-
logical concepts; (ii) passage-level annotation; (iii) inter-annotation agreement
via majority vote; (iv) collaborative facilities (e.g., annotation sharing between
assessors); (v) annotation statistics; (vi) responsive interface for long document
visualization; (vii) download of ground-truths in CSV and JSON formats; (viii)
customizable parsing and ingestion of document corpus, runs and topic files
in several formats; (ix) annotation highlighting; (x) topic-document matching
words emphasized (i.e. TF-IDF weighted highlight of the words present in the
topic-document pair) and (xi) multi-lingual support – i.e. users can annotate the
same topic-document pair in different languages (if provided). In case of multiple
languages, the documents are grouped by language, so that users can search and
filter them accordingly.

DocTAG is portable since it is provided as a Docker container, that ensures
code isolation and dependencies packaging. Thus, it can be either installed as a
local Webapp or deployed in a cloud container orchestration service.

The rest of the paper is organized as follows: Sect. 2 describes the annotation
tool and the main aspect of the demo we present, and Sect. 3 draws some final
remarks.

2 DocTAG

DocTAG is a web-based annotation tool specifically designed to support human
annotators in the IR domain. The DocTAG source code is publicly available
at https://github.com/DocTAG/doctag-core. In addition, to present the main

https://github.com/DocTAG/doctag-core
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DocTAG features, we provide a demonstration video3 and a step-by-step “tuto-
rial” section, included in the DocTAG web interface. DocTAG allows the users
to customize several annotation aspects including the set of labels or ontological
concepts used for both document-level and passage-level annotation, and the
document fields to be visualized and/or annotated. The users can specify all the
setting parameters via a wizard configuration procedure4. There is no limit to
the number of labels and concepts that can be used for the annotation. Since
the concepts are custom, the users can specify also concepts defined in external
ontologies and terminological resources.

In addition, the configuration interface allows the users to specify (i) the
document corpus to be annotated in CSV or JSON format; (ii) the topic files in
CSV or JSON format and (iii) the runs (to build the pool to be annotated) in
CSV, JSON or plain text.

Architecture and Implementation. DocTAG architecture consists of (i) a
web-based front-end interface built with React.js; (ii) a back-end for REST API
and services built with the Python web framework Django; (iii) a PostgreSQL
database to guarantee the persistence of the annotated data.

Fig. 1. DocTAG interface, with the Passages-level annotation annotation mode (yellow
button) active. (Color figure online)

User Interface and Interaction. Figure 1 shows the main DocTAG anno-
tation interface. In the upper part, the header shows the current annotation
statistics (i.e., the number of annotated documents for the selected topic out
of the total number of documents) for each annotation type (i.e. labels, pas-
sages, concepts and linking). The header includes also the button to download
3 https://bit.ly/3pqwHtF.
4 https://github.com/DocTAG/doctag-core#customize-doctag.

https://bit.ly/3pqwHtF
https://github.com/DocTAG/doctag-core#customize-doctag
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the ground-truth in CSV and JSON formats. On the left side of the header, the
menu button allows us to access the DocTAG options and settings (e.g. con-
figuration, inter-annotator agreement and annotation statistics). On the right
side instead, the user section shows the username of the current user and the
log out button. The interface body is divided in two sections: the document
and the annotation sections. The first one (left-side), presents the information
concerning both the current topic (e.g. title and description) and the document
(e.g. document identifier and text). To switch between documents, users can
use either the next-previous buttons or the keyboard arrows. The annotation
section (right-side), shows the annotations (e.g., labels and concepts) made for
the selected document. The users can visualize their own annotations and also
the ones made by other annotators, by clicking on the user icons in the lower
part of the right-side of the interface. In addition, assessors can import and edit
(in their own profiles) the annotations made by other assessors, by clicking on
the Upload and transfer menu option.

DocTAG users can use four annotation modes: (i) Labels where each topic-
document pair can be associated with a label (only a single label is allowed
since a document cannot be marked, for instance, as relevant and not relevant
at the same time); (ii) Passages where document passages can be marked with
labels (one label per topic-passage pair) highlighted with different colors; (iii)
Linking where each passage can be linked to user-defined or ontological concepts
(one or many) and (iv) Concepts where each document can be associated with
several user-defined or ontological concepts. Figure 1 shows the Passages annota-
tion mode with several passages annotated. For instance, hydrogen-fueled engine
(highlighted in green) is labelled with Relevant for the considered topic. All the
passages marked with the same label are highlighted with a label-specific color to
facilitate their recognition in the text. To quickly annotate long passages, users
can click on the first passage word and on the last word, DocTAG automatically
identifies the words in-between as a unique passage. By default, DocTAG pro-
vides automatic saving; nevertheless, manual saving is allowed as well, via Save
button. Finally, to remove all the annotations made for the current annotation
mode, users can click on the Clear button.

3 Final Remarks

In this paper, we present DocTAG, a web-based annotation tool specifically
designed to ease the ground-truth creation process and support human annota-
tors, with regards to the IR domain. DocTAG is an open-source, portable and
customizable annotation tool that aims to be a reusable solution, for instance,
in the context of IR evaluation campaigns. For the demo, we plan to showcase
the annotation tool instantiated with the TIPSTER document collection along
with the TREC 7 topics [17], since it is a very well-known collection in the
IR domain. As future work, we plan to conduct a user study to improve the
annotation interface, in terms of accessibility and inclusive design.
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Màrquez, L. (eds.) EACL 2012, 13th Conference of the European Chapter of the
Association for Computational Linguistics, Avignon, France, 23–27 April 2012, pp.
102–107. The Association for Computer Linguistics (2012)

16. Voorhees, E.M., et al.: TREC-COVID: constructing a pandemic information
retrieval test collection. SIGIR Forum 54(1), 1:1–1:12 (2020)

17. Voorhees, E.M., Harman, D.K.: Overview of the seventh text retrieval conference
(TREC-7) (1999)

18. Yimam, S.M., Gurevych, I., de Castilho, R.E., Biemann, C.: WebAnno: a flexi-
ble, web-based and visually supported system for distributed annotations. In: 51st
Annual Meeting of the Association for Computational Linguistics, ACL 2013, Pro-
ceedings of the Conference System Demonstrations, Sofia, Bulgaria, 4–9 August
2013, pp. 1–6. The Association for Computer Linguistics (2013)



ALWars: Combat-Based Evaluation
of Active Learning Strategies

Julius Gonsior1(B) , Jakob Krude1, Janik Schönfelder1, Maik Thiele2 ,
and Wolgang Lehner1

1 Technische Universität Dresden, Dresden, Germany
{julius.gonsior,jakob.krude,janik.schonfelder,

wolgang.lehner}@tu-dresden.de
2 Hochschule für Technik und Wirtschaft Dresden, Dresden, Germany

maik.thiele@htw-dresden.de

Abstract. The demand for annotated datasets for supervised machine
learning (ML) projects is growing rapidly. Annotating a dataset often
requires domain experts and is a timely and costly process. A premier
method to reduce this overhead drastically is Active Learning (AL).
Despite a tremendous potential for annotation cost savings, AL is still not
used universally in ML projects. The large number of available AL strate-
gies has significantly risen during the past years leading to an increased
demand for thorough evaluations of AL strategies. Existing evaluations
show in many cases contradicting results, without clear superior strate-
gies. To help researchers in taming the AL zoo we present ALWars:
an interactive system with a rich set of features to compare AL strate-
gies in a novel replay view mode of all AL episodes with many available
visualization and metrics. Under the hood we support a rich variety
of AL strategies by supporting the API of the powerful AL framework
ALiPy [21], amounting to over 25 AL strategies out-of-the-box.

Keywords: Active learning · Python · GUI · Machine learning · Demo

1 Introduction

Machine learning (ML) is a popular and powerful approach to deal with the
rapidly increasing availability of otherwise unusable datasets. Usually, an anno-
tated set of data is required for an initial training phase before being appli-
cable. In order to gain high quality data, these annotation tasks need to be
performed by domain experts, who unfortunately dispose of a limited amount
of working time and who are costly. The standard approach to reduce human
labor cost massively is Active Learning (AL). During recent years the amount of
proposed AL strategies has increased significantly [3,6,7,9,11,12,20,24]. Evalu-
ations often show contradicting and mixed results, without any clearly superior
strategies [13,16]. Very often, the strategies struggle even in beating the most
naïve baselines e.g. [4,5,9,11,12,22]. Also, most evaluations are based on simple
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 294–299, 2022.
https://doi.org/10.1007/978-3-030-99739-7_36
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learning curves and only give a glimpse of the possibilities to compare AL strate-
gies. A very important, and often left out, aspect of AL is the time dependency of
metrics and visualizations during the iterations of the AL loop. Often, strategies
undergo a change during the AL cycles and should therefore not be judged in
the light of the final result. We present therefore ALWars, an interactive demo
application with a feature-rich battle mode to put AL strategies to the test in a
novel and time-sensitive simulation replay mode. We included different metrics
and visualization methods like the newly proposed data maps [19], classifica-
tion boundaries, and manifold metrics in the comparison. We based our battle
mode on top of the annotation web application Etikedi1 which uses itself the
popular AL framework ALiPy [21]. Thereby ALWars can compare over 25 AL
strategies2 out-of-the-box and can be easily extended by additional strategies.

2 Active Learning 101

AL is the process of iteratively selecting those documents to be labeled first that
improve the quality of the classification model the most. The basic AL cycle
starts with a small labeled dataset L and a large unlabeled dataset U . In a first
step, a learner model θ is trained on the labeled set L. Subsequently, a query
strategy selects a set of unlabeled samples Uq to be annotated by the domain
experts. This cycle repeats until the annotation budget is exhausted. Thus, by
using a clever AL strategy, many samples that are not adding significant value
to the classification model can be left unlabeled, while still achieving the same
classification quality. AL strategies often use the confidence of the learner model
to select those samples, the model is most uncertain about [10,14,18], a query-
by-committee approach combining the uncertainty of many learner models [17],
or the diversity of the vector space [15]. There are also many more complex
strategies that apply for example Reinforcement Learning or Imitation Learning
and use deep neural networks at the core of AL strategies [1–3,8,9,11,12,23].

3 Battle Mode

The battle mode enables researchers to compare two AL strategies side-by-side
by showing different plots and metrics for each AL cycle separately in a replay
simulation. In the following, the possible metrics and visualization tools as well
as their relevance to AL research are described, referring to the components
shown in the exemplary battle in Fig. 1:

Metrics: ALWars displays metrics calculated per each AL strategy ( C ) as
well as metrics computed for both of them ( D ). The latter ones include the

1 https://github.com/etikedi/etikedi.
2 Note that BatchBALD [6] and LAL-RL [9] are, as of now, submitted by us as a

Pull-Request to ALiPy, and are not yet part of the upstream AL framework.

https://github.com/etikedi/etikedi
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Fig. 1. Screenshot of ALWars between uncertainty and random

percentage of similar samples annotated by both AL strategies or the percentage
of the labeled and unlabeled samples. Metrics calculated for both separately are
standard ML metrics such as precision, recall, accuracy, or F1-Score, available for
the training and the test dataset. All these metrics are also available in an AUC-
variant, defined as the proportion of the area under the AL learning curve with
respect to the optimal learning curve, used as a summary representation of the
learning curve. Interestingly, for the displayed example in Fig. 1, the Uncertainty
strategy is better than Random according to the final test accuracy, but worse
according to the AUC-value, as Random performed much better for the early
AL cycles. More advanced metrics are the mean annotation cost, the average
distance in the vector space across all labeled or all unlabeled samples, the
average uncertainty or confidence of the learner model for the training or test
samples, or the total computation time of the AL strategies.

Learning Curves: The most common evaluation visualization found in AL
papers are learning curves ( J ). The x-axis, often referred to as time, displays the
AL cycles. The y-axis shows ML metrics such as accuracy or F1-score. Optimally,
the learning curve goes straight up in the beginning and stays on top, maximizing
the area under the curve.
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Data Maps: A newly proposed visualization tool for datasets are so-called Data
Maps [19] ( H ). In a data map are the mean and the standard deviation of the
confidence of the learner model over all AL cycles so far, defined as confidence
and variability, displayed in a scatter plot for all training samples. The percent-
age of correctness of the predictions of the learner model during all AL cycles is
used as color encoding. Data maps can be used to locate three distinct sample
regions: easy-to-learn, ambiguous, and hard-to-learn samples. For the displayed
battle in Fig. 1, it is apparent that the plot for Uncertainty contains more sam-
ples to the top left und less to the bottom left than Random, indicating a focus
on labeling more easy-to-learn and less hard-to-learn samples.

Vector Space: The often high-dimensional feature vector space can be plotted
using either manual selection of two important features, or automatic vector
space transformation tools such as PCA or t-SNE as a 2D-plot ( F ). Color
coded are the labeled and unlabeled samples, as well as the samples, which
have been selected in the current AL cycle as Uq. This visualization is useful to
understand, if AL strategies focus more on specific regions in the vector space, or
evenly distributed, as is the case for both strategies in the example screenshot.

Classification Boundaries: In addition to the 2D representation of the vector
space the classification boundaries of the learner model can be included as a
surface plot overlay in an additional plot ( I ). This plot is useful to analyze in
depth how the learner model behaves regarding specific features.

Uncertainty Histogram: Similar to the classification boundaries plot, the
uncertainty or confidence of the learner model can be displayed as a histogram for
the training or test set ( G ). For the displayed example in Fig. 1 the Uncertainty
strategy leads to an overall slightly more confident learner model indicated by
the flatter histogram in contrast to the Random strategy.

4 Demo Walkthrough

At the beginning, the visitors of ALWars are requested to select two AL strate-
gies, to upload the evaluation dataset (if not already present on the server), to
set common AL configuration options like the AL batch size, the learner model,
the amount of AL cycles to simulate, the train-test split ratio, or to configure
the desired plots and metrics ( A ). After the simulation is finished, the visitors
of the demo are presented with the screenshot displayed in Fig. 1. At its core
the researchers can see the samples of Uq ( E ). Next to them are different plots
and metrics about the current state of the AL strategies to be found. Using the
timeline slider at the bottom ( K ) the users can navigate through the AL cycles
of the simulation. The plots can be maximized to get a more detailed look at
them, or they can be reconfigured to display f. e. different features. The used
dataset and the current AL cycle are displayed to the left ( B ).
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5 Conclusion

ALWars enables fellow AL researchers to gain a deep and novel understanding
on how AL strategies behave differently over the course of all AL cycles by
displaying metrics and visualizations separately for each AL cycle. This leads
to unique and more detailed time-sensitive evaluations of AL strategies, helping
researchers in deciding which AL strategies to use for their ML projects, and
opening the door for further improved AL strategies.
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Abstract. As foreign exchange (Forex) markets reflect real-world events, locally
or globally, financial news is often leveraged to predict Forex trends. In this
demonstration, we propose INForex, an interactive web-based system that dis-
plays a Forex plot alongside related financial news. To our best knowledge, this is
the first system to successfully align the presentation of two types of time-series
data—Forex data and textual news data—in a unified and time-aware manner
and as well as the first Forex-related online system leveraging deep learning tech-
niques. The system can be of great help in revealing valuable insights and rela-
tions between the two types of data and is thus valuable for decision making not
only for professional financial analysts or traders but also for common investors.
The system is available online at http://cfda.csie.org/forex/, and the introduction
video is at https://youtu.be/ZhFqQamTFY0.

Keywords: FOREX · Attention mechanism · Web system

1 Introduction

Forex markets are influenced by numerous factors, including gross domestic product
(GDP), interest rates, and politics. In order to consider as many factors as possible to
gain a more comprehensive view for Forex investment, most investors stay informed by
relying on news.

Considering the critical role of news for Forex investment, in this demonstration, we
propose INForex, an interactive web-based system that displays a Forex plot alongside
related financial news. With the proposed system we seek to align the timing of Forex
and news data to highlight the connection between these two types of time-series data.
In INForex the release time of news stories is displayed as vertical lines on the Forex
plot to emphasize the order of breaking news and exchange rates. Also, when users
hover on a vertical line, the background color of the corresponding news will change.

Moreover, we propose using two event detection methods based on the standard
deviation (SD) and directional change (DC) [1] of the Forex data to locate specific
periods during which the prices or trends in Forex markets change dramatically. Via
this design, we assist users to make trading strategies by putting the focus on changes
of trend or periods of large price volatility. In addition, with the great advancement
in natural language processing (NLP) and deep learning (DL) in recent years, in the
proposed system, we utilize attention mechanisms [2] to further exploit the semantics
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 300–304, 2022.
https://doi.org/10.1007/978-3-030-99739-7_37
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in financial news. Specifically, by leveraging the financial news as training corpus and
the aforementioned DC events as labels, our proposed system train an attention-based
classification model that can be used to highlight worth-noting news and the potential
keywords to users. Last but not least, INForex also comes with a keyword filtering
function that allows users to filter news with self-defined keywords, where they can
focus on searching related news of their interests.

To our best knowledge, this is the first system that effectively visualizes these two
types of time-series data—Forex data and textual news data—in a unified and time-
aware manner and as well as the first Forex system leveraging deep learning techniques.
The proposed INForex can be of great help in revealing valuable insight and relations
between the two types of data and is thus valuable for decision-making not only for
professional financial analysts or traders but also for common investors.

2 System Description

Fig. 1. The interfaces of INForex. Note that news is highlighted when the cursor hovers over the
corresponding timeline on the chart. (Color figure online)

2.1 Data Collection

The Forex data was collected from philipperemy/FX-1-Minute-Data.1 The training
period is from January 1, 2010 to December 31, 2018, and the testing period is from
August 4, 2019 to September 13, 2019 (which is the time span shown in the system).

As for news, we crawled articles from TheWall Street Journal.2 Following the above
setting, we separate these news into training, validation, and testing sets, the number of
news corresponds to which are 80,000, 2,766, and 1,021, respectively Note that the
validation set is the last 2,766 news in the training period, and only the testing batch of
news is displayed on our system.

1 https://github.com/philipperemy/FX-1-Minute-Data.
2 https://www.wsj.com.

https://github.com/philipperemy/FX-1-Minute-Data
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2.2 Event Detection Algorithms

The proposed system comes with two event detection algorithms: one based on the
standard deviation of Forex price differences (referred as SD events hereafter) and one
based on the directional change of Forex prices (referred as DC events hereafter) [1].
Specifically, SD events indicate time points during which the Forex prices dramatically
change, whereas DC events show time points where the trends of Forex prices change.

We here briefly describe the two algorithms. Let P = [p1, p2, ..., pn] denote a series
of Forex prices, where pt stands for the CLOSE Bid Quote at minute t and n equals the
total numbers of daily Forex data; also, the series of difference rates between two Forex
prices is defined as D = [d1, d2, ..., dm], where dt = (pt+w − pt)/pt and w ∈ Z+

denotes the range in minutes. Note that we set w = 20 in our prototype system. We
first calculate the standard deviation of differences in list D and denote this as σD;
we then use the z-score of each difference to determine the events (i.e., zdi

= (|di −
mD|)/σD > τ ), where mD denotes the mean of the list D.) In this demonstration, we
consider τ = 1, 2, 3 as our thresholds corresponding to labels Low, Medium, and High
in the system. Note that a higher threshold locates fewer events.

As for the DC events, the market is summarized into a set of uptrend and downtrend
events [1]. A DC event, which includes a start point and an end point, can be seen as a
period during which the trend starts to change. Initially, we use the first element in the
price list p1 as the starting point; then, the algorithm starts looking through the price
list P in a sequential manner until it locates a price pc for which |(pc − p1)/p1| > θ.
In this demo, we consider θ = σD, 2σD, 3σD as our thresholds, corresponding to labels
Low, Medium, and High in the system. If pc > p1, the span from p1 to pc denotes an
upward DC event; otherwise, it is a downward DC event. After finding the first DC
event, we look for other DC events in the rest of the price sequence.

2.3 Attention Model

In this subsection, we introduce the pipeline of our model in detail. First, we represent
each word in news titles and content with the pre-trained embedding from GloVe.3 We
later construct an attention layer [2] to aggregate the words embeddings in each news
into one document embedding for each news. According to [2], the attention mecha-
nism is formulated as Attention(Q,K, V ) = softmax(QKT /

√
dk)V , where dk is the

dimension of keys and queries. In our settings, the queries(Q) are initially randomized,
while the keys(K) and values(V ) are the GloVe embeddings for words. Here, the main
concept is that every word contributes to the document embeddings by different levels;
therefore, if a word accounts for a much greater weight than other words in the docu-
ment do, it might be a potential keyword. After getting the document embeddings, we
first apply a ReLU activation function, and then pass the embeddings to a linear clas-
sification layer to predict the final label. In terms of labeling training data, a piece of
news is labeled as positive when there is a start of any high-threshold DC event in the
interval (t, t + 30), where t is the news release time in minutes. Otherwise, it will be
labeled as negative.

3 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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Other experimental details are listed as follows. We implement the model under the
PyTorch4 framework. To reduce the training time, we only use the first 200 words in
the concatenated news title and content as the textual input. For the training process,
we select Adam [3] as the optimizer with learning rate 0.0001, and train data with 120
epochs and batch size 20.

2.4 Interfaces and Features

The INForex interface can be divided into two main parts: 1) the Forex chart (in the left
panel of the system) and 2) the news section (the right panel).

Interactive Forex Chart. Forex prices are displayed by a standard candlestick chart,
powered by Plotly graphing libraries.5 Users can specify the date they are interested in
with the calendar icon above the chart and then explore the chart freely by zooming in
or dragging out the time frame of interest. Except for the Forex chart, the blue vertical
lines correspond to the news story release time points. As shown in Fig. 1, the corre-
sponding news in the right panel is highlighted if users hover over the corresponding
blue line on the chart. Moreover, users can easily spot specific time ranges of interest by
single-clicking the start and end points of a period on the Forex chart (resulting in the
yellow span in the figure); the news section in the right panel changes correspondingly
according to the selected time span.

Forex Event Identifier. Users specify event types (i.e., SD or DC) and the correspond-
ing thresholds (i.e., Low, Medium, or High) with the Forex event identifier (see the
buttoms below the date selection calendar in Fig. 1), after which the algorithm output
is shown on the Forex chart as gray dots for the SD events and span lines for the DC
events. Note that once done with a specific setting, users clear the setting with the “clear
all” button on the top-right of the left panel; a higher threshold locates fewer events.

Fig. 2. Attention weights. The word “clashes” is a dark red word, “pessimism” and “tariff” are
red words, and “Beating” and “statisticians” are pink words.

4 https://pytorch.org/.
5 https://plotly.com/graphing-libraries/.

https://pytorch.org/
https://plotly.com/graphing-libraries/
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Attention Weight Visualization. If a news is predicted as positive (i.e., potentially
highly correlated with the DC events), the news title is highlighted in red. After clicking
the positive news title, a window showcasing the news title and content with highlighted
keywords will pop up. To help visualize the importance of each word, three classes of
keywords are defined. Let � be the word count of a concatenated news title and content,
and the maximum of � is set to 200 as mentioned above. The dark red words are the most
worth-noting words whose attention weights are greater than 40/�, while the attention
weights of red words and pink words are greater than 20/� and 10/�, respectively. As
shown in Fig. 2, our model is able to capture keywords related to the Forex market in
this case.

3 Conclusion and Future Work

In this paper, we propose INForex, an interactive system that aligns the Forex data and
textual news data in a unified and time-aware manner. By placing the chart and related
news side by side and displaying the potential keywords, users, financial professionals,
and amateur investors can all understand Forex trends quicker and easier.

With limited financial resources, we can only propose a static prototype system with
data made available online. However, since the real-time feature is crucial for investors,
we will thrive to make INForex become a real-time system in the future, either with
real-time industrial APIs. We hope that this demonstration can facilitate more research
on predicting Forex markets through deep learning models in the future.
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Abstract. We present ir-measures, a new tool that makes it conve-
nient to calculate a diverse set of evaluation measures used in informa-
tion retrieval. Rather than implementing its own measure calculations,
ir-measures provides a common interface to a handful of evaluation
tools. The necessary tools are automatically invoked (potentially multi-
ple times) to calculate all the desired metrics, simplifying the evaluation
process for the user. The tool also makes it easier for researchers to use
recently-proposed measures (such as those from the C/W/L framework)
alongside traditional measures, potentially encouraging their adoption.

1 Introduction

The field of Information Retrieval (IR) is fortunate to have a vibrant and diverse
ecosystem of tools and resources. This is particularly true for evaluation tools;
there exists a variety of fully-fledged evaluation suites capable of calculating
a wide array of measures (e.g., trec eval [24], cwl eval [2], trectools [25],
and RankEval [17]) as well as single-purpose scripts that are usually designed
for the evaluation of specific tasks or datasets.1 However, none of these tools
themselves provide comprehensive coverage of evaluation metrics, so researchers
often need to run multiple tools to get all the desired results. Even when a
single tool can provide the desired measures, it can sometimes require multiple
invocations with different settings to get all desired results (e.g., the TREC Deep
Learning passage ranking task [10] requires multiple invocations of trec eval
with different relevance cutoff thresholds).

In this demonstration, we present a new evaluation tool: ir-measures.2

Unlike prior tools, which provide their own measure implementations,
ir-measures operates as an abstraction over multiple evaluation tools.
Researchers are able to simply describe what evaluation measures they want
in natural syntax (e.g., nDCG@20 for nDCG [13] with a rank cutoff of 20, or
AP(rel=2) for Average Precision [12] with a binary relevance cutoff of 2), with-
out necessarily needing to concern themselves with which specific tools provide
the functionality they are looking for or what settings would give the desired
results. By providing both a Python and command line interface and accepting
multiple input and output formats, the tool is convenient to use in a variety
1 For instance, the MSMARCO MRR evaluation script: https://git.io/JKG1S.
2 Docs: https://ir-measur.es/, Source: https://github.com/terrierteam/ir measures.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 305–310, 2022.
https://doi.org/10.1007/978-3-030-99739-7_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99739-7_38&domain=pdf
https://git.io/JKG1S
https://ir-measur.es/
https://github.com/terrierteam/ir_measures
https://doi.org/10.1007/978-3-030-99739-7_38


306 S. MacAvaney et al.

of environments (e.g., both as a component of larger IR toolkits, or for sim-
ply doing ad hoc evaluation). By interfacing with existing evaluation toolkits,
ir-measures is more sustainable than efforts that re-implement evaluation mea-
sures, especially given the ongoing debate over the suitability of some measures
(e.g., [11,27]) and the proliferation of new measures (e.g., [1,9]). An interactive
demonstration of the software is available at: https://git.io/JMt6G.

2 Background

Recently, there have been several efforts to resolve incompatibilities for other
IR tools. trectools [25] provides Python implementations of numerous IR-
related functions including pooling, fusion, and evaluation techniques (including
a handful of evaluation measures). PyTerrier [20] provides a Python interface to a
myriad of retrieval, rewriting, learning-to-rank, and neural re-ranking techniques
as well as an infrastructure for conducting IR experiments. CIFF [16] defines
a common index interchange format, for compatibility between search engines.
ir datasets [19] provides a common interface to access and work with document
corpora and test collections. ir-measures is complementary to efforts like these.
In Sect. 4, we show that ir-measures can easily be integrated into other tools,
bolstering their evaluation capacity.

3 ir-measures

ir-measures provides access to over 30 evaluation measures. Table 1 provides
a summary of the supported measures, which span a variety of categories and
applications (e.g., intent-aware measures, set measures, etc.) Measures are ref-
erenced by name and a measure-dependent set of parameters (e.g., AP(rel=2)
specifies a minimum relevance level and nDCG@10 specifies a rank cutoff). We
refer the reader to the measure documentation3 for further details.

Table 1. Measures provided by ir-measures, along with their providers.

Measure Provided by... Measure Provided by...

alpha nDCG [7] ndeval NERR [1] cwl eval

(M)AP(@k) [12] cwl eval, trec eval, trectools NRBP [8] ndeval

(M)AP IA ndeval NumQ, NumRel, NumRet trec eval

BPM [32] cwl eval P(recision)@k [29] trec eval, cwl eval, trectools

Bpref [4] trec eval, trectools P IA@k ndeval

Compat [9] Compatibility script R(ecall)@k trec eval

ERR@k [6] gdeval RBP [8] cwl eval, trectools

ERR IA [6] ndeval Rprec [5] trec eval, trectools

infAP [31] trec eval (M)RR [15] trec eval, cwl eval, trectools, MSMARCO

INSQ [21], INST [23] cwl eval SDCG@k cwl eval

IPrec@i trec eval SetAP, SetF, SetP, SetR trec eval

Judged@k OpenNIR script STREC ndeval

nDCG(@k) [13] trec eval, gdeval, trectools Success@k trec eval

3 https://ir-measur.es/en/latest/measures.html.

https://git.io/JMt6G
https://ir-measur.es/en/latest/measures.html
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Providers. The calculation of measure values themselves are implemented
by providers. Not all providers are able to calculate all measures (or all parame-
ters of a measure). The current version of ir-measures includes eight providers:

trec eval [24] is a well-known IR evaluation tool that is used for calculating
a variety of measures for TREC tasks. We use Python bindings adapted from
the pytrec eval [28] package.

cwl eval [2] provides an implementation of a variety of measures that adhere
to the C/W/L framework [22], such as BPM and RBP.

ndeval4 enables the calculation of measures that consider multiple possible
query intents (i.e., diversity measures), such as alpha nDCG and ERR IA.

The trectools [25] tookit includes Python implementations of a variety
of evaluation measures, including AP, Bpref, and others. gdeval5 includes an
implementation of ERR@k and an alternative formulation of nDCG@k that places
additional weight on high relevance.

The OpenNIR Judged@k script6 was adapted from the OpenNIR
toolkit [18] to calculate Judged@k, a measure of the proportion of top-ranked
documents that have relevance assessments.

The MSMARCO RR@k script7 is an interface to the official evaluation
script for the MSMARCO dataset [3], with minor adjustments to allow for the
configuration of the measure parameters and handling of edge cases.

The Compatibility script8 provides Compat [9], a recently-proposed mea-
sure that calculates the Rank Biased Overlap of a result set compared to the
closest ideal ranking of qrels, which can consider preference judgments.

Interfaces. ir-measures can be installed using pip install ir-measures,
which provides both a command line interface and a Python package. The com-
mand line interface is similar to that of trec eval, accepting a TREC-formatted
relevance judgments (qrels) file, a run file, and the desired measures:

$ ir_measures path/to/qrels path/to/run 'nDCG@10 P(rel=2)@5 Judged@10'

nDCG@10 0.6251

P(rel=2)@5 0.6000

Judged@10 0.9486

Command line arguments allow the user to get results by query, use a partic-
ular provider, and control the output format. If the ir-datasets [19] package
is installed, a dataset identifier can be used in place of the qrels path.

The Python API makes it simple to calculate measures from a larger toolkit.
A variety of input formats are accepted, including TREC-formatted files, dictio-
naries, Pandas dataframes, and ir-datasets iterators. The Python API also can

4 https://git.io/JKG94, https://git.io/JKCTo.
5 https://git.io/JKCT1.
6 https://git.io/JKG9O.
7 https://git.io/JKG1S.
8 https://git.io/JKCT5.
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provide results by query and can reuse evaluation objects for improved efficiency
over multiple runs. Here is a simple example that calculates four measures:

> import ir_measures

> from ir_measures import * # import natural measure names

> qrels = ir_measures.read_trec_qrels('path/to/qrels')

> run = ir_measures.read_trec_run('path/to/run')

> ir_measures.calc_aggregate([nDCG@10, P(rel=2)@5, Judged@10], qrels, run)

{nDCG@10: 0.6251, P(rel=2)@5: 0.6000, Judged@10: 0.9486}

4 Adoption of ir-measures

ir-measures is already in use by several tools, demonstrating its utility. It
recently replaced pytrec eval in PyTerrier [20], allowing retrieval pipelines to
easily be evaluated on a variety of measures. For instance, the following example
show an experiment on the TREC COVID [30] dataset. ir-measures allows the
evaluation measures to be expressed clearly and concisely, and automatically
invokes the necessary tools to compute the desired metrics:

import pyterrier as pt

dataset = pt.get_dataset('trec-covid')

pt.Experiment(

[pt.TerrierRetrieve.from_dataset(dataset, "terrier_stemmed")],

dataset.get_topics("round5"),

dataset.get_qrels("round5"),

eval_metrics=[nDCG@10, P(rel=2)@5, Judged@10])

It is also used by OpenNIR [18], Experimaestro [26], and DiffIR [14]. The
ir-datasets [19] package uses ir-measures notation to provide documentation
of the official evaluation measures for test collections.

A core design decision of ir-measures is to limit the required dependencies
to the Python Standard Library and the packages for the measure providers
(which can be omitted, but will degrade functionality). This should encourage
the adoption of the tool by reducing the chance of package incompatibilities.

5 Conclusion

We demonstrated the new ir-measures package, which simplifies the computa-
tion of a variety of evaluation measures for IR researchers. We believe that by
leveraging a variety of established tools (rather than providing its own imple-
mentations), ir-measures can be a salable and appealing choice for evaluation.
We expect that our tool will also encourage the adoption of new evaluation mea-
sures, since they can be easily computed alongside long-established measures.
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Abstract. This paper describes a demonstration system for our project
on news-based business sentiment nowcast. Compared to traditional
business sentiment indices which rely on a time-consuming survey and
are announced only monthly or quarterly, our system takes advantage of
news articles continually published on the Web and updates the estimate
of business sentiment as the latest news come in. Additionally, it provides
functionality to search any keyword and temporally visualize how much
it influenced business sentiment, which can be a useful analytical tool for
policymakers and economists. The codes and demo system are available
at https://github.com/kazuhiro-seki/sapir-web.
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1 Introduction

Business sentiment is an overall impression of the economical situation, typi-
cally measured by periodical surveys on business conditions and expectations of,
for example, business managers. The resulting index, called business sentiment
index (BSI for short), is an important indicator in making actions and plans for
governmental and monetary policies and industrial production.

In the case of Japan, there exist BSIs publicly announced by financial author-
ities, including the Economy Watchers Survey and Short-term Economic Survey
of Principal Enterprise. As with other BSIs, they rely on surveys, hence time-
consuming as well as costly to calculate. In fact, they are only reported monthly
or quarterly, which is not ideal when the economic situation rapidly changes due
to unexpected events, such as the COVID-19 pandemic.

To remedy the problem, there have been research efforts to estimate BSIs
by analyzing already available textual data (e.g., financial reports) [1,5,10–12,
15]. In our previous work [11], we proposed an approach to nowcasting a BSI
using an outlier detection model and a prediction model based on an attention-
based language representation model [14]. We demonstrated that the news-based
BSI, named S-APIR, has a strong positive correlation with an existing survey-
based BSI (Economy Watchers DI or EWDI for short) as high as r = 0.937.
Additionally, we also proposed a simple approach to temporally analyzing the
influence of any given word(s) on the estimated business sentiment.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 311–315, 2022.
https://doi.org/10.1007/978-3-030-99739-7_39
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This paper introduces a demonstration system built upon these approaches
with additional dynamicity; it crawls web news articles and updates the estimate
of a BSI as the latest news are retrieved, providing the current snapshot of
business sentiment much earlier than the existing monthly or quarterly BSIs.

It is important to note that business sentiment is different from market senti-
ment [2,4,6,8,9,13], although the same technologies can be applied for analysis.
Market sentiment is an overall attitude of investors to a particular company or
the market as a whole, which is valuable to automate stock trade. On the other
hand, analyzing business sentiment could offer a more timely and less costly
alternative to conventional BSIs, which would help policymakers and economists
assess the current/future economic condition so as to take prompt actions and
make appropriate plans accordingly as exemplified in our previous work [11].

2 S-APIR Demo System

2.1 Business Sentiment Analysis

The system estimates business sentiment, i.e., the S-APIR index, from news texts
based on the approach proposed in our work. The approach and its validity are
detailed in our recent paper [11]. Thus, we present only a brief summary of the
approach below.

We first predict the economic status or a business sentiment score of a given
news text. For this purpose, we use the Bidirectional Encoder Representation
from Transformers (BERT) [3], specifically, a pre-trained Japanese BERT model1
with an additional output layer to output a sentiment score. The entire model
was fine-tuned on the Economy Watchers Survey as training data, which con-
tain the current economic status each respondent observed on a five-point
scale from −2 to 2 as well as the reason of his/her judgment. For exam-
ple, a respondent may judge the economic status as very good (“2”) because
“Automobile exports to the United States are increasing”. The former
is used as a label and the latter as an input to learn the model parameters.

The learned model can predict a business sentiment score for any input text.
However, news articles are in various genres (e.g., sports and entertainment),
some of which may be irrelevant or even harmful in estimating proper business
sentiment. Therefore, we filter out such texts as outliers by a one-class support
vector machine (SVM) [7], which is also trained on Economy Watchers Survey.
News texts that passed the filter are fed to the BERT model and the resulting
business sentiment scores are averaged monthly to form monthly S-APIR index.

In addition to presenting the S-APIR index as an alternative to survey-based
BSIs, the demo system provides a function for word-level temporal analysis,
which is also described in our previous work [11]. Simply put, it assumes that
the business sentiment of a text is the sum of the sentiments of the words com-
posing the text and computes the contributions of individual words based on the
estimated business sentiment of the text.
1 https://github.com/cl-tohoku/bert-japanese.

https://github.com/cl-tohoku/bert-japanese
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Fig. 1. An overview of the system.

2.2 Implementation

We developed a demonstration system composed of three servers as illustrated
in Fig. 1. The data collection server fetches web news periodically. The newly
collected news texts are sent to the inference server to predict the business sen-
timent score for each news text. The predicted scores are then averaged monthly
and used as the updated S-APIR index of the current month. The updated index
along with the news texts and their predicted business sentiment scores are sent
to the webserver running an Apache HTTP server and also an Elasticsearch
server, where Python Flask is used as a web application framework.

The web server obtains the EWDI from e-Stat2 and presents the plots of
EWDI and the predicted S-APIR. A user can send a query of his/her interest
to the system to temporally analyze the economic impact of the query word(s).
While the system is based on Japanese news articles and targets Japanese users,
a search query can be also given in English (EN), which is translated to Japanese
(JA) by Amazon Translate3 on the fly for demonstration purposes.

The Elasticsearch index contains news texts with their release dates and pre-
dicted business sentiment scores. When a search query is issued, it is searched
against the index and its sentiment in every time unit (currently a month)
is computed. The computed sentiments are stored in a relational database
(SQLAlchemy) for faster access for the same query in future. Also, the query
word(s) is added to the user’s watch list, which is stored in the browser’s cookies,
so that returning users would not need to send the same queries next time.

2.3 System Walkthrough

Figure 2 shows a screenshot of the demo system after a search query “ ”
(hotels) is issued, where the top plot is a result of temporal analysis of the
query, and the bottom plot shows S-APIR and EWDI. The S-APIR index was
computed on news texts collected from the Nikkei websites4 from March 2020
onward. While EWDI is updated monthly, S-APIR (of the current month) is
2 e-Stat is a portal site for official Japanese government statistics.
3 https://aws.amazon.com/translate.
4 The Nikkei is the world’s largest financial newspaper.

https://aws.amazon.com/translate
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Fig. 2. A screenshot after a query “ ” (hotels) was issued on Oct. 21, 2021.

updated daily reflecting newly collected articles. Note that S-APIR has more
recent data than EWDI as the latter is survey-based and has a certain delay.
For the last two months (where EWDI is not available), S-APIR goes up steadily,
showing important indication that economic conditions are improving.

Now, let us illustrate how the word-level analysis is performed. Suppose that
the policymakers would like to examine the economic situation of the hotel busi-
ness under the COVID-19 pandemic. Then, they may issue a query “ ”
(hotels) and a bar plot appears as in Fig. 2. From the chart, one can observe
that it had been damaged severely from 2020 but the situation is gradually
recovering in the last three months. On the other hand, the restaurant busi-
ness (“ ”), for example, is still struggling (not shown due to the limited
space). The policymakers could allocate their limited budget for supporting such
businesses. For a more in-depth analysis, the raw data of the bar chart can be
downloaded as a CSV file by clicking the “csv” button.

Economists and policymakers could benefit from this system to overview the
general trend of business sentiment in near real-time and to examine any factors
which possibly affect business sentiment.

Acknowledgments. This work was done partly as a research project at APIR and
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Abstract. Locating specific scientific content from a large corpora is
crucial to researchers. This paper presents SolutionTailor (The demo
video is available at: https://mm.doshisha.ac.jp/sci2/SolutionTailor.
html), a novel system that recommends papers that provide diverse solu-
tions for a specific research objective. The proposed system does not
require any prior information from a user; it only requires the user to
specify the target research field and enter a research abstract represent-
ing the user’s interests. Our approach uses a neural language model to
divide abstract sentences into “Background/Objective” and “Methodolo-
gies” and defines a new similarity measure between papers. Our current
experiments indicate that the proposed system can recommend literature
in a specific objective beyond a query paper’s citations compared with a
baseline system.

Keywords: Paper recommendation system · Sentence classification ·
Sentence embedding

1 Introduction

Researchers usually spend a great deal of time searching for useful scientific
papers for their continued research from a constantly growing number of pub-
lications in various academic fields. To assist academic search, various methods
have been presented to recommend papers that approximate the user’s interests
and expertise. For example, content-based approaches often calculate sentence
similarity between papers using natural language processing techniques, such as
TF-IDF [9] and BERT [6]. Another line of research focuses on the user’s past
research history alongside co-authorship and citations and uses collaborative fil-
tering or graph-based algorithms [3]. However, these methods usually focus on
the semantic similarity of the overall content. Hence, the recommendation results
often list papers that the user can easily access using a combination of research
term queries or citation information in search engines. When considering the
practicality of the usual literature survey, the search system must explain “why”
and “how similar” the recommendated papers are to the user’s interests.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 316–320, 2022.
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To clarify the recommendation intention, this paper presents SolutionTailor,
a novel system that recommends literature on diverse research methodologies in a
specific research objective. Given a research abstract as a query representing the
user’s interests, the proposed system searches for papers whose research problems
are similar but whose solution strategies are significantly different. To achieve
this, we divide abstract sentences into background and methodology parts and
propose a novel scoring function to answer the reason for the similarity. Users
can specify a target research field for the search, so the system provides insights
beyond the users’ expertise.

The main contributions of this paper are twofold. First, we apply fine-
grained analysis to abstracts to clarify the recommendation intentions. Second,
we present evaluation measures that characterize the proposed system compared
with a baseline system that uses full abstract sentences.

2 SolutionTailor Framework

2.1 Dataset Construction

First, we prepared a list of research fields and their typical publication venues
by referring to the rankings of the h5-index in Google Scholar Metrics2. Our
current study uses the field “Engineering and Computer Science,” comprising
56 subcategories, such as artificial intelligence, robotics, and sustainable energy.
Then, from the Semantic Scholar corpus [2], we extracted papers whose publica-
tion venues were listed in the top-20 journals in each subcategory. The resulting
dataset comprised 805,063 papers, all of which had English abstracts.

2.2 Sentence Labeling and Score Calculation

Owing to the recent advances in neural language models, there are several studies
on fine-grained scientific text analyses, such as classifying sentences into prob-
lems and solution parts [8] and classifying citation intentions [7]. Following this
line of research, our study uses a BERT-based pretrained model [5] to classify
abstract sentences into categories of “Background,” “Objective,” and “Method.”
If no sentence is clearly assigned to these categories, we choose the sentence hav-
ing the highest probability of the corresponding labels. Then, we concatenate the
sentences labeled with Background and Objective into a single sentence, from
which we extract the embedded context vector using SciBERT, a BERT model
pretrained using scientific text [4]. Using the resulting vectors, we compute the
cosine similarity, cosBO, between the Background/Objective sentences of the
query abstract and the abstract of each paper in the database. SolutionTailor
extracts the top-100 abstracts having the highest cosBO from the target research
field. These abstracts are recommendation candidates whose backgrounds are

2 https://scholar.google.co.jp/citations?view op=top venues.

https://scholar.google.co.jp/citations?view_op=top_venues
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Fig. 1. Interface of the proposed system.

similar to the focus of the query abstract. Finally, for each recommendation can-
didate, we compute the final similarity score with the query abstract as follows:

score = cosBO − cosM , (1)

where cosM denotes the cosine similarity between the method sentence vectors. A
high score implies that the two abstracts have similar backgrounds, but presented
different methodologies. Our system recommends the top-10 papers having the
highest scores. This two-step search filters papers with irrelevant backgrounds
and re-ranks the remaining ones in terms of methodological differences.

2.3 Recommendation Interface

Figure 1 shows the interface of the proposed system. When a user inputs a
research abstract as a query to the text box and selects a target category
from the pull-down menu, SolutionTailor displays a list of top-ranked papers
in terms of the similarity measure. By clicking on the title, the user can jump
to the paper page in Semantic Scholar. The results of abstract sentence labels
are highlighted in yellow and green, corresponding to Background/Objective
and Method, respectively, to facilitate the interpretation of the recommendation
results. The system shows detailed bibliographic information of each recom-
mended paper as well as its abstract labeling result by clicking the toggle to the
right of the score.

3 Evaluation

SolutionTailor uses the original similarity measure, whereas we can construct
a baseline system that uses the embedded context vectors extracted from the
full abstracts and their cosine similarities. We quantified the characteristics of
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the proposed system compared with the baseline system using two types of
quantitative measures.
i) Overlap with citations: The first experiment used an abstract of an existing
paper as a query and investigated whether the query paper itself cited the papers
in the recommendation results. If the overlap between the query’s citations and
the recommended papers is low, it implies that the system provides new insights
for the user into a specific research background. We selected “artificial intel-
ligence” from the categories and calculated MAP@10 by querying 100 papers
that contained at least five citations in the category. The total number of papers
to be searched was 36,355. The MAP@10 scores of the proposed and baseline
systems were 0.003 and 0.076, respectively. We also applied BM25 [10], which
used the title text as the query, as a comparative method; its score was 0.049.
We should emphasize that the MAP may not be necessarily be high because we
do not aim to predict the citations; this performance measure just character-
izes the recommendation results. The lower MAP score implied that our system
provides literature beyond the query paper’s knowledge by using fine-grained
sentence analysis.
ii) Similarity of objectives: The second experiment evaluated whether the
similarity measure, cosBO, used in the proposed system could actually find the
same objective papers. Focusing on the fact that papers reporting results at a
conference competition generally target the same research objective, we used the
proceedings of SemEval-2021 [1], a workshop for the evaluation of computational
semantic analysis systems. Each of the 11 tasks at SemEval-2021 had a single
task description paper, and the papers submitted to a task were called “system
description” papers. We used 11 task description papers as queries and evaluated
whether the similarity measure, cosBO, could appropriately recommend their
system description papers.3 The testing dataset for each query comprised 36, 455
(36, 355 + 100) papers used in the first experiment in addition to the system
description papers of the target task. Each task had 15.91 system description
papers on average, and a system should rank these higher than other papers.
We removed the target task name and the competition name SemEval from all
abstracts for fair experimental settings. As a result, the MAP scores obtained
by our similarity measure, cosBO, and the baseline system were 0.141 and 0.115,
respectively, which demonstrated that our fine-grained sentence analysis could
find the similarity of the objective more effectively than embedding the full
abstracts.

4 Conclusion

This paper presented SolutionTailor, a novel system that recommends papers
that provide diverse solutions to the same research background/objective. The
system only requires text that summarizes the user’s interests as a query, pro-
viding simple utility. The two types of the evaluation showed that our similarity
3 We evaluated not the final similarity score but only cosBO because the competition

papers do not always have significantly different solutions.
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measure provides insight beyond the user’s cited papers and identifies the same-
objective papers more effectively compared with the whole-text embedding. In
future work, we will extend the dataset from engineering and computer science
by adding more journals to be covered and conduct a subjective evaluation.

Acknowledgment. This research was partly supported by JSPS KAKENHI Grant
Number 20H04484 and JST ACT-X grant number JPMJAX1909.
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Abstract. Testing with quiz questions has proven to be an effective
way to assess and improve the educational process. However, manually
creating quizzes is tedious and time-consuming. To address this chal-
lenge, we present Leaf, a system for generating multiple-choice questions
from factual text. In addition to being very well suited for the class-
room, Leaf could also be used in an industrial setting, e.g., to facili-
tate onboarding and knowledge sharing, or as a component of chatbots,
question answering systems, or Massive Open Online Courses (MOOCs).
The code and the demo are available on GitHub (https://github.com/
KristiyanVachev/Leaf-Question-Generation).

Keywords: Multiple-choice questions · Education · Self-assessment ·
MOOCs

1 Introduction

Massive Open Online Courses (MOOCs) have revolutionized education by offer-
ing a wide range of educational and professional training. However, an impor-
tant issue in such a MOOC setup is to ensure an efficient student examination
setup. Testing with quiz questions has proven to be an effective tool, which can
help both learning and student retention [38]. Yet, preparing such questions is a
tedious and time-consuming task, which can take up to 50% of an instructor’s
time [41], especially when a large number of questions are needed in order to
prevent students from memorizing and/or leaking the answers.

To address this issue, we present an automated multiple-choice question gen-
eration system with focus on educational text. Taking the course text as an
input, the system creates question–answer pairs together with additional incor-
rect options (distractors). It is very well suited for a classroom setting, and the
generated questions could also be used for self-assessment and for knowledge gap
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 321–328, 2022.
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detection, thus allowing instructors to adapt their course material accordingly. It
can also be applied in industry, e.g., to produce questions to enhance the process
of onboarding, to enrich the contents of massive open online courses (MOOCs),
or to generate data to train question–answering systems [10] or chatbots [22].

2 Related Work

While Question Generation is not as popular as the related task of Question
Answering, there has been a steady increase in the number of publications in
this area in recent years [1,18]. Traditionally, rules and templates have been used
to generate questions [29]; however, with the rise in popularity of deep neural
networks, there was a shift towards using recurrent encored–decoder architec-
tures [2,8,9,33,40,46,47] and large-scale Transformers [7,20,23,27,36].

The task is often formulated as one of generating a question given a tar-
get answer and a document as an input. Datasets such as SQuAD1.1 [37] and
NewsQA [44] are most commonly used for training, and the results are typically
evaluated using measures such as BLEU [32], ROUGE [25], and METEOR [21].
Note that this task formulation requires the target answer to be provided before-
hand, which may not be practical for real-world situations. To get over this
limitation, some systems extract all nouns and named entities from the input
text as target answers, while other systems train a classifier to label all word
n-grams from the text and to pick the ones with the highest probability to be
answers [45]. To create context-related wrong options (i.e., distractors), typically
the RACE dataset [19] has been used along with beam search [3,11,31]. Note
that MOOCs pose additional challenges as they often cover specialized content
that goes beyond knowledge found in Wikipedia, and can be offered in many
languages; there are some open datasets that offer such kinds of questions in
English [5,6,19,28,42] and in other languages [4,12,13,15,16,24,26,30].

Various practical systems have been developed for question generation. Web-
Experimenter [14] generates Cloze-style questions for English proficiency testing.
AnswerQuest [39] generates questions for better use in Question Answering sys-
tems, and SQUASH [17] decomposes larger articles into paragraphs and gener-
ates a text comprehension question for each one; however, both systems lack the
ability to generate distractors. There are also online services tailored to teachers.
For example, Quillionz [35] takes longer educational texts and generates ques-
tions according to a user-selected domain, while Questgen [34] can work with
texts up to 500 words long. While these systems offer useful question recom-
mendations, they also require paid licenses. Our Leaf system offers a similar
functionality, but is free and open-source, and can generate high-quality distrac-
tors. It is trained on publicly available data, and we are releasing our training
scripts, thus allowing anybody to adapt the system to their own data.

3 System

System architecture: Leaf has three main modules as shown in Fig. 1. Using
the Client, an instructor inputs a required number of questions and her educa-



Leaf: Multiple-Choice Question Generation 323

tional text. The text is then passed through a REST API to the Multiple-Choice
Question (MCQ) Generator Module, which performs pre-processing and then
generates and returns the required number of question–answer pairs with dis-
tractors. To achieve higher flexibility and abstraction, the models implement an
interface that allows them to be easily replaced.

Fig. 1. The general architecture of Leaf.

Question and Answer Generation: To create the question–answer pairs,
we combined the two tasks into a single multi-task model. We fine-tuned the
small version of the T5 Transformer, which has 220M parameters, and we used
the SQuAD1.1 dataset [37], which includes 100,000 question–answer pairs. We
trained the model to output the question and the answer and to accept the
passage and the answer with a 30% probability for the answer to be replaced by
the [MASK] token. This allows us to generate an answer for the input question
by providing the [MASK] token instead of the target answer. We trained the
model for five epochs, and we achieved the best validation cross-entropy loss of
1.17 in the fourth epoch. We used a learning rate of 0.0001, a batch size of 16,
and a source and a target maximum token lengths of 300 and 80, respectively.
For question generation, we used the same data split and evaluation scripts as
in [9]. For answer generation, we trained on the modified SQuAD1.1 Question
Answering dataset as proposed in our previous work [45], achieving an Exact
Match of 41.51 and an F1 score of 53.26 on the development set.

Distractor Generation: To create contextual distractors for the question–
answer pairs, we used the RACE dataset [19] and the small pre-trained T5 model.
We provided the question, the answer, and the context as an input, and obtained
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three distractors separated by a [SEP] token as an output. We trained the model
for five epochs, achieving a validation cross-entropy loss of 2.19. We used a
learning rate of 0.0001, a batch size of 16, and a source and a target maximum
token lengths of 512 and 64, respectively. The first, the second, and the third
distractor had BLEU1 scores of 46.37, 32.19, and 34.47, respectively. We further
extended the variety of distractors with context-independent proposals, using
sense2vec [43] to generate words or multi-word phrases that are semantically
similar to the answer.

Fig. 2. Screenshot of Leaf showing the generated questions for a passage from the
Wikipedia article on Oxygen. All distractors in Question 1 are generated by the T5
model, and the last two distractors in Question 2 are generated by the sense2vec model.

User Interface: Using the user interface shown on Fig. 2, the instructor can
input her educational text, together with the desired number of questions to
generate. Then, she can choose some of them, and potentially edit them, before
using them as part of her course.

4 Conclusion and Future Work

We presented Leaf, a system to generate multiple-choice questions from text.
The system can be used both in the classroom and in an industrial setting to
detect knowledge gaps or as a self-assessment tool; it could also be integrated
as part of other systems. With the aim to enable a better educational process,
especially in the context of MOOCs, we open-source the project, including all
training scripts and documentation.
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In future work, we plan to experiment with a variety of larger pre-trained
Transformers as the underlying model. We further plan to train on additional
data. Given the lack of datasets created specifically for the task of Question
Generation, we plan to produce a new dataset by using Leaf in real university
courses and then collecting and manually curating the question–answer pairs
Leaf generates over time.
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Abstract. The paper gives a brief overview of the four shared tasks to
be organized at the PAN 2022 lab on digital text forensics and stylom-
etry hosted at the CLEF 2022 conference. The tasks include authorship
verification across discourse types, multi-author writing style analysis,
author profiling, and content profiling. Some of the tasks continue and
advance past editions (authorship verification and multi-author analysis)
and some are new (profiling irony and stereotypes spreaders and trigger
detection). The general goal of the PAN shared tasks is to advance the
state of the art in text forensics and stylometry while ensuring objective
evaluation on newly developed benchmark datasets.

1 Introduction

PAN is a workshop series and a networking initiative for stylometry and digital
text forensics. The workshop’s goal is to bring together scientists and practition-
ers studying technologies which analyze texts with regard to originality, author-
ship, trust, and ethicality. Since its inception 15 years back PAN has included
shared tasks on specific computational challenges related to authorship analy-
sis, computational ethics, and determining the originality of a piece of writing.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 331–338, 2022.
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Over the years, the respective organizing committees of the 54 shared tasks have
assembled evaluation resources for the aforementioned research disciplines that
amount to 51 datasets plus nine datasets contributed by the community.1 Each
new dataset introduced new variants of author verification, profiling, or author
obfuscation tasks as well as multi-author analysis and determining the morality,
quality, or originality of a text. The 2022 edition of PAN continues in the same
vein, introducing new resources as well as previously unconsidered problems to
the community. As in earlier editions, PAN is committed to reproducible research
in IR and NLP therefore all shared tasks will ask for software submissions on
our TIRA platform [7]. We briefly outline the upcoming tasks in the sections
that follow.

2 Authorship Verification

Authorship verification is a fundamental task in author identification and all
questioned authorship cases, be it closed-set or open-set scenarios, can be decom-
posed into a series of verification instances [6]. Previous editions of PAN included
across-domain authorship verification tasks where texts of known and unknown
authorship come from different domains [2,3,21]. In most of the examined
cases, domains corresponded to topics (or thematic areas) and fandoms (non-
professional fiction that is nowadays published online in significant quantities
by fans of high-popularity authors or works, so-called fanfiction). The obtained
results of the latest editions have demonstrated that it is feasible to handle such
cases with relatively high performance [2,3]. In addition, at PAN’15, cross-genre
authorship verification was partially studied using datasets in Dutch and Span-
ish covering essays and reviews [21]. However, these are relatively similar genres
with respect to communication purpose, intended audience, or level of formality.
On the other hand, it is not clear yet how to handle more difficult authorship
verification cases where texts of known and unknown authorship belong to differ-
ent discourse types (DTs), especially when these DTs have few similarities (e.g.,
argumentative essays vs. text messages to family members). In such cases, it is
very challenging to distinguish the authorial characteristics that remain intact
along DTs.

Cross-DT Author Verification at PAN’22

For the 2022 edition, we will focus on the cross-DT authorship verification sce-
nario. In more detail, we will use a new corpus in English comprising writing
samples from around 100 individuals composing texts in the following DTs:
essays, emails, text messages, and business memos. All individuals have simi-
lar age (18-22) and are native English speakers. The topic of text samples is
not restricted while the level of formality can vary within a certain DT (e.g.,
text messages may be addressed to family members or non-familial acquain-
tances). The new edition of author verification task at PAN’22 will allow us to
1 https://pan.webis.de/data.html.

https://pan.webis.de/data.html
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study the ability of stylometric approaches to capture elements of authorial style
that remain stable across DTs even when very different forms of expression are
imposed by the DT norms. The task will also focus on the ability of the submit-
ted approaches to compare long texts of known authorship with short texts of
unknown authorship. As concerns the experimental setup, it will be similar to
the last edition of PAN and the same evaluation measures (AUROC, c@1, F1,
F0.5u, and Brier score) will be used [2].

3 Author Profiling

Author profiling is the problem of distinguishing between classes of authors by
studying how language is shared by people. This helps in identifying authors’
individual characteristics, such as age, gender, or language variety, among others.
During the years 2013-2021 we addressed several of these aspects in the shared
tasks organised at PAN.2 In 2013 the aim was to identify gender and age in social
media texts for English and Spanish [14]. In 2014 we addressed age identification
from a continuous perspective (without gaps between age classes) in the context
of several genres, such as blogs, Twitter, and reviews (in Trip Advisor), both
in English and Spanish [12]. In 2015, apart from age and gender identification,
we addressed also personality recognition on Twitter in English, Spanish, Dutch,
and Italian [16]. In 2016, we addressed the problem of cross-genre gender and age
identification (training on Twitter data and testing on blogs and social media
data) in English, Spanish, and Dutch [17]. In 2017, we addressed gender and
language variety identification in Twitter in English, Spanish, Portuguese, and
Arabic [15]. In 2018, we investigated gender identification in Twitter from a
multimodal perspective, considering also the images linked within tweets; the
dataset was composed of English, Spanish, and Arabic tweets [13]. In 2019 the
focus was on profiling bots and discriminating bots from humans on the basis
of textual data only [11]. We used Twitter data both in English and Spanish.
Bots play a key role in spreading inflammatory content and also fake news.
Advanced bots that generated human-like language, also with metaphors, were
the most difficult to profile. It is interesting to note that when bots were profiled
as humans, they were mostly confused with males. In 2020 we focused on profiling
fake news spreaders [9]. The easiness of publishing content in social media has
led to an increase in the amount of disinformation that is published and shared.
The goal was to profile those authors who have shared some fake news in the
past. Early identification of possible fake news spreaders on Twitter should be
the first step towards preventing fake news from further dissemination. In 2021
the focus was on profiling hate speech spreaders in social media [8]. The goal
was to identify Twitter users who can be considered haters, depending on the
number of tweets with hateful content that they had spread. The task was set
in English and Spanish.

2 To generate the datasets, we have followed a methodology that complies with the
EU General Data Protection Regulation [10].
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Profiling Irony and Stereotype Spreaders on Twitter (IROSTEREO)

With irony, language is employed in a figurative and subtle way to mean the
opposite to what is literally stated [18]. In case of sarcasm, a more aggressive
type of irony, the intent is to mock or scorn a victim without excluding the
possibility to hurt [4]. Stereotypes are often used, especially in discussions about
controversial issues such as immigration [22] or sexism [19] and misogyny [1]. At
PAN’22 we will focus on profiling ironic authors in Twitter. Special emphasis will
be given to those authors that employ irony to spread stereotypes, for instance,
towards women or the LGTB community. The goal will be to classify authors as
ironic or not depending on their number of tweets with ironic content. Among
those authors we will consider a subset that employs irony to convey stereotypes
in order to investigate if state-of-the-art models are able to distinguish also these
cases. Therefore, given authors together with their tweets, the goal will be to
profile those authors that can be considered as ironic, and among them those
that employ irony to convey stereotypical messages. As an evaluation setup, we
will create a collection that contains tweets posted by users in Twitter. One
document will consist of a feed of tweets written by the same user.

4 Multi-author Writing Style Analysis

The goal of the style change detection task is to identify—based on an intrinsic
style analysis—the text positions within a given multi-author document at which
the author switches. Detecting these positions is a crucial part of the authorship
identification process and multi-author document analysis; multi-author docu-
ments have been largely understudied in general. This task has been part of
PAN since 2016, with varying task definitions, data sets, and evaluation pro-
cedures. In 2016, participants were asked to identify and group fragments of a
given document that correspond to individual authors [20]. In 2017, we asked
participants to detect whether a given document is multi-authored and, if this
is indeed the case, to determine the positions at which authorship changes [23].
However, since this task was deemed as highly complex, in 2018 its complex-
ity was reduced to asking participants to predict whether a given document is
single- or multi-authored [5]. Following the promising results achieved, in 2019
participants were asked first to detect whether a document was single- or multi-
authored and if it was indeed written by multiple authors, to then predict the
number of authors [26]. Based on the advances made over the previous years, in
2020 we decided to go back towards the original definition of the task, i.e., find-
ing the positions in a text where authorship changes. Participants first had to
determine whether a document was written by one or by multiple authors and,
if it was written by multiple authors, they had to detect between which para-
graphs the authors change [25]. In the 2021 edition, we asked the participants
first to detect whether a document was authored by one or multiple authors.
For two-author documents, the task was to find the position of the authorship
change and for multi-author documents, the task was to find all positions of
authorship change [24].
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Multi-author Writing Style Analysis at PAN’22

The analysis of author writing styles is the foundation for author identification.
As previous research shows, it also allows distinguishing between authors in
multi-authored documents. In this sense, methods for multi-author writing style
analysis can pave the way for authorship attribution at the sub-document level
and thus, intrinsic plagiarism detection (i.e., detecting plagiarism without the
use of a reference corpus). Given the importance of these tasks, we foster research
in this direction through our continued development of benchmarks: the ultimate
goal is to identify the exact positions within a document at which authorship
changes based on an intrinsic style analysis. Based on the progress made towards
this goal in previous years and to entice novices and experts, we extend the set
of challenges: (i) Style Change Basic: given a text written by two authors and
that contains a single style change only, find the position of this change, i.e., cut
the text into the two authors’ texts on the paragraph-level, (ii) Style Change
Advanced: given a text written by two or more authors, find all positions of
writing style change, i.e., assign all paragraphs of the text uniquely to some
author out of the number of authors assumed for the multi-author document,
(iii) Style Change Real-World: given a text written by two or more authors, find
all positions of writing style change, where style changes now not only occur
between paragraphs but at the sentence level. For this year’s edition, we will
additionally introduce a new corpus that is based on publicly available social
media data to show the performance of the approaches based on different data
sources.

5 Trigger Detection

A trigger in psychology is a stimulus that elicits negative emotions or feelings of
distress. In general, triggers include a broad range of stimuli—such as smells,
tastes, sounds, textures, or sights—which may relate to possibly distressing
acts or events of whatever type, for instance, violence, trauma, death, eating
disorders, or obscenity. In order to proactively apprise audience that a piece
of media (writing, audio, video, etc.) contains potentially distressing material,
the use of “trigger warnings”—labels indicating the type of triggering content
present—have become common not only in online communities, but also in insti-
tutionalized education, making it possible for sensitive audience to prepare for
the content and better manage their reactions. In the planned series of shared
tasks on triggers, we propose a computational problem of identifying whether or
not a given document contains triggering content, and if so, of what type.

Identifying Violent Content at PAN’22

In the first pilot edition of the task, we will focus on a single trigger type:
violence. As data we will use a corpus of fanfiction (millions of stories crawled
from fanfiction.net and archiveofourown.org (Ao3)) in which trigger warnings
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have been assigned by the authors, that is, we do not define “violence” as a
construct ourselves here, but rather rely on user-generated labels. We unify the
set of label names where necessary and create a balanced corpus of positive
and negative examples. The problem is formulated as binary classification at
document level as follows: Given a piece of fanfiction discourse, classify it as
triggering or not triggering. Standard measures of classifier quality will be used
for evaluation.
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13. Rangel, F., Rosso, P., Montes-y-Gómez, M., Potthast, M., Stein, B.: Overview of
the 6th author profiling task at PAN 2018: multimodal gender identification in
twitter. In: CLEF 2019 Labs and Workshops, Notebook Papers (2018)

14. Rangel, F., Rosso, P., Moshe Koppel, M., Stamatatos, E., Inches, G.: Overview
of the author profiling task at PAN 2013. In: CLEF 2013 Labs and Workshops,
Notebook Papers (2013)

15. Rangel, F., Rosso, P., Potthast, M., Stein, B.: Overview of the 5th author profil-
ing task at PAN 2017: gender and language variety identification in twitter. In:
Working Notes Papers of the CLEF (2017)

16. Rangel, F., Rosso, P., Potthast, M., Stein, B., Daelemans, W.: Overview of the 3rd
author profiling task at PAN 2015. In: CLEF 2015 Labs and Workshops, Notebook
Papers (2015)

17. Rangel, F., Rosso, P., Verhoeven, B., Daelemans, W., Potthast, M., Stein, B.:
Overview of the 4th author profiling task at PAN 2016: cross-genre evaluations.
In: CLEF 2016 Labs and Workshops, Notebook Papers (2016). ISSN 1613–0073

18. Reyes, A., Rosso, P.: On the difficulty of automatically detecting irony: beyond a
simple case of negation. Knowl. Inf. Syst. 40(3), 595–614 (2014)
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Abstract. The goal of the Touché lab on argument retrieval is to fos-
ter and support the development of technologies for argument mining
and argument analysis. In the third edition of Touché, we organize three
shared tasks: (a) argument retrieval for controversial topics, where par-
ticipants retrieve a gist of arguments from a collection of online debates,
(b) argument retrieval for comparative questions, where participants
retrieve argumentative passages from a generic web crawl, and (c) image
retrieval for arguments, where participants retrieve images from a focused
web crawl that show support or opposition to some stance. In this paper,
we briefly summarize the results of two years of organizing Touché and
describe the planned setup for the third edition at CLEF 2022.

1 Introduction

Decision making and opinion formation are routine human tasks that often
involve weighing pro and con arguments. Since the Web is full of argumenta-
tive texts on almost any topic, in principle, everybody has the chance to acquire
knowledge to come to informed decisions or opinions by simply using a search
engine. However, large amounts of the easily accessible arguments may be of low
quality. For example, they may be irrelevant, contain incoherent logic, provide
insufficient support, or use foul language. Such arguments should rather remain
“invisible” in search results which implies several retrieval challenges—regardless
of whether a query is about socially important topics or “only” about personal
decisions. The challenges include assessing an argument’s relevance to a query,
deciding what is an argument’s main “gist” in terms of the take-away, and esti-
mating how well an implied stance is justified but also range to finding images
that help to illustrate some stance. Still, today’s popular web search engines do

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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not really address these challenges and lack a sophisticated support for searchers
in argument retrieval scenarios—a gap we aim to close with the Touché lab.1

In the spirit of the two successful Touché labs on argument retrieval at
CLEF 2020 and 2021 [6,7], we propose a third lab edition to again bring together
researchers from the fields of information retrieval and natural language process-
ing who work on argumentation. At Touché 2022, we organize the following three
shared tasks, the last of which being fully new to this edition:

1. Argumentative sentence retrieval from a focused collection (crawled from
debate portals) to support argumentative conversations on controversial topics.

2. Argument retrieval from a large collection of text passages to support answer-
ing comparative questions in the scenario of personal decision making.

3. Image retrieval to corroborate and strengthen textual arguments and to pro-
vide a quick overview of public opinions on controversial topics.

As part of the previous Touché labs, we evaluated about 130 submissions
from 44 teams; the majority submitted their software using the tira.io platform.
Many of the submissions improved over the “official” argumentation-agnostic
DirichletLM- and BM25-based baselines. In total, we manually assessed more
than 11,000 argumentative texts and web documents for 200 search topics. All
topics and judgments are publicly available at https://touche.webis.de.

While the first two Touché editions focused on retrieving complete arguments
and documents, the third edition focuses on more refined problems. Three shared
tasks explore whether argument retrieval can support decision making and opin-
ion formation more directly by extracting the argumentative gist from docu-
ments, by classifying their stance as pro or con towards the issue in question,
and by retrieving images that show support or opposition to some stance.

2 Task Definition

In the Touché lab, we follow the classic TREC-style2 methodology: documents
and topics are provided to the participants who then submit their ranked results
(up to five runs) for every topic to be judged by human assessors. The third
lab edition includes the three complementary tasks already sketched above and
further detailed in the following: (1) argument retrieval for controversial ques-
tions, (2) argument retrieval for comparative questions, and (3) image retrieval
for arguments. The unit of retrieval of our previous tasks were always entire
documents, whereas now we focus on the retrieval of relevant argumentative
sentences, passages, and images as well as their stance detection.

1 ‘touché’ is commonly “used to acknowledge a hit in fencing or the success or appro-
priateness of an argument” [https://merriam-webster.com/dictionary/touche].

2 https://trec.nist.gov/tracks.html

https://touche.webis.de
https://merriam-webster.com/dictionary/touche
https://trec.nist.gov/tracks.html
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2.1 Task Description

Task 1: Argument Retrieval for Controversial Questions. Given a controversial
topic and a collection of arguments, the task is to retrieve sentence pairs that
represent one argument’s gist (e.g., a claim in one sentence and a premise in the
other), and to rank these pairs according to their relevance to the topic. The
argument collection for Task 1 is the args.me corpus [1]. A pre-processed version
of the args.me corpus with each argument split into its constituent sentences is
provided and can be indexed easily by the participants.

The pairs retrieved by the participants will be evaluated by human assessors
with respect to topical relevance and argument quality. As for quality, there are
three key properties: (1) each sentence in the pair must be argumentative (e.g., a
claim, a premise, or a conclusion), (2) the sentence pair must form a coherent text
(e.g., sentences in a pair must not contradict each other), and (3) the sentence
pair constitutes a short summary of a single argument (i.e., the major claim of
an argument and the best premise supporting this claim are good candidates).

The participants may use a number of previously compiled resources to lower
the entry barrier of this task. These include the document-level relevance and
quality judgments from the previous Touché editions, and a sample of sentence
pairs from the snippet generation framework of Alshomary et al. [3], enabling
a basic understanding of the task and the evaluation during development. For
the identification of claims and premises, the participants can use any existing
argument tagging tool, such as the API3 of TARGER [9] hosted on our own
servers, or develop an own method if necessary.

Task 2: Argument Retrieval for Comparative Questions. Given a comparison
search topic with two comparison objects and a collection of text passages, the
task is to retrieve relevant argumentative passages for one or both objects, and
to detect the passages’ stances with respect to the two objects. The collection for
Task 2 is a focused collection of 868,655 passages extracted from the ClueWeb12
for the 50 search topics of the task (cf. Sect. 2.2). Near-duplicates are already
removed with CopyCat [12] to mitigate negative impacts [13,14].

The relevance of the top-k ranked passages of a system (k ≥ 5 determined
based on assessor load) will be assessed by human annotators (‘not relevant’, ‘rel-
evant’, or ‘highly relevant’) along with the rhetorical quality [22] (‘no arguments
or low quality’, ‘average quality’, or ‘high quality’). Stance detection effectiveness
will be evaluated in terms of the accuracy of distinguishing ‘pro first compared
object’, ‘pro second compared object’, ‘neutral’, and ‘no stance’.

The participants may use a number of previously compiled resources to lower
the entry barrier of this task. These include the document-level relevance and
argument quality judgments from the previous Touché editions as well as, for
passage-level relevance judgments, a subset of MS MARCO [19] with compara-
tive questions identified by our ALBERT-based [17] classifier (about 40,000 ques-
tions are comparative) [5]. Each comparative question in MS MARCO contains

3 Also available as a Python library: https://pypi.org/project/targer-api/

https://pypi.org/project/targer-api/
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10 text passages with relevance labels. For stance detection, a dataset com-
prising 950 comparative questions and answers extracted from Stack Exchange
is provided [5]. For the identification of arguments in texts (e.g., claims and
premises), the participants can use any existing argument tagging tool, such as
the TARGER API hosted on our own servers, or develop their own tools.

Task 3: Image Retrieval for Arguments (New Task). Given a controversial topic
and a collection of web documents with images, the task is to retrieve images
that show support for each stance (pro/con the topic). The collection for Task 3
is a focused crawl of 10,000 images with the documents that contain them; for
the retrieval, also the textual content of the web documents can be used.

A system’s results should provide a searcher with a visual overview of public
opinions on a controversial topic; we envision systems that juxtapose images for
each stance. The approaches will be evaluated in terms of precision, namely by
the ratio of relevant images among 20 retrieved images, 10 per stance.

Participants may use our available image-level relevance judgments [16]; The
format is aligned with the format of the task’s collection. Similar to the other
Touché tasks, participants are free to use any additional existing tools and
datasets or develop their own. Moreover, our goal is to collect a software suite
for extracting various features—both for the images and web documents. Par-
ticipants are encouraged to contribute Docker containers to this suite.

2.2 Search Topics

For the tasks on controversial questions (Task 1) and image retrieval (Task 3),
we provide 50 search topics that represent a variety of debated societal matters.
Each of these topics has a title in terms of a question on a controversial issue, a
description specifying the particular search scenario, and a narrative that serves
as a guideline for the human assessors:

<title> Should teachers get tenure? </title>

<description> A user has heard that some countries do give teachers

tenure and others don’t. Interested in the reasoning for or against

tenure, the user searches for positive and negative arguments. [...]

</description>

<narrative> Highly relevant statements clearly focus on tenure for

teachers in schools or universities. Relevant statements consider tenure

more generally, not specifically for teachers, or [...] </narrative>

For the task on comparative questions (Task 2), we provide 50 search topics
that describe scenarios of personal decision making. Each of these topics has
a title in terms of a comparative question, comparison objects for the stance
detection of the retrieved passages, a description specifying the particular search
scenario, and a narrative that serves as a guideline for the assessors:
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<title> Should I major in philosophy or psychology? </title>

<objects> major in philosophy, psychology </objects>

<description> A soon-to-be high-school graduate finds themselves at a

crossroad in their live. Based on their interests, majoring in philosophy

or in psychology are the potential options and the graduate is searching

for information about the differences and [...] </description>

<narrative> Relevant passages will overview one of the two majors in

terms of career prospects or developed new skills, or they will provide

reasons [...] </narrative>

3 Touché at CLEF 2021: Results and Findings

At Touché 2021, we received 36 registrations (compared to 28 registrations in
the first year); aligned with the lab’s fencing-related title, the participants were
asked to select a real or fictional fencer or swordsman character (e.g., Zorro) as
their team name upon registration. We received result submissions from 27 of
the 36 registered teams (after 17 active teams in the first year) that resulted in
88 valid runs (after 41 in 2020; participants were allowed to submit up to 5 result
rankings in both years). Touché aims to foster the reproducibility of submissions
by asking participants to submit their approaches via the TIRA platform [20],
which allows easy software submission and automatic evaluation.

Task 1: Argument Retrieval for Controversial Questions. In the first two Touché
editions, Task 1 was stated as follows: given a question on a controversial topic,
retrieve relevant and high-quality arguments from a focused crawl of online
debate portals—the args.me corpus [1]. The submissions in 2021 [7] partly con-
tinued the trend of Touché 2020 [6] by deploying “traditional” retrieval models,
however, with an increased focus on machine learning models (especially for
query expansion and for argument quality assessment). Overall, there were two
main trends in the participants’ retrieval pipelines: (1) reproducing and fine-
tuning approaches from the previous year by increasing their robustness, and
(2) developing new, mostly neural approaches for argument retrieval by fine-
tuning pre-trained models for the domain-specific search task at hand.

Like in the first year, combining “traditional” retrieval models with various
query expansion methods and domain-specific re-ranking features remained a
frequent choice for Task 1. Not really surprising—given its top effectiveness as
the 2020 baseline—, DirichletLM was employed most often as the initial retrieval
model, followed by BM25. For query expansion (e.g., with synonyms), most
participating teams continued to use WordNet [11], however, Transformer-based
approaches received increased attention [2]. Moreover, many approaches tried to
use some form of argument quality estimation in the (re-)ranking.

The approaches in 2021 benefited from the relevance judgments collected at
Touché in 2020. Many teams used them for general parameter optimization but
also to evaluate intermediate results of their approaches, to select preprocessing
methods, and to fine-tune or select the best configurations.
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Task 2: Argument Retrieval for Comparative Questions. In the first two Touché
editions, Task 2 was stated as follows: given a comparative question, retrieve
documents from the ClueWeb12 that help to answer the comparative ques-
tion. The participants’ approaches submitted in 2021 all used the ChatNoir
search engine [4] for an initial document retrieval, either by submitting the orig-
inal topic titles as queries, or by applying query preprocessing (e.g., lemma-
tization and POS-tagging) and query expansion techniques (e.g., synonyms
from WordNet [11], or generation based on word2vec [18] or sense2vec embed-
dings [21]). Most teams then applied a document “preprocessing” (e.g., removing
HTML markup) before re-ranking the ChatNoir results with feature-based or
neural classifiers trained on the Touché 2020 judgments (e.g., using argumenta-
tiveness, credibility, or comparativeness scores as features). The teams predicted
document relevance labels by using a random forest classifier, XGBoost [8],
LightGBM [15], or a fine-tuned BERT [10].

Overall, in both tasks, many more approaches submitted in 2021 could
improve upon the argumentation-agnostic baselines (DirichletLM for Task 1 and
BM25 for Task 2) than in the first year, indicating that progress was achieved.

4 Conclusion

At Touché, we continue our activities to establish a collaborative platform for
researchers in the area of argument retrieval, and organize respective shared
tasks for the third time. By providing submission and evaluation tools as well
as by organizing collaborative events such as workshops, Touché aims to foster
the accumulation of knowledge and development of new approaches in the field.
All evaluation resources developed at Touché are shared freely, including search
queries (topics), the assembled manual relevance and argument quality judg-
ments (qrels), and the ranked result lists submitted by the participants (runs).
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Abstract. We present the HIPE-2022 shared task on named entity pro-
cessing in multilingual historical documents. Following the success of
the first CLEF-HIPE-2020 evaluation lab, this edition confronts systems
with the challenges of dealing with more languages, learning domain-
specific entities, and adapting to diverse annotation tag sets. HIPE-2022
is part of the ongoing efforts of the natural language processing and
digital humanities communities to adapt and develop appropriate tech-
nologies to efficiently retrieve and explore information from historical
texts. On such material, however, named entity processing techniques
face the challenges of domain heterogeneity, input noisiness, dynamics of
language, and lack of resources. In this context, the main objective of the
evaluation lab is to gain new insights into the transferability of named
entity processing approaches across languages, time periods, document
types, and annotation tag sets.

Keywords: Named entity processing · Information extraction · Text
understanding · Historical documents · Digital humanities

1 Introduction

Through decades of massive digitisation, an unprecedented amount of historical
documents became available in digital format, along with their machine-readable
texts. While this represents a major step forward in terms of preservation and
accessibility, it also bears the potential for new ways to engage with historical
documents’ contents. The application of machine reading to historical documents
is potentially transformative and the next fundamental challenge is to adapt and
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develop appropriate technologies to efficiently search, retrieve and explore infor-
mation from this ‘big data of the past’ [9]. Semantic indexing of historical docu-
ments is in great demand among humanities scholars, and the interdisciplinary
efforts of the digital humanities (DH), natural language processing (NLP), com-
puter vision and cultural heritage communities are progressively pushing forward
the processing of facsimiles, as well as the extraction, linking and representation
of the complex information enclosed in transcriptions of digitised collections [14].
In this regard, information extraction techniques, and particularly named entity
(NE) processing, can be considered among the first and most crucial processing
steps.

Yet, the recognition, classification and disambiguation of NEs in historical
texts are not straightforward, and performances are not on par with what is
usually observed on contemporary well-edited English news material [3]. In par-
ticular, NE processing on historical documents faces the challenges of domain
heterogeneity, input noisiness, dynamics of language, and lack of resources [6].
Although some of these issues have already been tackled in isolation in other
contexts (with e.g., user-generated text), what makes the task particularly dif-
ficult is their simultaneous combination and their magnitude: texts are severely
noisy, and domains and time periods are far apart.

In this regard, the first CLEF-HIPE-2020 edition1 [5] proposed the tasks of
NE recognition and classification (NER) and entity linking (EL) in ca. 200 years
of historical newspapers written in English, French and German and successfully
showed that the progress in neural NLP – specifically driven by Transformer-
based approaches – also translates into improved performances on historical
material, especially for NER. In the meantime, several European cultural her-
itage projects have prepared additional annotated text material, thereby open-
ing a unique window of opportunity for organising a second edition of the HIPE
evaluation lab in 2022.

2 Motivation and Objectives

As the first evaluation campaign of its kind on multilingual historical newspaper
material, HIPE-2020 brought together 13 enthusiastic teams who submitted a
total of 75 runs for 5 different task bundles. The main conclusion of this edition
was that neural-based approaches can achieve good performances on historical
NERC when provided with enough training data, but that progress is still needed
to further improve performances, adequately handle OCR noise and small-data
settings, and better address entity linking. HIPE-2022 will attempt to drive
further progress on these points, and also confront systems with new challenges.

HIPE-20222 will focus on named entity processing in historical documents
covering the period from the 18th to the 20th century and featuring several
languages. Compared to the first edition, HIPE-2022 introduces several novelties,
with:
1 https://impresso.github.io/CLEF-HIPE-2020.
2 https://hipe-eval.github.io/HIPE-2022/.
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– the addition of a new type of document alongside historical newspapers,
namely classical commentaries3;

– the consideration of a broader language spectrum, with 5 languages for histor-
ical newspapers (3 for the previous edition), and 3 for classical commentaries;

– the confrontation with the issue of the heterogeneity of annotation tag sets
and guidelines.

Overall, HIPE-2022 will confront participants with the challenges of dealing
with more languages, learning domain-specific entities, and adapting to diverse
annotation schemas. The evaluation lab will therefore contribute to gain new
insights on how best to ensure the transferability of NE processing approaches
across languages, time periods, document and annotation types, and to answer
the question whether one architecture/model can be optimised to perform well
across settings and annotation targets in a cultural heritage context. In partic-
ular, the following research questions will be addressed:

1. How well can general prior knowledge transfer to historical texts?
2. Are in-domain language representations (i.e. language models learned on the

historical document collections) beneficial, and under which conditions?
3. How can systems adapt and integrate training material with different anno-

tations?
4. How can systems, with limited additional in-domain training material, (re)-

target models to produce a certain type of annotation?

Recent work on NERC showed encouraging progress on several of these top-
ics: Beryozkin et al. [1] proposed a method to deal with related, but heteroge-
neous tag sets. Several researchers successfully applied meta-learning strategies
to NERC in order to improve transfer learning: Li et al. [10] improved results
for extreme low-resource few-shot settings where only a handful of annotated
examples for each entity class are used for training; Wu et al. [17] presented
techniques to improve cross-lingual transfer; and Li et al. [11] tackled the prob-
lem of domain shifts and heterogeneous label sets using meta-learning, proposing
a highly data-efficient domain adaptation approach.

2.1 Significance of the Evaluation Lab

HIPE-2022 will benefit the NLP and DH communities, as well as cultural heritage
professionals.

Benefits for the NLP community - NLP and information extraction practi-
tioners will have the possibility to test the robustness of existing approaches and
to experiment with transfer learning and domain adaptation methods, whose
performances could be systematically evaluated and compared on broad his-
torical and multilingual data sets. Beside gaining new insights with respect to
3 Classical commentaries are scholarly publications dedicated to the in-depth analysis

and explanation of ancient literary works. As such, they aim to facilitate the reading
and understanding of a given literary text. More information on the HIPE-2022
classical commentaries corpus in Sect. 3.2.
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domain and language adaptation and advancing the state of the art in seman-
tic indexing of historical material, the lab will also contribute a set of mul-
tilingual NE-annotated datasets that could be used for further training and
benchmarking.

Benefits for the DH community - DH researchers are in need of support to
explore the large quantities of text they currently have at hand, and NE process-
ing is high on their wish list. Such processing can support research questions in
various domains (e.g. history, political science, literature and historical linguis-
tics) and knowing about performances is a must in order to do an informed usage
of the enriched data. This lab’s outcome (datasets and systems) will be beneficial
to DH practitioners insofar as it will help identify state-of-the-art solutions for
NE processing of historical texts.

Benefits for cultural heritage professionals - Libraries, archives and museums
(LAM) increasingly focus on advancing the usage of artificial intelligence meth-
ods on cultural heritage text collections, in particular NE processing [7,13]. This
community is eager to collaborate and provide data (when copyright allows) for
high-quality semantic enrichment.

3 Overview of the Evaluation Lab

3.1 Task Description

HIPE-2022 focuses on the same tasks as CLEF-HIPE-2020, namely:
Task 1: Named Entity Recognition and Classification (NERC)

Subtask 1.1 - NERC-Coarse: this task includes the recognition and classifi-
cation of high-level entity types (Person, Organisation, Location, Product and
domain-specific entities, e.g. mythological characters or literary works in classical
commentaries).

Subtask 1.2 - NERC-Fine: includes ‘NERC-Coarse’, plus the detection and
classification at sub-type level and the detection of NE components (e.g. function,
title, name). This subtask will be proposed for English, French and German only.

Task 2: Named Entity Linking (EL). This task corresponds to the linking
of named entity mentions to a unique item ID in Wikidata, our knowledge base
of choice, or to a NIL node if the mention does not have a corresponding item
in the KB. We will allow submissions of both end-to-end systems (NERC and
EL) and of systems performing exclusively EL on gold entity mentions provided
by the organizers (EL-only).

3.2 Data Sets

Corpora. The lab’s corpora will be composed of historical newspapers and
classic commentaries covering ca. 200 years. We benefit from published and to-
date unpublished NE-annotated data from organisers’ previous research project,
from the previous HIPE-2020 campaign, as well as from several ongoing research
projects which agreed to postpone the publication of 10% to 20% of their anno-
tated material in order to support HIPE-2022.
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Historical Newspapers. The historical newspaper data is composed of several
datasets in English, Finnish, French, German and Swedish which originate from
various projects and national libraries in Europe:

– Le Temps data: an unpublished, annotated diachronic dataset composed of
historical newspaper articles from two Swiss newspapers in French (19C-
20C) [3]. This dataset contains 10,580 entity mentions and will be part of
the training, dev and test sets.

– HIPE-2020 data: the datasets used during the first HIPE-2020 campaign,
composed of newspaper articles from Swiss, Luxembourgish and American
newspapers in French, German and English (19C-20C). These datasets con-
tain 19,848 linked entities and will be part of the training sets.

– HIPE-2020 unpublished data: a set of unpublished diachronic annotated data
composed of newspaper articles from Swiss newspapers in French and German
(19C-20C). These data will be part of the test sets.

– NewsEye data4: a partially published annotated dataset composed of newspa-
per articles from newspapers in French, German, Finnish and Swedish (19C-
20C) [8]. The already published part contains 30,580 entities and will be part
of the training and dev sets. The unpublished one (roughly 20% of the total)
will be part of the test set.

– SoNAR data: an annotated dataset composed of newspaper articles from the
Berlin State library newspaper collections in German (19C-20C), produced
in the context of the SoNAR project5. The (soon to be) published part of
this dataset will be part of the training and dev sets, while the unpublished
lot will integrate the HIPE-2022 test set.

– Living With Machines data6: an annotated dataset composed of newspa-
per articles from the British Library newspapers in English (18C-19C), and
annotated exclusively with geographical locations following ad-hoc annota-
tion guidelines. The already published portion of the data [2] contains 3,355
annotated toponyms and will be included in the training and dev sets. The
unpublished portion will be part of the test set.

Historical Commentaries. The classical commentaries data originates from
the Ajax Multi-Commentary project and is composed of OCRed 19C commen-
taries published in French, German and English [15], annotated with both univer-
sal NEs (person, location, organisation) and domain-specific NEs (bibliographic
references to primary and secondary literature). In the field of classical studies,
commentaries constitute one of the most important and enduring forms of schol-
arship, together with critical editions and translations. They are information-rich
texts, characterised by a high density of NEs.

Annotation. In terms of annotation, the common requirement for most of
these datasets is to have person, location and organisation entity types, and
4 https://www.newseye.eu/.
5 https://sonar.fh-potsdam.de/.
6 https://livingwithmachines.ac.uk/.
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entity links towards Wikidata. The guidelines used to annotate many datasets
derive from related directives (Quaero and impresso-HIPE-2020 guidelines)7,
yet they do differ in some respects such as granularity of annotations (coarse vs
fine-grained), treatment of metonymy and inclusion of entity components.

3.3 Evaluation

To accommodate the different dimensions that characterise our datasets (lan-
guages, document types, domains, entity tag sets) and foster research on trans-
ferability, the evaluation lab will be organised around two main ‘challenges’,
namely a multilingual challenge and an adaptation challenge, each featuring sev-
eral task ‘tracks’. They will ensure that participants will have to work across
settings, e.g. with documents in at least two different languages or annotated
according to two different tag sets or guidelines, while keeping a clear and defined
evaluation frame.

Evaluation will be performed with the open source HIPE scorer8, which was
developed for the first edition of the shared task. Evaluation metrics implemented
in the scorer include (macro and micro) Precision, Recall, and F-measure and
evaluation settings will include strict (exact matching) and relaxed (fuzzy match-
ing) evaluation scenarios.

4 Conclusion

Following a first and successful shared task on NE processing on historical news-
papers, the HIPE-2022 evaluation lab proposes to confront systems with the new
challenges of dealing with more languages, learning domain-specific entities, and
adapting to diverse annotation tag sets. The overall objective is to assess and
advance the development of robust, adaptable and transferable named entity
processing systems in order to support information extraction and text under-
standing of cultural heritage data.
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Abstract. Humour remains one of the most difficult aspects of intercul-
tural communication: understanding humour often requires understand-
ing implicit cultural references and/or double meanings, and this raises
the question of its (un)translatability. Wordplay is a common source of
humour in due to its attention-getting and subversive character. The
translation of humour and wordplay is therefore in high demand. Mod-
ern translation depends heavily on technological aids, yet few works have
treated the automation of humour and wordplay translation, or the cre-
ation of humour corpora. The goal of the JOKER workshop is to bring
together translators and computer scientists to work on an evaluation
framework for wordplay, including data and metric development, and to
foster work on automatic methods for wordplay translation. We propose
three pilot tasks: (1) classify and explain instances of wordplay, (2) trans-
late single words containing wordplay, and (3) translate entire phrases
containing wordplay.
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1 Introduction

Intercultural communication relies heavily on translation. Humour remains by
far one of its most difficult aspects; to understand humour, one often has to
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grasp implicit cultural references and/or capture double meanings, which of
course raises the question of the (un)translatability of humour. One of the most
common sources of humour is wordplay, which involves the creative applica-
tion or bending of rules governing word formation, choice, or usage. Wordplay
is used by novelists, poets, playwrights, scriptwriters, and copywriters, and is
often employed in titles, headlines, proper nouns, and slogans for its ability to
grab attention and for its mnemonic, playful, or subversive character. The trans-
lation of wordplay is therefore in high demand. But while modern translation is
heavily aided by technological tools, virtually none has any specific support for
humour and wordplay, and there has been very little research on the automation
of humour and wordplay translation. Furthermore, most AI-based translation
tools require a quality and quantity of training data (e.g., parallel corpora) that
has historically been lacking of humour and wordplay.

Preserving wordplay can be crucial for maintaining the pragmatic force of
discourse. Consider the following pun from Alice’s Adventures in Wonderland by
Lewis Carroll, which exploits the homophony of lessons and lessens for humor-
ous effect: “ ‘That’s the reason they’re called lessons,’ the Gryphon remarked:
‘because they lessen from day to day.’ ” Henri Parisot’s French translation man-
ages to preserve both the sound and meaning correspondence by using the pair
cours/courts: “C’est pour cette raison qu’on les appelle des cours: parce qu’ils
deviennent chaque jour un peu plus courts.” By contrast, Google Translate uses
the pair leçons/diminuent and the sentence becomes nonsensical: “ ‘C’est la rai-
son pour laquelle on les appelle leçons, remarqua le Griffon: parce qu’elles dimin-
uent de jour en jour.’ ”

The goal of the JOKER workshop is to bring together translators, linguists
and computer scientists to work on an evaluation framework for creative lan-
guage. All types of contributions will be welcomed: this includes research, survey,
position, discussion, and demo papers, as well as extended abstracts of published
papers. We will also oversee pilot tasks making use of a new, multilingual parallel
corpus of wordplay and humour that we have produced: Pilot Task 1 is to clas-
sify single words containing wordplay according to a given typology, and provide
lexical-semantic interpretations; Pilot Task 2 is to translate single words con-
taining wordplay; and Pilot Task 3 is to translate entire phrases that subsume
or contain wordplay. The two translation tasks will initially target English and
French but may be expanded to further languages as data becomes available. As
discussed in Sect. 3 below, the consideration of appropriate evaluation metrics
for these tasks is one of the goals of the workshop.

To encourage participants to use our data in creative ways and to collect
ideas for future editions of the workshop, we also propose an Unshared Task.
We particularly welcome ideas from researchers in the humanities on how we
can promote deeper linguistic and social-scientific analysis of our data.

2 Background

Automatic Humour Analysis and Related Campaigns. To date, there have been
only a handful of studies on the machine translation (MT) of wordplay. Farwell
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and Helmreich [7] proposed a pragmatics-based approach to MT that accounts
for the author’s locutionary, illocutionary, and perlocutionary intents (that is,
the “how”, “what”, and “why” of the text), and discuss how it might be applied to
puns. However, no working system appears to have been implemented. Miller [19]
proposed an interactive method for the computer-assisted translation of puns, an
implementation and evaluation of which was described by Kolb and Miller [16].
Their study was limited to a single language pair (English to German) and
translation strategy (namely, the pun→pun strategy described below).

Numerous studies have been conducted for the related tasks of humour gen-
eration and detection. Pun generation systems have often been based on tem-
plate approaches. Valitutti and al. [26] used lexical constraints to generate adult
humour by substituting one word in a pre-existing text. Hong and Ong [11]
trained a system to automatically extract humorous templates which were then
used for pun generation. Some current efforts to tackle this difficult problem
more generally using neural approaches have been hindered by the lack of a siz-
able pun corpus [29]. Meanwhile, the recent rise of conversational agents and the
need to process large volumes of social media content point to the necessity of
automatic humour recognition [21]. Humour and irony studies are now crucial
when it comes to social listening [9,13,14,25], dialogue systems (chatbots), rec-
ommender systems, reputation monitoring, and the detection of fake news [10]
and hate speech [8].

There do exist a few monolingual humour corpora exist: for example, the
datasets created for shared tasks of the International Workshop on Semantic
Evaluation (SemEval): #HashtagWars: Learning a Sense of Humor [23], Detec-
tion and Interpretation of English Puns [20], Assessing Humor in Edited News
Headlines [12], and HaHackathon: Detecting and Rating Humor and Offense [17].
Mihalcea and Strapparava [18] collected 16,000 humorous sentences and an equal
number of negative samples from news titles, proverbs, the British National
Corpus, and the Open Mind Common Sense dataset, while another dataset
contains 2,400 puns and non-puns from news sources, Yahoo! Answers, and
proverbs [3,28]. Most datasets are in English, with some notable exceptions for
Italian [24], Russian [1,6], and Spanish [2].

Strategies for Wordplay Translation. Humorous wordplay often exploits the con-
frontation of similar forms but different meanings, evoking incongruity between
expected and presented stimuli, and this makes it particularly important in NLP
to study the strategies that human translators use for dealing with it [4,27].
On the one hand, this is because MT is generally ignorant of pragmatics and
assumes that words in the source text are formed and used in a conventional
manner. MT systems fail to recognize the deliberate ambiguity of puns or the
unorthodox morphology of neologisms, leaving such terms untranslated or else
translating them in ways that lose the humorous aspect [19]. Apart from these
implementation issues, human translation strategies could also inform the eval-
uation of machine-translated wordplay, since existing metrics based on lexical
overlap [15,22] are not applicable.
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Perhaps the most commonly cited typology of wordplay translation strategies
is that of Dirk Delabastita [4,5]. This typology was developed on the basis of
parallel corpus analysis and therefore reflects the techniques used by working
translators. And while the typology was developed specifically for puns (a type of
wordplay that exploits multiple meanings of a term or of similar-sounding words),
many of the strategies are applicable to other forms not based on ambiguity.
Delabastita’s basic options are the following:

pun→pun: The source text pun is translated by a target language pun.
pun→non-pun: The pun is translated by a non-punning phrase, which may

reproduce all senses of the wordplay or just one of them.
pun→related rhetorical device: The pun is replaced by some other

rhetorically charged phrase (involving repetition, alliteration, rhyme, etc.)
pun→zero: The part of text containing the pun is omitted altogether.
pun st=pun tt: The pun is reproduced verbatim, without attempting a

target-language rendering.
non-pun→pun: A pun is introduced in the target text where no wordplay

was present in the source text.
zero→pun: New textual material involving wordplay is added in the target

text, which bears no correspondence whatsoever in the source text.
editorial techniques: Use of some paratextual strategy for explaining the

pun of the source text (footnote, preface, etc.).

Delabastita insists on one further point: the techniques are by no means
exclusive. A translator could, for instance, suppress a pun somewhere in their
target text (pun→non-pun), explain it in a footnote (editorial techniques),
then try to compensate for the loss by adding another pun somewhere else in the
text (non-pun→pun or zero→pun). The very typology of translation strate-
gies drawn in [5] directly points to the main reason for the difficulty of conceiving
a working MT of puns. Translating wordplay does not involve recourse to what
we may commonly think of as translation, but to (almost) autonomous creative
writing activities starting from a situation determined by the source text. There-
fore, a more realistic goal for NLP might probably be machine detection, followed
by human or computer-assisted translation of wordplay.

3 Task Setup

Data. Wordplay includes a wide variety of phenomena that exploit or subvert
the phonological, orthographical, morphological, and semantic conventions of a
language. We have collected over two thousand translated examples of word-
play, in English and French, from video games, literature, and other sources.
Each example has been manually classified according to a well-defined, multi-
label inventory of wordplay types and structures, and annotated according to its
lexical-semantic or morphosemantic components.

The type inventory covers phenomena such as puns; alliteration, assonance,
and consonance (repetition of sounds across nearby words); portmanteaux (com-
bining parts of multiple words into a new word); malapropisms (the erroneous
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use of a word in place of a similar-sounding one); spoonerisms (exchanging the
initial sounds of nearby words); anagrams (a word or phrase formed by rear-
ranging the letters of another); and onomatopoeia (a word coined to approxi-
mate some non-speech or non-language sound). The structure inventory can be
used to further specify the entities involved in certain types of ambiguity-based
wordplay; its labels include homophony (words with the same pronunciation
but different spelling), homography (words with the same spelling but different
pronunciation), homonymy (words with the same spelling and pronunciation),
paronymy (words with different spelling and pronunciation), lexical structure
(the figurative and literal readings of an idiom), morphological structure (differ-
ent morphological analyses of the same word), and syntactic structure (when a
word takes on different meanings according to how the wider phrasal context is
parsed).

The examples in Table 1 give some idea of our annotated data, about half of
which consists of proper nouns and neologisms.

Table 1. Examples of annotated instances of wordplay.

Instance Type Structure Interpretation

Why is music so
painful?
Because it HERTZ

pun paronymy hurts/hertz

Weasleys’ Wildfire
Whiz-bangs

alliteration, assonance,
and consonance

— alliteration in ‘w’

She was my secretariat malapropism — secretariat/secretary

Evaluation Metrics. Pilot Task 1 includes both classification and interpretation
components. Classification performance will be evaluated with respect to accu-
racy, while interpretation performance will be measured by exact-match com-
parison to the gold-standard annotations. Accuracy is preferable over precision,
recall, and F1 as the latter are designed for binary classification. For the same
reason, they are not appropriate to evaluate translation quality.

For the wordplay translation tasks (Pilot Tasks 2 and 3), there do not yet exist
any accepted metrics of translation quality. MT is traditionally measured with
the BLEU (Bilingual Evaluation Understudy) metric, which calculates vocabu-
lary overlap between the candidate translation and a reference translation [22].
However, this metric is clearly inappropriate for use with wordplay, where a wide
variety of translation strategies (and solutions implementing those strategies) are
permissible. And as our Wonderland example from Sect. 1 demonstrates, many of
these strategies require metalexical awareness and preservation of features such
as lexical ambiguity and phonetic similarity. (Consider how substituting the syn-
onymous leçons for cours in Parisot’s translation would lose the wordplay, and
indeed render the translation nonsensical, yet still result in a near-perfect BLEU
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score with the original translation.) Furthermore, overlap measures operate only
on larger text spans and not on individual words, the morphological analysis of
which can be crucial for neologisms.

Evaluation of human translation quality is similarly problematic, with past
studies on wordplay translation (e.g., [16]) favouring qualitative rather than
quantitative analyses, or else employing only subjective metrics such as “accept-
ability” or “successfulness”. Part of the goal of the JOKER workshop is to work
towards the development of evaluation metrics for the automated translation of
wordplay. To this end, human evaluators will manually annotate the submit-
ted translations according to both subjective measures and according to more
concrete features such as whether wordplay exists in the target text, whether it
corresponds to the type used in the source text, whether the target text preserves
the semantic field, etc. At the end of the workshop, we will look for correspon-
dences between the concrete and subjective measures, and consider how the
concrete measures that best correlate with subjective translation quality might
be automated.

4 Conclusion

The JOKER project addresses the issue of European identity through the study
of humour in a cross-cultural perspective. Its main objective is to study the
strategies of localization of humour and wordplay and to create a multilingual
parallel corpus annotated according to these strategies, as well as to rethink eval-
uation metrics. To this end, we are organizing the CLEF 2022 JOKER track,
consisting of a workshop and associated pilot tasks on automatic wordplay anal-
ysis and translation. A further goal of the workshop is to unify the scientific
community interested in automatic localization of humour and wordplay and to
facilitate future work in this area. Our multilingual corpus will be made freely
available to the research community (to the extent permitted by third-party
copyrights), and this data and evaluation framework will be a step forward to
MT models adapted for creative language.

Further details on the pilot tasks and on how to participate in the track can
be found in the call for papers and guidelines on the JOKER website.1 Please
join this effort and contribute by working on our challenges!
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Abstract. The Web and social media have become the main source of informa-
tion for citizens, with the risk that users rely on shallow information in sources
prioritizing commercial or political incentives rather than the correctness and
informational value. Non-experts tend to avoid scientific literature due to its com-
plex language or their lack of prior background knowledge. Text simplification
promises to remove some of these barriers. The CLEF 2022 SimpleText track
addresses the challenges of text simplification approaches in the context of pro-
moting scientific information access, by providing appropriate data and bench-
marks, and creating a community of NLP and IR researchers working together
to resolve one of the greatest challenges of today. The track will use a corpus
of scientific literature abstracts and popular science requests. It features three
tasks. First, content selection (what is in, or out?) challenges systems to select
passages to include in a simplified summary in response to a query. Second, com-
plexity spotting (what is unclear?) given a passage and a query, aims to rank
terms/concepts that are required to be explained for understanding this passage
(definitions, context, applications). Third, text simplification (rewrite this!) given
a query, asks to simplify passages from scientific abstracts while preserving the
main content.

Keywords: Scientific text simplification · (Multi-document) summarization ·
Contextualization · Background knowledge

1 Introduction

Being science literate is an important ability for people. It is one of the keys for criti-
cal thinking, objective decision-making and judgment of the validity and significance of
findings and arguments, which allows discerning facts from fiction. Thus, having a basic
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 364–373, 2022.
https://doi.org/10.1007/978-3-030-99739-7_46
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scientific knowledge may also help maintain one’s health, both physiological and men-
tal. The COVID-19 pandemic provides a good example of such a matter. Understanding
the issue itself, being aware of and applying social distancing rules and sanitary poli-
cies, choosing to use or avoid particular treatment or prevention procedures can become
crucial. In the context of a pandemic, the qualified and timely information should reach
everyone and be accessible. That is what motivates projects such as EasyCovid.1

However, scientific texts are often hard to understand as they require solid back-
ground knowledge and use tricky terminology. Although there were some recent efforts
on text simplification (e.g. [25]), removing such understanding barriers between sci-
entific texts and general public in an automatic manner is still an open challenge.
SimpleText Lab brings together researchers and practitioners working on the gener-
ation of simplified summaries of scientific texts. It is a new evaluation lab that follows
up the SimpleText-2021 Workshop [9]. All perspectives on automatic science popular-
isation are welcome, including but not limited to: Natural Language Processing (NLP),
Information Retrieval (IR), Linguistics, Scientific Journalism, etc.

SimpleText provides data and benchmarks for discussion of challenges of automatic
text simplification by bringing in the following tasks:

– TASK 1: What is in (or out)? Select passages to include in a simplified summary,
given a query.

– TASK 2: What is unclear? Given a passage and a query, rank terms/concepts that
are required to be explained for understanding this passage (definitions, context,
applications,..).

– TASK 3: Rewrite this! Given a query, simplify passages from scientific abstracts.
– UNSHARED TASK We welcome any submission that uses our data!

2 Background

2.1 Content Selection

We observe an accelerating growth of scientific publication and their major impact on
the society, especially in medicine (e.g. the COVID-19 pandemic) and in computer sci-
ence with unprecedented use of machine learning algorithms and their societal issues
(biases, explainability, etc.). Numerous initiatives try to make science understandable
for everyone. Efforts have been made by scientific journalism (Nature, The Guardian,
ScienceX) researchers (Papier-Maché project2), and internet forums (Explain Like I’m
53). The ScienceBites4 platform publishes short simple posts about individual research
papers, making state-of-the-art science accessible to a wide audience. While structured
abstracts are an emerging trend since they tend to be informative [10,12], non-experts
are usually interested in other types of information. Popular science articles are gener-
ally much shorter than scientific publications. Thus, information selection is a crucial

1 https://easycovid19.org/.
2 https://papiermachesciences.org/.
3 https://www.reddit.com/r/explainlikeimfive.
4 https://sciencebites.org/.

https://simpletext-project.com
https://www.nature.com/news
https://www.theguardian.com/science
https://sciencex.com/
https://easycovid19.org/
https://papiermachesciences.org/
https://www.reddit.com/r/explainlikeimfive
https://sciencebites.org/
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but understudied task in document simplification especially with regard to the target
audience [39]. In many cases the information in a summary designed for an expert in
scientific domain is drastically different from that from a popularized version. More-
over, different levels of simplification, details, and explanation can be applied, e.g. for
a given scientific article the Papier-Maché platform publishes two level of simplifica-
tion: curiosity and advanced. Zhong et al. analyzed discourse factors related to sentence
deletion on the Newsela corpus made of manually simplified sentences from news arti-
cles [39]. They found that professional editors utilize different strategies to meet the
readability standards of elementary and middle schools.

The state-of-the-art in automatic summarization is achieved by deep learning mod-
els, in particular by pretrained Bidirectional Encoder Representations from Transform-
ers (BERT) which can be used for both extractive and abstractive models [24]. It is
important to study the limits of existing AI models, like GPT-2 [30] for English and
CamemBERT for French [27], and how it is possible to overcome those limits. Recently,
AI21 released the Jurassic-1 suite of language models, with 178B parameters for J1-
Jumbo [23]. Jurassic-1 is a large AI model able to transform an existing text, e.g. in
case of summarization. Multilingual T5 (mT5) is a large multilingual pretrained text-
to-text transformer model developed by Google, covering 101 languages [36]. mT5 can
be fine-tuned for any text-to-text generation, e.g. by using the SimpleT5 library.

2.2 Complexity Spotting

Our analysis of the queries from different sources revealed the gap between the actual
interest of the wide readership and the expectations of the journalists [28]. People are
interested in biology or modern technologies as long as there is a connection with their
everyday life. Thus, a simplified scientific text needs to contain references to the daily
experience of people. On the one hand, the subjective complexity of terminology is
involved when readers face concepts that go beyond their area of expertise and gen-
eral knowledge, and need additional definitions or clarifications. On the other hand,
the objective complexity of terminology is a systematic feature caused by complexity
of research areas, research traditions and socio-cultural diversity. The complexity of a
scientific area depends on peculiar attributes and conditions [34]. Ladyman et al. [22]
suggest five such conditions: numerosity of elements, numerosity of interactions, disor-
der, openness, feedback. The complexity of terminology is also associated with a for-
mal representation (signifier) of a term. Apart from borrowings, scientific text is rich in
symbols and abbreviations (acronyms, backronyms, syllabic abbreviations, etc.) that are
meant to optimize content transferring, standardize the naming of numerous elements,
allow frequent interaction among them, and facilitate data processing. But readers of
popularized publications expect explanations of the symbols and abbreviations.

One of the technical challenges here is thus term recognition. Robertson provided
theoretical justifications of the term-weighting function IDF (inverse document fre-
quency) in the traditional probabilistic model of information retrieval [31]. IDF shows
term specificity and can be used for difficult term extraction as it is connected to the
Zipf’s law. WordNet [11] distance to the basic terms can be used as a measure of the
term difficulty. Task-independent AI models, like GPT-2 [30], Jurassic-1 [23], Multilin-
gual T5 [36], can be fine-tuned for the terminology extraction. It should be noted that

https://www.ai21.com/
https://github.com/Shivanandroy/simpleT5
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there are tools available online such as OneClick Terms or TermoStat Web that allow
us to extract intuitively mono and multiwords.

2.3 Text Simplification

Existing works mainly focus on word/phrase-level (simplification of difficult words and
constructions) [4,15,26,29,32,38] or sentence-level simplifications [5,7,33,35,40,41].
Koptient and Grabar analyzed the text transformation topology during simplification
[21]. Among the most frequent transformations, they found synonymy, specification
(insertion of information), generalization (deletion of information), pronominalization,
substitution of adjectives by their corresponding nouns, and substitutions between sin-
gular and plural. In their further work, they proposed a rule-based system in French
that combines lexical and syntactic simplification, for example, by transforming pas-
sive sentences into active sentences [19], and rating a lexicon [20]. Approaches based
on rated lexicons are neither scalable nor robust to neologisms, which are frequent in
scientific texts. Recent deep learning models with a large number of training param-
eters, like GPT-2 [30], Jurassic-1 [23], Multilingual T5 [36], can be applied for text
simplification. Jurassic-1 Jumbo is the largest model publicly available with no waitlist.
The AI21 studio’s playground provides ready-to-use prompts for text simplification (see
De-Jargonizer). However, as Jiang et al. showed, a text simplification system depends
on the quality and quantity of training data [18]. Therefore, a major step in training
artificial intelligence (AI) text simplification models is the creation of high quality data.

Researchers have proposed various approaches based on expert judgment [6], read-
ability levels [13,14], crowdsourcing [2,6,35], eye-tracking [16,37], manual annotation
[17]. Traditional evaluation like comparison to the reference data by standard evalua-
tion measures is difficult to apply as one should consider the end user (young readers,
foreigners, non-experts, people with different literacy levels, people with cognitive dis-
abilities etc.) as well as source document content.

3 Data Set

In 2022, SimpleText’s data is two-fold: Medicine and Computer Science, as these two
domains are the most popular on forums like ELI5 [28]. For both domains, we provide
datasets according to our shared tasks:

– content selection relevant for non-experts;
– terminology complexity spotting in a given passage;
– simplified passages.

As in 2021, we use the Citation Network Dataset: DBLP+Citation, ACM Citation
network (12th version) [1] as source of scientific documents to be simplified [8]. It con-
tains: 4.894.083 bibliographic references published before 2020, 4.232.520 abstracts
in English, 3.058.315 authors with their affiliations, and 45.565.790 ACM citations.
Scientific textual content about any topic related to computer science can be extracted
from this corpus together with authorship. Although we manually preselected abstracts
for topics, participants also have access to use an ElasticSearch index . This Index is

https://terms.sketchengine.eu/
http://termostat.ling.umontreal.ca


368 L. Ermakova et al.

adequate to passage retrieval using BM25. Additional datasets have been extracted to
generate Latent Dirichlet Allocation models for query expansion or train Graph Neural
Networks for citation recommendation as carried out in StellarGraph5 for example. The
shared datasets are: document abstract content for LDA or Word Embedding; document
author relation for coauthoring analysis; document citation relation for co citation anal-
ysis; author citation relation for author impact factor analysis. These extra datasets are
intended to be used to select passages by authors who are experts on the topic (highly
cited by the community).

We propose 13 topics on computer science based on the recent n press titles from
The Guardian enriched with keywords manually extracted from the content of the arti-
cle (see Table 1). It has been checked that each keyword allows participants to extract
at least 5 relevant abstracts. The use of these keywords is optional.

Table 1. Query examples

Query 12: Patient data from GP surgeries sold to US companies

Topic 12.1: patient data

Query 13: Baffled by digital marketing? Find your way out of the maze

Topic 13.1: digital marketing

Topic 13.2: advertising

We selected passages that are adequate to be inserted as plain citations in the original
journalistic article. The comparison of the journalistic articles with the scientific ones,
as well as the analysis we carried out to choose topics, demonstrated that for non-experts
the most important information is the application of an object (which problem can be
solved? how to use this information/object? what are the examples?).

Text passages issued from abstracts on computer science were simplified by either
a master student in Technical Writing and Translation or a pair of experts: (1) a com-
puter scientist and (2) a professional translator , English native speaker but not special-
ist in computer science [8]. Each passage was discussed and rewritten multiple times
until it became clear for non-computer scientists. Sentences were shortened, excluding
every detail that was irrelevant or unnecessary to the comprehension of the study, and
rephrased, using simpler vocabulary. If necessary, concepts were explained.

In 2022, we introduce new data based on Google Scholar and PubMed articles on
muscle hypertrophy and health annotated by a master student in Technical Writing and
Translation, specializing in these domains. The selected abstracts included the objec-
tives of the study, the results and sometimes the methodology. The abstracts including
only the topic of the study were excluded because of lack of information. To avoid the
curse of knowledge, another master student in Technical Writing and Translation not
familiar with the domain was solicited for complexity spotting.

5 https://stellargraph.readthedocs.io/.

https://stellargraph.readthedocs.io/
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4 Tasks

In 2022, SimpleText was transformed into a CLEF lab. We propose three shared tasks
to help better understand the challenges as well as discuss these challenges and the way
to evaluate solutions. Contributions should not exclusively rely on these shared tasks.
We also welcome manual runs and runs within the unshared task.

Details on the tasks, guideline and call for contributions can be found at the
SimpleText website. In this paper we just briefly introduce the planned shared tasks.

TASK 1: What is in (or out)? Select passages to include in a simplified sum-
mary, given a query. Based on an article from a major international newspaper general
audience, this shared task aims to retrieve, from a large scientific bibliographic database
with abstracts, all relevant passages to illustrate this article. Extracted passages should
be adequate to be inserted as plain citations in the original paper. Sentence pooling and
automatic metrics can be used to evaluate these results. The relevance of the source
document can be evaluated as well as potential unresolved anaphora issues.

TASK 2: What is unclear? Given a passage and a query, rank terms/concepts
that are required to be explained for understanding this passage (definitions, con-
text, applications,..). The goal of this shared task is to decide which terms (up to 10)
require explanation and contextualization to help a reader understand a complex sci-
entific text—for example, with regard to a query, terms that need to be contextualized
(with a definition, example and/or use-case). Terms should be ranked from 1 to 10
according to their complexity. 1 corresponds to the most difficult term, while lower
ranks show that the term might be explained if there is space. Term pooling and auto-
matic metrics (e.g. accuracy, NDCG, MSE, etc.) can be used to evaluate these results.

TASK 3: Rewrite this! Given a query, simplify passages from scientific
abstracts. The goal of this shared task is to provide a simplified version of text pas-
sages. Participants are provided with queries and abstracts of scientific papers. The
abstracts can be split into sentences as in the example. The simplified passages will be
evaluated manually with use of aggregating metrics.

UNSHARED TASK. We welcome any submission that uses our data! This task is
aimed at (but not limited to) Humanities, Social Science and Technical Communication.
We encourage here manual and statistical analysis of content selection, readability and
comprehensibility of simplified texts, terminology complexity analysis.

5 Conclusion and Future Work

The paper introduced the CLEF 2022 SimpleText track, containing three shared tasks
and one unshared task on scientific text simplification. The created collection of simpli-
fied texts makes it possible to apply overlap metrics like ROUGE to text simplification.
However, we will work on a new evaluation metric that can take into account unresolved
anaphora [3] and information types. For the pilot task 2, participants will be asked to
provide context for difficult terms. This context should provide a definition and take into
account ordinary readers’ needs to associate their particular problems with the oppor-
tunities that science provides them to solve the problems [28]. Full details about the lab
can be found at the SimpleText website: http://simpletext-project.com. Help us to make
scientific results understandable!

http://simpletext-project.com/2022/clef/
http://simpletext-project.com
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Abstract. LeQua 2022 is a new lab for the evaluation of methods for
“learning to quantify” in textual datasets, i.e., for training predictors
of the relative frequencies of the classes of interest in sets of unlabelled
textual documents. While these predictions could be easily achieved by
first classifying all documents via a text classifier and then counting the
numbers of documents assigned to the classes, a growing body of litera-
ture has shown this approach to be suboptimal, and has proposed better
methods. The goal of this lab is to provide a setting for the comparative
evaluation of methods for learning to quantify, both in the binary set-
ting and in the single-label multiclass setting. For each such setting we
provide data either in ready-made vector form or in raw document form.

1 Learning to Quantify

In a number of applications involving classification, the final goal is not determin-
ing which class (or classes) individual unlabelled items belong to, but estimating
the prevalence (or “relative frequency”, or “prior probability”, or “prior”) of
each class in the unlabelled data. Estimating class prevalence values for unla-
belled data via supervised learning is known as learning to quantify (LQ) (or
quantification, or supervised prevalence estimation) [4,10].

LQ has several applications in fields (such as the social sciences, political sci-
ence, market research, epidemiology, and ecological modelling) which are inher-
ently interested in characterising aggregations of individuals, rather than the
individuals themselves; disciplines like the ones above are usually not interested
in finding the needle in the haystack, but in characterising the haystack. For
instance, in most applications of tweet sentiment classification we are not con-
cerned with estimating the true class (e.g., Positive, or Negative, or Neutral) of
individual tweets. Rather, we are concerned with estimating the relative fre-
quency of these classes in the set of unlabelled tweets under study; or, put in
another way, we are interested in estimating as accurately as possible the true
distribution of tweets across the classes.

It is by now well known that performing quantification by classifying each
unlabelled instance and then counting the instances that have been attributed to
the class (the “classify and count” method) usually leads to suboptimal quantifi-
cation accuracy; this may be seen as a direct consequence of “Vapnik’s principle”
[21], which states
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If you possess a restricted amount of information for solving some problem,
try to solve the problem directly and never solve a more general problem
as an intermediate step. It is possible that the available information is
sufficient for a direct solution but is insufficient for solving a more general
intermediate problem.

In our case, the problem to be solved directly is quantification, while the more
general intermediate problem is classification.

Another reason why “classify and count” is suboptimal is that many applica-
tion scenarios suffer from distribution shift, the phenomenon according to which
the distribution across the classes in the sample (i.e., set) σ of unlabelled doc-
uments may substantially differ from the distribution across the classes in the
labelled training set L; distribution shift is one example of dataset shift [15,18],
the phenomenon according to which the joint distributions pL(x, y) and pσ(x, y)
differ. The presence of distribution shift means that the well-known IID assump-
tion, on which most learning algorithms for training classifiers hinge, does not
hold. In turn, this means that “classify and count” will perform suboptimally
on sets of unlabelled items that exhibit distribution shift with respect to the
training set, and that the higher the amount of shift, the worse we can expect
“classify and count” to perform.

As a result of the suboptimality of the “classify and count” method, LQ has
slowly evolved as a task in its own right, different (in goals, methods, techniques,
and evaluation measures) from classification. The research community has inves-
tigated methods to correct the biased prevalence estimates of general-purpose
classifiers, supervised learning methods specially tailored to quantification, eval-
uation measures for quantification, and protocols for carrying out this evalua-
tion. Specific applications of LQ have also been investigated, such as sentiment
quantification, quantification in networked environments, or quantification for
data streams. For the near future it is easy to foresee that the interest in LQ
will increase, due (a) to the increased awareness that “classify and count” is a
suboptimal solution when it comes to prevalence estimation, and (b) to the fact
that, with larger and larger quantities of data becoming available and requir-
ing interpretation, in more and more scenarios we will only be able to afford to
analyse these data at the aggregate level rather than individually.

2 The Rationale for LeQua 2022

The LeQua 2022 lab (https://lequa2022.github.io/) at CLEF 2022 has a “shared
task” format; it is a new lab, in two important senses:

– No labs on LQ have been organized before at CLEF conferences.
– Even outside the CLEF conference series, quantification has surfaced only

episodically in previous shared tasks. The first such shared task was SemEval
2016 Task 4 “Sentiment Analysis in Twitter” [17], which comprised a binary
quantification subtask and an ordinal quantification subtask (these two sub-
tasks were offered again in the 2017 edition). Quantification also featured

https://lequa2022.github.io/
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in the Dialogue Breakdown Detection Challenge [11], in the Dialogue Qual-
ity subtasks of the NTCIR-14 Short Text Conversation task [22], and in
the NTCIR-15 Dialogue Evaluation task [23]. However, quantification was
never the real focus of these tasks. For instance, the real focus of the tasks
described in [17] was sentiment analysis on Twitter data, to the point that
almost all participants in the quantification subtasks used the trivial “clas-
sify and count” method, and focused, instead of optimising the quantification
component, on optimising the sentiment analysis component, or on picking
the best-performing learner for training the classifiers used by “classify and
count”. Similar considerations hold for the tasks discussed in [11,22,23].

This is the first time that a shared task whose explicit focus is quantification
is organized. A lab on this topic was thus sorely needed, because the topic has
great applicative potential, and because a lot of research on this topic has been
carried out without the benefit of the systematic experimental comparisons that
only shared tasks allow.

We expect the quantification community to benefit significantly from this
lab. One of the reasons is that this community is spread across different fields,
as also witnessed by the fact that work on LQ has been published in a scattered
way across different areas, e.g., information retrieval [3,6,14], data mining [7,8],
machine learning [1,5], statistics [13], or in the areas to which these techniques
get applied [2,9,12]. In their own papers, authors often use as baselines only
the algorithms from their own fields; we thus expect this lab to pull together
different sub-communities, and to generate cross-fertilisation among them.

While quantification is a general-purpose machine learning/data mining task
that can be applied to any type of data, in this lab we focus on its application
to data consisting of textual documents.

3 Structure of the Lab

3.1 Tasks

Two tasks (T1 and T2) are offered within LeQua 2022, each admitting two
subtasks (A and B).

In Task T1 (the vector task) participant teams are provided with vectorial
representations of the (training/development/test) documents. This task has
been offered so as to appeal to those participants who are not into text learning,
since participants in this task do not need to deal with text preprocessing issues.
Additionally, this task allows the participants to concentrate on optimising their
quantification methods, rather than spending time on optimising the process for
producing vectorial representations of the documents.

In Task T2 (the raw documents task), participant teams are provided with the
raw (training/development/test) documents. This task has been offered so as to
appeal to those participants who want to deploy end-to-end systems, or to those
who want to also optimise the process for producing vectorial representations of
the documents (possibly tailored to the quantification task).
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The two subtasks of both tasks are the binary quantification subtask (T1A
and T2A) and the single-label multiclass quantification subtask (T1B and T2B);
in both subtasks each document belongs only to one class y ∈ Y = {y1, ..., yn},
with n = 2 in T1A and T2A and n > 2 in T1B and T2B.

For each subtask in {T1A,T1B,T2A,T2B}, participant teams are not sup-
posed to use (training/development/test) documents other than those provided
for that subtask. In particular, participants are not supposed to use any docu-
ment from either T2A or T2B in order to solve either T1A or T1B.

3.2 Evaluation Measures and Protocols

In a recent theoretical study on the adequacy of evaluation measures for the
quantification task [19], absolute error (AE) and relative absolute error (RAE)
have been found to be the most satisfactory, and are thus the only measures
used in LeQua 2022. In particular, as a measure we do not use the once widely
used Kullback-Leibler Divergence (KLD), since the same study has found it to
be unsuitable for evaluating quantifiers.1 AE and RAE are defined as

AE(pσ, p̂σ) =
1
n

∑

y∈Y
|p̂σ(y) − pσ(y)| (1)

RAE(pσ, p̂σ) =
1
n

∑

y∈Y

|p̂σ(y) − pσ(y)|
pσ(y)

(2)

where pσ is the true distribution on sample σ, p̂σ is the predicted distribution,
Y is the set of classes of interest, and n = |Y|. Note that RAE is undefined when
at least one of the classes y ∈ Y is such that its prevalence in the sample σ of
unlabelled items is 0. To solve this problem, in computing RAE we smooth all
pσ(y)’s and p̂σ(y)’s via additive smoothing, i.e., we take pσ(y) = (ε + pσ(y))/(ε ·
n +

∑
y∈Y pσ(y)), where pσ(y) denotes the smoothed version of pσ(y) and the

denominator is just a normalising factor (same for the p̂σ(y)’s); following [8], we
use the quantity ε = 1/(2|σ|) as the smoothing factor. We then use the smoothed
versions of pσ(y) and p̂σ(y) in place of their original non-smoothed versions of
Eq. 2; as a result, RAE is now always defined.

As the official measure according to which systems are ranked, we use AE;
we also compute RAE results, but we do not use them for ranking the systems.

As the protocol for generating the test samples we adopt the so-called arti-
ficial prevalence protocol (APP), which is by now a standard protocol for the
evaluation of quantifiers. In the APP we take the test set U of unlabelled items,
and extract from it a number of subsets (the test samples), each characterised by
a predetermined vector (pσ(y1), ..., pσ(yn)) of prevalence values: for extracting a

1 One reason why KLD is undesirable is that it penalizes differently underestimation
and overestimation; another is that it is very little robust to outliers. See [19, §4.7
and §5.2] for a detailed discussion of these and other reasons.
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test sample σ, we generate a vector of prevalence values, and randomly select
documents from U accordingly.2

The goal of the APP is to generate samples characterised by widely different
vectors of prevalence values; this is meant to test the robustness of a quantifier
(i.e., of an estimator of class prevalence values) in confronting class prevalence
values possibly different (or very different) from the ones of the training set. For
doing this we draw the vectors of class prevalence values uniformly at random
from the set of all legitimate such vectors, i.e., from the unit (n − 1)-simplex
of all vectors (pσ(y1), ..., pσ(yn)) such that pσ(yi) ∈ [0, 1] for all yi ∈ Y and∑

yi∈Y pσ(yi) = 1. For this we use the Kraemer algorithm [20], whose goal is
that of sampling in such a way that all legitimate class distributions are picked
with equal probability.3 For each vector thus picked we randomly generate a test
sample. We use this method for both the binary case and the multiclass case.

The official score obtained by a given quantifier is the average value across
all test samples of RAE, which we use as the official evaluation measure; for
each system we also compute and report the value of AE. We use the non-
parametric Wilcoxon signed-rank test on related paired samples in order to assess
the statistical significance of the differences in performance between pairs of
methods.

3.3 Data

The data we use are Amazon product reviews from a large crawl of such reviews.
From the result of this crawl we remove (a) all reviews shorter than 200 charac-
ters and (b) all reviews that have not been recognized as “useful” by any users;
this yields the dataset Ω that we will use for our experimentation. As for the class
labels, (i) for the two binary tasks (T1A and T2A) we use two sentiment labels,
i.e., Positive (which encompasses 4-stars and 5-stars reviews) and Negative
(which encompasses 1-star and 2-stars reviews), while for the two multiclass
tasks (T1B and T2B) we use 28 topic labels, representing the merchandise class
the product belongs to (e.g., Automotive, Baby, Beauty).4

We use the same data (training/development/test sets) for the binary vector
task (T1A) and for the binary raw document task (T2A); i.e., the former are
the vectorized versions of the latter. Same for T1B and T2B.

The LB (binary) training set and the LM (multiclass) training set consist of
5,000 documents and 20,000 documents, respectively, sampled from the dataset
Ω via stratified sampling so as to have “natural” prevalence values for all the
class labels. (When doing stratified sampling for the binary “sentiment-based”

2 Everything we say here on how we generate the test samples also applies to how we
generate the development samples.

3 Other seemingly correct methods, such as drawing n random values uniformly at
random from the interval [0,1] and then normalizing them so that they sum up to
1, tends to produce a set of samples that is biased towards the centre of the unit
(n− 1)-simplex, for reasons discussed in [20].

4 The set of 28 topic classes is flat, i.e., there is no hierarchy defined upon it.
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task, we ignore the topic dimension; and when doing stratified sampling for the
multiclass “topic-based” task, we ignore the sentiment dimension).

The development (validation) sets DB (binary) and DM (multiclass) consist of
1,000 development samples of 250 documents each (DB) and 1,000 development
samples of 1,000 documents each (DM) generated from Ω \ LB and Ω \ LM via
the Kraemer algorithm.

The test sets UB and UM consist of 5,000 test samples of 250 documents
each (UB) and 5,000 test samples of 1,000 documents each (UM), generated from
Ω \ (LB ∪ DB) and Ω \ (LM ∪ DM) via the Kraemer algorithm. A submission
for a given subtask will consist of prevalence estimations for the relevant classes
(topic or sentiment) for each sample in the test set of that subtask.

3.4 Baselines

We have recently developed (and made publicly available) QuaPy, an open-
source, Python-based framework that implements several learning methods, eval-
uation measures, parameter optimisation routines, and evaluation protocols, for
LQ [16].5 Among other things, QuaPy contains implementations of the baseline
methods and evaluation measures officially adopted in LeQua 2022.6

Participant teams have been informed of the existence of QuaPy, so that they
could use the resources contained in it; the goal was to guarantee a high average
performance level of the participant teams, since everybody (a) had access to
implementations of advanced quantification methods and (b) was able to test
them according to the same evaluation standards as employed in LeQua 2022.

4 The LeQua Session at CLEF 2022

The LeQua 2022 session at the CLEF 2022 conference will host (a) one invited
talk by a prominent scientist, (b) a detailed presentation by the organisers,
overviewing the lab and the results of the participants, (c) oral presentations by
selected participants, and (d) poster presentations by other participants.

Depending on how successful LeQua 2022 is, we plan to propose a LeQua
edition for CLEF 2023; in that lab we would like to include a cross-lingual task.
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1. Aláız-Rodŕıguez, R., Guerrero-Curieses, A., Cid-Sueiro, J.: Class and subclass
probability re-estimation to adapt a classifier in the presence of concept drift.
Neurocomputing 74(16), 2614–2623 (2011)

2. Card, D., Smith, N.A.: The importance of calibration for estimating proportions
from annotations. In: Proceedings of the 2018 Conference of the North American
Chapter of the Association for Computational Linguistics (HLT-NAACL 2018),
New Orleans, US, pp. 1636–1646 (2018)

3. Da San Martino, G., Gao, W., Sebastiani, F.: Ordinal text quantification. In: Pro-
ceedings of the 39th ACM Conference on Research and Development in Information
Retrieval (SIGIR 2016), Pisa, IT, pp. 937–940 (2016)

4. José del Coz, J., González, P., Moreo, A., Sebastiani, F.: Learning to quantify:
Methods and applications (LQ 2021). In: Proceedings of the 30th ACM Inter-
national Conference on Knowledge Management (CIKM 2021), Gold Coast, AU
(2021). Forthcoming

5. du Plessis, M.C., Niu, G., Sugiyama, M.: Class-prior estimation for learning from
positive and unlabeled data. Mach. Learn. 106(4), 463–492 (2016). https://doi.
org/10.1007/s10994-016-5604-6

6. Esuli, A., Moreo, A., Sebastiani, F.: A recurrent neural network for sentiment quan-
tification. In: Proceedings of the 27th ACM International Conference on Informa-
tion and Knowledge Management (CIKM 2018), Torino, IT, pp. 1775–1778 (2018)

7. Esuli, A., Sebastiani, F.: Optimizing text quantifiers for multivariate loss functions.
ACM Trans. Knowl. Discov. Data 9(4), Article 27 (2015)

8. Forman, G.: Quantifying counts and costs via classification. Data Min. Knowl.
Disc. 17(2), 164–206 (2008)

9. Gao, W., Sebastiani, F.: From classification to quantification in tweet sentiment
analysis. Soc. Netw. Anal. Min. 6(1), 1–22 (2016). https://doi.org/10.1007/s13278-
016-0327-z
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Abstract. ImageCLEF s part of the Conference and Labs of the Evalu-
ation Forum (CLEF) since 2003. CLEF 2022 will take place in Bologna,
Italy. ImageCLEF is an ongoing evaluation initiative which promotes the
evaluation of technologies for annotation, indexing, and retrieval of visual
data with the aim of providing information access to large collections of
images in various usage scenarios and domains. In its 20th edition, Image-
CLEF will have four main tasks: (i) a Medical task addressing concept
annotation, caption prediction, and tuberculosis detection; (ii) a Coral
task addressing the annotation and localisation of substrates in coral reef
images; (iii) an Aware task addressing the prediction of real-life conse-
quences of online photo sharing; and (iv) a new Fusion task addressing
late fusion techniques based on the expertise of the pool of classifiers. In
2021, over 100 research groups registered at ImageCLEF with 42 groups
submitting more than 250 runs. These numbers show that, despite the
COVID-19 pandemic, there is strong interest in the evaluation campaign.
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1 Introduction

ImageCLEF is a benchmarking activity on the cross-language annotation and
retrieval of images in the Conference and Labs of the Evaluation Forum
(CLEF) [19,20]. The 20th anniversary of ImageCLEF will take place in Bologna,
Italy, in September 20221. The main goal of ImageCLEF is to promote research
in the fields of multi-lingual and multi-modal information access evaluation.
Hence, a set of benchmarking activities was designed to test different aspects of
mono and cross-language information retrieval systems [16,19,20]. Both Image-
CLEF [28] and also the overall CLEF campaign have important scholarly
impact [28,29].

Since 2018, the AIcrowd2 platform (previously crowdAI) is used to distribute
the data and receive the submitted results. The platform provides access to the
data beyond the competition and allows having an online leaderboard.

The following sections introduce the four tasks that are planned for 2022,
namely: ImageCLEFmedical, ImageCLEFcoral, ImageCLEFaware, and the new
ImageCLEFfusion. Figure 1 captures a few images the specificities of some tasks.

2 ImageCLEFmedical

The ImageCLEFmedical task has been carried out every year since 2004 [20]. The
2022 edition will include two tasks: the caption task, and the tuberculosis task.
The caption task focuses on interpreting and summarising the insights gained
from radiology images. In the 6th edition [12,13,22–24] of the task, there will be
two subtasks: concept detection and caption prediction. The concept detection
subtask aims to develop competent systems that are able to predict the Unified
Medical Language System (UMLS R©) Concept Unique Identifiers (CUIs) based
on the visual image content. The F1-Score [15] will be used to evaluate the
participating systems in this subtask. The caption prediction subtask focuses
on implementing models to predict captions for given radiology images. The
BLEU [21] score will be used for evaluating this subtask. In 2022, a subset
of the Radiology Objects in Context (ROCO) [25] dataset will be used. As in
the previous editions, the dataset will be manually curated after using multiple
concept extraction methods to retrieve accurate CUIs.

The tuberculosis task will be extended from the previous TB-case and/or
lesion classification problems [9–11,17,18] to the more advanced lesion detection
problem. As in previous editions the task will use chest 3D Computed Tomog-
raphy (CT) scans as source data, but this time participants are expected to
detect cavern regions localisation rather than simply provide a label for the CT
image. This problem is important because even after successful TB treatment,
which satisfies the existing criteria of cavern recovery, patients may still contain
colonies of Mycobacterium tuberculosis that could lead to unpredictable disease
relapse. In addition, the subtask of predicting four binary features of caverns
suggested by experienced radiologists will be available.
1 https://clef2022.clef-initiative.eu/.
2 https://www.aicrowd.com/.

https://clef2022.clef-initiative.eu/
https://www.aicrowd.com/
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Fig. 1. Sample images from (left to right, top to bottom): ImageCLEFmedical caption
with an image with the corresponding CUIs and caption, ImageCLEFmedical tubercu-
losis with a slice of a chest CT with tuberculosis cavern region, ImageCLEFcoral with
3D reconstruction of a coral reef and ImageCLEFaware with an example of user photos
and predicted influence when searching for a bank loan.

3 ImageCLEFcoral

The increasing use of structure-from-motion photogrammetry for modelling
large-scale environments from action cameras attached to drones has driven the
next-generation of visualisation techniques that can be used in augmented and
virtual reality headsets. Since 2019, the ImageCLEFcoral task addresses the issue
automatically annotating these images for monitoring coral reef structure and
composition, in support of their conservation. The 4th edition of the task will
follow a similar format to previous editions [2–4] where participants automati-
cally segment and label a collection of images that can be used in combination to
create three-dimensional models of an underwater environment. Figure 1 shows
the 3D reconstruction of a coral reef (approx. 4 × 6 m). To create this model,
each image in the subset is represented by a blue rectangle in the image, with the
track of multi-camera array clearly visible across the environment. In 2022, this
task will contain the same two subtasks as in previous years: coral reef image
annotation and localisation and coral reef image pixel-wise parsing.

The coral reef image annotation and localisation subtask requires participants
to label the images with types of benthic substrate together with their bounding
box. The coral reef image pixel-wise parsing subtask requires the participants
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to segment and parse each coral image into different image regions associated
with benthic substrate types. As in previous editions, the performance of the
submitted algorithms will be evaluated using the PASCAL VOC style metric of
intersection over union (IoU) and the mean of pixel-wise accuracy per class.

Previous editions of ImageCLEFcoral in 2019 and 2020 showed improvements
in task performance and promising results on cross-learning between images
from different geographical regions. The 3rd edition in 2021 increased the task
complexity and size of data available to participants through supplemental data,
resulting in lower performance than in previous years. The 4th edition plans to
address these issues by targeting algorithms for geographical regions and raising
the benchmark performance. As with the 3rd edition, training and test data will
form the complete set of images required for 3D reconstruction of the marine
environment. This will allow participants to explore novel probabilistic computer
vision techniques based on image overlap and transposition of data points.

4 ImageCLEFaware

The online disclosure of personal data often has effects which go beyond the
initial context in which data was shared. Content which seems innocuous initially
can be interpreted to the users’ disadvantage by third parties which have access
to the data. For instance, it is now common for prospective employers to search
online information about candidates. This process can be done by humans or
be based on automatic inferences. Users are entitled to be aware about the
potential effects of online data sharing and this task hypothesises that feedback
about these effects can be efficiently provided by simulating impactful real-life
situations. Since images constitute a large part of the content shared online, the
objective of the ImageCLEFaware task is to automatically rate user photographic
profiles in four situations in which the users would search for, e.g., a bank loan,
an accommodation, a waiter job, or a job in IT.

In the 2nd edition of the task, the dataset will be enriched to include 1000
profiles instead of the 500 included in the 1st edition. Each profile is labelled
with an appeal score per situation by several annotators. Participants will be
provided with the profiles along with the associated rankings. The objective of
the task is to produce an automatic ranking which is as closely correlated as
possible to the manual ranking. Correlation will be measured using a classical
measure such as the Pearson correlation coefficient.

Task-related resources will be provided by the organisers to encourage partic-
ipation of different communities. These resources include: (i) visual object rat-
ings per situation obtained through crowdsourcing; (ii) automatically extracted
visual object detection for over 350 objects (versus 270 in 2021) which have
non-null rating in at least one situation.

In accordance with General Data Protection Regulation, data minimisation is
applied and participants receive only the information necessary to carry out the
task in an anonymised form. This resources include (i) anonymised visual concept
ratings for each situation modelled; (ii) automatically extracted predictions for
the images that compose the profiles.
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5 ImageCLEFfusion

While the advent of deep learning systems greatly increased the overall perfor-
mance of computer vision methods in general, there are still some tasks where
system performance is low, thus impeding the adoption of automated computer
vision methods in the industry. One representative example for this type of
tasks is the prediction of subjective properties of multimedia samples. While
these tasks may be harder to solve, given the inherent lower annotator agree-
ment present in the datasets associated with such concepts, this task hypothe-
sises that it is possible to significantly improve the current results by using late
fusion approaches. Late fusion, also knows as ensembling or decision-level fusion,
consists of a set of initial predictors, called inducers, that are trained and tested
on the dataset, whose prediction outputs are combined in the final step via an
ensembling method in order to create a new and improved set of predictions. In
the current literature late fusion systems are sometimes successfully used even in
traditional tasks such as video action recognition [27], and more often in subjec-
tive and multimodal tasks like memorability [1], violence detection [7] and media
interestingness [30]. Furthermore, latest developments in this field, using deep
neural networks as the primary ensembling method show major improvements
over traditional ensembling methods, by greatly increasing the performance of
individual inducers [5,6,26].

In this context, the 1st edition of the ImageCLEFfusion task is proposed. The
organisers will provide several task-related resources such as: (i) the datasets
that will be used throughout the task; (ii) a large set (more than 15) of pre-
computed inducer prediction outputs for the corresponding datasets; and (iii)
metrics and data-splits. Participants are tasked with creating novel ensembling
methods to significantly increase the performance of the pre-computed inducers.
The targeted datasets for the ImageCLEFfusion task will be composed of ground
truth data extracted from several subjective multimedia processing tasks like
interestingness [8], memorability [14] or result diversification [31].

While the metrics and data-splits will be used to measure ensembling method
performance, this task will also look to provide answers to interesting theoretical
questions, such as: (i) how does inducer correlation affect ensemble performance;
(ii) how does inducer diversity affect ensemble performance; (iii) are there selec-
tion methods for inclusion and exclusion of inducers regarding an ensemble; (iv)
are deep learning ensembling methods better than other types of approaches?
Answering these questions may provide valuable insights for future research, not
only with regards to the best performing ensemble methods, but also into the
reduction of hardware requirements by inducer selection.

6 Conclusion

This paper presents an overview of the upcoming ImageCLEF at the CLEF
2022. ImageCLEF has been organising many tasks in a variety of domains in the
field of visual media analysis, indexing, classification, and retrieval. The 20th
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anniversary of the task includes a variety of tasks in the fields of medical imaging,
nature, system fusion, and internet applications. All the tasks will provide a
set of new test collections simulating real-world situations. Such collections are
important to enable researchers to assess the performance of their systems and
to compare their results with others following a common evaluation framework.
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a PhD grant from the University of Applied Sciences and Arts Dortmund (FH Dort-
mund), Germany. The work of Ahmad Idrissi-Yaghir and Henning Schäfer was funded
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5. Constantin, M.G., Ştefan, L.-D., Ionescu, B.: DeepFusion: deep ensembles for
domain independent system fusion. In: Lokoč, J., et al. (eds.) MMM 2021. LNCS,
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M. (eds.) CLEF 2011. LNCS, vol. 6941, pp. 95–106. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-23708-9 12

29. Tsikrika, T., Larsen, B., Müller, H., Endrullis, S., Rahm, E.: The scholarly impact
of CLEF (2000–2009). In: Information Access Evaluation. Multilinguality, Multi-
modality, and Visualization, pp. 1–12. Springer (2013). https://doi.org/10.1007/
978-3-642-40802-1 1

30. Wang, S., Chen, S., Zhao, J., Jin, Q.: Video interestingness prediction based on
ranking model. In: Proceedings of the Joint Workshop of the 4th Workshop on
Affective Social Multimedia Computing and First Multi-Modal Affective Comput-
ing of Large-Scale Multimedia Data (ASMMC-MMAC 2018), pp. 55–61. Associa-
tion for Computing Machinery (ACM) (2018)

31. Zaharieva, M., Ionescu, B., Gı̂nsca, A.L., Santos, R.L., Müller, H.: Retrieving
diverse social images at MediaEval 2017: challenges, dataset and evaluation. In:
Working Notes Proceedings of the MediaEval 2017 Workshop. CEUR Workshop
Proceedings, vol. 1984. CEUR-WS.org (2017)

https://doi.org/10.1007/978-3-030-01364-6_20
https://doi.org/10.1007/978-3-030-01364-6_20
https://doi.org/10.1007/978-3-642-23708-9_12
https://doi.org/10.1007/978-3-642-40802-1_1
https://doi.org/10.1007/978-3-642-40802-1_1


LifeCLEF 2022 Teaser: An Evaluation
of Machine-Learning Based Species

Identification and Species Distribution
Prediction
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Abstract. Building accurate knowledge of the identity, the geographic
distribution and the evolution of species is essential for the sustainable
development of humanity, as well as for biodiversity conservation. How-
ever, the difficulty of identifying plants, animals and fungi is hinder-
ing the aggregation of new data and knowledge. Identifying and nam-
ing living organisms is almost impossible for the general public and is
often difficult even for professionals and naturalists. Bridging this gap
is a key step towards enabling effective biodiversity monitoring systems.
The LifeCLEF campaign, presented in this paper, has been promoting
and evaluating advances in this domain since 2011. The 2022 edition
proposes five data-oriented challenges related to the identification and
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prediction of biodiversity: (i) PlantCLEF: very large-scale plant identifi-
cation, (ii) BirdCLEF: bird species recognition in audio soundscapes,
(iii) GeoLifeCLEF: remote sensing based prediction of species,
(iv) SnakeCLEF: Snake Species Identification in Medically Important
scenarios, and (v) FungiCLEF: Fungi recognition from images and meta-
data.

1 LifeCLEF Lab Overview

Accurately identifying organisms observed in the wild is an essential step in
ecological studies. Unfortunately, observing and identifying living organisms
requires high levels of expertise. For instance, vascular plants alone account
for more than 300,000 different species and the distinctions between them can
be quite subtle. The world-wide shortage shortage of trained taxonomists and
curators capable of identifying organisms has come to be known as the taxo-
nomic impediment. Since the Rio Conference of 1992, it has been recognized as
one of the major obstacles to the global implementation of the Convention on
Biological Diversity1. In 2004, Gaston and O’Neill [7] discussed the potential
of automated approaches for species identification. They suggested that, if the
scientific community were able to (i) produce large training datasets, (ii) pre-
cisely evaluate error rates, (iii) scale up automated approaches, and (iv) detect
novel species, then it would be possible to develop a generic automated species
identification system that would open up new vistas for research in biology and
related fields.

Since the publication of [7], automated species identification has been stud-
ied in many contexts [6,9,13,23,25,30,31,36]. This area continues to expand
rapidly, particularly due to advances in deep learning [5,8,24,26,32–35]. In order
to measure progress in a sustainable and repeatable way, the LifeCLEF2 research
platform was created in 2014 as a continuation and extension of the plant iden-
tification task that had been run within the ImageCLEF lab3 since 2011 [10–12].
Since 2014, LifeCLEF expanded the challenge by considering animals in addition
to plants, and including audio and video content in addition to images [14–21].
About 100-500 research groups annually register to LifeCLEF in order to either
download the data, register to the mailing list or benefit from the shared eval-
uation tools. The number of participants who finally crossed the finish line by
submitting runs was respectively: 22 in 2014, 18 in 2015, 17 in 2016, 18 in 2017,
13 in 2018, 16 in 2019, 16 in 2020, 1,022 in 2021 (including the 1,004 participants
of the BirdCLEF Kaggle challenge). The 2022 edition proposes five data-oriented
challenges: three in the continuity of the 2021 edition (BirdCLEF, GeoLifeCLEF
and SnakeCLEF), one new challenge related to fungi recognition with a focus
on the combination of visual information with meta-data and on edible vs. poi-
sonous species (FungiCLEF), and a considerable expansion of the PlantCLEF

1 https://www.cbd.int/.
2 http://www.lifeclef.org/.
3 http://www.imageclef.org/.

https://www.cbd.int/
http://www.lifeclef.org/
http://www.imageclef.org/
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challenge towards the identification of the world’s flora (about 300K species). In
the following sections, we describe for each of the five challenges the motivation,
the used data collection and the evaluated task.

2 PlantCLEF Challenge: Identify the World’s Flora

Motivation: It is estimated that there are more than 300,000 species of vascular
plants in the world. Increasing our knowledge of these species is of paramount
importance for the development of human civilization (agriculture, construc-
tion, pharmacopoeia, etc.), especially in the context of the biodiversity crisis
[22]. However, the burden of systematic plant identification by human experts
strongly penalizes the aggregation of new data and knowledge. Since then, auto-
matic identification has made considerable progress in recent years as highlighted
during all previous editions of PlantCLEF. Deep learning techniques now seem
mature enough to address the ultimate but realistic problem of global identifica-
tion of plant biodiversity in spite of many problems that the data may present
(a huge number of classes, very strongly unbalanced classes, partially erroneous
identifications, duplications, variable visual quality, diversity of visual contents
such as photos or herbarium sheets, etc.).

Data Collection: the training dataset that will be used this year can be dis-
tinguished in 2 main categories: labeled and unlabeled (i.e. with or without
species labels provided and checked by humans). The labeled training dataset
will be based on a dataset of more than 5M images covering more than 290k
plant species based on a web crawl with Google and Bing search engines and
the Encyclopedia of Life webportal. All datasets provided in previous editions
of PlantCLEF can also be used and the use of external data will be encouraged,
notably via the gbif-dl4 package which facilitates the download of media data
from the world’s largest biodiversity database (GBIF5) by wrapping its public
API. The unlabeled training dataset will be based on more than 9 million pic-
tures coming from the Pl@ntNet platform [4] (associated with a pseudo-label
but without human verification). Finally, the test set will be a set of tens of
thousands pictures verified by world class experts related to various regions of
the world and taxonomic groups.

Task Description: the task will be evaluated as a plant species retrieval task
based on multi-image plant observations from the test set. The goal will be to
retrieve the correct plant species among the top results of a ranked list of species
returned by the evaluated system. The participants will first have access to the
training set and a few months later, they will be provided with the whole test set.
Semi-supervised or unsupervised approaches will be strongly encouraged and a
starter package with a pre-trained model based on this type of method exploiting
the unlabeled training dataset will be provided.

4 https://github.com/plantnet/gbif-dl.
5 https://www.gbif.org/.

https://github.com/plantnet/gbif-dl
https://www.gbif.org/
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3 BirdCLEF Challenge: Bird Species Identification
in Soundscape Recordings

Motivation: Recognizing bird sounds in complex soundscapes is an important
sampling tool that often helps to reduce the limitations of point counts6. In the
future, archives of recorded soundscapes will become increasingly valuable as
the habitats in which they were recorded will be lost in the near future. It is
imperative to develop new technologies that can cope with the increasing amount
of audio data and that can help to accelerate the process of species diversity
assessments. In the past few years, deep learning approaches have transformed
the field of automated soundscape analysis. Yet, when training data is sparse,
detection systems struggle with the recognition of rare species. The goal of this
competition is to establish training and test datasets that can serve as real-world
applicable evaluation scenarios for endangered habitats and help the scientific
community to advance their conservation efforts through automated bird sound
recognition.

Data Collection: We will build on the experience from previous editions and
adjust the overall task to encourage participants to focus on few-shot learning
and task-specific model designs. We will select training and test data to suit
this demand. As for previous years, Xeno-canto will be the primary source for
training data, expertly annotated soundscape recordings will be used for testing.
We will focus on bird species for which there is limited training data, but we will
also include common species so that participants can train good recognition sys-
tems. In search of suitable test data, we will consider different data sources with
varying complexity (call density, chorus, signal-to-noise ratio, anthropophony),
and quality (mono and stereo recordings). We also want to focus on very spe-
cific real-world use cases (e.g., conservation efforts in Hawaii) and frame the
competition based on the demand of the particular use case. Additionally, we
are considering including unlabeled data to encourage self-supervised learning
regimes.

Task Description: The competition will be held on Kaggle and the evaluation
mode will resemble the 2021 test mode (i.e., hidden test data, code competi-
tion). We will use established metrics like F1 score and LwLRAP which reflect
use cases for which precision is key and also allow organizers to assess system
performance independent of fine-tuned confidence thresholds. Participants will
be asked to return a list of species for short audio segments extracted from
labeled soundscape data. In the past, we used 5-second segments, and we will
consider increasing the duration of these context windows to better reflect the
overall ground truth label distribution. However, the overall structure of the task
will remain unchanged, as it provides a well-established base that has resulted
in significant participation in past editions (e.g., 1,004 participants and 9,307
submissions in 2021). Again, we will strive to keep the dataset size reasonably

6 e.g. some species might be oversampled or undersampled.
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small (<50 GB) and easy to process, and we will also provide introductory code
repositories and write-ups to lower the entry level of the competition.

4 GeoLifeCLEF Challenge: Species Prediction Based
on Occurrence Data, Environmental Data and Remote
Sensing Data

Motivation: Automatically predicting the list of species that are the most
likely to be observed at a given location is useful for many scenarios in bio-
diversity conservation, ecotourism, land management, etc. First of all, it allows
improve species identification tools by reducing the list of candidate species
that are observable at a given location (be they automated, semi-automated
or based on classical field guides or flora). More generally, it facilitates biodi-
versity inventories through the development of location-based recommendation
services (typically on mobile phones), it favours the involvement of non-expert
nature observers, as well as accelerate the annotation or validation of species
observed by non-experts to produce high quality datasets. Last but not least, it
might serve educational purposes thanks to biodiversity discovery applications
providing functionalities such as contextualized educational pathways.

Data Collection: The GeoLifeCLEF dataset (already used in 2020 and 2021)
contains about 2 million observations of around 30 thousand plant and ani-
mal species. Each observation is paired with very high-resolution covariates
(aerial imagery, land cover, altitude) and environmental rasters (bioclimatic
variables, soil type, etc.). The dataset took months to build in its raw format
(∼850 GB) and we reformatted it in a more convenient and memory efficient
format (∼100 GB). Indeed, it has not yet been used to its full potential due (i)
to the computing power required to train models on it, and, (ii) to the complex-
ity and the wide variety of challenges of the tackled task. In 2021, the challenge
focused on measuring the efficiency of remote sensing imagery to predict the
presence of species at a given location. In 2022, the objective is to make this
competition more realistic by changing the evaluation protocol: the models will
be evaluated on new presence/absence observation data. This means that the
2022 challenge will tackle two main issues in species presence prediction: (i) tak-
ing into consideration the sampling bias due to the presence-only nature of the
training observation data, and, (ii) predicting relevant sets of species present at
the given location.

Task Description: Given the test set of locations (i.e. geo-coordinates) and
corresponding high-resolution and environmental covariates, the goal of the task
will be to return for each location a ranked list of species sorted according to
the likelihood that they might have been observed at that location. The metric
used will be a multi-label metric such as mean average precision (mAP).
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5 SnakeCLEF Challenge: Automated Snake Species
Identification with Country-Level Focus

Motivation: Developing a robust system for identifying snake species from pho-
tographs is an important goal in biodiversity and global health. With over half a
million of deaths and disability from venomous snakebite annually, understand-
ing the global distribution of more than 3,900 snake species and differentiating
them from images (particularly images of low quality) will significantly improve
epidemiology data and treatment outcomes. From previous editions, we learned
that “machines” are capable of accurate recognition (MacroF1c >90%, Accu-
racy ∼95%) even in the scenarios with long-tailed class distributions and ∼800
species. Thus, testing over real Medically Important Scenarios and integrat-
ing information on species toxicity is the next step to provide a more reliable
“machine” prediction.

Data Collection: The dataset used in previous editions [27,29] will be extended
with new and rare species as well as with images from countries with no or just
a few samples, reducing the uneven species distributions across all the countries
included in the data. For testing, we tailored two sets, one for a machine evalu-
ation and the second for the HUMAN vs AI comparison. The SnakeCLEF 2022
dataset covers 1,000 snake species on more than 500,000 images and from approx-
imately 200 countries – adding 224 new species. In addition, we include: (i) snake
species toxicity level, allowing us to research methods for lowering the possibility
of medically-critical mis-prediction, i.e., confusion of venomous species with non-
venomous. (ii) country-species mapping file describing species-country presence
based on the The Reptile Database and allowing better worldwide regularization.

Task Description: Given the set of images and corresponding geographic local-
ity information, the goal of the task is to return for each image a ranked list
of species sorted according to the likelihood that they are in the image and
might have been observed at that location and minimising the venomous/non-
venomous confusion.

6 FungiCLEF Challenge: Fungi Recognition from Images
and Metadata

Motivation: Automatic recognition of fungi species assists mycologists, citizen
scientists and nature enthusiasts in species identification in the wild. Its avail-
ability supports the collection of valuable biodiversity data. In practice, species
identification typically does not depend solely on the visual observation of the
specimen but also on other information available to the observer – such as habi-
tat, substrate, location and time. Thanks to rich metadata, precise annotations,
and baselines available to all competitors, the challenge provides a benchmark
for image recognition with the use of additional information. Moreover, simi-
larly to SnakeCLEF, the toxicity of a mushroom can be crucial for the decision
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of a mushroom picker. The task will explore the decision process beyond the
commonly assumed 0/1 cost function.

Data Collection: The challenge dataset is based on the DF20 dataset [28],
contains 295,938 training images belonging to 1,604 species observed mostly in
Denmark. All training samples passed an expert validation process, guaranteeing
high quality labels. Rich observation metadata about habitat, substrate, time,
location, EXIF etc. are provided. The challenge comes with two different test
sets: (i) The first is unique in its annotation process, as all test images belong to
physical samples sent for DNA sequencing. (ii) The second, with approximately
60k images, covers the whole year and includes observations collected across all
substrate and habitat types.

Task Description: Given the set of images and corresponding metadata, the
goal of the task is to return for each image a ranked list of species sorted accord-
ing to the likelihood of the species appearing in the image. A baseline procedure
to include meta-data in the decision problem, as well as pre-trained baseline
image classifiers, will be provided as part of the task description to all partici-
pants.

7 Timeline and Registration Instructions

All information about the timeline and participation in the challenges is provided
on the LifeCLEF 2022 web pages [3]. The challenges themselves are ran on
the AIcrowd platform [1] and the Kaggle platform [2] for the registration, the
submission of runs, the display of the leaderboard, etc.

8 Conclusions and Perspectives

To fully reach its objective, an evaluation campaign such as LifeCLEF requires
a long-term research effort so as to (i) encourage non-incremental contributions,
(ii) measure consistent performance gaps, (iii) progressively scale-up the problem
and (iv) enable the emergence of a strong community. The 2022 edition of the
lab supports this vision and also includes the following innovations:

– A new task on fungi recognition from images and metadata.
– A widening of the plant task at the scale of the world flora (100K-300K

species).
– The inclusion of new data for the bird task with a focus on unsupervised

training, stereo audio recordings and concrete conservation use cases.
– The inclusion of presence-absence test data for the GeoLifeCLEF challenge.
– The evaluation of decision problems for poisonous and venomous species iden-

tification represents a task beyond 0/1 cost function, not represented in com-
puter vision benchmarks.
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Abstract. The discovery of new chemical compounds is a key driver of
the chemistry and pharmaceutical industries, and many other industrial
sectors. Patents serve as a critical source of information about new chemi-
cal compounds. The ChEMU (Cheminformatics Elsevier Melbourne Uni-
versities) lab addresses information extraction over chemical patents and
aims to advance the state of the art on this topic. ChEMU lab 2022, as
part of the 13th Conference and Labs of the Evaluation Forum (CLEF-
2022), will be the third ChEMU lab. The ChEMU 2020 lab provided
two information extraction tasks, named entity recognition and event
extraction. The ChEMU 2021 lab introduced two more tasks, chemical
reaction reference resolution and anaphora resolution. For ChEMU 2022,
we plan to re-run all the four tasks with a new task on semantic classi-
fication for tables as the fifth one. In this paper, we introduce ChEMU
2022, including its motivation, goals, tasks, resources, and evaluation
framework.

Keywords: Named entity recognition · Event extraction · Anaphora
resolution · Reaction reference resolution · Table classification ·
Chemical patents · Text mining

1 Overview

The ChEMU campaign focuses on information extraction tasks over chemical
reactions in patents. The ChEMU2020 lab [5,6,12] provided two information
extraction tasks, named entity recognition and event extraction. The ChEMU
2021 lab [4,9,10] introduced two more tasks, chemical reaction reference reso-
lution and anaphora resolution. This year, we plan to re-run all the four tasks
with a new task on semantic classification for tables as the fifth one. Together,
the tasks support comprehensive automatic chemical patent analysis.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 400–407, 2022.
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1.1 Why Is This Campaign Needed?

The discovery of new chemical compounds is a key driver of the chemistry and
pharmaceutical industries, and many other industrial sectors. Patents serve as a
critical source of information about new chemical compounds. Compared with
journal publications, patents provide more timely and comprehensive informa-
tion about new chemical compounds [1,2,13], since they are usually the first
venues where new chemical compounds are disclosed. Despite the significant
commercial and research value of the information in patents, manual effort is
still the primary mechanism for extracting and organising this information. This
is costly, considering the large volume of patents available [7,11]. Development
of automatic natural language processing (NLP) systems for chemical patents,
which aim to convert text corpora into structured knowledge about chemical
compounds, has become a focus of recent research [6,8].

1.2 How Would the Community Benefit from the Campaign?

There are three key benefits of this campaign to our community. First, our tasks
provide a unique chance for NLP experts to develop information extraction mod-
els for chemical patents and gain experience in analysing the linguistic properties
of patent documents. Second, several high-quality data sets will be released for a
range of complex information extraction tasks that have applicability beyond the
chemical domain. Finally, the tasks provided in this campaign focus on the field
of information extraction over chemical literature, which is an active research
area. The campaign will provide strong baselines as well as a useful resource for
future research in this area.

1.3 Usage Scenarios

The details of chemical synthesis are critical for tasks including drug design and
analysis of environmental or health impacts of material manufacturing. A key
usage scenario for ChEMU is population of databases collecting detailed infor-
mation about chemicals such as Reaxys®,1 The tasks within the ChEMU 2022
lab will lead towards detailed understanding of complex descriptions of chemi-
cals, chemical properties, and chemical reactions in chemical patents, addressing
a number of natural language processing challenges involving both local and
longer-distance relations and table analysis.

2 Tasks

We first briefly introduce the tasks from previous years, then describe the new
table classification task. For more details about previous tasks, please refer to
the corresponding overview paper ChEMU 2020 [6,12], ChEMU 2021 [4,9], and
our website hosting the shared tasks2.
1 Reaxys® Copyright c©2021 Elsevier Life Sciences IP Limited. Reaxys is a trademark

of Elsevier Life Sciences IP Limited, used under license. https://www.reaxys.com.
2 http://chemu.eng.unimelb.edu.au/.

https://www.reaxys.com
http://chemu.eng.unimelb.edu.au/
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2.1 Task 1 Expression-Level Information Extraction

Task 1 consists of three sub-tasks, i.e. named entity recognition, event extraction,
and anaphora resolution, since they only consider entities or relations between
them within a few consecutive sentences.

In our ChEMU corpus, every snippet has been annotated for all three tasks,
which opens the opportunity to explore multi-task learning since the input data
is the same for all three tasks, as illustrated in Table 1. Fang et al. [3] extended
coreference resolution with four other bridging relations as the anaphora reso-
lution task. Results show that the performance of coreference resolution model
can be further improved if bridging relation annotations are also available on the
same data and the model is jointly trained for 5 relations instead of just corefer-
ence. One possible explanation for this is that a large part of the jointly trained
model is shared for both coreference resolution and bridging relation tasks so
effectively the jointly trained model is making use of more data which reduces
the risk of overfitting and improves its ability to generalization. We expect more
exploration towards this direction.

Task 1a Named Entity Recognition. This task aims to identify chemical
compounds and their specific types. In addition, this task also requires identi-
fication of the temperatures and reaction times at which the chemical reaction
is carried out, as well as yields obtained for the final chemical product and the
label of the reaction. In total, the participants need to find 10 types of named
entities.

Task 1b Event Extraction. A chemical reaction leading to an end product
often consists of a sequence of individual event steps. This task is to identify
those steps which involve chemical entities recognized from Task 1a. It requires
identification of event trigger words (e.g. “added” and “stirred”) and then deter-
mination of the chemical entity arguments of these events.

Task 1c Anaphora Resolution. This task requires the resolution of anaphoric
dependencies between expressions in chemical patents. The participants are
required to find five types of anaphoric relationships in chemical patents, i.e.
coreference, transformed, reaction-associated, work-up and contained.

2.2 Task 2 Document-Level Information Extraction

Tasks 2 groups together the two tasks chemical reaction reference resolution and
table semantic classification, since both of these tasks take a complete patent doc-
ument as input rather than the short snippet extracts of Task 1. This increases
the complexity of the task from a language processing perspective. The reaction
references can relate reaction descriptions that are far apart, and the semantics
of a table may depend on linguistic context from the document structure or
content (Table 2).
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Table 1. Illustration of three tasks performed on the same snippet, namely, Task
1a Named Entity Recognition (NER), Task 1b Event Extraction (EE), and Task 1c
Anaphora Resolution (AR).

Text The title compound was used without purification (1.180 g, 95.2%) as yellow solid

NER The title compound was used without purification (1.180 g, 95.2%) as yellow
solid

REACTION PRODUCT: title compound

YIELD OTHER: 1.180 g

YIELD PERCENT: 95.2%

EE The title compound was used without purification (1.180 g, 95.2%) as yellow
solid

REACTION STEP: used → REACTION PRODUCT: title compound

REACTION STEP: used → YIELD OTHER: 1.180 g

REACTION STEP: used → YIELD PERCENT: 95.2%

AR The title compound was used without purification (1.180 g, 95.2%) as yellow
solid

COREFERENCE: yellow solid → The title compound (1.180 g, 95.2%)

Table 2. An example for Task 2a chemical reaction reference resolution, where reaction
2 (RX2) is producing Compound B13 following the procedure that reaction 1 (RX1)
produces Compound B11.

Text

RX1 A mixture of the obtained ester, ... was stirred under argon and heated at
110 ◦C. for 24 h. ... Column chromatography of the residue (silica
gel-hexane/ethyl acetate, 9:1) gave Compound B11, ...

...

RX2 Using 2-ethoxyethanol and following the procedure for Compound B11
gave Compound B13, bis(2-ethoxyethyl) 3,3’-((2-(bromomethyl)-2-
((3-((2-ethoxyethoxy)carbonyl)phenoxy)methyl)propane-1,3-
diyl)bis(oxy))dibenzoate,

Some preliminary results on these tasks show that traditional machine learn-
ing models perform reasonably well and can sometimes do better than neural
network models, especially on minority classes. It would be interesting to see if
there exists a combined model that has the best of two worlds.

Task 2a Chemical Reaction Reference Resolution. Given a reaction
description, this task requires identifying references to other reactions that the
reaction relates to, and to the general conditions that it depends on. The par-
ticipants are required to find pairs of reactions where one of them is the general
condition for or is analogous to the other reaction.
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Task 2b Table Semantic Classification. This task is about categorising
tables in chemical patents based on their contents, which supports identification
of tables containing key information. We define 8 types of tables as shown in
Table 3. Figure 1 shows an example SPECT table. Please refer to Zhai et al. [15]
for the dataset and Zhai et al. [16] for more details on the settings of this task.

Table 3. 8 labels defined for Task 2b semantic classification on tables, and examples
of expected content.

Label Description Examples

SPECT Spectroscopic data Mass spectrometry, IR/NMR
spectroscopy

PHYS Physical data Melting point, quantum chemical
calculations

IDE Identification of compounds Chemical name, structure, formula,
label

RX All properties of reactions Starting materials, products, yields

PHARM Pharmacological data Pharmacological usage of chemicals

COMPOSITION Compositions of mixtures Compositions made up by multiple
ingredients

PROPERTY Properties of chemicals The time of resistance of a
photoresist

OTHER Other tables –

Ex. Structure Purification, Physical properties

3

Recrystallization from 2-propanol
1H-NMR and 19F-NMR (CDCl3) δ [ppm]: 1.10 (t, 3H), 
1.87-1.98 (m, 2H), 3.39 (t, 2H), 3.98 (s, 2H), 6.05 (tt, 
1 H), 7.33-7.43 (m, 3H), 7.54-7.62 (m, 2H), 7.84 (d, 
1 H), 7.88 (d, 1H), -137.40 (d, 2F), - 129.74 (s, 2F), 
-123.80 (s, 2F), -121.43 (s, 2F), -120.55 (s, 2F), 
-109.83 (s, 2F), tentatively assigned as E-
configuration
White solid, mp: 66-68°C

4

Recrystallization from 2-propanol
1H-NMR and 19F-NMR (CDCl3). δ [ppm]: 0.89 (t, 3H), 
1.20-1.50 (m, 10H), 1.83-1.96 (m, 2H), 3.40 (t, 2H), 
3.98 (s, 2H), 6.05 (tt, 1H), 7.33-7.48 (m, 3H), 
7.53-7.63 (m, 2H), 7.88 (d, 1H), 7.88 (d, 1H), - 137.47 
(d, 2F), -129.75 (s, 2F), -123.81 (s, 2F), -121.45 (s, 
2F), -120.02 (s, 2F), - 109.81 (s, 2F), tentatively 
assigned as E-configuration
White solid, mp: 78-79°C

Fig. 1. An example table in SPECT category.

2.3 Changes Proposed for Rerunning Previous Tasks

The number of participating teams in ChEMU 2021 was much lower than that
in ChEMU 2020 (2 vs. 11 teams). We believe the primary reason for this was
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Table 4. A summary of the information about participation, data, and baseline models
for all tasks. NER is short for Named Entity Recognition, EE for Event Extraction,
AR for Anaphora Resolution, CR3 for Chemical Reaction Reference Resolution, TSC
for Table Semantic Classification.

Task Continued? Data Baseline models

1a NER 2020 task 1 Existing 1500 snippets as train and He et al. [6]

1b EE 2020 task 2 dev sets. 500 new snippets will be

1c AR 2021 task 2 annotated and used as the test set Fang et al. [3]

2a CR3 2021 task 1 Data for ChEMU 2021 will be reused Yoshikawa et al. [14]

2b TSC New task All the data is ready for release Zhai et al. [16]

that the time given to participants was too short. The data for both tasks of
ChEMU 2021 was released in early April, while the deadline for submitting
the final predictions on test set was in mid-May, which left only 6 weeks to the
participants to build and test their models. Additionally, the pandemic is not
over yet, and one team mentioned that they faced several related challenges.
Both teams that participated in ChEMU 2021 Task 2 asked for extensions to
the various deadlines. This year, we will release the data for ChEMU 2022 by
the end of this year, so that the participants will have a few months instead of
a few weeks to work on them.

Furthermore, we will simplify the two tasks from ChEMU 2021 (2022 Tasks 1c
and 2a), by providing the gold spans of mentions and chemical reactions, respec-
tively. Since both teams have proposed a few potential directions for improving
their relation extraction component, we hope to support exploration of more
ideas on the this part. The simplification will also make it easier for participants
to build models, and could potentially attract more people.

2.4 Data and Evaluation

A new corpus for Task 2b of 788 patents containing annotated tables will be
first split into training, development, and test sets according to 60%/15%/25%
portion. The training and development sets will be released in December, and
the test set without annotations will be released one week before the evaluation
deadline.

Data for other tasks will be released following the same schedule. For the three
tasks of Task 1, the data released for ChEMU 2020 and 2021 (1500 snippets)
will serve as the training and development sets, while 500 new snippets will be
annotated for all three tasks and used as the test set. Since no one participated
in Task 2a (ChEMU 2021 Task 1), its test set is untouched. Therefore, the data
for this task will be reused as is for ChEMU 2022.

For evaluation, standard precision, recall, and F1 score will be used. For each
task, we will take the model from our published papers as strong baselines and
make them available to all participants, as shown in Table 4.
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3 Conclusion

In this paper, we have presented a brief description of the upcoming ChEMU
lab at CLEF-2022 including the re-run of all four tasks from ChEMU 2020/2021
and a new table semantic classification task.

We expect participants from both academia and industry and will advertise
our tasks via social media and NLP-related mailing lists. In addition, we will
invite previous participants and authors who have submitted to Frontiers In
Research Metrics and Analytics special issue (Information Extraction from Bio-
Chemical Text) to join ChEMU 2022.
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Abstract. ARQMath-3 is the third edition of the Answer Retrieval for
Questions on Math lab at CLEF. In addition to the two main tasks from
previous years, an interesting new pilot task will also be run. The main
tasks include: (1) Answer Retrieval, returning posted answers to mathe-
matical questions taken from a community question answering site (Math
Stack Exchange (MSE)), and (2) Formula Retrieval, returning formulas
and their associated question/answer posts in response to a query for-
mula taken from a question. The previous ARQMath labs created a large
new test collection, new evaluation protocols for formula retrieval, and
established baselines for both main tasks. This year we will pilot a new
open domain question answering task as Task 3, where questions from
Task 1 may be answered using passages from documents from outside of
the ARQMath collection, and/or that are generated automatically.

Keywords: Community question answering · Formula retrieval ·
Mathematical Information Retrieval · Math-aware search · Open
domain QA

1 Introduction

Effective question answering systems for math would be valuable for math Com-
munity Question Answering (CQA) forums, and more broadly for the Web at
large. Community Question Answering sites for mathematics such as Math Stack
Exchange1 (MSE) and Math Overflow [12] are widely-used resources. This indi-
cates that there is great interest in finding answers to mathematical questions
posed in natural language, using both text and mathematical notation.

The ARQMath lab [6,17] was established to support research into retrieval
models that incorporate mathematical notation. With a number of Math Infor-
mation Retrieval (MIR) systems having been introduced recently [1,5,8,9,15], a
standard MIR benchmark is essential for understanding the behavior of retrieval

1 https://math.stackexchange.com.
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Table 1. Example ARQMath-2 queries and results.

Question Answering (Task 1) Formula Retrieval (Task 2)

Question (Topic A.220)

I’m having a difficult time understanding how
to give a combinatorics proof of the identity

n∑

k=0

(x+k
k

)
=

(x+n+1
n

)

Formula Query (Topic B.220) I’m having a
difficult time understanding how to give a
combinatorics proof of the identity

n∑

k=0

(x+k
k

)
=

(x+n+1
n

)

Relevant
The right side is the number of ways of choos-
ing n elements from {1, 2, 3, ..., 2n}. The
number of ways of choosing n elements from
that set that starting with 1, 2, ..., n − k and

not containing n − k + 1 is
(n+k−1

k

)
.

Relevant
Question: prove by induction on n+m the
combinatoric identity:

n∑

k=0

(m+k
k

)
=

(m+n+1
n

)

I’ve tried to do on both n and m
...

Non-Relevant
Hint: Find a combinatorial argument for
which
n∑

k=0

(n
k

)(k
2

)
=

(n
2

)
2n−2

then use the previous identity.
...

Non-Relevant
Hint
n∑

k=0

(n
k

)
xk = (1 + x)n

Integrate twice both rhs and lhs with respect
to x and when finished, plug x = 1 in your
result.

models and implementations. To that end, the previous ARQMath collections
produced a new collection, assessment protocols, parsing and evaluation tools,
and a benchmark containing over 140 annotated topics for each of two tasks:
math question answer retrieval, and formula retrieval.2

ARQMath is the first shared-task evaluation on question answering for math.
Using formulae and text in posts from Math Stack Exchange (MSE), participat-
ing systems are given a question and asked to return potential answers. Rele-
vance is determined by how well returned posts answer the provided question.
The left column of Table 1 shows an example topic from Task 1 (ARQMath-2
Topic A.220), showing one answer assessed as relevant, and another assessed
as non-relevant. The goal of Task 2 is retrieving relevant formulae for a for-
mula query taken from a question post (e.g., the formula in the question post
shown at top-right in Table 1), where relevance is determined in-context, based
on the question post for the query formula and the question/answer posts in
which retrieved formulae appears. This task is illustrated in the right column of
Table 1 (ARQMath-2 Topic B.220).

Before ARQMath, early benchmarks for math-aware search were developed
through the National Institute of Informatics (NII) Testbeds and Community for
Information Access Research (at NTCIR-10 [2], NTCIR-11 [3] and NTCIR-12
[16]). The Mathematical Information Retrieval (MathIR) evaluations at NTCIR
included tasks for both structured “text + math” queries and isolated formula
retrieval, using collections created from arXiv and Wikipedia. ARQMath com-
plements the NTCIR test collections by introducing additional test collections
based on naturally occurring questions, by assessing formula relevance in con-
text, and by substantially increasing the number of topics.

2 https://www.cs.rit.edu/∼dprl/ARQMath.

https://www.cs.rit.edu/~dprl/ARQMath
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In this paper, we summarize existing data and tools, the second edition of
the ARQMath lab, and planned changes for ARQMath-3. Briefly, ARQMath-
3 will reuse the ARQMath collection, which consists of MSE posts from 2010
to 2018. The most substantial change is the addition of a new open domain
question answering task as a pilot task.3 Unlike our ongoing answer retrieval
task, in which the goal is to return existing answers, for the new open domain
question answering task systems may retrieve and/or generate answers, such as
was done previously for the Question Answering tracks at TREC-8 [13] through
TREC-13 [14], and the Conversational Question Answering Challenge [10].

2 ARQMath Tasks

ARQMath-3 will include the same two tasks as ARQMath-1 and -2, and it
introduces a pilot task on open domain question answering for math, where
external knowledge sources may be used to find, filter, and even generate answers.

2.1 Task 1: Answer Retrieval

The primary task for the ARQMath labs is answer retrieval, in which participants
are presented with a question posted on MSE after 2018, and are asked to return
a ranked list of up to 1,000 answers from prior years (2010–2018). In each lab,
the participating teams ranked answer posts for 100 topics. In ARQMath-1 77
and in ARQMath-2 71 topics were assessed and used for the evaluation. In
ARQMath-1, for primary runs the pooling depth was 50 and 20 for other runs.
In ARQMath-2, these values were adjusted to 45 and 15 because the number of
runs doubled, and participating teams also nearly doubled.

Table 2 summarizes the graded relevance scale used for assessment. System
results (‘runs’) were evaluated using the nDCG′ measure (read as “nDCG-
prime”), introduced by Sakai [11] as the primary measure. nDCG′ is simply
normalized Discounted Cumulative Gain (nDCG), but with unjudged documents
removed before scoring. Two additional measures, mAP′ and P′@10, were also
reported using binarized relevance judgments. In both labs, participants were
allowed to submit up to 5 runs, with at least one designated as primary.

2.2 Task 2: Formula Retrieval

The ARQMath formula retrieval task has some similarity to the Wikipedia For-
mula Browsing Task from NTCIR-12 [16]. In the NTCIR-12 task, given a single
query formula, similar formulae in a collection were to be returned. The NTCIR-
12 formula browsing task test collection had only 20 formula queries (plus 20
modified versions with wildcards added), whereas in ARQMath-1, 74 queries
(45 for evaluation + 29 additional for future training) and in ARQMath-2, 70
queries (58 for evaluation + 12 additional) were assessed.

3 As proposed by Vı́t Novotnỹ at CLEF 2021.
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ARQMath has introduced two innovations for formula search evaluation.
First, in ARQMath, relevance is decided by context, whereas in NTCIR-12,
formula queries were compared by assessors with retrieved formula instances
without consideration of the context for either. Second, in NTCIR-12 systems
could receive credit for finding formula instances, whereas in ARQMath sys-
tems receive credit for finding visually distinct formulae. In other words, an
NTCIR-12 system that found identical formulae in two different documents and
returned that formula twice would get credit twice, whereas an ARQMath system
would receive credit only once for each visually distinct formula. Deduplication
of visually identical/near-identical formulae was done using Symbol Layout Trees
produced from Presentation MathML by Tangent-S [4] where possible, and by
comparing LATEX strings otherwise. In ARQMath-1, this clustering was done
post hoc on submitted runs; for ARQMath-2 this clustering was done a priori
on the full collection and shared with participating teams. In ARQMath-3 the
cluster ids will again be provided with the collection. For efficiency reasons, we
have limited the number of instances of any visually distinct formula that were
assessed to 5 in ARQMath-1 and -2, and expect the same for ARQMath-3.

The relevance of a visually distinct formula is defined by the maximum rel-
evance for any of its pooled instances, based on the associated question/answer
post for each instance. Table 2 summarizes the graded relevance scale used for
assessment. Here relevance is interpreted as the likelihood of a retrieved formula
being associated with information that helps answer the question in which a
formula query appeared. There is an important difference in relevance assess-
ment for Task 2 in ARQMath-1 and -2: although the relevance scale shown in
Table 2 was unchanged between ARQMath-1 and ARQMath-2, we did change
how the table was interpreted for ARQMath-2. In ARQMath-1, only the con-
text in the question post associated with the query formula was considered,
with ARQMath-1 assessors instructed to mark exact matches as relevant. This
was changed when we noticed that visually identical formulas at times had no
bearing on the information represented by a query formula within its associated
question post. As an example, we can have two visually identical formulae, but
where one represents operations on sets, and the other operations on integers.

2.3 Task 3 (Pilot): Open Domain QA for Math

In this pilot task, participants are given Task 1 topics and asked to provide a
single answer for each question that must not exceed a fixed maximum length.
Unlike Task 1 where answers are taken from the MSE collection, answers may
be produced using any technique, and any available knowledge sources (with the
exception of MSE answers from 2019 to the present). For example, responses may
be a new machine-generated response, a single passage or complete answer post
from MSE or another CQA platform (e.g., Math Overflow), or some combination
of generated and existing content. For relevance assessment, responses from open
domain QA systems will be included in the Task 1 pools. Rankings obtained
from the Task 1 relevance measures will be compared with rankings produced
by automated answer quality measures (e.g., derived from BLEU [7]) to assess
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Table 2. Relevance scores, ratings, and definitions for tasks 1 and 2.

Score Rating Definition

Task 1: Question Answering

3 High Sufficient to answer the complete question on its own

2 Medium Provides some path towards the solution. This path might
come from clarifying the question, or identifying steps
towards a solution

1 Low Provides information that could be useful for finding or
interpreting an answer, or interpreting the question

0 Not Relevant Provides no information pertinent to the question or its
answers. A post that restates the question without
providing any new information is considered non-relevant

Task 2: Formula Retrieval

3 High Just as good as finding an exact match to the query
formula would be

2 Medium Useful but not as good as the original formula would be

1 Low There is some chance of finding something useful

0 Not Relevant Not expected to be useful

whether these measures may be used reliably to evaluate future systems. Task
3 answers will be further assessed separately for aspects such as fluency, and
whether answers appear to be human-generated or machine-generated (for this,
we may include MSE posts alongside Task 3 submissions).

3 The ARQMath Test Collection

ARQMath uses Math Stack Exchange (MSE) as its collection, which is freely
available through the Internet Archive. The ARQMath collection contains MSE
posts published from 2010 to 2018, with a total of 1 million questions and 1.4
million answers. In ARQMath-1, posts from 2019, and in ARQMath-2 posts from
2020 were used for topic construction. For ARQMath-3, posts from 2021 will be
used.4 Topic questions must contain at least one formula; with this constraint,
89,905 questions are available for ARQMath-3 topic development.

Topics. In previous ARQMath labs, topics were annotated with three cate-
gories: complexity, dependency, and type. In ARQMath-1, more than half of the
Task 1 topics were categorized as questions seeking a proof. We aimed to better
balance across question categories in ARQMath-2, but when category combi-
nations are considered the Task 1 topic set still exhibited considerable skew
towards a few combinations. In ARQMath-3, we introduce a fourth category,
parts, which indicates whether a topic question calls for an answer that has a

4 From a September 7, 2021 snapshot.
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single part, or whether it contains sub-questions that each call for answers.5 We
do see that different systems seem to be doing better on different ARQMath-1
and ARQMath-2 question categories, so in ARQMath-3 we continue to aim to
balance the topic selection process across combinations of question categories as
best we can, including the new parts category.

Formulae. In the Internet Archive version of the collection, formulae appear
between two ‘$’ or ‘$$’ signs, or inside a ‘math-container’ tag. For ARQMath,
all posts (and all MSE comments on those posts) have been processed to extract
formulae, assigning a unique identifier to each formula instance. Each formula
is provided in three encodings: (a) as LATEX strings, (b) as (appearance-based)
Presentation MathML, and (c) as (operator tree) Content MathML.

The open source LaTeXML6 tool we use for converting LATEX to MathML
fails for some MSE formulae. Moreover, producing Content MathML from LATEX
requires inference, and is thus potentially errorful. As a result, the coverage of
Presentation MathML for detected formulae in the ARQMath-1 collection was
92%, and the coverage for Content MathML was 90%. For ARQMath-2, after
LaTeXML updates the error rate was reduced to less than one percent for both
representations, reducing the need for participating systems to fall back to using
LATEX. However, there are some remaining MathML encoding issues and formula
parsing/clustering failures in the ARQMath-2 collection that we plan to correct
in ARQMath-3.

Files. As with any CQA task, the ARQMath collection contains more than just
question and answer posts. We distribute the collection as four main files:

– Posts. The post file contains a unique identifier for each question or answer
post, along with information such as creation date and creator. Question posts
contain a title and a body (with the body being the question), while answer
posts have a body and the unique identifier of the associated question.

– Comments. Any post can have one or more comments, each having a unique
id and the unique identifier of the associated post.

– Votes. This file records positive and negative votes for posts, along with
additional annotations such as ‘offensive’ or ‘spam.’

– Users. Posters of questions and answers have a unique User ID and a repu-
tation score.

4 Conclusion

For ARQMath-3, we will continue our focus on answering math questions (Tasks
1 and 3), with formula search as the secondary task (Task 2). For question
answering, we are adding a new pilot task for open domain QA (Task 3) along-
side the answer retrieval task (Task 1). A single Math Stack Exchange (MSE)
collection will again be used. This is both because MSE models an actual usage

5 This is based on a suggestion at CLEF 2021 from Frank Tompa.
6 https://dlmf.nist.gov/LaTeXML/.

https://dlmf.nist.gov/LaTeXML/
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scenario, and because we expect that reusing MSE will facilitate training and
refinement of increasingly capable systems.
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Abstract. The fifth edition of the CheckThat! Lab is held as part of
the 2022 Conference and Labs of the Evaluation Forum (CLEF). The
lab evaluates technology supporting various factuality tasks in seven lan-
guages: Arabic, Bulgarian, Dutch, English, German, Spanish, and Turk-
ish. Task 1 focuses on disinformation related to the ongoing COVID-19
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infodemic and politics, and asks to predict whether a tweet is worth fact-
checking, contains a verifiable factual claim, is harmful to the society, or
is of interest to policy makers and why. Task 2 asks to retrieve claims
that have been previously fact-checked and that could be useful to verify
the claim in a tweet. Task 3 is to predict the veracity of a news article.
Tasks 1 and 3 are classification problems, while Task 2 is a ranking one.

Keywords: Fact-checking · Disinformation · Misinformation ·
Check-worthiness · Verified claim retrieval · Fake news · Factuality ·
COVID-19

1 Introduction

The mission of the CheckThat! lab is to foster the development of technology to
assist in the process of fact-checking news articles, political debates, and social
media posts. Four editions of the lab have been held previously, targeting various
natural language processing and information retrieval tasks related to factuality.

The 2018 edition of the lab focused on check-worthiness and fact-checking of
claims in political debates [54]. The 2019 edition covered the various modules
necessary to verify a claim: from check-worthiness, to ranking and classification
of evidence in the form of Web pages, to actual fact-checking of claims against
specific text snippets [24,25]. The 2020 edition featured three main tasks: detect-
ing previously fact-checked claims, evidence retrieval, and actual fact-checking
of claims [9,11]. Similarly, the 2021 edition focused on detecting check-worthy
claims, previously fact-checked claims, and fake news [56,57]. Whereas the first
editions focused mostly on political debates and speeches, and eventually tweets,
the 2021 edition added the verification of news articles. Notably, all editions cov-
ered one of the most important initial stages in the fact-checking process: the
identification of check-worthy claims—in debates, speeches, press conferences,
and tweets. Finally, over the years, CheckThat! has witnessed an expansion in
terms of language coverage, going from two (Arabic and English) to seven lan-
guages now (Arabic, Bulgarian, Dutch, English, German, Spanish, and Turkish).

The 2022 edition of the lab features three tasks to foster the technology on
three timely problems in multiple languages.1 Task 1 asks to detect relevant
tweets: check-worthy, verifiable, harmful, and attention-worthy. Task 2 aims at
detecting previously fact-checking claims. Task 3 focuses on checking the factual-
ity of news articles. Automated systems to detect and to verify such multifaceted
aspects can be very useful as supportive technology for investigative journalism,
as they could provide help and guidance, thus saving time [3,27,37,39,55,81].
For example, a system could automatically identify check-worthy claims, could
make sure they have not been fact-checked before by a reputable fact-checking
organization, and can then present them to a journalist for further analysis in a
ranked list. Similarly, a system can identify harmful and attention-worthy social

1 http://sites.google.com/view/clef2022-checkthat/.

http://sites.google.com/view/clef2022-checkthat/
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media content to support different stakeholders in their day-to-day decision-
making process.

2 Description of the Tasks

The lab is organized around three tasks, each of which in turn has several sub-
tasks. Figure 1 shows the full CheckThat! verification pipeline, with the three
tasks we target this year highlighted.

2.1 Task 1: Identifying Relevant Claims in Tweets

Task 1 has four subtasks, three binary and one multi-class; Table 1 shows the
class labels for each task. More detail about the original dataset on which this
task is based can be found in [2,3].

Subtask 1A: Check-Worthiness Estimation Given a tweet, predict whether
it is worth fact-checking by professional fact-checkers.

Subtask 1B: Verifiable Factual Claims Detection. Given a tweet, predict
whether it contains a verifiable factual claim.

Subtask 1C: Harmful Tweet Detection. Given a tweet, predict whether it

is harmful to the society.

Subtask 1D: Attention-Worthy Tweet Detection. Given a tweet, predict
whether it should get the attention of policy makers and why.

2.2 Task 2: Detecting Previously Fact-Checked Claims

Given a check-worthy claim, and a set of previously-checked claims, determine
whether the claim has been previously fact-checked with respect to a collection
of fact-checked claims [67,69].

Subtask 2A: Detecting Previously Fact-checked Claims From Tweets.
Given a tweet, detect whether the claim the tweet makes was previously fact-
checked with respect to a collection of previously fact-checked claims. This is a
ranking task, where the systems are asked to produce a list of top-n candidates.

Subtask 2B: Detecting Previously Fact-Checked Claims in Political
Debates/Speeches. Within the context of a political debate or a speech, detect
whether a claim has been previously fact-checked with respect to a collection of
previously fact-checked claims. This is a ranking task, where systems are asked
to produce a list of top-n candidates. It is offered in English only.

2.3 Task 3: Fake News Detection

This task targets news articles. Given the text and the title of an article, deter-
mine whether the main claim made in the article is true, partially true, false, or
other (e.g., articles in dispute and unproven articles) [75,76]. This task is offered
as a monolingual task in English and an English-German cross-lingual task.
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Fig. 1. The full verification pipeline. The lab covers three tasks from this pipeline:
1. identifying relevant claims in tweets, 2. verified claim retrieval, and 3. fake news
detection. The languages covered are Arabic (ar), Bulgarian (bg), Dutch (nl), English
(en), German (de), Spanish (es), and Turkish (tr).

Table 1. Overview of the classes for Subtasks 1A, 1B, 1C, and 1D.

Subtask 1A Subtask 1C Subtask 1D

1. No 1. No 1. No 6. Yes, contains advice

2. Yes 2. Yes 2. Yes, asks question 7. Yes, discusses action
taken

Subtask 1B 3. Yes, blame authorities 8. Yes, discusses cure

1. No 4. Yes, calls for action 9. Yes, other

2. Yes 5. Yes, Harmful

3 Data

Table 2 summarizes the data available for each task and for each language.

Task 1: Identifying Relevant Claims in Tweets. We have more than 34K
annotations about several topics, including COVID-19 and politics, which cover
all subtasks 1A-1D [10,57].

Task 2: Detecting Previously Fact-Checked Claims. For Subtask 2A, we
have 1,400 annotated examples ranging from 2016 till 2021. The test set comes
from Snopes. For more details, refer to [71]. For Subtask 2B, we have 800 claims
available for training [70].

Task 3: Fake News Detection We have 1,254 annotated examples in English
on various topics including COVID-19, climate change, and politics from the
2021 edition of the lab [77]. We provide a new test set for English and a similarly
annotated test data set in German.
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Table 2. Data for all tasks. VC : Verified claim, Input-VC : Input–verified claim pair.

Task ar bl en nl es tr Task ar en Task en de

1A 3.4k 2.6k 2.9k 1.2k 15.0k 3.3k 2A: Input-claim 858 1.4k 2B: Input-claim 669

1B 5.0k 3.7k 4.5k 2.7k 2A: Input-VC 1.0k 1.4k 2B: Input-VC 804

1C 5.0k 3.7k 4.5k 2.7k 2A: VC 30.3k 13.8k 2B: VC 19.2k

1D 5.0k 3.7k 4.5k 2.7k 3 1.3k 400*

*The process of crawling and annotating the data is not finished, and the final number will vary.

4 Evaluation Measures

For the classification tasks 1A and 1C, we use the F1 measure with respect to the
positive class, for Task 1B, we use accuracy, and for Task 1D, we use weighted-
F1. For the ranking problems in Tasks 2A and 2B, the official evaluation measure
is Mean Average Precision (MAP), as in the two previous editions of these tasks.
We also report reciprocal rank, and P@k for k ∈ {1, 3, 5, 10, 20, 30}. Finally, for
Task 3, we use macro-average F1-measure as the official evaluation measure.

5 Previously in the CheckThat! Lab

Four editions of CheckThat! have been held so far, and some of the tasks in the
2022 edition are closely related to tasks from previous editions. Thus, considering
the most successful approaches applied in the past is a good starting point to
address the 2022 tasks. Below, we briefly discuss the tasks from previous years.

5.1 CheckThat! 2021

Task 12021. Given a topic and a set of potentially related tweets (or
political debates/speeches), rank the tweets (or the sentences in the politi-
cal debate/speech) according to their check-worthiness for the topic. BERT,
AraBERT, and RoBERTa were by far the most popular large-scale pre-trained
language models for the task [72,83]. Other approaches used WordNet [85] and
LIWC [66].

Task 22021. Given a tweet, a political debate, or a speech, detect whether
the claim it makes was previously fact-checked with respect to a collection of
fact-checked claims. The most successful approaches were based on AraBERT,
RoBERTa, and Sentence-BERT [18,47,65].

Task 32021. Given the text and the title of a news article, determine whether
the main claim it makes is true, partially true, false, or other. Also, identify the
domain of the article: health, crime, climate, elections, or education. The most
successful pre-trained language model was RoBERTa [7,19,44]. Ensembles were
also popular, with components using BERT [44] and LSTMs [19,44].
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5.2 CheckThat! 2020

Task 12020. Given a topic and a stream of potentially-related tweets, rank
the tweets by check-worthiness for the topic [35,73]. The most successful runs
adopted state-of-the-art transformers. The top-ranked teams for the English ver-
sion of this task used BERT [17] and RoBERTa [60,82]. For the Arabic version,
the top systems used AraBERT [42,82] and a multilingual BERT [34].

Task 22020. Given a check-worthy claim and a collection of previously verified
claims, rank these verified claims, so that those that verify the input claim (or a
sub-claim in it) are ranked on top [73]. The most effective approaches fine-tuned
BERT or RoBERTa [13].

Task 32020. Given a check-worthy claim in a tweet on a specific topic and a set
of text snippets extracted from potentially relevant Web pages, return a ranked
list of evidence snippets for the claim.

Task 42020. Given a check-worthy claim on a specific topic and a set of
potentially-relevant Web pages, predict the veracity of the claim [35]. The top
model used a scoring function that computes the degree of concordance and
negation between a claim and all input text snippets for that claim [80].

Task 52020. Given a debate segmented into sentences, together with speaker
information, prioritize sentences for fact-checking [73]. Only one out of eight
runs outperformed a strong bi-LSTM baseline [46].

5.3 CheckThat! 2019

Task 12019. Given a political debate, an interview, or a speech, rank its sentences
by the priority with which they should be fact-checked [5]. The most successful
approaches used neural networks for the individual classification of the instances,
e.g., based on domain-specific word embeddings, syntactic dependencies, and
LSTMs [33].

Task 22019. Given a claim and a set of potentially relevant Web pages, identify
which of these pages (and passages thereof) are useful for a human to fact-check
the claim. Finally, determine the factuality of the claim [36]. The best approach
used textual entailment and external data [28].

5.4 CheckThat! 2018

Task 12018. It was identical to Task 12019 [4]. The best approaches used pseudo-
speeches as a concatenation of all interventions by a debater [87], and represented
the entries with embeddings, POS tags, and syntactic dependencies [32].

Task 22018. Given a check-worthy claim in the form of a (transcribed) sentence,
determine whether the claim is true, half-true, or false [12]. The best approach
grabbed information from the Web and fed the claim with the most similar Web
text into a CNN [32].



422 P. Nakov et al.

6 Related Work

There has been a lot of research on checking the factuality of a claim, of a news
article, or of an information source [6,8,41,45,51,59,64,68,86]. Special attention
has been paid to disinformation and misinformation in social media [30,43,49,
74,78,84], more recently with focus on fighting the COVID-19 infodemic [2,3,
52,53]. Check-worthiness estimation is still an understudied problem, especially
in social media [27,37–40,81], and fake news detection for news articles is mostly
approached as a binary classification problem [59,61].

CheckThat! is related to several tasks at SemEval: on determining rumour
veracity [22,29], on stance detection [50], on fact-checking in community question
answering forums [48], on propaganda detection [21,23], and on semantic textual
similarity [1,58]. It is also related to the FEVER task [79] on fact extraction
and verification, to the Fake News Challenge [31,63], to the FakeNews task at
MediaEval [62], as well as to the NLP4IF tasks on propaganda detection [20]
and on fighting the COVID-19 infodemic in social media [68].

7 Conclusion

We presented the 2022 edition of the CheckThat! lab, which features tasks that
span the full fact-checking pipeline: from spotting check-worthy claims to check-
ing whether an input claim has been fact-checked before. We further have a fake
news detection task. Last but not least, in line with one of the main missions of
CLEF, we promote multi-linguality by offering tasks in seven languages: Arabic,
Bulgarian, Dutch, English, German, Spanish, and Turkish.
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the Qatar Computing Research Institute, HBKU, which aims to limit the impact of
“fake news”, propaganda, and media bias, thus promoting media literacy and critical
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Abstract. The tenth version of the BioASQ Challenge will be held as
an evaluation Lab within CLEF2022. The motivation driving BioASQ
is the continuous advancement of approaches and tools to meet the
need for efficient and precise access to the ever-increasing biomedical
knowledge. In this direction, a series of annual challenges are organized,
in the fields of large-scale biomedical semantic indexing and question
answering, formulating specific shared-tasks in alignment with the real
needs of the biomedical experts. These shared-tasks and their accompa-
nying benchmark datasets provide an unique common testbed for inves-
tigating and comparing new approaches developed by distinct teams
around the world for identifying and accessing biomedical information.
In particular, the BioASQ Challenge consists of shared-tasks in two com-
plementary directions: (a) the automated indexing of large volumes of
unlabelled biomedical documents, primarily scientific publications, with
biomedical concepts, (b) the automated retrieval of relevant material
for biomedical questions and the generation of comprehensible answers.
In the first direction on semantic indexing, two shared-tasks are orga-
nized for English and Spanish content respectively, the latter considering
human-interpretable evidence extraction (NER and concept linking) as
well. In the second direction, two shared-tasks are organized as well,
one for biomedical question answering and one particularly focusing on
the developing issue of COVID-19. As BioASQ rewards the approaches
that manage to outperform the state of the art in these shared-tasks, the
research frontier is pushed towards ensuring that the valuable biomedical
knowledge will be identifiable and accessible by the biomedical experts.
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1 Introduction

BioASQ1 [15] is a series of international challenges and workshops on biomedical
semantic indexing and question answering. Each edition of BioASQ is structured
into distinct but complementary tasks and sub-tasks relevant to biomedical infor-
mation access. As a result, the participating teams can focus on particular tasks
that are relevant to their specific area of expertise, including but not limited
to hierarchical text classification, machine learning, information retrieval and
multi-document query-focused summarization. The BioASQ challenge has been
running annually since 2012, with more than 80 teams from 20 countries partic-
ipating in its tasks. The BioASQ workshop has been taking place in the CLEF
conference till 2015. In 2016 and 2017 it took place in ACL, in conjunction with
BioNLP. In 2018, it took place in EMNLP as an independent workshop. In 2019
the workshop was again an independent workshop in ECML conference. Since
2020 the BioASQ workshop is again part of CLEF.

BioASQ allows multiple teams around the world that work on biomedical
information access systems, to compete in the same realistic benchmark datasets
and share, evaluate, and compare their ideas and approaches. As BioASQ con-
sistently rewards the most successful approaches in each task and sub-task, it
eventually pushes towards systems that outperform previous approaches. Such
successful approaches for semantic indexing and question answering, can even-
tually lead to the development of tools to support more precise access to valu-
able biomedical knowledge and allow biomedical experts to provide high qual-
ity health services. A key contribution of BioASQ is the benchmark datasets
developed for its tasks, as well as the corresponding open-source infrastructure
developed for running the challenges. The impact of BioASQ is reportedly large,
both in research and in industry, aiding the advancement of text mining in bioin-
formatics and enabling the development of novel computational models for life
and health sciences.

2 BioASQ Evaluation Lab 2022

The tenth BioASQ challenge (BioASQ10) will consist of four tasks: Task a and
Task DisTEMIST on indexing of large volumes of unlabeled documents with
biomedical concepts, in English and Spanish respectively, Task b and Task Syn-
ergy on providing answers and supporting material to biomedical questions,
under two distinct scenarios, as discussed in this section. As Task a, Task b
and Task Synergy have also been organized in the context of previous editions
of the BioASQ challenge, we refer to the current version of these tasks, in the
context of BioASQ10, as Task 10a, Task 10b and Task Synergy 10 respectively.

2.1 Task 10a: Large-scale Biomedical Semantic Indexing

BioASQ task 10a requires systems to assist the indexing of biomedical litera-
ture by automatically assigning MeSH [9] terms to biomedical articles added
1 http://www.bioasq.org.

http://www.bioasq.org
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to the MEDLINE database2. In effect, this is a classification task that requires
documents to be classified into a hierarchy of classes. Systems participating in
task 10a are given newly published MEDLINE articles, before experts in NLM
(curators) have assigned MeSH terms to them. The systems assign MeSH terms
to the documents, which are then compared against the terms assigned by the
NLM curators. In this manner, the evaluation of the systems is fully automated
on the side of BioASQ and thus can run on a weekly basis throughout the year.

The performance of the systems taking part in task 10a is assessed with a
range of different measures. Some of them are variants of standard information
retrieval measures for multi-label classification problems (e.g. precision, recall,
f-measure, accuracy). Additionally, measures that use the MeSH hierarchy to
provide a more refined estimate of the systems’ performance are used. The official
measures for identifying the winners of the task are micro-averaged F-measure
(MiF) and the Lowest Common Ancestor F-measure (LCA-F) [5]. In addition,
as this task can be considered an extreme multi-label classification problem,
rank-based evaluation metrics, such as precision@k and nDCG@k [2], are also
being examined.

2.2 Task DisTEMIST: Disease Text Mining and Indexing Shared
Task

Diseases are one of the top used semantic types when performing medical lit-
erature searches, with estimations that 20% of PubMed queries are related to
disorders, diseases, anomalies or syndromes. In the corpus developed for the
BioASQ MESINESP Task [4,10], 44% records (108,945 out of 250,539) had at
least one disease-related MeSH descriptor, with disease-related MeSH descrip-
tors being 58% for the clinical trials subset. Correct indexing of disease terms
is critical for medical information retrieval systems. The novel DisTEMIST task
will focus on the recognition and indexing of diseases in medical documents, by
posing subtasks on (1) indexing medical documents with controlled terminologies
(2) automatic detection indexing textual evidence, i.e. disease entity mentions
in text and (3) normalization of these disease mentions to terminologies.

The BioASQ DisTEMIST track will rely primarily on 1,000 clinical case
report publications in Spanish (SciELO [12] full text articles) for indexing dis-
eases with concept identifiers from SNOMED-CT [3], MeSH and ICD10-CM3. A
large silver standard collection of additional case reports and medical abstracts
will also be provided. The evaluation of systems for this task will use flat evalua-
tion measures following the task 10a [5] track (mainly micro-averaged F-measure,
MiF).

2.3 Task 10b: Biomedical Question Answering

BioASQ task 10b takes place in two phases. In the first phase (Phase A), the
participants are given English questions formulated by biomedical experts. For
2 https://www.nlm.nih.gov/medline/medline overview.html.
3 https://www.cdc.gov/nchs/icd/icd10cm.htm.
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each question, the participating systems have to retrieve relevant MEDLINE
documents and snippets (passages) of these documents. Subsequently, in the
second phase (Phase B) of task 10b, the participants are given some relevant
documents and snippets that the experts themselves have identified (using tools
developed in BioASQ [11]). In this phase, they are required to return ‘exact’
answers, such as names of particular diseases or genes, depending on the type of
the question, and ‘ideal’ answers, which are paragraph-sized summaries of the
most important information of the first phase for each question, regardless of
its type. A training dataset of 4,239 biomedical questions will be available for
participants of task 10b to train their systems and about 500 new biomedical
questions, with corresponding golden annotations and answers, will be developed
for testing the participating systems.

The evaluation of system responses is done both automatically and manually
by the experts employing a variety of evaluation measures [6]. In phase A, the
official evaluation for document retrieval is based on the Mean Average Preci-
sion (MAP) and for snippet retrieval with the F-measure. In phase B, for the
exact answers the official evaluation measure depends on the type of the ques-
tion. For yes/no questions the official measure is the macro-averaged F-Measure
on questions with answers yes and no. The Mean Reciprocal Rank (MRR) is
used for factoid questions, where the participants are allowed to return up to
five candidate answers. For List questions, the official measure is the mean F-
Measure. Finally, for ideal answers, even though automatic evaluation measures
are provided and semi-automatic measures [14] are also considered, the official
evaluation is still based on manual scores assigned by experts estimating the
readability, recall, precision and repetition of each response.

2.4 BioASQ Synergy 10: Question Answering for Developing Issues

The original BioASQ task b is structured in a sequence of phases where the
experts and the participating systems have a minimal interaction. This is accept-
able for research questions that have a clear, undisputed answer. However, for
questions on developing topics, such as the COVID-19 pandemic, that may
remain open for some time and where new information and evidence appears
every day, a more interactive model is needed, aiming at a synergy between the
automated question answering systems and the biomedical experts.

In this direction, last year we introduced the BioASQ task Synergy which is
designed as a continuous dialog, that allows biomedical experts to pose unan-
swered questions for developing problems, such as COVID-19 and receive the
system responses to these questions, including relevant material (documents and
snippets) and potential answers. Then, the experts assess these responses, and
provide feedback to the systems, in order to improve their responses. This pro-
cess repeats iteratively with new feedback and new system responses for the same
questions, as well as with new additional questions that may arise meanwhile.
In each round of this task, new material is also considered based on the current
version of the COVID-19 Open Research Dataset (CORD-19) [16]. This year,
in the new edition of task Synergy in the context of BioASQ10 (task Synergy
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10 ), only documents that come from PubMed, PubMed Central or ArXiv are
considered. Additionally, the questions are not required to have definite answers
and the answers to the questions can be more volatile.

The same evaluation measures used in task 10b are also employed in task
Synergy 10 for comparison. However, in order to capture the iterative nature of
the task, only new material is considered for the evaluation of a question in each
round, an approach known as residual collection evaluation [13]. In parallel, addi-
tional evaluation metrics are also examined in this direction. Through this task,
we aim to facilitate the incremental understanding of COVID-19 and contribute
to the discovery of new solutions. For this purpose, the BioASQ infrastructure
was adapted and the BioASQ expert community was expanded to address infor-
mation needs on the COVID-19 pandemic, as well as new developing public
health issues in the future.

2.5 BioASQ Datasets and Tools

During the nine years of BioASQ hundreds of systems from research teams
around the world have been evaluated on the indexing and the retrieval of hun-
dreds of thousands of fresh biomedical publications. In this direction, BioASQ
has developed a lively ecosystem of tools that facilitate research, such as the
BioASQ Annotation Tool [11] for question-answering dataset development and
a range of evaluation measures for automated assessment of system performance
in all tasks. All BioASQ software and datasets are publicly available4.

In particular, for task a on semantic indexing, BioASQ uses the real stream
of articles provided by MEDLINE, developing a training dataset of more that
15.6 millions articles and fifteen weekly test sets of around 6,000 articles each.

For the novel DisTEMIST task, following the previous MESINESP tracks on
medical semantic indexing in Spanish, a dataset of 1,000 semantically annotated
medical documents in Spanish labelled with text-bound evidence mentions of
diseases together with concept identifiers for entity linking and semantic index-
ing will be released. Additionally, a set of disease-relevant mentions from over
200,000 biomedical articles in Spanish will be provided. At the same time, for task
b on biomedical question answering, BioASQ employs a team of trained biomed-
ical experts who provide a set of about 500 questions on their specialized field of
expertise annually. For task 10b in particular, a set of 4,239 realistic questions
accompanied with answers, and supporting evidence (documents and snippets)
is already available as a unique resource for the development of question answer-
ing systems. In addition, from the two introductory versions of Synergy 9 task
that took place last year, a dataset of 202 questions on COVID-19 is already
available. These questions, are incrementally annotated with different versions
of exact and ideal answers, as well as documents and snippets assessed by the
experts as relevant or irrelevant. During the Synergy 10 task this set will be
extended with more than fifty new open questions on COVID-19 and any exist-

4 https://github.com/bioasq.

https://github.com/bioasq
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Fig. 1. Performance of the participating systems in task a, on semantic indexing. Each
year, the participating systems push the state-of-the-art to higher levels

ing questions that remain relevant may be enriched with more updated answers
and more recent evidence (documents and snippets).

3 The Impact of BioASQ Results

The impact of BioASQ is reportedly very large, both in research and in industry;
it has vastly helped in the advancement of the field of text mining in bioinformat-
ics and has enabled the development of novel computational models for life and
health sciences. BioASQ significantly facilitates the exchange and fusion of ideas,
as it brings people who work on the same benchmark data together. Therefore,
it eventually accelerates progress in the field. For example, the Medical Text
Indexer (MTI) [8], which is developed by the NLM to assist in the indexing of
biomedical literature, has improved its performance by almost 10% in the last 8
years (Fig. 1). NLM has announced that improvement in MTI is largely due to
the adoption of ideas from the systems that compete in the BioASQ challenge
[7]. Recently, MTI has reached a performance level that allows it to be used in
the fully automated indexing of articles of specific types [1].
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Abstract. In 2017, we launched eRisk as a CLEF Lab to encourage
research on early risk detection on the Internet. The eRisk 2021 was the
fifth edition of the Lab. Since then, we have created a large number of
collections for early detection addressing different problems (e.g., depres-
sion, anorexia or self-harm). This paper outlines the work that we have
done to date (2017, 2018, 2019, 2020, and 2021), discusses key lessons
learned in previous editions, and presents our plans for eRisk 2022, which
introduces a new challenge to assess the severity of eating disorders.

1 Introduction

As a part of CLEF (Conference and Labs of the Evaluation Forum), the eRisk
Lab1 is a forum for exploring evaluation methodologies and effectiveness metrics
related to early risk detection on the Internet (with past challenges particularly
focused on health and safety). Over the previous editions [6–9,11], we have pre-
sented a number of testbeds and tools under the eRisk’s umbrella. Our dataset
construction methodology and evaluation strategies are general and, thus, poten-
tially applicable to different application domains.

Our Lab brings together researchers from various fields (such as informa-
tion retrieval, computational linguistics, machine learning, and psychology) to
interdisciplinary address the presented tasks. Furthermore, participants develop
models for solving the eRisk defined challenges that may play a critical role in
helping in solving socially worrying problems. For example, when an individual
begins broadcasting suicidal thoughts or threats of self-harm on social networks,

1 https://erisk.irlab.org.
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systems may send warning alerts. Previous eRisk editions proposed shared tasks
centred on specific health and security issues, such as depression, anorexia, or
self-harm detection.

eRisk proposes two types of challenges: early alert and severity estimation
tasks. On early risk tasks, risk prediction is viewed as a sequential process of
evidence accumulation. Participant systems must automatically analyse the con-
tinuous data flow in a given source (e.g., social media entries). Those algorithms
must estimate when and if there is enough aggregated evidence about a specific
type of risk during this process. On each shared task, participants have access
to temporally organised writing histories and must balance making early alerts
(e.g., based on a few social media entries) versus making not-so-early (late) alerts
(e.g., evaluating a wider range of entries and only emitting alerts after analysing
a larger number of pieces of evidence). On the other hand, severity estimation
tasks are concerned with computing a fine-grained estimate of the symptoms of
a specific risk based on the entire set of user writings. Participants are challenged
to create models that fill out a standard questionnaire the same way that a real
user would.

2 Five Years of eRisk

eRisk, a CLEF lab for research on early risk prediction on the Internet, began in
2017 as a forum to lay the experimental groundwork for early risk detection. Our
fifth anniversary was last year. Since the Lab’s inception, we have created numer-
ous reference collections in the field of risk prediction and organised a number
of challenges based on those datasets. Each challenge centred on a specific risk
detection issue, such as depression, anorexia, or self-harm.

eRisk participants only addressed the detection of early risk of depression
in its first edition (2017) [6]. This resulted in the first proposals for exploiting
the relationship between the use of language in social networks and early signs
of depression. Because it was the first edition of such an innovative evaluation
scheme, eRisk 2017 was extremely demanding for both participants and organ-
isers. Temporal data chunks were released in sequential order (one chunk per
week). Following each release, participants were required to send their predic-
tions about the users in the collection. Only eight of the thirty participating
groups completed the tasks by the deadline. More than 30 different approaches
to the problem were proposed by these teams (variants or runs). The evaluation
methodology and metrics were those defined in [5].

eRisk [7] included two shared tasks in 2018: 1) a continuation of the task on
early detection of depression from 2017 and 2) a task on early detection of signs
of anorexia. Both tasks were organised similarly and used the same eRisk 2017
evaluation methods. eRisk 2018 had 11 final participants (out of 41 registered).
Participants submitted 45 systems for Task 1 (depression) and 35 for Task 2
(anorexia).

In 2019, we organised three tasks [8]. Task 1 was a continuation of the 2018
task on early detection of indicators of anorexia. Task 2 was a new one on early
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detection of signs of self-harm. Furthermore, and more novel, a new activity, Task
3, was developed to automatically fill out a depression questionnaire based on
user interactions in social media. It should be noted that this new task does not
address early detection but rather another complex task (fine-grained depression
level estimation). For eRisk 2019, 14 participants (out of 62 registered teams)
actively participated in the three challenges and submitted 54, 33, and 33 system
versions (runs) for each one, respectively.

We opted to continue the tasks of early detection of self-harm (Task 1) and
estimating the severity of depression symptoms (depression level estimation,
Task 2) for the 2020 edition [9]. Task 1 had 12 final participants who submitted 46
possible system variants, whilst Task 2 had six active participants who presented
17 different system variants.

Finally, in 2021 we proposed three tasks to the participants. Following our
three-year-per-task cycle, we closed the early detection of signs of self-harm chal-
lenge (Task 2) and the estimation of the severity of the symptoms of depression
(Task 3). Additionally, we presented a new domain for early detection, in this
case, pathological gambling (Task 1) [11]. We received 115 runs from 18 teams
out of 75 registered. Those are distributed as follows: 26 systems for Task 1, 55
for Task 2 and 34 for Task 3.

Over these five years, eRisk has received a steady number of active partic-
ipants, slowly placing the Lab as a reference forum for early risk research. For
celebrating those five years of efforts by participants, we are just finishing the
edition of a book on the topic of eRisk [3].

2.1 Early Risk Prediction Tasks

The majority of the proposed challenges were geared toward early risk prediction
in various domains (depression, anorexia, self-harm). They were all organised in
the same way: the teams had to analyse social media writings (posts or com-
ments) sequentially (in chronological order) to detect risk signals as soon as
possible. The main objective was to produce useful algorithms and models for
monitoring social network activity.

The social media platform Reddit was used as a source for all shared tasks
in the various versions. It is vital to note that Reddit’s terms of service allow
for data extraction for research purposes. Except as provided by the notion of
fair use, Reddit does not enable unauthorised commercial use or redistribution
of its material. The research activities of eRisk are an example of fair usage.

Reddit users frequently portray a highly active profile with a large thread
of submissions (covering several years). In terms of mental health problems,
there are subcommunities (e.g. subreddits) dedicated to depression, anorexia,
self-harm, and pathological gambling, to name a few. We used these valuable
sources to create collections of writings (posts or comments) made by redditors
for the eRisk test collections (as mentioned in [5]). In our datasets, redditors are
divided into positive class (e.g., depressed) and negative class (control group).

When building the datasets, we followed the same approach as Coppersmith
and colleagues [2]. We generated the positive class by employing a retrieval strat-
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egy for identifying redditors who were diagnosed with the disease at hand (e.g.
depressed). This was determined through searches for self-expressions associated
with medical diagnosis (e.g. “Today, I was diagnosed with depression”). Many
redditors are active on subreddits about mental health, and they are frequently
open about their medical condition. Following that, we carefully checked the
collected results to ensure that the expressions about diagnosis were genuine.
For example, “I am anorexic”, “I have anorexia”, or “I believe I have anorexia”
were not deemed explicit affirmations of a diagnosis. We only included a user
in the positive set where there was a clear and explicit indication of a diagnosis
(e.g., “Last month, I was diagnosed with anorexia nervosa”, “After struggling
with anorexia for a long time, last week I was diagnosed”). We have a high level
of confidence in the reliability of these labels. This semi-automatic extraction
method has successfully extracted information about patients who have been
diagnosed with a particular disease. Since 2020, we have used Beaver [10], a new
tool for labelling positive and negative instances, for aiding us in this task.

The first edition of eRisk presented a new measure called ERDE (Early Risk
Detection Error) for measuring early detection [5]. This metric served as a sup-
plement to normal classification measures, which neglect prediction delay. ERDE
considers the correctness of the (binary) decision as well as the latency, which
is calculated by counting the number (k) of texts seen prior to reaching the
decision.

Later on, eRisk added a ranking-based way to evaluate participation. Since
2019, after each round of writings, a user ranking has been generated (ranked by
decreasing estimated risk). These ranks are assessed using common information
retrieval metrics (for example, P@10 or nDCG). The ranking-based evaluation is
described in detail in [8] We have also embraced Flatency in 2019, an alternative
assessment metric for early risk prediction proposed by Sadeque et al. [12].

2.2 Severity Level Estimation Task

In 2019 we introduced a new task on estimating the severity level of depres-
sion that we continued in 2020 and 2021. The Depression Level Estimation Task
investigates the feasibility and possible ways for automatically measuring the
occurrence and intensity of numerous well-known depression symptoms. In this
task, participants had access to the whole history of writings of some redditors.
With that in hand, participants had to devise models that fill out a standard
depression questionnaire using each user’s history. Models have to capture evi-
dence from users texts to decide on the answer to each questionnaire item. The
questionnaire presents 21 questions regarding the severity of depression signs
and symptoms (with four alternative responses corresponding to different sever-
ity levels) (e.g., loss of energy, sadness, and sleeping problems). The questionnaire
is based on the Beck’s Depression Inventory (BDI) [1].

To produce the ground truth, we compiled a series of surveys filled out by
social media users together with their writing history. Because of the unique
nature of the task, new evaluation measures for evaluating the participants’
estimations were required. We defined four metrics: Average Closeness Rate
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(ACR), Average Hit Rate (AHR), Average DODL (ADODL), and Depression
Category Hit Rate (DCHR), details can be found in [8].

2.3 Results

According to the CLEF tradition, Labs’ Overview and Extended Overview
papers compile the summaries and critical analysis of the participants’ systems
results [6–9,11].

So far, we have presented eight editions of early risk tasks on four mental
health issues. Participants contributing to those past editions have presented
a wide variety of models and approaches. The majority of the methods are
based on standard classification techniques. That is, most of our competitors
were centred on optimising classification accuracy on the training data. In gen-
eral, participants were less concerned with the accuracy-delay trade-off. In terms
of performance, the results over the years demonstrate some variances between
challenges, with anorexia detection yielding better results than depression detec-
tion. These differences may be attributable to the amount and quality of the
released training data and the very nature of the disorder. We hypothesise that,
depending on the condition, patients are more or less prone to leave traces of
the language used in social media. The performance figures show a trend on
how participants improved detection accuracy edition over edition. This trend
motivates us to continue supporting research on text-based early risk screening
in social media. Furthermore, given the success of some participants, it appears
that automatic or semi-automatic screening systems that predict the commence-
ment of specific hazards are within reach.

In terms of estimating depression levels, the results show that automatic
analysis of the user’s writings could be a complementary strategy for extracting
some signs or symptoms associated with depression. Some participants had a
40 per cent hit rate (the systems answered, i.e., 40% of the BDI questions with
the exact same response given by the real user). This still has a lot of room
for improvement, but it shows that the participants were able to extract some
signals from the chaotic social media data.

The difficulties in locating and adapting measures for these novel jobs has also
prompted us to develop new metrics for eRisk.Some eRisk participants [12,13],
were also engaged in proposing novel modes of evaluation, which is yet another
beneficial outcome of the Lab. We are also planning to incorporate new metrics
for automatic risk estimation tasks. Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE) were two widely metrics used in rating prediction for users
in recommendation systems [4]. We think that they may be suitable metrics for
the problem.

3 eRisk 2022

The results of past editions have inspired us to continue with the Lab in 2022
and further investigate the relationship between text-based screening from social
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media and risk prediction and estimation. The scheme of tasks for eRisk 2022 is
as follows:

– Task 1: Early detection of pathological gambling. We will continue the new
task from 2021. This is the second edition of the task, so following our new
three-year cycle, in 2022, participants will have training data.

– Task 2: Early detection of depression. After the second edition in 2018, we
will close the cycle for this task with its edition next year. Moreover, and
different from previous editions for the disease, the participants will have a
post-by-post release of user history through our web service.

– Task 3: Measuring the severity of the signs of eating disorders. This is a new
severity estimation task in the field of eating disorders. Eating disorders (ICD-
10-CM code F50) affect up to 5% of the population, most often developing in
adolescence and young adulthood. The task consists of estimating the severity
of the eating disorder from a thread of user submissions. The participants
will be given a history of postings for each user, and the participants will
have to fill a standard questionnaire (based on the evidence found in the
history of postings). The questionnaire that we will use is the Eating Disorder
Examination Questionnaire (EDE-Q). EDE-Q assesses the range and severity
of features associated with the diagnosis of eating disorders. It is a 28-item
questionnaire with four subscales (restrain, eating, concern, shape concern,
and weight concern).

4 Conclusions

The results achieved so far under eRisk and the engagement of the research com-
munity motivate us to continue with the proposal of new shared-tasks related to
early risk detection. We are truly thankful to participants for their contribution
to the success of eRisk. We want to encourage the research teams working on the
early risk to keep improving and creating new models for future tasks and risks.
Even if generating new resources is tedious, we are convinced that the societal
benefits outweigh the costs.
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1 Motivation

In the past years neural retrieval approaches using contextualized language models have
driven advancements in information retrieval (IR) and demonstrated great effectiveness
gains for retrieval, primarily in the web domain [1,10,33]. This is enabled by the avail-
ability of large-scale, open-domain labelled collections [6].

Besides retrieval in the web domain there are numerous IR tasks in other domains
[13,41], we focus on the legal, patent and health domain. In these domains there are
different search tasks and the task setting can differ from the web domain. The user of
the retrieval system might be a professional working in the respective domain, the query
might contain domain-specific terminology and the query might be a long document.
Furthermore for domain-specific retrieval tasks smaller labelled collections are avail-
able compared to the size of training collections in the web domain. This setting holds
common challenges over these three domains for neural retrieval methods, which differ
from the challenges in the web domain. So far neural approaches remain understudied
in the legal, patent and health domain, although we reason that neural retrieval models
would benefit the retrieval tasks in those domains by taking into account the semantic
context of the text, by learning relevance signals from labelled collections, by domain
adaptation of neural models from the web domain to other domains, and by transfer-
ring knowledge across the domains in a cross-domain retrieval setting. We define the
concept of domain adaptation of a model from a source to a target domain by further
training the model, which is pre-trained on the source domain, on target domain data.

In the first research questions we investigate how we can adapt neural retrieval mod-
els from the web domain for retrieval tasks in the legal, patent and health domain and
how well the findings for the web domain generalize for the retrieval tasks not only
solely in a specific domain, but across those specific domains.

The second emerging open research question for neural retrieval models for real-
world applications is how to continually adapt these models in production systems in
the web domain as well as in domain-specific retrieval. For now the contextualized neu-
ral retrieval models contain language models which are pre-trained on a static collection
and the retrieval model itself is trained on a static training collection with static rele-
vance judgements. But in a real-world scenario, the content of the corpus as well as the
notion of relevance changes over time. For example with the Covid-19 crisis emerging
in 2020, every day new scientific articles were published and the common knowledge
about the crisis changed over time. To be able to find high-quality, relevant, and recent
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 445–454, 2022.
https://doi.org/10.1007/978-3-030-99739-7_55
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results, novel content not only needs to be included in production systems, but the con-
tent shift needs to be accounted for in the contextualized retrieval model. With tradi-
tional inverted indices, the problem reduces to adding new words in the vocabulary, but
as contextualized retrieval models learn to embed the semantic meaning of words and
passages for retrieval, there is the need to study how to continually learn and update
neural contextualized retrieval models with a constant stream of emerging data. It is
yet to be understood how to continually adapt and learn the neural retrieval model in
order to take changing content in the corpus as well as changing relevance notions into
account. For production systems it is also an open question how to update the index of
neural retrieval models in real-time without having to re-index the whole corpus.

We see these research questions as crucial and emerging questions for the appli-
cability of neural retrieval models across domains as well as for the use of the neural
retrieval models in a continually adaptive scenarios.

In parallel to our main research questions, we see it as an important part of our
work to make the research findings accessible and reproducible through open-sourcing
the code of the experiments, which we release on https://github.com/sophiaalthammer/.

2 Research Questions

Our motivation above leads us to our research questions, which we divide into two
parts: the first one addresses neural retrieval across the three domains and the second
part tackles continually adapting neural retrieval models for in-production systems.

RQ-1 How can we use neural retrieval and ranking models for retrieval in the legal,
patent and health domains?

RQ-1.1 How can we adapt dense retrieval for domain-specific retrieval?
RQ-1.2 How well do approaches for neural re-ranking generalize across differ-
ent domains?
RQ-1.3 How well do approaches for neural retrieval in the first stage retrieval
generalize across different domains?

RQ-2 How can we continually adapt neural retrieval models and systems for in-
production systems?

RQ-2.1 How can we continually adapt dense retrieval models to a continual
content shift?
RQ-2.2 How can we continually update dense retrieval indexes for in-
production systems in an efficient and effective way?

3 Background and Related Work

In this section we give an overview of the related work as well as our preliminary work.

Related Work. The advent of neural methods for retrieval has demonstrated enor-
mous effectiveness gains for re-ranking retrieved results [2,10,19,29,33,34] as well as
for first stage retrieval with methods like dense retrieval [12,15,18,25,27,39,54,56],
mainly focusing on the web domain.

https://github.com/sophiaalthammer/
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In order to create and provide queries and relevance judgements for domain-specific
retrieval and with this promote research in medical, legal and patent IR, there are numer-
ous evaluation campaigns for medical [31,32,41,46,49,50], legal [7,13,37], and patent
[36] IR. Related work for domain-specific neural retrieval also addresses the problem
of domain specific language modelling so far only in the medical domain [23,38,53].
Long documents in the legal domain are handled with either automatically creating
summaries [5,43,48] or by determining relevance on the paragraph-level [45]. The
challenge of little labelled data is tackled in the medical domain by synthetic training
data generation [38] or by sampling medical subsets from existing larger collections
[28]. Another line of research for domain specific retrieval investigates cross-domain
retrieval [1,21] or multi-task learning [9,20,52].

Continually learning contextualized models so far has only been addressed in the
area of Natural Language Processing. Here recent advances investigate how to continu-
ally pre-train contextualized language models with a constant stream of information in
order to address the time-wise or topic-wise content shift [17,30,44] or how to learn to
rank in an online manner with a changed user intent [58].

Our Preliminary Work. In our recent work, which is currently under review, we
addressed RQ-1.1 “How can we adapt dense retrieval for domain-specific retrieval?”.
For the medical domain, we investigated the effect of domain specific language mod-
elling for dense retrieval on TripClick [40]. In another work we studied dense retrieval
for legal case retrieval and proposed a paragraph-level aggregation model for dense
document-to-document retrieval. We investigated how to train a dense retrieval model
with little labelled data, we studied the effect of domain specific language modelling.
Furthermore we proposed to handle long documents by determining relevance on
paragraph-level as contextualized language models have a limited input length and can-
not take into account the whole long document.

Furthermore we answer RQ-1.2 “How well do approaches for neural re-ranking
generalize across different domains?” in our paper “Cross-domain Retrieval in the Legal
and Patent Domains: a Reproducibility Study” [4]. In this paper, we investigated find-
ings of Shao et al. [45] for paragraph-level re-ranking with BERT for the task of legal
case retrieval. We studied the generalization capability of Shao et al.’s proposed model
BERT-PLI for the task of prior art retrieval in the patent domain, as prior art retrieval
poses similar challenges as legal case retrieval like long documents and little training
data at hand. We found that BERT-PLI does not outperform the BM25 baseline [42] for
prior art retrieval on the CLEF-IP dataset [36]. Furthermore, we evaluated the BERT-
PLI model for cross-domain retrieval between the legal and patent domain on individ-
ual components, both on a paragraph and document-level. We found that the transfer
of the BERT-PLI model on the paragraph-level leads to comparable results between
both domains as well as first promising results for the cross-domain transfer on the
document-level.

4 Methods and Experiments

In this section we give an overview of how we plan to tackle the remaining research
questions and which experiments we are planning for this.
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4.1 RQ-1.3: How Well Do Approaches for Neural Retrieval in the First Stage
Retrieval Generalize Across Different Domains?

In order to study the generalizability of dense retrieval methods across different
domains, we plan to study the generalization capabilities of trained dense retrieval meth-
ods across different domains in a zero-shot setting.

Previous work has shown that training dense retrieval models jointly on similar
retrieval collections leads to an inferior retrieval effectiveness compared to solely in-
domain training [18,20,21,24] and that the generalization capabilities across differ-
ent domains underperform unsupervised lexical matching methods [47]. Furthermore
recent work in compressing dense representations [26,55] shows that the information
contained in the 768-dimensional embeddings can be compressed to much fewer dimen-
sions, suggesting that the dense embeddings of 768 dimensions do not exploit fully all
dimensions to store information signals. If we view lexical methods also as sparse rep-
resentations with a dimension of the size of the vocabulary (typically much larger than
768), we suggest that the robust retrieval effectiveness of lexical retrieval models come
from the uniform covering of the sparse representation space. We reason that increasing
the coverage and diversification of the embeddings of dense retrieval models increases
robustness and generalization capabilities of dense retrieval models as well as making
joint training with multiple datasets beneficial for dense retrieval models.

In order to gain more insight we plan to analyze and compare the coverage and
diversification of lexical and dense embedding spaces with methods from linear algebra
and cluster analysis [11]. Furthermore we plan to compare dense retrieval embedding
spaces trained with single or multiple retrieval collections. With this intuition of sparse
and dense embeddings we suggest that training dense retrieval models jointly on mul-
tiple data sources “squeezes” the embeddings leading to less information encoded in
the space and therefore an inferior retrieval performance. We plan to investigate dense
retrieval training with joint collections by introducing a training loss to diversify the
dense representations and to maximize embedding space coverage. This study would
give insights on how dense retrieval embeddings are learned in a joint training setting
and how these embeddings can be learned so that they are more robust and generaliz-
able.

We plan to jointly train the dense retrieval models on the MS Marco dataset [6], the
TREC-COVID collection [49] and the TripClick dataset [40] and evaluate the models
in a zero-shot setting on the BEIR benchmark [47] for domain specific retrieval.

With the findings of the study, future directions could include transfer learning and
domain adaptation for dense retrieval models.

4.2 RQ-2: How Can We Continually Adapt Neural Retrieval Models for
In-Production Systems?

In order to answer RQ-2 we divide the question into the two subquestions. The first
one is how to continually learn and update dense retrieval methods, the second one is
concerned with updating the dense retrieval index for in-production systems once we
have an updated retrieval model at hand.
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RQ-2.1: How Can We Continually Adapt Dense Retrieval Models to a Contin-
ual Content Shift? We will investigate how we can continually adapt dense retrieval
models for a time-wise data stream, inspired by recent work in life-long language mod-
elling [17]. The retrieval model should continually learn with the goal that the previous
knowledge of the retrieval model is not lost, but the model is continually adapted to new
content.

We will experiment with different continual learning approaches like adapter-based
[35,51], memory-replay [8] or distillation-based approaches [14,16,22]. For training
dense retrieval models, it is an active research question how to choose negative samples
in the training to achieve the highest retrieval effectiveness [15,54,57]. Therefore it
would be also an open question how to do effective negative sampling for continually
learning the dense retrieval methods.

For modeling the constant data stream, we divide the data stream in different time-
steps. Here we need for every time-step a different training collection. Different to a
static test collection, we also need different test subsets for each time- or topic-step
in order to evaluate how the updated retrieval model adapts and generalizes to new
data and in order to evaluate if and how the updated retrieval model forgets previous
knowledge. For that we plan to divide the training and test collection of large scale
collections into disjunct subsets.

In order to evaluate the forgetting of the retrieval model, we plan to evaluate the
retrieval effectiveness of the adapted retrieval model for the previous test collection and
compare it to the retrieval effectiveness before adapting the model. For the evaluation
of the adaptation capability, the retrieval effectiveness of the previous retrieval model
for the new test subset is compared to the retrieval effectiveness of the adapted model.

RQ-2.2: How Can We Continually Update Dense Retrieval Indexes for In-
Production Systems in an Efficient and Effective Way? Once we investigated how
to continually adapt the retrieval model, we see another open challenge in integrat-
ing the continually updated retrieval model in production systems. Especially we see a
challenge in continually updating the dense retrieval index in real-time. In production
systems the search indexes have a size up to 100 millions of terabytes, thus re-indexing
the whole corpus is computationally expensive and not feasible in real-time scenarios.

Therefore we proposed in Althammer [3] the concept RUDI for Real-time learning
to Update Dense retrieval Indices with simple transformations. In RUDI a computa-
tionally lightweight vector space transformation function T : V → Vu between the
vector embedding space of the previous retrieval model V and of the updated dense
retrieval model Vu is used to transform the vector embeddings of the previous index
to the embeddings of the updated indexing model. The advantage of RUDI is that the
index embedding does not need to be fully re-indexed with the updated dense retrieval
model, but the index is updated with a learned, computationally lightweight transfor-
mation function. This allows updating the dense retrieval index in real-time.

To approximate the embeddings in Vu, the transformation function T takes the
embedding vd ∈ V of the document d from the previous embedding space as input
and outputs the approximated vector space embedding vda. The approximated vector
space embedding of document d vda is then the updated embedding of vector space Vr.
The transformation function T is learned in real-time on a small, sampled fraction D
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of the documents in the corpus by minimizing the distance between the approximated
vector space embedding vda and the embedding of d in the updated vector space vdu.

Here we see several open challenges. For learning the transformation function, we
plan to investigate different, lightweight transformations like a fully connected layer or
an exponential transformation and compare their approximation performance. Also we
plan to investigate how the overall retrieval effectiveness is influenced by updating the
retrieval index with RUDI compared to re-indexing the whole index. Furthermore we
plan to analyze the trade-off between the number of training documents for learning the
transformation and overall retrieval quality on the updated index. We plan to study dif-
ferent sampling strategies for sampling the training documents from the overall index
like random sampling or sampling strategies aiming to sample documents from the
index with maximal orthogonal embeddings. Furthermore we plan to do speed compar-
isons between updating the dense retrieval index with different size of training samples
and between re-indexing the whole index.

5 Research Issues

RQ-1.3: HowWell Do Approaches for Neural Retrieval in the First Stage Retrieval
Generalize Across Different Domains? The first issue of our proposed methodology
is that our intuition of the problem could be misleading and that jointly training the
dense retrieval model with multiple labelled collections does not lead to a lower cov-
erage and diversity of the embedding space. Therefore we first want to analyze and
compare the embeddings of different dense indices using methods from linear algebra
and cluster analysis [11]. For answering this research question we also see a challenge
in how to train the dense retrieval model in order to diversify the learned embeddings
and with this uniformly cover the embedding space. The first ideas are to introduce an
additional loss function which maximizes the distance of embeddings between batches
while balancing the batches topic-wise [15]. Another issue is the choice of training col-
lections, which should be somehow related to each other but still come from different
domains, so that the dense retrieval model learns to embed those different domains in
the same embedding space. With this training objective our intuition is that the dense
retrieval model generalizes better to domains different from the training distribution.

RQ-2: HowCanWeContinually Adapt Neural RetrievalModels for In-Production
Systems? For updating and continually adapting a neural retrieval model we see a
major challenge in simulating the data stream for training and test collections with
the collections at hand. We plan to model this data stream using large scale retrieval
training collections like MSMarco dataset [6] and the TripClick dataset [40] and divide
the training set into disjunct subsets of documents. These subsets could be separated to
model the changing relevance judgements for certain queries over time, so that we can
elaborate how the adapted model learns to incorporate this shift. Another collection we
want to experiment with is the TREC-COVID collection [49], as it contains 5 different
subsets with different topics and relevance judgements, which result from the constant
updates of the collection during creation time. Nevertheless we are not sure if the test
collections have the capability to reflect the changing relevance over time, therefore we
also consider an in-production system evaluation with A/B testing.
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Abstract. Online shopping is gaining more and more popularity every-
day. Traditional retailers with physical stores adjust to this trend by
allowing their customers to shop online as well as offline, i.e., in-store.
Increasingly, customers can browse and purchase products across multi-
ple shopping channels. Understanding how customer behavior relates to
the availability of multiple shopping channels is an important prerequisite
for many downstream machine learning tasks, such as recommendation
and purchase prediction. However, previous work in this domain is lim-
ited to analyzing single-channel behavior only. In this project, we first
provide a better understanding of the similarities and differences between
online and offline behavior. We further study the next basket recommen-
dation task in a multi-channel context, where the goal is to build rec-
ommendation algorithms that can leverage the rich cross-channel user
behavior data in order to enhance the customer experience.

1 Motivation

The emergence of e-commerce in recent years has encouraged traditional store-
based business owners to provide the possibility of online shopping for their
customers in addition to in-store (offline) shopping. The addition of an online
channel does not isolate the offline channel. Instead, it creates a multi-channel
shopping experience for customers in retail sectors like grocery, cosmetics, and
apparel [2]. Multi-channel retail introduces interesting challenges for the business
and at the same time promising scientific problems that can be tackled using
artificial intelligence, and in particular machine learning.

In contemporary multi-channel retail, digital (i.e., online) and physical (i.e.,
offline) shopping channels typically operate under a different set of initiatives
and approaches. However, treating these channels separately as distinct units
has downsides from both customer and business points of view, leading to oper-
ational inefficiencies in supply chain and replenishment, and adding frictions for
customers who seek a seamless shopping experience across channels [18].

My research is based on proprietary data from a large food retailer in Europe,
with a number of physical stores, an online website, and a mobile application.
The same product inventory is offered on all channels. Customers can get a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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loyalty card either in-store or online, and can use that card for their shopping
across all channels. A customer can be tracked across offline and online channels
if they use their loyalty card at the cashier in-store, and use the information of the
same card to login to the mobile application or the website to browse or purchase
online. A customer needs to be identified to fulfill the order in the online channel,
while this is not the case for in-store shopping (offline). Nonetheless, most of the
offline transactions are associated with a loyalty card, due to possibility of getting
discounts that are only available when the loyalty card is used during payment.

Customers do not only buy goods via multiple shopping channels, but they
can also leverage the online channel for exploring the product inventory, compar-
ing products, and saving products for later purchases, before shopping offline.
In addition, the data generated via online shopping provides a further opportu-
nity for personalizing the shopping experience through recommendation [1,18],
in addition to the transaction data that is typically used as the only source of
information for recommendation [10,28].

While there are numerous studies examining user behavior in online shopping
platforms, little is known about multi-channel customer behavior. Moreover,
existing recommendation systems are tailored for single-channel scenarios, and
leveraging cross-channel information remains under-explored. The goal of my
research is to first provide an understanding of customer behavior in multi-
channel retail, and further develop recommendation systems that take the multi-
channel setting into account.

2 Related Work

Customer Behavior Understanding. Previous work on customer behavior
understanding relies mainly on click stream data [5,8,17,22,26,27,30]. Other
sources of customer behavior include transaction data [24], digital receipts of
online purchases extracted from emails [13], transaction logs of a bank [25], or
search logs of a commercial product search engine [20]. However, these studies
utilize data from a single shopping channel only, and do not explore multi-
channel customer behavior. So far, multi-channel customer behavior has mostly
been studied in the marketing and retail research literature [1,4,7,11,12]. These
studies rely on perceptions gathered via interviews and customer surveys, in
order to model, e.g., lock-in effects or physical store surface needs. Yet, percep-
tions are often different from actions, and prior work does not consider actual
transaction data from customers.

Next Basket Recommendation. The goal of the next basket recommenda-
tion (NBR) task is to recommend a full basket composed of a set of items to the
user for their next basket, based on the history of the items that they have pur-
chased in the past. One of the key challenges in NBR that makes it distinct from
other types of recommendation is learning representations for the user history,
which is a sequence of sets.

Learning representations of the sequence of past baskets with neural net-
works is the most dominant approach in the literature for NBR. Yu et al. [28]
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use recurrent layers and inspired by word2vec in natural language processing,
Wan et al. [23] introduce triple2vec for NBR. Correlation between items in bas-
kets are used to recommend more coherent baskets in [14]. An encoder-decoder
architecture using recurrent layers is proposed in [9]. Inspired by the transformer
architecture, Sun et al. [21] leverage multi-head attention to learn a representa-
tion for a sequence of sets. Yu et al. [29] build a co-occurrence graph for items
and use graph convolutions to learn the item relationships in baskets. A con-
trastive learning framework is introduced in [19] to denoise basket generation by
considering only the relevant items in the history.

In another line of work, Hu et al. [10] propose TIFU-KNN, a nearest neigh-
bor based model for NBR that directly models the personal history of users.
Faggioli et al. [6] also propose a relatively simple model that combines personal
popularity with collaborative filtering. In our recent study [15], we show that
these models perform superior to strong neural network baselines designed for
the task, demonstrating the importance of repeat behavior, i.e., recommending
the items that a user has purchased before. In our follow up work [16], we propose
a novel NBR algorithm that models the repeat behavior explicitly by separating
the repeat item prediction task from recommending new items. However, none
of the existing recommendation models is designed for the multi-channel setting,
and only single-channel retail scenarios are considered.

3 Proposed Research and Methodology

I plan to write my thesis in two main parts. First, I provide an understanding
of the customer behavior in multi-channel retail, through extensive studies of
shopping transactions and click behavior data. The findings from this part will
subsequently guide the design of recommendation algorithms for multi-channel
retail in the second part of the thesis.

3.1 Understanding Customer Behavior

Understanding customer behavior in retail serves as a basis for many down-
stream machine learning tasks, such as recommending products and predicting
purchases. In our recent work [3], we observed that the insights gained during
user behavior analysis can lead to design of effective recommendation algorithms.
In this part of my research, I provide a comprehensive picture of customer behav-
ior through answering two main research questions:

RQ1.1 How does the choice of shopping channel affect the behavior of cus-
tomers?

I started working on this research question by analyzing the transaction data
from a food retailer with multiple physical stores and two online platforms.
The initial findings are already published in [2]. In this work, three groups of
customers are defined based on their choice of shopping channels, namely online-
only, offline-only, and multi-channel customers. We find that the tendency to



458 M. Ariannezhad

purchase previously bought products, defined as repeat behavior ratio, is higher
for online-only customers. Zooming in on multi-channel customers, our analysis
reveals that there is little overlap in online and offline baskets of multi-channel
customers; they use each channel for different sets of items. Our analysis further
indicates that online baskets are larger, and contain items from more diverse
product categories.

RQ1.2 How do the customers of a multi-channel retail organization make use
of its online platforms?

While there are numerous studies on understanding the online behavior in retail,
they are focused on single-channel shopping settings [8,17,22]; the customers
are not able to shop in-store in addition to the online platforms. To answer
this research question, I will study the characteristics of the online behavior
leading to online purchases vs. offline purchases. This research will be built up
on prior studies on online user behavior understanding [3,8,13,17]. I will study
the similarities and differences of online sessions from different aspects, such as
type of interactions (e.g., search, product view, add to basket) and interaction
duration.

My goal is to use the insights from the user behavior analysis in order to
detect customer intention, given the interactions in an online session. The cus-
tomer intention can further be classified as an online purchase, an offline pur-
chase, or simply browsing. In addition to informing the design of the downstream
recommendation algorithm, the insights from this study can further be adapted
as online features that improve the customer experience with the online plat-
forms. As an example, pointing the customer to the location of a product in a
store can be useful if an offline purchase is predicted, while displaying the “add
to basket” button might not be as practical for the user’s need.

3.2 Recommendation in Multi-channel Retail

The focus in this part of the thesis is on the task of next basket recommendation,
where the goal is to recommend a list of items for the next basket of a customer.
Such recommendations would reduce the burden on users to proactively find
the items of their interest every time they need to shop. I plan to answer two
research questions in this part:

RQ2.1 How can we design a recommendation algorithm for the multi-channel
setting?

Our customer behavior analysis in [2] revealed that the online and offline bas-
kets have different characteristics. Furthermore, customers that use both chan-
nels for shopping purchase different products in different channels. While we
have shown the importance of recommending previously purchased items in our
previous studies on NBR [15,16], the repeat behavior differs significantly across
channels. Our preliminary experiments with an NBR model showed that the rec-
ommendation performance is not consistent across channels, when using a model
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that is not designed for the multi-channel setting. This calls for recommendation
algorithms that are tailored for multi-channel retail.

I propose to design a neural recommendation algorithm that has separate
components for modeling online and offline baskets in the customers’ history,
as well as a component to predict the channel for the next basket. The final
component that is responsible for generating the recommendation list will make
use of the channel predictor. Following previous works [9,14,19], sequence mod-
eling architectures such as recurrent layers and self-attention layers will be used
to encode the baskets in a user history. To encode each basket, a.k.a., a set of
items, I will experiment with graph neural networks [29]. Given the differences
between online and offline baskets, a single architecture might not be optimal
for encoding, and I will experiment with separate architectures for different type
of baskets. The channel predictor component can be integrated with the rec-
ommendation algorithm, or can be designed as a separate model that operates
beforehand. I will study both approaches in order to find the optimal solution.

Although the recommendation algorithm is designed for a multi-channel set-
ting, it should perform consistently well for the customers that use a single
channel for shopping. To this end, I aim to validate the proposed algorithm on
publicly available NBR datasets as well, where the data comes from a single
channel.

RQ2.2 How can we leverage the online behavior of customers in a multi-channel
recommendation algorithm?

As mentioned in Sect. 1, loyalty cards enable us to connect the online behavior of
customers to their offline behavior. In other words, when users are logged in on
their mobile phones or on the website, their interactions can be linked to their
offline baskets, assuming they use the loyalty card during checkout. The loyalty
card further provides the opportunity to offer personal discounts to customers,
in the form of a recommendation list. Currently, personal offers are generated
solely based on the purchasing behavior, and click data is not considered. Using
online signals to provide recommendation for offline shopping is under explored
in the literature, with the exception of a probabilistic graphical model proposed
in [18].

My goal in this section of the thesis is to utilize online click behavior data
for providing recommendations not only for the online channel, but for in-store
shopping as well. I will make use of the insights gained in answering RQ1.2,
and integrate the online signals with the recommendation algorithm designed in
answer to RQ2.1. To this end, the online interaction sessions will be encoded
and fed into the neural recommendation model, with the indication of customer
intention for each session. An intermediate neural component is then used to
decide the extent of the contribution of each online session to the final recom-
mendations.
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4 Research Issues for Discussion

I seek suggestions and feedback on how to improve this proposal in general. In
particular, there are two areas that I would like to discuss during the doctoral
consortium. The first issue is the broader impact of this research. For example,
are there other domains beside retail, or other settings beside multi-channel
shopping that can benefit from the findings in this research? How can we transfer
our knowledge and proposed models in that case? Second, I have not considered
the societal concerns in studying the multi-channel shopping behavior, e.g., from
a privacy preservation point of view. I would appreciate input on this matter.

References

1. Acquila-Natale, E., Iglesias-Pradas, S.: A matter of value? predicting channel pref-
erence and multichannel behaviors in retail. Technol. Forecast. Soc. Chang. 162,
120401 (2021)

2. Ariannezhad, M., Jullien, S., Nauts, P., Fang, M., Schelter, S., de Rijke, M.:
Understanding multi-channel customer behavior in retail. In: CIKM 2021: The
30th ACM International Conference on Information and Knowledge Management,
Virtual Event, Queensland, Australia, 1–5 November 2021, pp. 2867–2871. ACM
(2021)

3. Ariannezhad, M., Yahya, M., Meij, E., Schelter, S., de Rijke, M.: Understanding
and learning from user interactions with financial company filings (2021, Under
review)

4. Chatterjee, P.: Multiple-channel and cross-channel shopping behavior: role of con-
sumer shopping orientations. Market. Intell. Plann. 28 (2010)

5. Chen, C., et al.: Predictive analysis by leveraging temporal user behavior and user
embeddings. In: Proceedings of the 27th ACM International Conference on Infor-
mation and Knowledge Management, CIKM 2018, Torino, Italy, 22–26 October
2018, pp. 2175–2182. ACM (2018)

6. Faggioli, G., Polato, M., Aiolli, F.: Recency aware collaborative filtering for next
basket recommendation. In: Proceedings of the 28th ACM Conference on User
Modeling, Adaptation and Personalization, UMAP 2020, Genoa, Italy, 12–18 July
2020, pp. 80–87. ACM (2020)

7. Gao, F., Agrawal, V., Cui, S.: The effect of multichannel and omnichannel retailing
on physical stores. Manage. Sci. (2021)

8. Hendriksen, M., Kuiper, E., Nauts, P., Schelter, S., de Rijke, M.: Analyzing and
predicting purchase intent in e-commerce: anonymous vs. identified customers. In:
eCOM 2020: The 2020 SIGIIR Workshop on eCommerce. ACM (2020)

9. Hu, H., He, X.: Sets2sets: learning from sequential sets with neural networks. In:
Proceedings of the 25th ACM SIGKDD International Conference on Knowledge
Discovery & Data Mining, KDD 2019, Anchorage, AK, USA, 4–8 August 2019, pp.
1491–1499. ACM (2019)

10. Hu, H., He, X., Gao, J., Zhang, Z.: Modeling personalized item frequency infor-
mation for next-basket recommendation. In: Proceedings of the 43rd International
ACM SIGIR conference on research and development in Information Retrieval,
SIGIR 2020, Virtual Event, China, 25–30 July 2020, pp. 1071–1080. ACM (2020)



Understanding User Behavior for Recommendation in Multi-channel Retail 461

11. Hult, G.T.M., Sharma, P.N., Morgeson, F.V., Zhang, Y.: Antecedents and conse-
quences of customer satisfaction: do they differ across online and offline purchases?
J. Retail. 95(1), 10–23 (2019)

12. Hussein, R.S., Kais, A.: Multichannel behaviour in the retail industry: evidence
from an emerging market. Int. J. Log. Res. Appl. 24(3), 242–260 (2021)

13. Kooti, F., Lerman, K., Aiello, L.M., Grbovic, M., Djuric, N., Radosavljevic, V.:
Portrait of an online shopper: understanding and predicting consumer behavior.
In: Proceedings of the Ninth ACM International Conference on Web Search and
Data Mining, San Francisco, CA, USA, 22–25 February 2016, pp. 205–214. ACM
(2016)

14. Le, D., Lauw, H.W., Fang, Y.: Correlation-sensitive next-basket recommendation.
In: Proceedings of the Twenty-Eighth International Joint Conference on Artifi-
cial Intelligence, IJCAI 2019, Macao, China, 10–16 August 2019, pp. 2808–2814.
ijcai.org (2019)

15. Li, M., Jullien, S., Ariannezhad, M., de Rijke, M.: A next basket recommendation
reality check. CoRR abs/2109.14233 (2021). https://arxiv.org/abs/2109.14233

16. Li, M., Jullien, S., Ariannezhad, M., de Rijke, M.: TREX: a flexible repetition and
exploration framework for next basket recommendation (2021, Under review)

17. Lo, C., Frankowski, D., Leskovec, J.: Understanding behaviors that lead to pur-
chasing: a case study of Pinterest. In: Proceedings of the 22nd ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, San Fran-
cisco, CA, USA, 13–17 August 2016, pp. 531–540. ACM (2016)

18. Luo, P., Yan, S., Liu, Z., Shen, Z., Yang, S., He, Q.: From online behaviors to offline
retailing. In: Proceedings of the 22nd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August
2016, pp. 175–184. ACM (2016)

19. Qin, Y., Wang, P., Li, C.: The world is binary: contrastive learning for denoising
next basket recommendation. In: SIGIR 2021: The 44th International ACM SIGIR
Conference on Research and Development in Information Retrieval, Virtual Event,
Canada, 11–15 July 2021, pp. 859–868. ACM (2021)

20. Su, N., He, J., Liu, Y., Zhang, M., Ma, S.: User intent, behaviour, and perceived
satisfaction in product search. In: Proceedings of the Eleventh ACM International
Conference on Web Search and Data Mining, WSDM 2018, Marina Del Rey, CA,
USA, 5–9 February 2018, pp. 547–555. ACM (2018)

21. Sun, L., Bai, Y., Du, B., Liu, C., Xiong, H., Lv, W.: Dual sequential network for
temporal sets prediction. In: Proceedings of the 43rd International ACM SIGIR
Conference on Research and Development in Information Retrieval, SIGIR 2020,
Virtual Event, China, 25–30 July 2020, pp. 1439–1448. ACM (2020)

22. Toth, A., Tan, L., Fabbrizio, G.D., Datta, A.: Predicting shopping behavior with
mixture of RNNs. In: Proceedings of the SIGIR 2017 Workshop On eCommerce
co-located with the 40th International ACM SIGIR Conference on Research and
Development in Information Retrieval, eCOM@SIGIR 2017, Tokyo, Japan, 11
August 2017, vol. 2311. CEUR-WS.org (2017)

23. Wan, M., Wang, D., Liu, J., Bennett, P., McAuley, J.J.: Representing and rec-
ommending shopping baskets with complementarity, compatibility and loyalty. In:
Proceedings of the 27th ACM International Conference on Information and Knowl-
edge Management, CIKM 2018, Torino, Italy, 22–26 October 2018, pp. 1133–1142.
ACM (2018)

https://arxiv.org/abs/2109.14233


462 M. Ariannezhad

24. Wang, P., Guo, J., Lan, Y.: Modeling retail transaction data for personalized shop-
ping recommendation. In: Proceedings of the 23rd ACM International Conference
on Conference on Information and Knowledge Management, CIKM 2014, Shang-
hai, China, 3–7 November 2014, pp. 1979–1982. ACM (2014)

25. Wen, Y.T., Yeh, P., Tsai, T., Peng, W., Shuai, H.: Customer purchase behavior
prediction from payment datasets. In: Proceedings of the Eleventh ACM Interna-
tional Conference on Web Search and Data Mining, WSDM 2018, Marina Del Rey,
CA, USA, 5–9 February 2018, pp. 628–636. ACM (2018)

26. Xia, Q., Jiang, P., Sun, F., Zhang, Y., Wang, X., Sui, Z.: Modeling consumer buying
decision for recommendation based on multi-task deep learning. In: Proceedings
of the 27th ACM International Conference on Information and Knowledge Man-
agement, CIKM 2018, Torino, Italy, 22–26 October 2018, pp. 1703–1706. ACM
(2018)

27. Yeo, J., Kim, S., Koh, E., Hwang, S., Lipka, N.: Browsing2purchase: online cus-
tomer model for sales forecasting in an e-commerce site. In: Proceedings of the 25th
International Conference on World Wide Web, WWW 2016, Montreal, Canada,
11–15 April 2016, Companion Volume, pp. 133–134. ACM (2016)

28. Yu, F., Liu, Q., Wu, S., Wang, L., Tan, T.: A dynamic recurrent model for next
basket recommendation. In: Proceedings of the 39th International ACM SIGIR
conference on Research and Development in Information Retrieval, SIGIR 2016,
Pisa, Italy, 17–21 July 2016, pp. 729–732. ACM (2016)

29. Yu, L., Sun, L., Du, B., Liu, C., Xiong, H., Lv, W.: Predicting temporal sets with
deep neural networks. In: KDD 2020: The 26th ACM SIGKDD Conference on
Knowledge Discovery and Data Mining, Virtual Event, CA, USA, 23–27 August
2020, pp. 1083–1091. ACM (2020)

30. Zhou, M., Ding, Z., Tang, J., Yin, D.: Micro behaviors: a new perspective in e-
commerce recommender systems. In: Proceedings of the Eleventh ACM Interna-
tional Conference on Web Search and Data Mining, WSDM 2018, Marina Del Rey,
CA, USA, 5–9 February 2018, pp. 727–735. ACM (2018)



An Entity-Oriented Approach
for Answering Topical Information Needs

Shubham Chatterjee(B)

University of New Hampshire, Durham, USA

shubham.chatterjee@unh.edu

Abstract. In this dissertation, we adopt an entity-oriented approach
to identify relevant materials for answering a topical keyword query
such as “Cholera”. To this end, we study the interplay between text
and entities by addressing three related prediction problems: (1) Iden-
tify knowledge base entities that are relevant for the query, (2) Under-
stand an entity’s meaning in the context of the query, and (3) Identify
text passages that elaborate the connection between the query and an
entity. Through this dissertation, we aim to study some overarching ques-
tions in entity-oriented research such as the importance of query-specific
entity descriptions, and the importance of entity salience and context-
dependent entity similarity for modeling the query-specific context of an
entity.

1 Introduction

Wikipedia is useful for users seeking information on topics such as “Cholera”;
however, it is mostly focused on recent and popular topics. Through this dis-
sertation, we address the first step in answering topical queries: the retrieval of
relevant materials (text and entities) that constitutes the answer. We envision a
downstream system to utilize these relevant materials to automatically construct
a Wikipedia-like article for such topical queries.

Humans usually think about topics in terms of entities, and the background
stories and roles of these entities with respect to the topic. Motivated by this,
we adopt an entity-oriented approach to identify relevant material for answering
such topical queries by addressing three related prediction problems: (1) Entity
Retrieval: Identify entities that are relevant for a discussion about the query,
(2) Entity Aspect Linking: Link the mention of an entity in a given context
(e.g., sentence) to the aspect (from a catalog) that best captures the meaning of
the entity in that context, and (3) Entity Support Passage Retrieval: Find
passages that explain why the entity is relevant for the query.

Research Questions. An entity such as “Oyster” may be referred to in multiple
contexts in text, e.g., “Cultivation”, “Ecosystem Services”, etc. – each is called
an aspect of the entity “Oyster”. Often, features for entity ranking are derived
from entity links found in query-relevant documents [10,16,20]. While entity
linking can disambiguate the different mentions of “Oyster” in a text (animal
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Fig. 1. Example query and entity with support passages. Left: The passage is relevant
to the query and entity, and the entity is salient in the passage. The passage clarifies
how oysters may cause cholera. Hence, this is a good support passage for the query-
entity pair. Middle: The passage is relevant to the entity but not to the query. Right:
The passage is relevant to the query but not to the entity as the entity is not salient
in the passage. The passages in the middle and right are not good support passages.

versus place), it cannot identify the different aspects of “Oyster”. Entity aspect
linking [24] can remedy this by using a unique aspect id to resolve the different
meanings (aspects) of an entity in the context of the query. Hence, we study
the following research question: (RQ1) How can we leverage fine-grained entity
aspects for entity retrieval, and to what extent are they useful?

Although we study the utility of entity aspects in the context of Web search,
applications such as question-answering and recommender systems that aim to
understand the subtleties in the human language would also benefit from research
on entity aspect linking. Moreover, since entity aspect linking aims to match an
entity’s context to a candidate aspect, approaches to entity aspect linking would
also be applicable to other text similarity problems. The current entity aspect
linking system from Nanni et al. [24] has scope for improvement (see Sect. 3).
Hence, we study the following research question: (RQ2) How can we improve
the current entity aspect linking system?

We use entity aspect linking to obtain a fine-grained understanding of the
entity in the context of the query. Alternatively, entity support passages may also
be used for this purpose. Entity support passages [5,18] are paragraph-size text
passages that explain why an entity, e.g., “Oyster”, from the entity ranking for a
query, e.g., “Cholera”, is relevant to the query (Fig. 1). Entity support passages
may serve as text to be summarized when generating an answer to a topical
query. There are two challenges in finding a good support passage: (1) Support
passages must be relevant to both, the query and the entity, and (2) The entity
must be salient, i.e., central to the discussion in the text and not just mentioned
as an aside. Hence, we study the following research questions: (RQ3) How can
we model the joint relevance of a paragraph to an entity and a query? To what
extent is entity salience helpful? (RQ4) How can we leverage support passages
for entity retrieval and to what extent are they useful?

An important consideration in entity-oriented research is regarding the con-
struction of entity descriptions. Often, entity descriptions are constructed with-
out considering the query, by using knowledge bases [8,15,19], the entity’s
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Wikipedia article [10,21,22], or by collecting documents from a corpus that
mention the entity [1,9,28]. As a result, such query-independent descriptions
may contain information about the entity that is non-relevant in the context of
the query. For example, although the entity “Oyster” is relevant to the query
“Cholera”, the Wikipedia page of “Oyster” does not even mention Cholera. We
study the utility of entity aspects and entity support passages as query-specific
entity descriptions for learning query-specific entity embeddings. In this regard,
we study RQ1 and RQ4 in addition to the following research question: (RQ5)
Is it sufficient to use the lead text of an entity’s Wikipedia page as the entity’s
description?

2 Related Work

Entity Retrieval. The Sequential Dependence Model [23] assigns different
weights to matching unigrams and bigarams of different types. Zhiltsov et
al. [36] propose the Fielded Sequential Dependence Model (FSDM) that uses
field-specific background models across multiple fields. Nikolaev et al. [25] esti-
mate the probability of unigrams and bigrams being mapped onto a field in the
FSDM dynamically. Hasibi et al. [16] leverage entity links in queries and propose
a parameter-free estimation of the field weights in FSDM. Several models uti-
lize information from Knowledge Bases. For example, Kaptein et al. [19] utilize
the types of entities in the query, and Balog et al. [2] utilize category informa-
tion about an entity obtained from a user. Learning-To-Rank (LTR) is another
common approach. Schuhmacher et al. [30] utilize several features to re-rank
entities in a LTR setting. Dietz [11] proposed ENT Rank, a LTR model that
combines information about an entity, the entity’s neighbors, and context using
a hypergraph.

Entity Aspect Linking. Several works treat Wikipedia sections as entity
aspects. For example, Fetahu et al. [14] enrich Wikipedia sections with news-
article references. Banerjee et al. [3] seek to improve Wikipedia stubs by gener-
ating content for each section automatically. Nanni et al. [24] address the entity
aspect linking task using the top-level sections from an entity’s Wikipedia article
as the entity’s aspects. Their approach is based on LTR with lexical and semantic
features derived from various contexts (e.g., sentence, paragraph, section) where
the entity is mentioned in text. Ramsdell et al. [29] released a large dataset for
entity aspect linking using the definition of aspects from Nanni et al.

Entity Support Passage Retrieval. Blanco et al. [5] rank entity support sen-
tences using LTR with features based on named entity recognition, and term-
based retrieval. Kadry et al. [18] study the importance of relation extraction for
entity support passage retrieval. A related task is entity relationship explanation
that aims to explain the relationship between two entities in a Knowledge Graph
using a text passage. Pirro et al. [26] address the problem from a graph perspec-
tive by finding the sub-graph consisting of nodes and edges in the set of paths
between the two input entities. Voskarides et al. [31,32] use textual, entity and
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relationship features within a LTR framework, whereas Bhatia et al. [4] address
the problem from a probabilistic perspective.

3 Methodology

Datasets. The TREC Complex Answer Retrieval (CAR) [12] provides large
and suitable benchmarks consisting of topical keyword queries. We use the
CAR benchmarks for experiments on entity retrieval and entity support pas-
sage retrieval. Additionally, we also use the DBpedia-Entity v2 [17] dataset for
our entity retrieval experiments. For experiments on entity aspect linking, we
use the dataset from Ramsdell et al. [29]. We also use the aspect catalog and
aspect linker implementation from Ramsdell et al. to entity aspect link the CAR
corpus of English Wikipedia paragraphs.

Completed: Entity Support Passage Retrieval. We refer to the entity for
which we want to find a support passage as target entity. Our approach [6]
to entity support passage retrieval uses Learning-To-Rank with a rich set of
features. The features are based on: (1) Modelling the joint relevance of a passage
to the query and target entity, and (2) Salience of the target entity in a passage.
Below, we describe our approach to study our research question RQ3. Our
approach assumes that a high-precision entity ranking is available as input.

To model the relevance of a passage to a query, we retrieve a candidate set
of passages D using BM25. We assume that a passage is relevant to the target
entity if the passage contains many entities that are related to the target entity
in the context of the query. We derive the query-relevant context De of the target
entity from the candidate set D by retaining passages in D that contain a link
to the target entity. We consider each passage p ∈ De as a candidate support
passage. To identify entities from De which are related to the target entity, we
treat De as a bag-of-entities [16,34]. We assume that entities ex ∈ De which
frequently co-occur with the target entity within De are related to the target
entity. We then score a candidate support passage p ∈ De by the number of
frequently co-occurring entities ex linked to the passage. We also derive several
features based on the salience of the target entity in the support passage.1

We outperform the state-of-the-art method from Blanco et al. [5] by a large
margin on various benchmarks from TREC CAR. We find that salience is a
strong indicator of support passages for entities that have a passage with a
salient mention in the candidate set.

Completed: Entity Retrieval. We study RQ1 based on the hypothesis that
different mentions of an entity in a query-specific context contribute differently
to determine the relevance of that entity for the query. For example, when deter-
mining the relevance of the entity “Oyster” for the query “Cholera”, the aspect
“Diseases” is more important than “Cultivation”. Our approach [7] is based on
Learning-To-Rank (LTR) with features derived from entity aspects: (1) Aspect
Retrieval features: We rank aspects via their text2 using the query, and (2)
1 We use the salience detection system from Ponza et al. [27].
2 Available from the aspect catalog from Ramsdell et al.
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The Nature Conservancy, and the Oyster Recovery Partnership, 
Maryland Department of Natural Resources, the National
Oceanographic and Atmospheric Administration, and the U.S. 
Army Corps of Engineers planted  oyster spat  on 350 underwater 
acres. Planting began in 2012. Water quality is measured with a 
vertical profiler and water quality sondes moored at the bottom. In 
2013, 112,500 tons of fossilized oyster  shell were transported from 
Florida, and 42,536 tons of the shell went into Harris Creek (the 
rest went to the Little Choptank River.

As an ecosystem engineer
oysters provide "supporting" 
ecosystem services, along with 
"provisioning", "regulating" and 
"cultural" services. Oysters
influence nutrient cycling, 
water filtration, habitat 
structure, biodiversity, and food 
web dynamics.  [...]

Entity: Oyster
Aspect: Ecosystem services

Search result context of entity "Oyster"

Fig. 2. Depiction of our entity aspect linking approach for the entity “Oyster”. Left:
context from search results. Right: Correct aspect “Ecosystem services” of the entity
“Oyster”. The example text, entities, and aspects taken from Wikipedia. Entity links
marked in bold italics. In objective 1, we address the issue that not all words are relevant
for the decision – non-relevant words are depicted in grey. As described in objective
2, it is rare that identical entities are mentioned in both context and aspect content,
hence we need to identify which entities are related in this context, such as entities
related to ecosystems (green frame) and regarding water quality (orange frame). In
objective 3, we study how integrating the prediction of relevant words and entities is
helpful for most accurate predictions of entity aspect links. (Color figure online)

Aspect Link PRF features: After retrieving an initial candidate set of passages
using BM25, the frequency distribution of entity aspect links in these passages
are weighted by the retrieval score of the passages to obtain a distribution of rel-
evant entity aspects. To study RQ4, we also build the candidate set of passages
from an entity support passage ranking instead of BM25 when deriving Aspect
Link PRF features. Furthermore, we study RQ1, RQ4, and RQ5 by fine-tuning a
BERT model for the entity ranking task using entity aspects and entity support
passages as query-specific entity descriptions.3

We find that our LTR and BERT models trained using entity aspects and
entity support passages significantly outperform both neural and non-neural
baselines using both TREC CAR and DBpedia-Entity v2. Moreover, significant
performance improvements are obtained by replacing a query-independent entity
description (e.g., lead text of an entity’s Wikipedia article) with a query-specific
description (e.g., entity support passage).

Proposed: Entity Aspect Linking. Below, we identify three research objec-
tives to study RQ2.

1. Identify relevant words in context and aspect. Nanni et al. [24] find
that using all words from the entity’s context leads to poor results. They
alleviate this by considering only the sentence mentioning the entity. However,
as shown in Fig. 2, to help us make the aspect linking decision, we need
to consider the whole passage which mentions the entity “Oyster”, and not

3 Paper under review.
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Fig. 3. Depiction of our proposed end-to-end entity aspect linking system. The top
model takes the words from the aspect and context and learns a representation that
pays attention to the words from the context that are important for the aspect linking
decision. Similarly, the bottom model learns a context-dependent similarity between
the entities from the context and aspect. The final similarity is obtained by combining
the word-based and entity-based similarity.

just the sentence. Since the majority of words in the larger context are not
relevant, we propose to use the attention mechanism in deep learning to
select words from the context which are most beneficial for the aspect linking
decision.

2. Identify contextually related entities. Nanni et al. base the aspect link-
ing decisions on whether a direct relationship exists between an aspect-entity
and a context-entity. However, as shown in Fig. 2, otherwise unrelated entities
are related in the given context. Hence, we propose to base the aspect linking
decisions on whether two entities are related in context, by learning embed-
dings of these entities using BERT, taking the context into account. Our
preliminary work (See Footnote 3) in learning query-specific entity embed-
dings has shown promising results.

3. Integrate information from words and entities. Previous works which
leverage entities for retrieving text [13,20,33–35] have found that combining
indicators of relevance obtained using words and entities leads to better per-
formance for distinguishing relevant from non-relevant text. In this light, I
propose to integrate the information from relevant words and entities (from
1 and 2 above) by learning the similarity between the context and the aspect
end-to-end using a Siamese Neural Network (Fig. 3).

4 Conclusion

In this research statement, we describe our entity-oriented approach to iden-
tify relevant text and entities for answering a topical keyword query such as
“Cholera”. We describe three related tasks that we address for this purpose, and
identify several overarching research questions in entity-oriented research that
we aim to answer with this work. We envision this work to serve as a stepping
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stone towards building more intelligent systems. Such systems would one day
respond to a user’s open-ended and complex information needs with a complete
answer instead of a ranked list of results, thus transforming the “search” engine
into an “answering” engine.
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Abstract. Several existing search personalisation techniques tailor the
returned results by using information about the user that often contains
demographic data, query logs, or history of visited pages.

These techniques still lack awareness about the user’s cognitive
aspects like beliefs, knowledge, and search goals. They might return,
for example, results that answer the query and fit the user’s interests
but contain information that the user already knows. Considering the
user’s cognitive components in the domain of Information Retrieval (IR)
is still recognized as one of the “major challenges” by the IR commu-
nity. This paper overviews my recent doctoral work on the exploration
of the approaches to represent the user’s cognitive aspects (especially
knowledge and search goals) and on the investigation of incorporating
them into information retrieval systems. Knowing that those aspects are
subject to constant change, the thesis also aims to consider this dynamic
characteristic. The research’s objective is to better understand the knowl-
edge acquisition process and the goal achievement task in an IR context.
That will help search users find the information they seek for.

Keywords: Personalized search · User knowledge · User search goals

1 Introduction and Thesis Objectives

Users on the Web are believed to be cognitive agents [4] having their own beliefs
and knowledge about the world. They try to fill their information gaps (missing
or uncertain) by conducting information search activities. Users interact with
search systems by submitting queries expecting to receive useful or relevant
information that will help them reach their search goal and thus reduce their
information gap [1]. In consequence, the search results must consider what has
been already proposed to the user [9] to avoid information redundancy. Being
aware of the user’s search need/goal can also contribute in providing relevant
information. Taking into account the cognitive components of the user in infor-
mation search engines has been set as one of the “major challenges” by the
Information Retrieval (IR) community [5] in 2018.

The common IR evaluation methods (i.e. nDCG, MAP, and bpref) measure
a document’s relevance against a query: a document is often judged in isola-
tion independently of what has been already proposed to the user and to what
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 473–479, 2022.
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the user already knows. They often do not consider the user’s search goal too.
In other terms, a search system might return a document that is relevant to
the query but not useful with respect to the user’s knowledge (i.e. contains
information already known). By studying the literature in information retrieval,
knowledge understanding, and cognitive aspects domains, we could identify some
important gaps that need to be bridged: (i) Existing cognitive retrieval frame-
works need to consider the dynamic aspect of knowledge and information needs.
They must go beyond the relevance to one query or one session. (ii) Evaluation
measures need to include more user’s cognitive aspects. (iii) Judgment files or
test collections reflecting user’s knowledge change and goal achievement progress
are missing.

The objective of this thesis is to explore methodologies that make IR systems
“aware” of the user’s cognitive aspects (especially knowledge and goals). The
proposed methodologies are put in a framework that must consider the evolution
of the user’s knowledge and the change of his/her search goals.

The mentioned methodologies can be applied in other domains like
recommendation systems, search-as-learning SAL, MOOC courses, question-
answering, etc. To sum up, the contribution will allow those systems to answer
the user’s need given his/her previous knowledge and what has been previously
proposed; hence avoiding information redundancy. It will also help satisfy the
user’s search goal - fill his/her information need - in an efficient number of inter-
action iterations with the search system.

2 Research Methodology

We present the research questions, our performed preliminary work and our
proposed solutions.

2.1 RQ1: How to Extract and Represent the User’s Knowledge?

The user’s knowledge studied in our research is mainly the information he/she
acquires during search sessions. The studied information will be the unstructured
texts - referred to as “document” here - (i.e. Web pages, documents, courses,. . . ):
the content of the texts is considered to be the acquired knowledge. A document
brings a set of positive facts α (i.e. coronavirus Covid is an infectious disease)
or negated facts ¬β (i.e. the vaccine is not effective).

Our objective is to estimate this knowledge, represent it and employ it to
customise the user’s search results. In other terms, the intent is to learn what
the user knows and what he/she does not. It is to note that the content read by
the users might not necessarily be adopted as confirmed knowledge, because users
also acquire knowledge outside the context of search systems (i.e. interpersonal
exchanges, offline information like books, personal beliefs, etc.). Users can also
earn information as a result of their reasoning process.

In real life, knowledge is gradual: individuals might have information more
entrenched (certain or accepted) than others. We associate a qualitative order
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of preference Degree of Certainty for every piece of knowledge α that represents
the extent to which a user is knowledgeable/certain about α.

The information inside a proposed document might be novel, redundant, or
contradictory to the user’s existing knowledge. To integrate this new information
and “update” the representation of the user’s knowledge, we apply belief revision
algorithms. Those algorithms modify the knowledge representation to maintain
its consistency whenever new information becomes available. A representation’s
consistency means that the user doesn’t believe in contradictory facts α and ¬α
(i.e. cannot believe that Covid is contagious and not contagious at the same
time). The certainty degrees will play a role in deciding which facts will be kept
in the representation.

As a preliminary work in this direction, we presented in [7] the knowledge in
form of weighted keywords. The fact α is then a literal associated with a degree
of certainty to form a pair (literal, degree) i.e. (delta variant,0.7). The keywords
are extracted from texts using Rapid Automatic Keyword Extraction RAKE
[15]. This method detects the most representative words or phrases in a text
and calculates a related score. Its advantage over traditional methods (i.e. TF-
IDF) is that it can extract complex phrases – not just keywords – that might be
more meaningful. To calculate the degree of certainty of an extracted keyword.
To calculate the degree of certainty of an extracted keyword, we normalised its
score then multiplied it by an adjustment factor.

By trying to simulate the user’s reasoning process, we explored the possibility
of using knowledge rules to derive new knowledge. For example, the knowledge
rule Covid & Pfizer → Covid vaccine means that if the user knows about
Covid disease and the pharmaceutical company Pfizer then he/she probably
knows about Covid vaccines. The knowledge covid vaccine will be “derived” and
added to the user’s knowledge. Its certainty degree will depend on the degrees
of the facts that derived it. The rules could originate, for example, from mining
contextual knowledge from textual corpus, like the information flow.

The mentioned concepts are all currently developed as a prototype in Python
code. First, as a proof of concept, we intend to evaluate the framework having
the knowledge represented as weighted keywords.

The next step is to find better knowledge representation methods, tak-
ing into consideration the semantic aspects of the text for example. Two
other representation methods are on the test road-map: (1) Triples relation:
Recognising entities, linking them to existing ones in knowledge bases, and
extracting the relation stated in the text. A fact α would be represented by
(head entity, relationship, tail entity) with a degree associated with it. The
knowledge will be represented by a graph embedding. (2) Vector representa-
tion using GloVe - Global Vectors for Word Representation [14] or represen-
tation using BERT - Bidirectional Transformers for Language Understanding -
embedding [6]. The vector weights will represent the degree of certainty. Another
planned future work is to compare the “performance” of the framework when
using the three methods. The remaining challenge would be to update (using
belief revision) the representation when the knowledge has the form of vectors.
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One other challenge is the extraction and representation of the negated facts
from the texts. Being aware of the facts the user knows are not true will allow
us to perform real belief revision operations and hence better reflect the user’s
knowledge. Unfortunately, we had the confirmation from several NLP experts
that the extraction of such information is a task under research in the field.

2.2 RQ2: How to Model the User’s Search Goals?

Users interact with search systems by submitting queries expecting to receive
information that helps them reach their search goal and thus reduce their infor-
mation gaps. User queries might be ambiguous; also, different users could submit
the same query but have different search goals. Getting to know the intention
behind their queries will help return the relevant document(s).

Inferring the user’s search goal(s) received attention in the last decades. The
most common methods were tracking feedback sessions, click-through, and Web
caching. The novel idea presented in this thesis is that goal achievement is not
necessarily satisfied by a single document. A document can partially cover the
information need. This relevance depends on the user’s knowledge, his search
goals (and the progress towards it), and the document(s) already presented to
him/her. The notion of “missing information” presented in [2] represented the
difference between the needed information to achieve a goal and the user’s actual
knowledge. Hence, to measure a document’s usefulness to a user’s goal, we eval-
uate the amount of “missing information” it covers.

The user’s goal can be explicitly expressed, in a text form or selected from
a suggested list for example. It can also be implicit and automatically predicted
by analyzing the user’s profile, previous queries, or the terms used during the
search. The developed framework currently considers the first option where goals
are fed to the system in form of a textual set of statements or tasks. Similar to the
user’s knowledge, the goal is represented by weighted keywords resulting from
RAKE. The retrieval framework proposed in [17] represented, in the context
of vocabulary learning, the user’s need as a set of keywords. It demonstrated
the effectiveness of the personalised results when accounted for individual user’s
learning goals, as well as the effort required to achieve those goals. Semantic
meaning is planned to be considered in future work. For implicit and automatic
identification of the user’s goal, we refer to the set of proposed methods in the
literature [10,12].

The user goals might change too: might need an update, become obsolete,
inactive, or achieved. Therefore, the representation of the user’s goals must be
revised too: we are referring to “goal change”. This latter aspect is on the
roadmap of our research work and has not been explored yet.

2.3 RQ3: How to Design the Framework Architecture

An intelligent agent running on the client-side will manage the representation of
the user’s knowledge and search goals. That agent will be placed in an intermedi-
ary between the user and the search system and will act as a filter for the results
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returned by the system. Hence, the agent is not responsible for the retrieval
process itself but for cognitive filtering.

The agent is constructed in BDI (Belief-Desire-Intention) architecture where
the agent’s beliefs represent what the agent knows about the user. A belief is
an information (knowledge or goal) the agent believes to be true, but which is
not necessarily true. When the agent has α in its belief base, it believes that the
user knows that α is true. If the belief base contains ¬α, then the agent believes
the user knows that α is not true. When neither α nor ¬α is in the belief base,
the agent believes neither the user knows α is true nor the user knows that α
is false. The belief base also contains a set of user goals g. It has been earlier
proved in [11] show that the belief-based symbolic IR model is more effective
than a classical quantitative IR model.

The agent’s beliefs about the user might not always be true. Therefore, beliefs
and goals can be revised if the agent realizes that it has made a mistake.

The framework has 5 main modules: (1) Knowledge extractor: extracts knowl-
edge from the texts examined by the user. (2) Knowledge reasoner: derives new
beliefs using knowledge rules. It also revises the belief set to maintain consis-
tency. (3) Goal extractor: extracts the user’s search goal and represents them as
agent beliefs. (4) Goal reasoner: updates beliefs about goals. (5) Result filtering:
compares the content of the candidate document to the agent beliefs and selects
the “useful” documents to be proposed to the user.

2.4 RQ3: How to Employ the Cognitive Aspects to Personalise
Results?

The chosen representation for knowledge and goals (i.e. keywords, triples graph,
embedding) will be also used for the candidate documents. The filtering decision
will be taken after the comparison of three components: the agent’s beliefs about
the user knowledge, the agent’s beliefs about the user’s search goal, and the can-
didate document. These components are compared in pairs: distance (document,
knowledge) and distance(document, goal).

First, we discuss the coverage criterion presented in [13] that quantifies the
degree inclusion of one vector v1, representing the document into another v2
representing the user’s knowledge or goal. The coverage function produces the
maximum value of 1 when the non-null elements in v2’s vector also belong to
v1’s vector. It produces the value zero when the two vectors have no common
element. Moreover, the value of the function increases with the increase of the
number of common elements.

On another side, the well-known “aboutness” measure is based on a weighted
cosine similarity that accounts for the number and weight of common vector
elements. It measures the similarity between two non-zero vectors of an inner
product space. It is defined to be equal to the cosine of the angle between them,
which is also the same as the inner product of the same vectors normalized to
both have length 1.

We use those two measures to quantify the “distances” between the pair’s
components. They can be employed for different purposes depending on the
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intended application: when the purpose of the framework is to reinforce the
user knowledge, then documents that are “close” to the agent beliefs will be
returned. Contrarily, when the framework is employed for novelty purposes, those
documents could be considered redundant with what the user already knows and
will be excluded by the filter. Also, when the system is helping the user reach
its search goals, then the documents that are “closer” to the goal are returned.

2.5 RQ4: How to Evaluate the Model?

Finding adequate datasets to evaluate the proposed idea(s) is challenging. The
existing datasets dealing with users’ knowledge usually measure the knowledge
at the end of the search session. What we are trying to evaluate is the user’s
knowledge change after reading one single document, to finally prove that our
framework is proposing documents providing relevant knowledge. Also, we could
not find a dataset that will help evaluating the goal satisfaction change on a
document by document level.

On another side, there is no benchmark to compare the performance of our
framework. Our goal is to propose a framework that helps the user acquire new
knowledge and reach its goal in a minimal number of interaction exchanges.

We adapted an existing dataset [8] that logged the search behaviour of 500
users and assessed their knowledge level (a score between 0 and 100) before and
after the search session through knowledge tests. We proposed - in a work under
review - a benchmark and collection that estimates the knowledge level brought
by every document. We then tracked the evolution of every user’s knowledge
on a document-by-document level. Our planned future work is to submit the
set of queries in the collection to the proposed framework, and compare the
evolution of the users’ knowledge to the one in the benchmark. The evaluation
metrics will consider the number of user-system exchanges needed to reach the
maximal knowledge gain. In addition, we intend to compare the overall knowl-
edge gain brought by our framework to the one provided in the benchmark.
The resulting benchmark can serve other researchers studying cognitive learning
behaviour during the session. Another considerable evaluation measure could be
the α−nDCG proposed in [3] that rewarded novelty and diversity in documents
with respect to the information need. We aim to adapt it to consider the user’s
previous knowledge too.

In the direction of building our own dataset, we initiated an experiment
design that presents, consecutively, a set of documents to users. We then ask
them about the knowledge brought by every document, as well as the novelty it
shows. The work has been put on hold until the framework is tested against the
mentioned benchmark first.

3 Conclusion

We seek suggestions and comments on how to improve this proposal. We are
specifically interested in discussing the experimentation designs to evaluate our
framework.
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Abstract. To reach informed decisions, legal domain experts in Civil
Law systems need to have knowledge not only about legal paragraphs,
but also about related court cases. However, court case retrieval is chal-
lenging due to the domain-specific language and large document sizes.
While modern transformer models such as BERT create dense text rep-
resentations suitable for efficient retrieval in many domains, without
domain specific adaptions they are outperformed by established lexi-
cal retrieval models in the legal domain. Although citations of court
cases and codified law play an important role in the domain, there has
been little research on utilizing a combination of text representations and
citation graph data for court case retrieval. In other domains, attempts
have been made to combine these two with methods such as concatenat-
ing graph embeddings to text embeddings. In the PhD research project,
domain-specific challenges of legal retrieval systems will be tackled. To
help with this task, a dataset of Austrian court cases, their document
labels as well as their citations of other court cases and codified law on a
document and paragraph level will be created and made public. Experi-
ments in this project will include various ways of enhancing transformer-
based text representations methods with citation graph data, such as
graph based transformer re-training or graph embeddings.

Keywords: Information retrieval · Text representation · Citation
graph

1 Introduction and Motivation

Reaching correct decisions for legal processes in Civil Law systems such as build-
ing permit issuance is a complex matter. Domain experts require an extensive
amount of legal knowledge since just missing a single important detail could be
the cause for a decision to be challenged in court. This means domain experts
need not only be able to learn about sections of codified law (“legal paragraphs”)
but also of related court cases. However, retrieving related court cases is a chal-
lenging task, even for domain experts who are familiar with the subject matter.

When domain experts search for a court case to answer one of their questions,
they often base their search around some legal paragraphs that they know will

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 480–487, 2022.
https://doi.org/10.1007/978-3-030-99739-7_59
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be relevant. Questions could be for example “Based on § 81, is it permitted for
a building to have a maximum height of 10 m in construction zone 1? What if
the distance to the property border is less than 2 m?”. Of the many cases that
relate to a particular legal paragraph, only a small subset might be relevant for
a particular question. Moreover, cases are often long documents that relate to
many different legal paragraphs with varying degrees of importance.

Domain experts are typically familiar with a few exemplary court cases per
legal paragraph. While similar court cases would provide relevant insights, using
keyword search and checking court cases for relevance is generally very difficult
and time consuming. Instead, court cases are typically retrieved based on doc-
ument queries which are either whole or parts of related court cases (see for
example Task 1a of the FIRE AILA 2020 workshop [4]).

In recent years, neural network based vector representations or embeddings of
text have become increasingly widespread in many IR domains. Vector represen-
tations of individual words are now already a well researched area [5,20,22] and
models dealing with sentence or passage level tasks such as transformer models
are also commonly used [6,8,23]. Nonetheless, classical lexical methods such as
BM25 or language models still outperform newer methods in many court case IR
benchmarks (e.g. see COLIEE 20211). While transformer models are much more
flexible and adaptable than lexical methods, out-of-the-box they are incapable
of dealing with the challenges of the legal domain such as long documents and
required knowledge of legal context.

By developing a novel method for court case IR that overcomes the issues of
out-of-the-box transformer models, it will be easier for domain experts to retrieve
the court cases necessary to understand the legal context of their questions,
causing them to make fewer mistakes.

To overcome the issue of document length, a variety of options are described
in the literature. One is to use a specialized architecture to increase the number
of tokens that can be processed by a transformer model [3]. Another is to split a
long document into smaller passages and create passage level text representations
for document level IR [1,11]. Since this approach is close to how domain experts
compare documents, seeking to explore it further is natural.

The second issue is the required knowledge of legal context. Citation graph
data is an important source of information in the legal domain and provides
valuable legal context for a piece of text. Court cases usually cite related court
cases or legal paragraphs, information that is often instrumental for domain
experts to reach decisions. In the proposed research project we will investigate
ways of representing citation graph data and develop a new way of adding this
critically required knowledge to transformer models. To gain the required data
for the project, a dataset containing court case and legal paragraph documents as
well as their citation graph will be created based on data from the Austrian law
information system (Rechtsinformationssystem - RIS), a source of high quality

1 https://sites.ualberta.ca/∼rabelo/COLIEE2021/.

https://sites.ualberta.ca/~rabelo/COLIEE2021/
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Civil Law legal documents. The RIS is the official announcement platform for
Austrian legal texts and is used as part of the E-government project BRISE-
Vienna2.

2 Related Work

Text Representation. Neural network based models have been used very suc-
cessfully for a variety of tasks such as question answering, language inference,
named entity recognition and also information retrieval and have seen much
development in recent years. One such model is the transformer-based BERT
language model [8], which is pre-trained on a large corpus and often fine-tuned
for a specific task. By using a function like the dot product, text encoded by
BERT can be compared with each other and a similarity score for ranking doc-
uments calculated [14]. However, due to quadratic memory requirements it does
not scale very well to long documents [15]. Subsequent research has tried to
address this problem in various ways. For example, Beltagy et al. [3] modify
the transformer architecture to handle longer sequences of tokens. A different
approach is taken by Hofstätter et al. [11] in an IR setting, who split long docu-
ments into smaller passages using a sliding window and only apply transformer
computations for term matching inside one of these windows. Then a saturation
function and a two-stage pooling strategy are used to identify which regions of
the document are relevant in relation to a single passage query.

Graph Based Methods. If a document is also a node in a citation graph,
position and structural context of a node also define its semantics. Algorithms
such as SimRank [12] or Linked Data Semantic Distance (LSDS) [21] only require
knowledge about the structure of the graph to measure the similarity between
documents. In contrast, Hamilton et al. [10] make use of both the structure
of the graph and the features of a node to map a node to vector space. They
introduce a general neural network based method called GraphSAGE that is
capable of generating node embeddings for previously unseen data with the help
of node features, such as text attributes. In this method, feature information from
neighboring nodes is aggregated with a learned aggregation function to create
the node embedding. The performance of their method is evaluated by classifying
papers using the Web of Science citation dataset, classifying Reddit posts and
classifying protein-protein interactions. However, how well these embeddings can
be used to express node similarity was not evaluated. Cohan et al. [7] introduce a
method called SPECTER that fine-tunes BERT based on citation graph features.
During training, title and abstract of a paper are encoded with SciBERT [2], a
BERT model that is pre-trained on scientific text. The task is to minimize the
L2 norm distance between the query document PQ and a related document P+

as well as maximize the distance between PQ and an unrelated document P−.
Whether a document is considered related or unrelated to another document is

2 https://digitales.wien.gv.at/projekt/brisevienna/.

https://digitales.wien.gv.at/projekt/brisevienna/
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decided based on the citation graph. While P+ intuitively refers to documents
that are cited by PQ, P− refers to random documents as well as documents
that are cited by P+ but not by PQ. So although there might still be a relation
between P− and PQ, in this negative sampling scheme the model is conditioned
to learn a cutoff point at depth = 2 of the citation graph.

Jeong et al. [13] concatenate BERT embeddings and citation graph embed-
dings from a graph convolutional network for the task of citation recommenda-
tion. This combined representation is then passed through a feed-forward neural
network to calculate probabilities of citation labels.

Court Case Retrieval. The topic of court case retrieval has been explored in
various workshops such as the COLIEE 2020 and 2021 workshops or the FIRE
AILA 2019 and 2020 workshops. In both of these workshops one of tasks was to
retrieve court cases related to a query court case. While for COLIEE the task
was to retrieve supporting cases from the Federal Court of Canada, FIRE AILA
required to retrieve precedents from the Indian supreme court, both of which are
long unstructured court case documents. In the COLIEE 2021 workshop3, the
best ranking submission by a large margin measured in F1 score was a language
model [19], while the second best was a standard BM25 implementation [24].
To handle the length issue of the legal domain, many submissions performed
document retrieval at the passage level. Althammer et al. [1] compared the per-
formance of BM25, dense retrieval and a combination of the two. In the context
of first stage retrieval, they found that passage level retrieval with an aggregation
strategy outperforms document level retrieval for all of their methods.

In the FIRE AILA 2020 workshop [4], almost all submitted models were
lexical models with query preprocessing/reduction methods [9,16–18]. Only few
models based on embeddings were submitted but they were outperformed by the
other models.

3 Research Description and Research Questions

We propose to develop a novel method for creating court case document repre-
sentations by combining recent successful methods for representing text, such as
transformer-based models, with methods for utilizing graph data. To successfully
develop such a method, the following questions must be answered.

Which methods for text representation outperform previous methods for court
case retrieval? Current transformer-based methods lack domain-specific adap-
tions to the legal domain of which the most important would be dealing with the
length of court case documents. Splitting long documents into smaller passages
has already shown some success in COLIEE 2021. Moreover, domain experts
appear to also determine case relevancy on passage level. We expect that this
question can be answered with further research of transformer-based methods
on passage level for document level retrieval.

3 https://sites.ualberta.ca/∼rabelo/COLIEE2021/.

https://sites.ualberta.ca/~rabelo/COLIEE2021/
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How does a combined approach of text representation and graph representa-
tion methods perform compared to individual methods for court case retrieval?
Although of great relevance to the legal domain, in the COLIEE and AILA work-
shops little attention has been given to citation networks. In other domains,
various forms of graph neural networks (GNN) are used to create document
representations and to classify documents (modelled as graph nodes) using text-
based input features. Furthermore, various graph algorithms exist to calculate a
similarity measure between nodes. We expect that adding the information pro-
vided by graph based models to text based similarity models will yield a better
performance than text based and graph based similarity models by themselves.

What is the most effective way of combining text representation and graph
representation methods for court case retrieval? There are multiple ways of mak-
ing use of graph based data in text representation models. One way is using an
explicit component for graph representation and adding it to a neural network by
ways such as concatenating it to the output of a different component. Further, a
network can learn citation graph data implicitly based on sample selection. One
part of this project is to answer this question by experimenting with multiple
ways of adding passage level citation graph data to the most promising text
representation methods and evaluating their court case retrieval performance.

Are the combined representations useful for classification and link prediction?
Finally, it is useful to know whether the created combined document represen-
tations can be used for other tasks such as court case classification or legal
paragraph link prediction and how they perform. We expect that although the
representations will most likely be on a passage level, only few modifications will
be necessary to perform document level predictions.

4 Methodology

To answer our research questions, we intend to create a suitable dataset of legal
documents then use this dataset to develop a new approach for creating docu-
ment representations.

Datasets. Since this PhD research project is part of the BRISE-Vienna4

project, we can make use of the data and expert knowledge available to the
BRISE-Vienna project. As part of the BRISE-Vienna project, domain experts
handling building permit issuance will be supported with a search system. A
function of this search system is to suggest similar court cases from the Aus-
trian higher administrative court (Verwaltungsgerichtshof - Vwgh5). The RIS
Vwgh data includes around 400.000 court case documents and related files in
German and meta data including a list of citations of legal paragraphs as well as
multi-label document category labels. We will enhance this dataset by building
a citation graph that models how court case documents and legal paragraph

4 https://digitales.wien.gv.at/projekt/brisevienna/.
5 https://www.ris.bka.gv.at/Vwgh/.
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documents are connected. We also plan to further enhance the dataset with text
mining by extracting the exact locations of legal paragraph mentions and cited
court case mentions from the case text. We intend to use cited court case men-
tions as ground truth data for court cases similarity. Since text mining can be a
challenging task by itself, we do not aim to solve this problem completely and
instead focus on the information that we can extract with simple rule based
methods to create this dataset.

At a later stage, we also plan to investigate other datasets such as the COL-
IEE 2021 Legal Case Retrieval dataset6 which consists of query case documents
as well as related supporting case documents. The selection of other datasets
will depend on the effort that is necessary to create a similar citation graph of
legal paragraphs (or equivalent) and court case documents.

Retrieval Experiments and Method Development. To understand what
level of performance we can expect from our created dataset, we propose to
implement two simple baseline methods to suggest similar court case documents:
a lexical method such as BM25 and a citation graph based method such as LSDS
[21]. We will evaluate how well these methods can retrieve the cases of our court
case citation ground truth data. Further, we want integrate these methods into
the BRISE search system at an early stage of our research. We hope that this
way we can quickly gain insights into typical domain/dataset specific retrieval
issues and gather some additional ground truth data on document similarity. We
want to compare these methods with our later methods as part of an A/B Test.

Next, we plan to adapt the method described by Cohan et al. [7] to our
data. In this method the citation graph data is represented only implicitly in
the model and is used during training to determine which documents should
or should not be similar. Since the English SciBERT is not suitable for our
data, we instead propose to replace the underlying BERT model with a suitable
German model, which will be used to create document representations on a
document level and on a passage level. To train document similarity, we propose
the following heuristic: if a document/passage A cites the same legal paragraph
as document/passage B in the RIS citation graph, we would consider these
documents/passages to be related. Following [7], if B is related to C but A is not
related to C, we would consider A and C to be unrelated. To determine document
similarity from passage level representations, an additional aggregation step will
be employed.

We expect that further improvements will be possible with an explicit repre-
sentation of the citation graph or the neighborhood of a document in the graph.
This could be achieved by simply concatenating the output of a GNN node repre-
sentation to that of a BERT model, but there are certainly more approaches that
are worth trying to make use of GNN embeddings as part of a transformer model.
Another way could be to encode passages with a transformer model and use the

6 https://sites.ualberta.ca/∼rabelo/COLIEE2021/.

https://sites.ualberta.ca/~rabelo/COLIEE2021/
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produced vectors as feature vectors for GNN training and node embedding gen-
eration. Further literature research is necessary to determine which methods are
the most promising.

Other Experiments. The RIS dataset will give us options to further eval-
uate the quality of the generated document representations besides document
retrieval. One option is predicting legal paragraph relations instead of court cases
for a test set of court cases. Since there are additional category labels available
for each court case, we will use the document or passage representations to train
a simple machine learning algorithm for the task of multi-label classification.
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Abstract. Search systems are increasingly used for gaining knowledge
through accessing relevant resources from a vast volume of content. How-
ever, search systems provide only limited support to users in knowledge
acquisition contexts. Specifically, they do not fully consider the knowl-
edge gap which we define as the gap existing between what the user knows
and what the user intends to learn. The effects of considering the knowl-
edge gap for knowledge acquisition tasks remain largely unexplored in
search systems. We propose to model and incorporate the knowledge gap
into search algorithms. We plan to explore to what extent the incorpora-
tion of the knowledge gap leads to an improvement in the performance of
search systems in knowledge acquisition tasks. Furthermore, we aim to
investigate and design a metric for the evaluation of the search systems’
performance in the context of knowledge acquisition tasks.

Keywords: Information retrieval · Knowledge delta · Knowledge
acquisition

1 Motivation and Problem Statement

Web search is nowadays considered more to be a source for accessing information
resources and exploration, and educational resources are also not an exception to
this. Web search has become the most popular medium for education in schools,
universities and for professional training [1,2]. In addition, web search is being
used more often for the aim of gaining new knowledge [3]. There have been
numerous studies done on the information-seeking behaviors of students and
academic staff in different parts of the world (some examples are [4–7]) which
also verify that the majority of individuals and students consider the internet to
be the most useful information source for learning.

Marchionini [2] categorises the search activities into two broad categories
of look-up and exploratory search activities. Look up search is the activity in
which users know in particular what information they want and have a concrete
expectation of what would the desired search results be, while in exploratory
search users go through multiple iterations of searching the online resources.
With regard to using search systems for learning purposes, look-up search is
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viewed as a type of search that users initiate based on their current knowledge
of the subject of interest that leads them to the relevant neighborhood of infor-
mation. From this neighborhood, users will then start their exploration into the
learning resources and might reformulate their query multiple times according
to their findings with the aim of reaching more satisfying resources.

Users typically have different levels of background knowledge on the topic in
question. We define a user’s background knowledge as the current level of the
user’s familiarity with the topic. Due to different levels of background knowledge,
users might perceive the relevance of the documents on a topic differently.

Search engines currently do not take this diversity in the background knowl-
edge levels of the users into account and assume that users’ information needs
are well represented in their queries [8]. This is a clear limitation. The optimal
sequence of documents leading to satisfying a user’s learning goal depends on the
user’s specific background knowledge. What if search engines could exploit infor-
mation about the user’s background knowledge to provide the suitable (sequence
of) documents helping the user to satisfy their learning goal as fast as possible.

As search engines are being used by students and researchers, it is crucial
for search engines to pursue more developments in this direction so as to be a
better fit for learning tasks, especially knowledge acquisition tasks. We define
knowledge acquisition tasks as tasks in which users aim to acquire knowledge
with a learning goal as part of a sequence of interactions with an information
retrieval (IR) system. Supposing that we have a search system specialized for
knowledge acquisition tasks that takes the users’ knowledge level into account, it
will provide the users with resources that best fit their learning needs according
to their knowledge level. This, in turn, saves effort from users in terms of spending
longer search times and consuming documents that are returned as relevant but
cannot be utilised by the users according to their knowledge level.

To incorporate the users’ knowledge level into the search, one needs to enable
the search system to have a model representing the users’ knowledge within the
topic of interest (“what the user knows”). Furthermore, one needs to define and
represent the knowledge to be acquired (“what the user wants to know”). The
goal is then to overcome the gap between these two representations. We call this
gap the knowledge gap. Having defined the knowledge gap, the objective is to
develop a retrieval method that provides users with an order list (a path) of
resources, that helps them to overcome the knowledge gap. A suitable order will
be one where more complex resources requiring more background knowledge will
be preceded by resources that are more easily approachable based on the user’s
background knowledge. In this research, we will investigate the means to mea-
sure the knowledge gap and understand how one applies it within a search system
designed for acquiring knowledge so that the users can effectively overcome the
knowledge gap. In the rest of this paper, we will first discuss the research ques-
tions that we seek to answer throughout this research. Later and in the section
that follows, we will provide a brief overview of the research surrounding the
concepts of the knowledge gap and the knowledge delta. Finally, we will explain
our planned methodology to approach the research questions.
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2 Research Questions

Our motivation is to investigate on how to improve the retrieval effectiveness
of the search systems for knowledge acquisition by incorporating the knowledge
gap into the ranking mechanisms. We propose our main research question as
follows:

High Level Research Question: How can the search system help users to
effectively overcome their knowledge gap in a knowledge acquisition task?

This high-level research question is comprised of three fine-grained research
questions to be investigated:

– RQ1: How can we model users’ background knowledge, target knowledge and
the knowledge gap in knowledge acquisition tasks?

– RQ2: To what extent can the incorporation of the knowledge gap into a search
system facilitate a more efficient journey for users in knowledge acquisition
tasks?

– RQ3: How should search systems be evaluated in the context of knowledge
acquisition tasks?

3 Background and Related Work

In this section we provide the result of our literature review done in an attempt
to capture the viewpoint of the papers that discuss the concepts of knowledge
gap and knowledge delta and how they approach and incorporate these concepts.

3.1 Knowledge Gap

What we defined earlier, i.e. the gap between the users’ knowledge level and the
level of knowledge in the field of interest for learning has been discussed in the
literature under the title of knowledge gap. Knowledge gap is one of the causing
factors of information need [9]. Another factor that causes information need is
referred to as Anomaly in the state of knowledge by Belkin et al. [10] which is
the phenomenon in the state of knowledge that causes the information need.
In one of the early studies on information use, Dervin and Nilan [11] used the
phrase knowledge gap to refer to a situation where a person’s cognitive state
has recognized an incompleteness in its currently possessed information. This
incompleteness happens as a result of interaction with information sources or
through thinking processes, and thereby later that incompleteness will turn into
an information need. Additionally, Thellefsen et al. [12] use knowledge gap and
information need interchangeably in a discussion where some of the definitions
of knowledge gap are covered to argue the intricacy of the concept of informa-
tion need and the importance of incorporating users’ information need while
developing a knowledge organization system. In a research done by Yu et al.
[13] the knowledge gap also has a similar explanation, however, the research is
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more focused on knowledge predictive models for the knowledge state of users
which are being calibrated through questionnaires. Considering the definition of
knowledge gap, there are studies that use the same definition and provide search
solutions that are adaptive to the knowledge gap [14–16]. In addition, there are
similar studies that seek to model the knowledge gap by modeling the knowledge
of the user and compare it against an existing knowledge level for the topic of
interest [1,17–21]. Among these works, the work done by Zhao et al. [21] explores
the knowledge paths between users’ already acquired knowledge and the target
knowledge that the user aims to obtain. Considering this knowledge path and in
the context of recommender systems, the authors’ method recommends a num-
ber of papers to the users so that their learning goals are achieved in the best
satisfying way. Similarly, as our goal will be to assist users in knowledge acquisi-
tion tasks, we will take into consideration the target knowledge that users aim to
obtain. Having modeled the knowledge from users’ background knowledge and
the target knowledge level, our goal is to estimate the knowledge gap between
these levels. Thereafter, we will use the modeled knowledge gap to improve the
retrieval effectiveness of the search systems for knowledge acquisition.

3.2 Knowledge Delta

Knowledge delta is another concept that is semantically closely related to knowl-
edge gap. One definition of knowledge delta in the literature is the amount of
knowledge change in a user’s knowledge level which can be measured through
questionnaires. As a case in point, we can refer to the work of Grunewald et al.
[22], where the expertise gain is calculated through asking users of a “Massive
Open Online Courses” system about their knowledge level in a field before and
after taking an online course and denoting it as knowledge delta. Similar studies
have also been done to measure the knowledge change of the users [22–26].

In all the aforementioned works, knowledge delta is used as a concept that
demonstrates the change in users knowledge level. This concept is also associated
with the name of knowledge gain in other works such as [27].

4 Research Methodology

The methodology begins with the investigation to find an answer to the first
research question all the way to the third research question. The steps of the
methodology are three-fold. Firstly, we will build a model for a user’s knowledge
and use it to build a model for the user’s knowledge gap. Secondly, we will ask
users to participate in knowledge acquisition tasks to gain knowledge on learning
goals that will be defined for them. During this experiment, we will utilize the
modeled knowledge gap for each user during the user’s search session in order
to provide the user with better results for learning. during this step, we will
investigate the extent of improvement that incorporating the knowledge gap will
bring about in a learning session. Thirdly, we will design a function whose output
is a measure that will score the user’s learning progress throughout the session.
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RQ1: How can we model users’ background knowledge, target
knowledge and the knowledge gap in knowledge acquisition tasks?

To answer this research question, we need to design learning tasks for the
users and we need to estimate the users’ domain knowledge. Each learning task
will set gaining knowledge on a sub-topic within a topic as a goal for the users.
This goal will establish a desired level of knowledge as the target knowledge that
a user wants to acquire. We will choose a fixed number of sub-topics and assign
each user to a sub-topic for the learning task.

As it was mentioned under Sect. 3, several studies have modeled a user’s
knowledge in a variety of tasks and in different ways [1,16,21,28,29]. Extending
the work done by Zhang et al. [29], we aim to represent the user’s knowledge of
a topic with a set of concepts within that topic.

We will assess the user’s knowledge before and after the learning session using
knowledge tests. We will design the knowledge tests in such a way that the user’s
knowledge of each concept can be attributed to a level of learning according to
Bloom’s taxonomy of educational objectives [30,31].

Having completed the knowledge test, each user’s knowledge will be repre-
sented with its set of constituent concepts. There are a variety of options to
represent the user’s knowledge. One such way is a one-dimensional vector of
concepts and the user’s understanding of the concepts as weights. The same
model will also be used to represent the target knowledge. The knowledge gap
will then be computed between these two models.

Having modeled the knowledge gap, the methodology continues the investi-
gation by moving to the second research question.

RQ2: To what extent can the incorporation of the knowledge gap
into a search system facilitate a more efficient journey for users in

knowledge acquisition tasks?

After the pre-task knowledge assessment, users will have access to a search
interface connected to a search engine (here after collectively referred to as the
search system) to carry out their learning tasks. The interface will allow for
the recording of the users’ interactions which will later be used as features to
evaluate the quality of the learning sessions.

Each user will participate in at least two learning sessions during this experi-
ment. In one learning session, the search system will not take the knowledge gap
into account and original retrieved results by the system will be presented to the
user. In the other learning session, the search system will take the knowledge
gap into account and adapt the results before presenting them to the user. There
are several ways to adapt the search results to the knowledge gap. One such way
will be to re-rank the results of the user’s each query submission based on a
personalized understandability score of those results. For each of the learning
sessions, we will design a different learning task. So as to ensure that learning
about one topic doesn’t affect the user’s knowledge about other topics. After the
learning session, the users will be asked to take a knowledge test again (Post-task
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knowledge tests). Comparing the result of the pre-task knowledge test with the
post-task test for each user, we will have a score for the progress of the user’s
knowledge. On the other hand, for each user, we will compare the knowledge
gained in the learning sessions to observe the effect of incorporating the knowl-
edge gap on the quality of the learning session. We will evaluate this quality
based on the interaction features recorded during the session.

RQ3: How should search systems be evaluated in the context of
knowledge acquisition tasks?

In this research question, we will investigate how to define evaluation per-
formance metrics for search systems in knowledge acquisition tasks. Previously
in [32], we have explained why current retrieval metrics are insufficient in this
context as they treat each query during the session independently and don’t
consider the users’ knowledge factor in the evaluations. Correspondingly, we
proposed three directions forward as well as their advantages and shortcomings:
1) online evaluation approach, 2) prerequisite-labeled relevance judgements app-
roach, and 3) session-based evaluation approach. It’s essential to mention at this
point that what has been defined in this research proposal as knowledge gap
was defined as knowledge delta in [32]. However, in order to maintain a greater
consistency with the literature in this area considering the subtle distinction
between the knowledge delta and the knowledge gap, we have adopted the term
knowledge gap in this research proposal.

Our objective will be to extend this previous work and formalise the session-
based evaluation approach. The goal is to design a session-based evaluation func-
tion that gauges the quality of learning sessions in knowledge acquisition tasks.

Up until this point in the methodology, we will have collected data on knowl-
edge that the users have gained and information about learning sessions. In addi-
tion we will have recorded the users’ interactions with the search system. As a
result, a function that will serve as a new performance metric will be designed.
This performance metric will use interaction features, such as time, number of
queries used, etc., as cost indicators. It will combine these cost indicators such
that the function’s value aligns well with the experiences from the qualitative
data (Knowledge tests). As a result, for the evaluation of future learning ses-
sions, it will suffice to only have access to cost indicators and to use the designed
function to evaluate the learning session.

There two main research challenges for the implementation of the discussed
methodology:

1. The challenge that exists for the implementation for research question two
is maintaining a balance between guiding a user to resources that are better
suited for them and are adapted to their level of knowledge by the system,
and just responding to the queries the user submitted.

2. In defining the learning goal for the experiments, the level of understanding
of the user in the topic is a variable and the desired change in the level of
understanding for the sake of experiments should be fixed. (e.g. Does it suffice
if users are just familiarized with a concept, or should they be able to use it
or should they be able to implement it?)
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Abstract. A plethora of studies has been conducted in the past years
on rumor verification in micro-blogging platforms. However, most of
them exploit the propagation network, i.e., replies and retweets to verify
rumors. We argue that first, subjective evidence from the propagation
network is insufficient for users to understand, and reason the veracity
of the rumor. Second, the full propagation network of the rumor can
be sufficient, but for early detection when only part of the network is
used, inadequate context for verification can be a major issue. As time is
critical for early rumor verification, and sufficient evidence may not be
available at the posting time, the objective of this thesis is to verify any
tweet as soon as it is posted. Specifically, we are interested in exploiting
evidence from Twitter as we believe it will be beneficial to 1) improve the
veracity prediction 2) improve the user experience by providing convinc-
ing evidence 3) early verification, as waiting for subjective evidence may
not be needed. We first aim to retrieve authority Twitter accounts that
may help verify the rumor. Second, we aim to retrieve relevant tweets,
i.e., tweets stating the same rumor, or tweets stating an evidence that
contradicts or supports the rumor along with their propagation networks.
Given the retrieved evidence from multiple sources namely evidence from
authority accounts, evidence from relevant tweets, and their propagation
networks, we intend to learn an effective model for rumor verification,
and show rationales behind the decisions it makes.

Keywords: Claims · Veracity · Twitter · Social networks

1 Introduction

In the last decade, micro-blogging platforms (e.g., Twitter) have become a major
source of information. As per Global Digital Report statistics, social media users
have grown to a global total of 4.48 billion by the start of July 2021 which is
almost 57% of the world’s population.1 This led news agencies and traditional
newspapers to move to social media in order to cope with the societal change.
However, social media have also become a medium to disseminate rumors and
misinformation. Rumors are defined as circulating claims whose veracity is not
1 https://datareportal.com/reports/digital-2021-july-global-statshot.
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yet known at the time of posting [44]. Zubiaga et al. [45] found that unverified
rumors spread quickly and largely at early stages. They also found that users
tend to support unverified rumors during the first few minutes, and that the
number of users supporting a rumor decreases after the rumor resolution. Pre-
vious studies showed that on average it takes 12 h between the start of a false
rumor, and its debunking time [35,45]. These findings together motivate the
importance of early detection and verification of rumors.

To solve the early rumor verification in social media problem, we propose
retrieving and exploiting evidence from Twitter as we believe it will be bene-
ficial to 1) improve the veracity prediction 2) improve the user experience by
providing more convincing evidence 3) achieve the earliness objective, as wait-
ing for subjective evidence, i.e., replies to the tweet to be verified, may not be
needed. In our work, we are targeting Arabic social media, but our proposed
system can be applied to any language. Specifically, we aim to tackle the follow-
ing research questions: (RQ1) How can we find authoritative Twitter accounts
that can help verify a tweet?, (RQ2) How can we effectively extract evidence
from Twitter to verify a given tweet?, and (RQ3) Can we learn an effective and
explainable model that can early verify tweets by exploiting evidence from other
tweets?

The remainder of this paper is organized as follows: a literature review is pre-
sented in Sect. 2. We discuss our proposed methodology, and the evaluation setup
in Sect. 3, and Sect. 4 respectively. Finally, we discuss the issues and challenges
in Sect. 5.

2 Related Work

Previous studies on rumor verification at tweet-level exploited the propagation
network of the post focusing on propagation structure [4,10,29,30,37], the infor-
mation extracted from the profiles of the engaged users [26], or incorporating the
stance of the replies [7,22,39,42,43]. Variant approaches were proposed ranging
from adopting traditional machine learning models such as SVM [29] to neu-
ral networks [26,30], transformers [20,21], graph neural networks [4,10,37], and
reinforcement learning [8,43]. Expert finding for a relevant piece of misinfor-
mation is under studied, the literature shows that only two studies addressed
this problem [23,24]. Liang, Liu, and Sun [24] addressed identifying experts for
Chinese rumors by searching a collection of Sina Weibo users. Their approach
relies on expertise tags users assign to themselves. Li et al. [23] targeted only
domain-specific misinformation which rarely mention specific people, places, or
organizations as shown in Liang, Liu, and Sun [24] empirical analysis. Both stud-
ies adopted an unsupervised approach, and used the Bayes theorem to estimate
the probability that a user is an expert given a piece of misinformation.

The limitations of existing studies are three-folds. First, existing studies
exploit the propagation network, i.e., replies and retweets to detect and verify
rumors. Using the full propagation network of the rumor can be sufficient, but for
early verification when only part of the network is used, inadequate context for
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verification can be a major issue. Second, although many models were proposed
in the literature and showed to perform well, the majority lacks showing evidence
and rationales behind the model decision. A model that outputs, in addition to
the veracity, other sources of evidence such as links to web pages, other social
media posts, or authoritative accounts were this decision can be confirmed will
be more robust as it allows the users to assess its reliability. Third, there are no
datasets for evidence-based rumor verification in social media. The only datasets
available whether in English [9,12,13,16,29,45], Chinese [29], or Arabic [19] con-
tains subjective evidence, i.e., retweets and replies. To our knowledge, extracting
evidence from relevant tweets, or from authoritative Twitter accounts for rumor
verification was not addressed previously in the literature.

3 Proposed Methodology

In this section, we present our proposed methodology to address the research
questions listed in Sect. 1.

3.1 RQ1: Authority Finding

Given a tweet stating a rumor, the task is to find the top k potential author-
itative Twitter accounts that can help verify the given rumor. To address this
problem, we first aim to experiment with existing topic expert finding tech-
niques [5,15,23,32], but considering exploiting the recent advancement in infor-
mation retrieval, and natural language processing. Specifically, we intend to
study the effectiveness of these techniques to retrieve authoritative accounts
for rumor verification, and adopting them as baselines to our proposed system.
Second, as opposed to existing studies for expert finding for rumor verifica-
tion [23,24] that adopted an unsupervised approach, we propose a supervised
approach and address the problem as a ranking task by exploiting pre-trained
transformers [25].

We propose to enrich the context of the rumor by adopting two stages of
expansion 1) pre-retrieval expansion: by exploiting embedded information in the
tweet such as, linked web pages and captions on images, 2) post-retrieval: by
extracting keywords and topics from the top N users timeline tweets. For Initial
retrieval, to get a list of candidates, we plan to experiment with different tech-
niques such as retrieval using BM25 [33], which is based on keyword match, or
topic similarity between query and users where each query and user are repre-
sented as topic vectors. To further improve the retrieval performance, we propose
expanding the users representations with extra context, such as adopting entity
linking [41]. We can then rerank the list of retrieved candidates by fine-tuning
a pre-trained transformer model such as BERT [14], or ELECTRA [11].

3.2 RQ2: Evidence Retrieval from Twitter

Relevant Tweets Retrieval: We aim to retrieve from Twitter relevant tweets
to the rumor. In our work, we distinguish relevant tweets into two categories 1)
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relevant tweets stating the same rumor, and 2) relevant tweets that may contain
evidence supporting or refuting the rumor, i.e., those that are not explicitly sup-
porting or denying the given rumor. We intend to retrieve and identify both cate-
gories as we believe this will be beneficial to improve the veracity prediction, and
improve the user experience by providing more convincing evidence. The intu-
ition is that we can extract extra signals from relevant tweets stating the same
rumor propagation networks, and evidence from relevant tweets that may contain
evidence to help verify the rumor, and act as rationals behind the model deci-
sions. To retrieve relevant tweets, we plan to explore different queries construc-
tion techniques such as, searching with entities, regular expressions, or keyphrase
extraction. To classify the relevant tweets into the mentioned categories, we pro-
pose detecting relevant tweets stating the same rumor using either clustering,
near-duplicate detection [38], or fine-tuning a transformer-based model for rele-
vance classification. We can then assume that all the retrieved tweets that are
not discussing the rumor as tweets containing evidence.

Evidence Retrieval from Authoritative Accounts and Relevant Tweets:
We propose to retrieve evidence from authoritative Twitter accounts, and rele-
vant tweets that may contain evidence to select the best tweet, or set of tweets
that can help verify a rumor. Specifically, we plan to experiment with the fol-
lowing techniques 1) similarity between claim and evidence representations, 2)
classification task by fine-tuning transformer-based models.

3.3 RQ3: Effective Explainable Early Rumor Verification

To address RQ3, we aim to adopt the following earliness or detection deadline
approaches:

1. Time: To experiment with either 1) considering tweets from authority
accounts, relevant tweets and their replies posted earlier than the tweet to be
verified, or 2) considering tweets from authority accounts, relevant tweets and
their replies posted after the tweet to be verified but with variant detection
deadlines.

2. Number of tweets: To experiment with either 1) pruning the number of
relevant tweets, 2) pruning relevant tweets replies, or 3) pruning the tweet to
be verified replies.

Exploiting Evidence from Authoritative Accounts and Relevant
Tweets: We plan to exploit top k evidence tweets selected from authority
accounts, and relevant tweets to early verify a rumor. To achieve this we intend
to experiment with two approaches 1) transformer-based approach: given the
tweet to be verified and an evidence tweet, we can fine-tune a pre-trained trans-
former model such as BERT, or ELECTRA to classify whether the tweet is
refuted, supported, or has not enough information to be verified, 2) graph-based
approach: we plan to experiment with SOTA approaches for evidence-based fact-
checking [27,36], where evidence sentences are retrieved from Wikipedia pages.
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In our work, we will consider the tweet to be verified as the claim, and top k
tweets selected from authority accounts, and relevant tweets as evidence sen-
tences.

Incorporating the Stance of Relevant Tweets Replies: We propose to
incorporate the stance of relevant tweets and their replies for rumor verification.
In our work, we will consider the replies of all relevant tweets stating the same
rumor as replies to the tweet to be verified as we believe this will provide extra
signals from users comments toward the rumor. To achieve this, we plan to exper-
iment with the following 1) transformer-based approach: fine-tuning BERT, or
ELECTRA to classify the stance of each reply towards the tweet to be verified,
then consider the majority voting, 2) multi-task learning approach: to experi-
ment with SOTA models for stance-aware rumor verification [7,17,42] to jointly
predict the stance of replies, and verify the rumor.

Exploiting the Propagation Structure of Relevant Tweets and their
Replies: We aim to exploit the propagation structure of relevant tweets and
their replies. Specifically, we plan to experiment with adopting graph embed-
dings [3,31], or graph neural networks [40] to represent the propagation structure
of relevant tweets and their replies.

Jointly Exploiting Multiple Sources of Evidence: We plan to incorporate
all sources of evidence discussed previously to estimate the veracity of a given
tweet. My proposed system is composed of different components namely 1) a
graph representing evidence selected from authority accounts, 2) a graph repre-
senting evidence stated in relevant tweets, 3) a graph of relevant tweets replies,
4) the stance features, and 5) the representation of the tweet to be verified. As
proposed by Lu and Li [28], we aim to experiment with incorporating multiple
co-attention into our system to capture the correlation between the tweet to be
verified, and each component in the system, and finally estimating the veracity
of the tweets by concatenating all the representations.

Explainable Early Rumor Verification: Finally, we aim to provide the user
with visual explanations that justify the model’s decisions, and make them trust
the system. As mentioned previously, our proposed system will select evidence
from authority accounts, and from relevant tweets. These will be presented to
the user as a kind of justification of the system decisions. We plan to experiment
with either 1) abstrative summarization: to fine-tune GPT-3 [6] to generate
explanations given the set of evidence tweets selected from authority accounts
and relevant tweets, 2) evidence text extraction: we plan to experiment with
the TokenMasker architecture proposed by Shah, Schuster, and Barzilay [34] to
detect the crucial text spans connecting the claim and evidence.

Preliminary Work: Based on the literature review, we found that there is
no study addressing early Arabic rumor verification in Twitter given the prop-
agation network of the tweet to be verified. In order to evaluate our proposed
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system, we need to compare against SOTA models exploiting the propagation
networks, and thus we need an Arabic rumor verification Twitter dataset, which
includes the propagation networks of the tweets. We started by constructing
ArCOV-19 [18], the first Arabic COVID-19 Twitter dataset with propagation
networks. We then worked on manually annotating a subset of it to construct
ArCOV19-Rumors [19], that covers tweets spreading COVID-19 related rumors
labeled as true, false. Moreover, we implemented some baselines [19] to our pro-
posed system, we experimented with SOTA models that either exploit content
only, user profile features, temporal features, or propagation structure of the
replies. Specifically, we experimented with two models that exploit the propa-
gation networks for tweet verification namely Bi-GCN [4], i.e., a bidirectional
Graph Convolutional Networks model that leverages Graph Convolutional Net-
works to verify tweets given the target tweet and replies content, in addition to
the replies tree structure, and PPC-RNN+CNN [26], i.e., a multivariate time
series model that exploits user profiles to verify tweets. Moreover, due to proven
effectiveness of BERT-based classifiers in versatile text classification tasks, we
fine-tuned two Arabic pre-trained BERT models namely MARBERT [1], and
AraBERT [2].

4 Experimental Evaluation

To evaluate our proposed system, we plan to extend ArCOV19-Rumors dataset
to associate authority Twitter accounts, and relevant tweets to each tweet in the
tweet verification subset which consists of 3,584 tweets labeled as true or false.
Additionally, we aim to annotate the replies of the tweets with their stance
towards the rumor. Moreover, we plan to extend the dataset to include topics
other than COVID-19 for my models to be able to generalize to rumors from
variant topics. To evaluate the effectiveness of the authority finding model, we
will adopt Precision@k and nDCG scores. As we are addressing the evidence
retrieval, and the early tweet verification as classification tasks, we will compute
precision, recall, and F1 scores.

5 Issues for Discussion

I plan to discuss several points, namely 1) what are the limitations of restricting
evidence retrieval to Twitter, 2) should I consider other sources for evidence
retrieval such as Wikipedia and web pages?, 3) what are the potential features
that can be extracted from users accounts to find authoritative accounts?, 4)
whether to consider the authority finding problem a ranking, or a classification
task, and what are the limitations of each approach?, 5) what are the possi-
ble approaches to model the propagation structure of relevant tweets replies?.
Additionally, I would like to get feedback about the general limitations of the
proposed system.
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Abstract. E-commerce provides rich multimodal data that is barely
leveraged in practice. The majority of e-commerce search mechanisms
are uni-modal, which are cumbersome and often fail to grasp the cus-
tomer’s needs. For the Ph.D. we conduct research aimed at combining
information across multiple modalities to improve search and recommen-
dations in e-commerce. The research plans are organized along the two
principal lines. First, motivated by the mismatch between a textual and
a visual representation of a given product category, we propose the task
of category-to-image retrieval, i.e., the problem of retrieval of an image
of a category expressed as a textual query. Besides, we propose a model
for the task. The model leverages information from multiple modali-
ties to create product representations. We explore how adding infor-
mation from multiple modalities impacts the model’s performance and
compare our approach with state-of-the-art models. Second, we consider
fine-grained text-image retrieval in e-commerce. We start off by consid-
ering the task in the context of reproducibility. Moreover, we address the
problem of attribute granularity in e-commerce. We select two state-of
the-art (SOTA) models with distinct architectures, a CNN-RNN model
and a Transformer-based model, and consider their performance on var-
ious e-commerce categories as well as on object-centric data from gen-
eral domain. Next, based on the lessons learned from the reproducibility
study, we propose the model for the fine-grained text-image retrieval.

1 Motivation

Multimodal retrieval is an important but understudied problem in e-
commerce [48]. Even though e-commerce products are associated with rich multi-
modal information, research currently focuses mainly on textual and behavioral
signals to support product search and recommendation [1,15,42]. The majority of
prior work in multimodal retrieval for e-commerce focuses on applications in the
fashion domain, such as recommendation of fashion items [34] and cross-modal
fashion retrieval [13,25]. In the more general e-commerce domain, multimodal
retrieval has not been explored that well yet [17,31]. Motivated by the knowl-
edge gap, we lay out two directions for the research agenda: category-to-image
retrieval, and fine-grained text-image retrieval (Fig. 1).
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Fig. 1. Dissertation overview.

Category-to-Image Retrieval. First, we focus on the category information in
e-commerce. Product category trees are a key component of modern e-commerce
as they assist customers when navigating across large product catalogues [16,
24,46,50]. Yet, the ability to retrieve an image for a given product category
remains a challenging task mainly due to noisy category and product data, and
the size and dynamic character of product catalogues [28,48]. Motivated by this
challenge, we introduce the task of retrieving a ranked list of relevant images of
products that belong to a given category, which we call the category-to-image
(CtI) retrieval task. Unlike image classification tasks that operate on a predefined
set of classes, in the CtI retrieval task we want to be able not only to understand
which images belong to a given category but also to generalize towards unseen
categories. Use cases that motivate the CtI retrieval task include (1) the need to
showcase different categories in search and recommendation results [24,46,48];
(2) the task can be used to infer product categories in the cases when product
categorical data is unavailable, noisy, or incomplete [52]; and (3) the design of
cross-categorical promotions and product category landing pages [39].

Fine-Grained Text-Image Retrieval. Second, we address the problem of
fine-grained text-image retrieval. Text-image retrieval is the task of finding simi-
lar items across textual and visual modalities. Successful performance on the task
depends on the domain. In the general domain, where images typically depict
complex scenes of objects in their natural contexts information across modalities
is matched coarsely. Some examples of such datasets include MS COCO [33], and
Flick30k [53]. By contrast, in the e-commerce domain, where there is typically
one object per image, fine-grained matching is more important. Therefore, we
focus on fine-grained text-image retrieval. We define the task as a combination
of two subtasks: 1. text-to-image retrieval : given a noun phrase that describes an
object, retrieve the image that depicts to the object; 2. image-to-text retrieval :
given an image of an object, retrieve the noun phrase that describes an object.

We start off by examining the topic in the context of reproducibility. Repro-
ducibility is one of the major pillars of the scientific method and is of utmost
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importance for Information Retrieval (IR) as a discipline rooted in experimen-
tation [10]. One of the first works that touch upon reproducibility in IR is the
study by Armstrong et al. [2] where the authors conducted a longitudinal anal-
ysis of papers published in proceedings of CIKM and SIGIR between 1998–2008
and discovered that the ad-hoc retrieval was not measurably improving. Later
on, Yang et al. [51] provided a meta-analysis of results reported on the TREC
Robust04 and found out that some of the more recent neural models were out-
performed by strong baselines. Similar discoveries were made in the domain of
recommender systems research [5,6]. Motivated by the findings, we explore the
reproducibility of fine-grained text-image retrieval results. More specifically, we
examine how SOTA models for fine-grained text-image fashion retrieval gener-
alize towards other categories of e-commerce products. After analyzing SOTA
models in the domain, we plan to improve upon them in a subsequent future
work.

2 Related Work

Category-to-Image Retrieval. Early work in image retrieval grouped images
into a restricted set of semantic categories and allowed users to retrieve images
by using category labels as queries [44]. Later work allowed for a wider variety
of queries ranging from natural language [20,49], to attributes [37], to combina-
tions of multiple modalities (e.g., title, description, and tags) [47]. Across these
multimodal image retrieval approaches we find three common components: (1)
an image encoder, (2) a query encoder, and (3) a similarity function to match
the query to images [14,40]. Depending on the focus of the work some compo-
nents might be pre-trained, whereas the others are optimized for a specific task.
In our work, we rely on pre-trained image and text encoders but learn a new
multimodal composite of the query to perform CtI retrieval.

Fine-Grained Text-Image Retrieval. Early approaches to cross-modal map-
ping focused on correlation maximization through canonical correlation analy-
sis [18,19,45]. Later approaches centered around convolutional and recurrent
neural networks [11,22,23,29]. They were further expanded by adding attention
on top of encoders [29,35,38]. More recently, inspired by the success of trans-
formers [8], a line of work centered around creating a universal vision-language
encoder emerged [4,30,32,36]. To address the problem of attribute granularity in
the context of cross-modal retrieval, a line of work proposed to segment images
into fragments [27], use attention mechanisms [26], combine image features across
multiple levels [13], use pre-trained BERT as a backbone [12,54]. Unlike prior
work in this domain that focused on fashion, we focus on the general e-commerce
domain.

3 Research Description and Methodology

The dissertation comprises two parts. Below, we describe every part of the thesis
and elaborate on the methodology.
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Category-to-Image Retrieval. Product categories are used in various con-
texts in e-commerce. However, in practice, during a user’s session, there is often
a mismatch between a textual and a visual representation of a given category.
Motivated by the problem, we introduce the task of category-to-image retrieval
in e-commerce and propose a model for the task.

We use the XMarket dataset recently introduced by Bonab et al. [3] that
contains textual, visual, and attribute information of e-commerce products as
well as a category tree. Following [7,21,43] we use BM25, MPNet, CLIP as
our baselines. To evaluate model performance, we use Precision@K where K =
{1, 5, 10}, mAP@K where K = {5, 10}, and R-precision.

RQ1.1 How do baseline models perform on the CtI retrieval task? Specif-
ically, how do unimodal and bi-modal baseline models perform? How does the
performance differ w.r.t. category granularity?

To answer the question, we feed BM25 corpora that contain textual product
information, i.e., product titles. We use an MPNet in a zero-shot manner. For
all the products in the dataset, we pass the product title through the model.
During the evaluation, we pass a category expressed as textual query through
MPNet and retrieve top-k candidates ranked by cosine similarity w.r.t. the tar-
get category. We compare categories of the top-k retrieved candidates with the
target category. Besides, we use pre-trained CLIP in a zero-shot manner with
a text transformer and a vision transformer (ViT) [9] configuration. We pass
the product image through the image encoder. For evaluation, we pass a cate-
gory through the text encoder and retrieve top-k image candidates ranked by
cosine similarity w.r.t. the target category. We compare categories of the top-k
retrieved image candidates with the target category.

RQ1.2 How does a model, named CLIP-I, that uses product image infor-
mation for building product representations impact the performance on the CtI
retrieval task?

To answer the question, we build product representations by training on e-
commerce data. We investigate how using product image data for building prod-
uct representations impacts performance on the CtI retrieval task. To introduce
visual information, we extend CLIP in two ways: (1) We use ViT from CLIP
as an image encoder. We add a product projection head that takes as an input
product visual information. (2) We use the text encoder from MPNet as cate-
gory encoder; we add a category projection head on top of the category encoder.
We name the resulting model CLIP-I. We train CLIP-I on category-product
pairs from the training set. We only use visual information for building product
representations.

RQ1.3 How does CLIP-IA, which extends CLIP-I with product attribute
information, perform on the CtI retrieval task?

To answer the question, we extend CLIP-I by introducing attribute informa-
tion to the product information encoding pipeline. We add an attribute encoder
through which we obtain a representation of product attributes. We concate-
nate the resulting attribute representation with image representation and pass
the resulting vector to the product projection head. Thus, the resulting product
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representation p is based on both visual and attribute product information. We
name the resulting model CLIP-IA. We train CLIP-IA on category-product pairs
and we use visual and attribute information for building product representation.

RQ1.4 And finally, how does CLIP-ITA, which extends CLIP-IA with prod-
uct text information, perform on the CtI task?

To answer the question, we investigate how extending the product infor-
mation processing pipeline with the textual modality impacts performance on
the CtI retrieval task. We add a title encoder to the product information pro-
cessing pipeline and use it to obtain title representation. We concatenate the
resulting representation with product image and attribute representations. We
pass the resulting vector to the product projection head. The resulting model
is CLIP-ITA. We train and test CLIP-ITA on category-product pairs. We use
visual, attribute, and textual information for building product representations.
The results are to be published in ECIR’22 [16]. The follow-up work is planned
to be published at SIGIR 2023.

Fine-Grained Text-Image Retrieval. The ongoing work is focused on fine-
grained text-image retrieval in the context of reproducibility. For the experi-
ments, we select two SOTA models for fine-grained cross-modal fashion retrieval,
each model with distinctive architecture. One of them is based on Transformer
while another one is CNN-RNN-based. The Transformer-based model is Kaleido-
BERT [54], that extends BERT [8]. Another model is a Multi-level Feature app-
roach (MLF) [13]. Both models claim to deliver SOTA performance by being able
to learn image representations that can better represent fine-grained attributes.
They were evaluated on Fashion-Gen dataset [41] but, to the best of our knowl-
edge, were not compared against each other.

In the work, we aim to answer the following research questions:
RQ2.1 How well Kaleido-BERT and MLF perform on data from an e-

commerce category that is different from Fashion?
RQ2.2 How well both models generalize beyond e-commerce domain? More

specifically, how do they perform on object-centric data from the general domain?
RQ2.3 How Kaleido-BERT and MLF compare to each other w.r.t perfor-

mance?
The results are planned to be published as a paper at SIGIR 2022. The

follow-up work is planned to be published at ECIR 2023.
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Abstract. Due to the vast amount of health-related data on the Inter-
net, a trend toward digital health literacy is emerging among layper-
sons. We hypothesize that providing trustworthy explanations of informal
medical terms in social media can improve information quality. Entity
linking (EL) is the task of associating terms with concepts (entities)
in the knowledge base. The challenge with EL in lay medical texts is
that the source texts are often written in loose and informal language.
We propose an end-to-end entity linking approach that involves identi-
fying informal medical terms, normalizing medical concepts according to
SNOMED-CT, and linking entities to Wikipedia to provide explanations
for laypersons.

Keywords: Medical entity linking · Medical concept normalization ·
Named entity recognition

1 Motivation

Social media has become a platform for users to discuss various medical issues
[12,16]. This trend brings an abundance of health-related information in the
form of free text. Identifying formal medical concepts from free text is valuable
for medical companies, such as drug manufacturers. Formal representation can
help a drug manufacturer summarize the side effects of their product. The task
is known as Medical Concept Normalization (MCN), which aims to link informal
medical phrases to formal medical concepts in a knowledge base (KB), such as
Unified Medical Language System (UMLS) [11]. Although the MCN proved to be
useful for medical organizations, such as identifying adverse drug effects [11,16],
but this capability has not yet been made accessible for laypersons. According
to Eurobarometer [3], over three-quarters of EU citizens believe the internet
can help them learn more about health issues. This is consistent with research
showing that patients who go online have a desire to improve their functional
health literacy [4]. The authors emphasize the importance of maintaining a lay
language or patient-centered terminological level to keep the forum engaging as a
learning environment [4]. In addition, Fage-Butler and Brøgger [5] point out that
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by incorporating medical terminology in online patient-patient communication
could help broaden patient navigation skills in the medical community.

We therefore hypothesize that the accessibility of the MCN to laypersons
may facilitate patient learning. The learning can be established by providing an
explanation or definition of the terms based on Wikipedia articles. We chose
Wikipedia as a source of explanations, due to its ability to increase laypersons
the readability in expert medical terms [13].

2 Background and Related Work

The process of mapping words or phrases (mentions) in a text to concepts (enti-
ties) in a knowledge base [8] is known as Entity Linking (EL). Unlike MCN,
Medical EL focuses on entity mentions associated with entity types, such as
drugs and disease. MCN, on the other hand, works with phrases that may or
may not be associated with an entity type [12]. Meanwhile, MCN works with
phrases that may or may not have an entity type [12]. For instance, even though
the phrase cannot shut up for the whole day is not recognized as a medical named
entity, the MCN model will map it to Hyperactive Behavior [12]. Currently, the
MCN model only maps towards a formal KB. However, Wikipedia articles may
be a better alternative to the formal medical knowledge base in terms of increas-
ing user comprehension [13]. Nevertheless, the formal medical KB can serve as
a bridge for medical EL.

The source texts for informal medical EL are often written in layperson’s
language, which is more casual and descriptive than medical text. For example,
“I feel a bit drowsy & have a little blurred vision , so far ...”. The phrase
bit drowsy refers to drowsy or sleepy [7]. The language gap between formal
medical concepts and laypersons’ language can make medical entity recognition
difficult [1]. For this reason, direct dictionary matching is not ideal for detecting
medical terms. Most of the current research formulates medical entity linking
as a classification problem [9–11,16]. However, as stated previously, laypeople
find these medical concepts impractical. Thus, medical entity linking for laypeo-
ple is still a challenge. The recent approaches on MCN models [9–11,16] rely
on annotated labeled data sets, such as Psychiatric Treatment Adverse Reac-
tion (PsyTar) [18] and CSIRO Adverse Drug Event Corpus (CADEC) [7]. The
most comprehensive data set is COMETA, which covers 20.015 informal medi-
cal phrases mapped to 7.648 concepts of 350.000 concepts of SNOMED-CT [2].
Thus, the problem of unseen medical concepts still occurs [1]. Increasing the
coverage of the data sets by human annotation requires a lot of time and cost.
Moreover, the advancement of medical science leads to more medical concepts.
The scarcity of data sets, combined with the variation of free form informal
language, makes it difficult to achieve good precision, which is critical in the
medical domain.

The approach to solving data set scarcity is through the utilization of data
sets collected for a low resource scenario [6]. The first method is called distant
supervision, which automatically generates labeled data with existing knowledge
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bases or dictionaries. However, the existing distant supervision approach [12] suf-
fers from language disparity between the informal medical phrases and the formal
medical concept. For example the phrase spinning sensation refers to vertigo.
Due to the similarity method they used [12], the disparity can’t be detected.
The second approach is data augmentation [17], which attempts to artificially
add more data to boost the model performance and add various representations
of informal phrases. However, the impact of augmented data on Medical Entity
Linking (MEL) model performance has yet to be investigated. In this research,
we present an approach for automatically generating additional data and we
extend the work of Seiffe et al. [15] by including a general explanation for each
medical term to aid in layperson reading comprehension.

3 Proposed Research

Based on the motivation, we raise the first research question:

RQ1: How effective is medical entity linking used in medical forums or
social media to increase digital health literacy among lay people?

The effectiveness in the RQ1 refers to the usefulness of the linked entities and
the description provided by the entity linking model. There are various medical
entities, such as drug and disease. Additionally, we aim to investigate which enti-
ties or entity types should be linked to the KB. Then, based on the data scarcity
problem that we explained in the background, we raise the second research ques-
tion as:

RQ2: How effective are data augmentation and distant supervision in over-
coming the problem of data scarcity in MCN tasks?

The effectiveness with respect to RQ2 refers to the impact of performance on
supervised MCN tasks and the increase in concept coverage of the current MCN
dataset. Data augmentation will be used to increase the diversity of lay medical
terms. One of the challenges in data augmentation is a change in informal medical
terms or phrases may lead to a different medical concept. For example, weight
gain as a result of obesity can be transformed into burden gain, which may be
associated with struggle. In contrast to data augmentation, distant supervision
will be used to increase the coverage of the formal medical phrases from the
available data. The automatic labeling by distant supervision can produce noise.
Thus, it will be a research challenge to prevent this noise.

4 Research Methodology and Proposed Experiments

The goal of this research is to develop a model and framework for medical entity
linking for texts written in lay language. The overall pipeline is intended to
answer RQ1, while the data augmentation and remote monitoring parts are
intended to answer RQ2. Figure 1 shows the general workflow for our approach.
We divided each module into subsections for further explanation.
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Fig. 1. The workflow of informal medical entity linking.

4.1 Data Sets Available

Various data sets are available for handling informal medical sentences, namely
PsyTAR [18], COMETA [1], and CADEC [7]. The union of these data sets
covers less than 10% of concepts from SNOMED-CT, with an average of 4–5
sentence representations for each concept. All of those data sets explain disease,
symptoms, and drug-related issues. Most of the datasets are linked to SNOMED-
CT. We use an additional data set called Medical Entities in Reddit (MedRed)
[14], a medical named entity recognition corpus for identifying medical phrases.

4.2 Data Augmentation and Distant Supervision

The primary goal of these modules is to address the issue of data scarcity in
MCN tasks. Data augmentation is a technique for generating additional data. We
intend to add the additional data by imitating the writing style of laypeople in
order to maintain the sentence’s context and avoid concept shifting. We propose
the following augmentation techniques: 1) Character augmentation (e.g. key-
board errors), Word augmentation (e.g. synonym replacement); 3) Paraphrase;
4) Semantic mention replacement. Based on our experiments on CADEC and
PsyTar data sets, the augmentation could increase the variation of informal
medical phrases, and improved the model performance on the MCN module
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compared to the original data sets.1 Secondly, we intend to expand the con-
cept coverage for distant supervision by extracting pairs of informal and formal
concepts from a knowledge base. We will refer to Wikipedia articles for infor-
mal terms and SNOMED-CT for formal concepts. Informal medical terms are
derived from Wikipedia components such as redirect names, wikilink, lay defi-
nitions, and aliases. Then we assign formal concepts to the informal terms by
associating them with a SNOMED-CT concept.

4.3 Informal Medical Entity Linking

The first step of medical entity linking is recognizing the correct span of the
medical phrases. We will use the Bidirectional LSTM-CRF sequence labeling
architecture based on contextual embedding from the original and the augmented
data sets. Within this step, we aim to detect the entity type, such as disease and
drug.

The second step is to properly link a layperson’s phrase to a medical concept.
This task is called MCN, and we treat it as a multi-class classification task. The
goal is to standardize informal medical phrases into formal medical concepts
represented by SNOMED-CT codes as class labels.

Finally, the entity linking module aims to generate an explanation for infor-
mal medical phrases from Wikipedia articles. The most suitable explanation is
chosen in three steps: 1) Take all formal medical concepts from the output of
the MCN module as candidate mentions ; 2) Retrieve the list of candidates of
Wikipedia articles (called as candidate entities) for each formal term; 3) Candi-
date ranking based on commonness, semantic similarity, and link probability to
select the correct Wikipedia article.

4.4 Evaluation

The evaluation will focus on RQ1 and RQ2. For RQ2, we intend to examine the
effect of data augmentation and distant supervision on medical phrase identifi-
cation and the MCN modules. The recent research from Basaldella et al. [1] will
be the benchmark for medical entity linking. We extend the COMETA [1] and
CADEC [7] data set to be linked to Wikipedia. We use this as the ground truth
for our entity linking model. Additionally, to address RQ1, we intend to conduct
controlled experiments to evaluate the correctness and usefulness of entity link-
ing. The term correctness refers to the phrase’s span being correctly associated
with the target entity. The term usefulness refers to the span’s ability to assist
the user in comprehending the medical concept contained in the informal text. To
determine the tool’s functionality, we will conduct controlled experiments with
respondents from various backgrounds. A layperson annotator will be given a set
of sentences with connected entities and asked to answer a series of questions.
We use Item Response Theory (IRT) to assess reading comprehension, which

1 The paper was presented in Forum for Information Retrieval Evaluation (FIRE)
2021 conference.
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is composed of latent properties of our entity linking model. The IRT is used
to ascertain the amount of information or the degree of precision required on
the reading comprehension skills test. Finally, RQ1 will be answered using the
correctness and usefulness scores.
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Abstract. With the emergence of the internet, customers have become
far more than mere consumers: they are now opinion makers. As such,
they share their experience of goods, services, brands, and retailers. Peo-
ple interested in a certain product often reach for these opinions on all
kinds of channels with different structures, from forums to microblogging
platforms. On these platforms, topics about almost everything prolifer-
ate, and can become viral for a certain time before they begin stagnating,
or extinguishing. The amount of data is massive, and the data acquisition
processes frequently involve web scraping. Even if basic parsing, clean-
ing, and standardization exist, the variability of noise create the need
for ad-hoc tools. All these elements make it difficult to extract customer
insights from the internet. To address these issues, I propose to devise
time-dynamic, nonparametric neural-based topic models that take topic,
document and word linking into account. I also want to extract opinions
accordingly with multilingual contexts, all the while making my tools
relevant for pretreatment improvement. Last but not least, I want to
devise a proper way of evaluating models so as to assess all their aspects.

Keywords: Topic modeling · Text mining · Social media mining ·
Business analytics · Natural language processing · Deep learning

1 Introduction

The age of social media has opened new opportunities for businesses. Customers
are no longer the final link of a linear value chain; they have also become infor-
mants and influencers as they review goods and services, talk about their buying
interests and share their opinion about brands, manufacturers and retailers. This
flourishing wealth of information located outside traditional channels and frame-
works of marketing research also poses many challenges. These challenges, data
analysis practitioners must address when trying to test the viability of a business
idea, or to capture the full picture and latest trends of consumers’ opinion. In
particular, social media constitute massive, heterogeneous and noisy document
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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sources that are often accessed through web scraping when no API is available.
Additionally, customer trends tend to evolve through time, thus causing data
drifts that create the need for Machine Learning models’ updates. Last but not
least, documents’ structure is oftentimes more complex than in classical applica-
tions, as documents can exhibit some linking in the form of a graph (e.g.: Twitter)
or in the form of a nested hierarchy (e.g.: Reddit). Linking between words and
linking between topics are also important for efficient meaning extraction and
better interpretation.

To come up with these challenges, I propose to devise time-dynamic, nonpara-
metric neural-based topic models that take topic, document and word linking
into account. I also want to address the issue of crosslingual topic modeling, as a
single topic can have several versions in different languages. Whatever the mod-
eling decisions, the settings must acknowledge that data is noisy in its founding
assumptions, either by filtering it, or by isolating it.

2 Background and Research Questions

My research originates from industrial needs for customer insight extraction1

from massive streams of texts regarding social media in a broad sense: technical
reports, blogs, microblogs (tweets, etc.), and forum posts. Lizeo IT, the com-
pany that provides my experimental material, harvests data on a daily basis.
This harvesting is mainly performed through web scraping on more than a thou-
sand websites in 6 different languages2. The data acquisition pipeline includes
parsing and basic data cleaning steps, but noise stills remains, e.g., markup lan-
guages, mispells, and documents in a given language that comes from a source
supposedly in another language. Due to this noise and to its variability, off-the-
shelf tools seldom work. Additionally, no tools are available on specific domains
such as the tire industry, which is the main field Lizeo IT evolves in. In-house
data dictionaries and ontologies about the tire industries do exist, but they rely
on manual, expert knowledge-backed labeling. Lizeo IT’s intent for this project
is to be able to extract information without any kind of prior background infor-
mation -objectively observable elements inherent to data set aside- so as to work
with data related to other industries. The use case is purely exploratory data
analysis (EDA), that is considerably hindered by data opaqueness in absence of
background, by data heterogeneity, and by data noisiness.

Consequently, I pursue several goals in terms of both modeling and inference,
under precise hypothesis and conditions:

RQ1: Nonparametric topic extraction As the data volumes are huge, one
cannot reasonably know what the topics are, nor their number.

RQ2: Integrative extraction I need to extract customers’ insights in a way
that preserves document, topic and word structures and relationships while
taking temporal dependencies, languages and noise into account.

1 My work solely focuses on the insights per-se, not the emitters, and only includes
corpus-related information.

2 English, french, spanish, italian, german, and dutch.
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RQ3: Data cleaning processes improvement I need my approaches to cope
with noise directly, either by isolating it, or by filtering it.

RQ4: Scalability The algorithms have to adapt to Big Data-like settings, as
the training datasets are massive and as the models need to apply quickly to
newly available data.

RQ5: Annotator’s bias avoidance Exposed simply, experts, on the one hand,
tend to focus on product caracteristics, while on the other hand, customers
tend to focus on their experience of the product. I want to extract customers’
insights to their fullest possible extent.

To solve these problems, I propose fully unsupervised topic modeling
approaches. Probabilistic settings in the vein of the Latent Dirichlet Alloca-
tion [2] appear as a go-to set of techniques for this task, as they are very flexible
statistical models. However, probabilistic topic models are still unsupervised
learning techniques that bear an additional -yet desirable- burden: that of inter-
pretable language modeling. Analysts have two simultaneous expectations: from
the purely statistical perspective, they need a model that efficiently extracts
latent variables (the topics), that in turn are representative of -or coherent with-
the dataset at hand; from the linguistic perspective, they also need direct inter-
pretability of the topics. To comply with these expectations:

RQ6: Proper evaluation There is a need for a way of evaluating a topic model
by simultaneously taking into account their statistical nature, whatever the
modeling or inference settings, and the necessities for interpretability and
coherence of the latent variables.

3 Research Methodology

As probabilistic topic models are Bayesian statistics to their very core, it is
possible to use all the tools and perspectives the field offers. In particular, it
permits to consider distributions as building blocks of a generative process to
capture the desired aspects of the dataset at hand. I intend to use Dirichlet
Processes (DPs) [24] to automatically determine the number of topics (RQ1),
and survival analysis to model their birth, survival and death in time (RQ2). The
usual Bayesian statistics’ workhorse for inference is Markov Chain Monte Carlo
(MCMC), but variational inference (VI) [5] has been gaining momentum in the
last years due to its ability to scale to massive amounts of data. One of the most
recent examples of modern VI is the Variational Autoencoder framework [16],
which I intend to use for both scalability (RQ4) and flexibility (RQ1, RQ2).
The use of black-box variational inference [22] enables fluidifying going through
iterative modeling processes such as George Box’s modeling loop.

Overall, George Box’s modeling loop [3] is useful, as it covers all the expecta-
tions one has about modeling tasks. Its iterative structure is simple and software
development-friendly3, and it clearly separates concerns in three distinct steps.
3 As my work is both statistical and computer-science related, I wanted an exhaustive

methodology that could unite both fields as much as possible, with as much emphasis
on theoretical concerns as on practical concerns.
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The building step corresponds to the actual modeling, when specifications are set
so as to capture the aspects of data that matter to the practitioner. The freedom
the framework allows enables to design parsimonious solutions that give control
over the expected results, thus eliminating irrelevant information. This freedom,
however, is a double-edged blade that can lead to a validation bias regarding
prior, naive assumptions about the dataset at hand. This situation is particu-
larly easily reached in topic modeling due to the very nature of the object of
study, and words can be arranged in a way that seem meaningful without them
being reflective of the actual corpus. To circumvent the issue, a Bayesian tool
comes in handy: posterior predictive checking (PPC) through realized discrepan-
cies [14] . This procedure enables evaluating the whole probabilistic setting of
an algorithm while focusing on the important aspects of the model, whatever the
underlying probabilistic distributions, thanks to the generative properties of the
models (RQ6). Despite this ability to evaluate a Bayesian setting as a whole,
PPCs per-se fail on evaluating the interpretability aspect of topic models. To
include semantics -and therefore, interpretability- in the evaluation, I suggest to
regularize the training objective of a VAE with proper regularizers for semantics
and coherence [12] , so as to twist the inference accordingly with all the objec-
tives, then to perform a PPC (RQ6). Following this procedure, the PPC should
evaluate all the aspects, but the trick is still not enough to integrate all the
elements I need to my models.

The hybrid nature of the VAEs, i.e., the fact that these models are neural
network-powered probabilistic settings, allows benefitting from the best proper-
ties and advances of both worlds, including embeddings (topics, words, graphs,
etc.), transfer learning (RQ1), and recurrent neural networks (temporal aspects,
hierarchies, etc.) (RQ1, RQ2), for instance. Concerning noise, I believe that it
follows Harris’ distributional hypothesis, which is the exact one that underlies
Mikolov et al.’s works on word embeddings [18]. According to this hypothesis,
semantically similar words tend to occur in the same contexts. I think that the
statement is also valid for what I call noise, e.g., that code will most likely
appear with code if data parsing has failed. I’m much more inclined to the solu-
tion of isolation instead of filtering as it is an additional tool for refining data
cleaning processes (RQ3). As for treating multilingual corpora, embeddings are
useful in two ways: the first is that they allow to get distributed representations
of words in a classical way4, as for monolingual contexts; secondly, they allow
for the emergence of a pivot language. A combination between embeddings and
adding a categorical distribution in the generative process could help examining
crosslingual similarities (RQ2).

Last but not least, and to circumvent any annotator bias, I need to restrict
knowledge injection to the objectively observable elements: text itself, document
structure, time stamps, and the language a document is written in5 (RQ5).

4 Except that, words in a given language are much more likely to appear within con-
texts in the same language.

5 Language detection is out of the scope of this project, so I either rely on datasets’
existing annotations or use off-the-shelf tools.
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4 Related Works

Topic extraction is a well established task in the landscape of text mining [6],
but the neural flavour of topic models is much more recent, as it originates from
the works on black-box variational inference [16,22]. Gaussian VAEs [16] are
one of the most famous realization of this line of research. To my knowledge, the
Neural Variational Document Model (NVDM) [17] is the first VAE-based topic
model. Due to its Gaussian prior, however, the NVDM is prone to posterior
collapses. To circumvent the issue, Srivastava & Sutton developed the ProdLDA
[23]. The ProdLDA tries to approximate a Dirichlet prior with a logistic normal
distribution to cope with the original reparameterization trick used in the VAE.
The ProdLDA makes topic modeling with variational autoencoders stabler, thus
highlighting the importance of Dirichlet-like priors in the field. Other Gaussian-
based developments include the TopicRNN [9], and the Embedded Topic Model
(ETM) [10] and its time-dynamic extension [11] (by chronological order). These
are particular, in the sense that both train word embeddings directly and con-
jointly with topic extraction. Prior to these algorithms, an extensive research
aimed at linking words in (non-neural) topic models, sometimes while trying to
address specific issues such as data mining on short texts [26]. Most of these
works treat semantic units as auxiliary information. Other methods switch pri-
ors to include some linking between words, tweak word assignment to the topics
[8,15,25], or use pre-trained embeddings [1]. Last but not least, and much later,
Ning et al. [20] have proposed unsupervised settings that build on stick-breaking
VAEs [19], thus automatically finding the number of topics from data.

5 Research Progress and Future Works

My first step for this project has been to adapt the VAE framework to non-
parametric settings regarding the number of topics. The DPs have already been
applied to topic modeling in non-neural settings. Nalisnick et al. [19] have suc-
cessfully adapted an approximation of the stick-breaking take on the DPs thanks
to a Kumaraswamy variational distribution instead of a Beta for the stick-breaks
so as to enforce compliance of the setting with the original reparameterization
trick [16]. This replacement, however, makes the VAE proner to posterior col-
lapses. To solve the issue, I used Figurnov et al.’s implicit reparameterization
trick [13] to use a Beta variational distribution, thus making my setting an
exact, fully-fledged DP, as shown in [21]. I also included two kinds of embeddings,
one for topics, and one for words, to capture similarities in the same embedding
space. Finally, I added a Gamma prior on the concentration parameter of my sin-
gle level DP [4] to learn it from data as it controls the number of topics the model
extracts. The whole setting not only efficiently captures similarities and outper-
forms other state of the art approaches; it also tends to confirm my hypothesis
on both crosslingual and noise aspects, as it isolates words by language and noise
in separate topics. My approaches were tested on the 20 Newsgroups and on the
Humanitarian Assistance and Disaster Relief datasets. On industrial datasets,
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I also tried pre-initializing the word embedding matrix with Word2Vec to see
if I could get an improvement, without much success regarding getting better
results: my settings per-se are at least equivalent to Word2Vec in terms of word
embeddings. In the future, I would like to try other kind of prior initializations,
with a transformer’s embeddings, for instance. Other kinds of future work will
mainly consist at improving models’ precision, by further improvement of the
priors. I’ll then move on to adding document linking, with a particular emphasis
on nested hierarchies in documents. My last step on the project will consist in
adding a categorical distribution in the generative process to capture crosslin-
gual aspects.

I am currently working on extending my models to capture time dynamics,
following the approaches of Dieng et al.’s D-ETM [11]. To achieve this, I rely on
my models’ capacity to use Gamma and Beta distributions to include elements
of survival analysis. When its first parameter is set to 1, the Gamma distribution
is equivalent to the exponential distribution, which is a common hazard func-
tion in survival analysis. Additionally, the Gamma distribution is usable as a
conjugate prior for both Gamma distributions with a fixed parameter, and for a
DP [4]. As a consequence, the generative process includes a chain of interdepen-
dent exponentials (one per time-slice), that will in turn act as conjugate priors
for the DPs. I also included the two embedding matrices, but generalized word
embeddings to a tensor to get a word distribution per time slice, so as to capture
semantic evolution. Besides, I have devised a regularization term to encourage
the training procedure to compute neatly separated topics, as per what I learnt
on how humans interpret topic models from Chang et al.’s work [7]. I intend to
use PPC to assess the whole setting.

6 Specific Research Issues for Discussion at the Doctoral
Consortium

The specific research issues I would like to discuss are the following:

– Issue 1: The way probabilistic topic models treat corpora end up with a
single topic-wise word distribution for all documents in the corpus. However,
documents put varying emphasis on words. I would like to “personalize” word
distributions with respect to the documents I treat by adding document-wise
information, without losing the ability to generalize and predict about future
documents.

– Issue 2: Some corpora’s structures are complex, and modeling through means
of a graph or of a hierarchy can help, but some sources can be both at the
same time. It is particularly true for Twitter, where users can link to another
tweet through retweets and start discussion threads.
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Abstract. Assume a non-AI expert user like a lawyer using an AI driven
text retrieval (IR) system. A user is not always sure why a certain docu-
ment is at the bottom of the ranking list although it seems quite relevant
and is expected at the top. Is it due to the proportion of matching terms,
semantically related topics, or unknown reasons? This can be confusing
and leading to lack of trust and transparency in AI systems. Explainable
AI (XAI) is currently a vibrant research topic which is being investigated
from various perspectives in the IR and ML community. While a major
focus of the ML community is to explain a classification decision, a key
focus in IR is to explain the notion of similarity that is used to estimate
relevance rankings. Relevance in IR is a complex entity based on various
notions of similarity (e.g. semantic, syntactic, contextual) in text. This
is often subjective and ranking is an estimation of the relevance. In this
work, we attempt to explore the notion of similarity in text with regard
to aspects such as semantics, law cross references and arrive at inter-
pretable facets of evidence which can be used to explain rankings. The
idea is to explain non-AI experts that why a certain document is relevant
to a query, for legal domain. We present our preliminary findings, outline
future work and discuss challenges.

Keywords: Explainable AI · Explainable search · XIR · XAI

1 Motivation

Consider a lawyer who is searching for documents related to European Union
laws on export of commodities. The search system returns a ranked list of laws
for ad-hoc keywords. Besides investigating the top two-to-three documents, the
lawyer notices that one document X at a much lower rank, although it appears
to be quite relevant to him/her, since it is cited by other laws. The lawyer is
a bit confused by the behavior of the AI driven text search system. How is the
document X at a much lower rank although it seems to be relevant for the search
terms? Is it because of proportion of matching keywords? Or was it due to the
topics manifested by the keywords? Was the search terms formulated correctly
to capture the information need? Not understanding how the system retrieves
results can often be a cause of frustration leading to lack of trust on AI systems.
In this doctoral work, we attempt to investigate explainable AI or XAI [11], in
rankings to support non-AI experts such as lawyers.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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AI and data driven platforms today have important consequences like sway-
ing democratic elections, fake-news and processing of automated loan applica-
tions. This is due to the growth and usage of AI systems like smartphones, search
engines, decision support systems along with availability of data and comput-
ing prowess. It is important to explain non-expert users how AI systems arrive
at a result. Explainable AI (XAI) is currently a vibrant and multidisciplinary
research topic which attempts to address this problem. In a classification setting,
the idea is often related to identification of key features or add on methods on
classification models to explain a decision. With respect to IR systems, we focus
on the challenge of explaining how we arrive at the rankings or relevance list.
The idea of relevance in IR is a complex entity in itself. It depends on multiple
factors like context, application scenario and is often subjective based on the
information need of the user. Ranking is often derived using a similarity mea-
sure to estimate relevance. In this work we focus on the notion of similarity in
text in an ad-hoc query setting. We attempt to extract the interpretable facets
that govern similarity in legal text. The idea is to expose such facets to non-
AI experts to understand the notion of similarity used by the IR model and
comprehend the rankings (Part D and E in Fig. 1, [23]).

Fig. 1. The ExDocS [23] Search Interface. Local Textual explanation, marked (D),
explains the rank of a document with a simplified mathematical score (E) used for re-
ranking. A query-term bar, marked (C), for each document signifies the contribution
of each query term. A running column in the left marked (B) shows a gradual fading
of color shade with decreasing rank. Global explanation via document comparison can
done by comparing documents, marked here as (A). Showing search results for a sample
query - ‘wine market’ on EUR-Lex [19] dataset.



530 S. Polley

2 Related Work

Early attempts for supporting users to understand search results can be found
in [12,13], making use of visual elements to highlight textual features with dis-
tributions. Search result summaries [20] in text retrieval is a simple but effective
attempt to explain results. Knowledge graphs on user logs have been used for
generation of explanations in the content of product search [1] and recommen-
dation systems. There is a sudden growth of XAI research in the ML commu-
nity driven by development of model agnostic (e.g. LIME [27], SHAP [16]) and
model specific methods (e.g. LRP [2] for CNNs) to explain a classification deci-
sion. Research in IR adapted LIME [30] and SHAP [10] values to highlight key
features that contribute to ranking of documents by neural rankers like DRMM.
Although these lack in explaining the rationale how the relevance decreases as
a user moves from top to bottom of the ranking list, which we aim to focus
in the current work. Works such as [7] provide visualization of term statistics
and highlighting important passages within the documents retrieved. [28] offers
a plug-in tool built upon Apache Lucene to explain the inner workings of the
Vector Space Model, BM25, however these are aimed at assisting advanced users.

XAI in rankings is related to the notion of fairness, bias and ethics when an
application attempts to rank sensitive subjects like people in job portals, ride
sharing apps. Due care needs to be taken in data pre-processing or model pro-
cessing [5], to ensure fair representation of attention. In a broader context of IR,
[6] provides a categorization of strategies with respect to the idea of fairness and
transparency in rankings - using data pre-processing [25], model in-processing [5]
and ranking list post-processing [23,30] methods. Recent work [31] has used post-
hoc interpretability of rankings to answer the question - why was the document
ranked higher or lower. There is a plethora of research [3,33] on aspects that
govern the notion of relevance in legal text and information extraction from case
laws and prior cases [14]. Legal IR scenarios tend to have longer query text and
is often driven by prior cases called precedents [29]. Recent research [32] have
encoded summaries from law text to make retrieval effective. Most XAI methods
in ML and IR suffer from the problem of quantitative evaluation due to a lack
of ground truth explanations. Annotations by humans [9,34] have been used to
generate explanations which can be used for evaluation. Explanations are often
evaluated based on subjective factors such as trustworthiness, reliability [21],
typically employing user-studies or counterfactual arguments. A recent work [17]
employed ground truth explanation annotated by lawyers, and explored masking
methods on BiGRU (Gated Recurrent Units) to detect sentences that explain the
classification of case judgements. Benchmarks [9] by human annotations having
‘reasoning’ behind NLP models have been created to aid interpretability.
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3 Approach and Preliminary Results

Approach. There are three broad approaches in the XAI community to make AI
systems explainable. The first approach is to pre-process and extract an inter-
pretable feature space and use inherently explainable models (decision trees).
Secondly, use a complicated model (which often provides better performance)
and post process or attribute the output (like LRP [2] for ANNs). Thirdly, infuse
the fairness or XAI criteria directly in the model ranking or objective function [5].
We started with the first approach, with a focus of supporting users to under-
stand the notion of similarity in text. The IR goal was to develop a ranker and
explain the individual search results, such as “Why is X relevant for query Y”.

Fig. 2. SIMFIC 2.0 User Interface. Part A shows the Global Explanation. Part B shows
a Local Explanation.

Our initial research [22,25] involved creating a query-by-example book search
system (available online [24]) which also explains how a certain book is similar
to a query book. We named our first work as SIMFIC (Similarity in Fiction),
related to retrieval of fiction books based on semantic similarity in fiction. We
adapted XAI definitions from the community [21] like global and local explana-
tions for a non-AI expert user. Global explanations (Part A in Fig. 2) attempt to
use those features that ‘globally contribute” to discriminate the top-K items from
all other data points. Local explanations (Part B in Fig. 2) attempt to explain
how each item in the retrieved result set is relevant to the query. We used domain
knowledge from digital humanities [15] and extracted handcrafted features using
NLP techniques from 19th Century English and German fiction books (Guten-
berg corpus). For example, “writing style” is quantified using a combination of
paragraph count, average sentence length, pronoun count and others [25]. We
divide a book into shorter portions called chunks, feature vectors are extracted
at chunks and rolled up to a book. We devise a novel ranking method that
“rewards” while accumulating similarity values, only when it exceeds a thresh-
old and “penalizes” multiple matches (long books). Consider ChQ,i as i-th chunk
(feature vector) of query Book Q with K chunks and ChX,j as j-th chunk of a
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corpus Book X with M chunks. Then the similarity between Q and X is given
in equation number 1.

sim(BookQ, BookX) =

∑K
i=1

∑M
j=1

1
1+L2(ChQ,i,ChX,j)

K + M
(1)

Converting bag-of-words into a compact and semantic feature space allowed
us to explore research on creation of explanations. For example, we fitted linear
regression [25] and classifiers [22] on the top-K results to find out the features
that contribute globally. Local explanations were created in a variety of methods
- visual [8] and textual [25]. For textual explanations we employed various dis-
tance metrics to compute local similarity. The choice of hyper-parameters in the
feature extraction process using NLP methods, generations of explanations, and
the choice of similarity measures were empirically estimated with a sample of
around fifty relatively “known popular books”, where we have prior knowledge
on similarity based on commonly known consensus. The evaluation of explana-
tion quality was evaluated in laboratory based user studies which employed eye
tracker hardware. We intend to transfer certain aspects of SIMFIC to legal text,
since both scenarios have long documents.

In our next work [23], Explainable Document Search (named ‘ExDocS’), we
focused on explaining - what makes two law documents (EUR-Lex [19] corpus),
similar? How can we support users to comprehend the notion of similarity in legal
text? Matching tokens is the most basic form of understandable evidence why
two documents are similar, which is characterised by term statistics like TF and
IDF. However, explaining TF-IDF scores is not very intuitive for a non-AI expert.
We identified certain domain aspects that can make sense for lawyers. Often, law
documents are referenced, and an important document is cited often by others.
We explored usage of various known IR techniques and models that can exploit
this aspect. This led to making use of simple inlink-outlink ratios, page rank
and HITs score. The other aspect was detecting co-occurring words that appear
in context of query words. Such words were identified by word-embeddings. We
identify three major facets of evidence, term-statistics, citation-based-analysis
and contextual words. As a next step, we devise a re-ranking algorithm which
uses primary retrieved results of any ranker (BM25, VSM or neural ranker)
and post-process them by these explainable facets to generate explanations (see
Fig. 1). Note that neither TF-IDF nor a page rank score number is intuitive
to an end user. Hence we encapsulate them with an interpretable facets called
“factors” in the search interface. We evaluate our work in two ways. The re-
ranking performance is evaluated on TREC-6 benchmarks. The explanations
are evaluated in a user study, by comparing an explainable IR baseline [30] that
adopted LIME used in conjunction with a neural ranker.

4 Proposed Research Questions and Methodology

Based on the preliminary results we propose the following research questions
that will be investigated in this doctoral thesis:
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1. How explanations can help a lawyer in searching case priors?
From the general IR perspective, two major search strategies are fact-finding
and exploration [18]. However in legal IR, common search scenarios are
retrieval of case precedents or priors. We wish to explore - which search scenar-
ios deserve an explanation to increase search efficiency? When explanations
are not needed? To address this, we are conducting a literature survey on
search scenarios that lie in the intersection of general text retrieval and legal
text. We wish to explore search scenarios where an explanation makes sense
and where it does not. From the law text perspective, there can be various
users like lawyers, judges, notaries, law students and legal aid workers. We
will restrict our focus on lawyers. The goal is to understand the search process
of a lawyer and validate if explanations enhance search efficiency.

2. How can we incorporate prior knowledge to learn feature represen-
tations that are interpretable and useful for legal IR?
Query terms for legal text is often longer, involving cases. This is helpful
since more data often indicates an opportunity to capture the context and
information need. For RQ2, we are in the process of formulating an objective
function that will trade off aspects to learn feature representations [4], that
make sense in legal text. One idea is to use hierarchy [4] of legal topics. Models
like BERT trained over sentence to paragraph level is poised to capture the
semantics [29]. The idea is to learn vectors in an unsupervised manner, for
query phrases or sentences that will also be explainable, so that this evidence
can be presented later to the user in the search interface.

3. How can we explain search results individually and for a cluster of
law text documents?
We plan to devise an additive evidence accumulation ranking scheme that
will combine the various facets of evidence based on the interpretable repre-
sentations. There can be two options here - model specific and model agnostic
ranking approaches. For neural rankers, it will be more pragmatic to post-
process the output. From the experimentation purpose, we plan to experiment
on TREC-6 datasets along with legal corpus such as EUR-Lex [19] and COL-
IEE [26].

4. How can we evaluate the explanations?
For RQ4, we plan to create a gold standard of explanations over the next one
year, starting with general news text (by students) and extending it to law
by domain users. Since it is always challenging to arrange specialised users
like lawyers, one idea is to leverage the recent explanations [17] annotated by
lawyers on case judgements, in a classification setting. However, the challenge
is the very small number of documents annotated with explanations. Other
ideas involve formulating an quantitative measure based on counterfactual
explanations or adapt recent benchmarks on various NLP tasks [9].
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5 Research Issues for Discussion

1. Is it reasonable to explore and extend the classic relevance feedback with a
focus on tuning personalized explanations. This is aligned with explanations
often found in recommendation systems (e.g. users who wanted this, also
wanted that)?

2. Can we develop a gold standard explanations like gold standard relevance,
by extrapolating a small set of human labelled case judgements with semi-
supervised learning? or using approaches such as [9,17] in case human users
are difficult to arrange.

3. Can we devise a metric that will quantify the credibility of explanations? This
will help to quantitatively evaluate the quality of explanations.
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Abstract. This research will examine neural retrieval methods for patent prior
art search. One research direction is the federated search approach, where we
proposed two new methods that solve the results merging problem in federated
patent search using machine learning models. The methods are based on a cen-
tralized index containing samples of documents from all potential resources, and
they implement machine learning models to predict comparable scores for the
documents retrieved by different resources. The other research direction is the
adaptation of end-to-end neural retrieval approaches to the patent characteristics
such that the retrieval effectiveness will be increased. Off-the-self neural methods
like BERT have lower effectiveness for patent prior art search. So, we adapt the
BERT model to patent characteristics in order to increase retrieval performance.
We propose a new gate-based document retrieval method and examine it in patent
prior art search. The method combines a first-stage retrieval method using BM25
and a re-ranking approach where the BERT model is used as a gating function
that operates on the BM25 score and modifies it according to the BERT relevance
score. These experiments are based on two-stage retrieval approaches as neural
models like BERT requires lots of computing power to be used. Eventually, the
final part of the research will examine first-stage neural retrieval methods such as
dense retrieval methods adapted to patent characteristics for prior art search.

Keywords: Patent search · Federated search ·Machine learning · BERT · Dense
retrieval

1 Introduction

This research is in the field of Information Retrieval (IR), specifically on the subfield of
the professional search in the patent domain. Nowadays, the number of patents related to
artificial intelligence, big data, and the internet of things has tremendously grown [2]. The
increase of patent applications filed every year makes the need for better patent search
systems inevitable. Patent and other innovation-related documents can be found in patent
offices, online datasets, and resources that typicallymust be searched using various patent
search systems andother online services such as espacenet,Google patents, bibliographic
search, and many more [3]. From an information task perspective, patent retrieval tasks
are typically recall-oriented [4]; therefore, retrieving all the patent documents related to a
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patent application is crucially important otherwise, theremight be a significant economic
impact due to the lawsuits for patent infringement [5]. Thus, in professional search, it is
vital to search effectively in all the potentially distributed resources containing patents
or other patent-related data.

To that end, the Federated Search (FS) approach aims to solve the problem of effec-
tively searching at all resources containing patent information. FS systems implement a
Distributed Information Retrieval (DIR) scenario that permits the simultaneous search
of multiple searchable, remote, and potentially physically distributed resources.

There are different patent search tasks with different purposes, such as prior-art
search, infringement search, freedom to operate search etc. In this work, the focus will
be on prior art search. Prior art search is a task where the novelty of an idea is examined
[6]. Typically users use the boolean queries model to express their information need [7].
I plan to investigate methods and architectures in patent retrieval and use Artificial Intel-
ligence (AI) end-to-end processes to improve patent search and retrieval effectiveness
and propose future search engines.

2 Patent Search Characteristics

Patent search can be considered a specific example of Information Retrieval, i.e., finding
relevant information of unstructured nature in huge collections [8] and has been con-
sidered a complex area. Patent text differs from regular text. Sentences used in patent
documents are usually longer than general-use sentences [9].More specifically, Iwayama
in [10] found that the length of patent documents is 24 times the respective length of
news documents. The syntactic structure of patent language is also a big challenge as
founded by Verberne in [9]. The same study also found that patent authors tend to use
multi-words to introduce novel terms. Another challenge in patent search is the vocabu-
lary mismatch problem, i.e., the non-existence of common words between two relevant
documents. Magdy et al. [11] showed that 12% of relevant documents for topics from
the CLEF-IP 2009 have no words in common with the respective topics. All these make
patent search a complicated process.

Researchers have categorized methodologies for patent search and retrieval. Lupu &
Hanbury [12] summarized methods for patent retrieval, divided into text-based method-
ologies (Bag ofWords, Latent Semantic Analysis, Natural Language Processing), Query
Creation/Modification methodologies, Metadata-based methodologies, and Drawing-
based methodologies. Khode & Jambhorkar [13] split the procedures for patent retrieval
into IPC based and those based on patent features and query formulation. More recently,
Shalaby et al. in [14] broke patent retrieval into the following categories. Keyword-based
methods, Pseudo Relevance Feedback Methods, Semantic-based methods, Metadata
based methods, Interactive methods.

In the last years, there has been a shift in research to neural approaches for IR.
Neural approaches for IR are a new and developing field [15]. Transformer models
like BERT [16] have achieved impressive results on various NLP tasks. The use of
a BERT model for patent retrieval has not been investigated enough though. While
BERT has drawn lots of attention in research in the patent industry, it is either used for
classification [2, 17] or didn’t work as expected for patent retrieval [18]. Dense retrieval
[19] is a new neural method for search and given the particular characteristics of the
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patent industry, it is expected to solve problems like vocabulary mismatch and improve
retrieval effectiveness. Generally, the use of AI techniques in the patent industry has
drawn lots of attention and is currently an active area of research [7, 20, 21].

3 Research Questions

The research questions I will address in my PhD are the following.

1. Federated Search

– What is machine learning algorithms? effectiveness on result merging when
searching for patents in federated environments?

2. To what extent does an end-to-end neural retrieval approach that is adapted to patent
characteristics improve retrieval effectiveness?

– Why do the off-the-shelf methods have lower effectiveness for patent search?
– -How can BERT be adapted to improve retrieval effectiveness in patent search?
– How can first-stage retrieval or dense retrieval be adapted to improve the retrieval

effectiveness in patent search?

4 Summary of My Research so Far

1a)What is machine learning algorithms? effect on result merging when searching
for patents in federated environments?
The result merging problemwas studied as a general DIR problem and not in the specific
context of the patent domain. The result merging problem appeared in research many
years ago. One of the first works that conducted experiments in results merging is [22].
After that many algorithms were presented in the relevant literature.

A very widely used and very robust estimation method is the collection inference
retrieval network CORI [23]. CORI uses a linear combination of the score of the doc-
ument returned by the collection and the source selection score and applies a simple
heuristic formula. It finally normalizes the collection-specific scores and produces global
comparable scores.

One more effective estimation algorithm is the semi-supervised learning algorithm
(SSL) [24] which is based on linear regression. The SSL algorithm proposed by Si
and Callan applies linear regression to assign the local collection scores to the global
comparable scores. To achieve that, the algorithm functions on the common documents
returned every time, between a collection and a centralized index created by samples
from all the collections.

SAFE (sample-agglomerate fitting estimate) is a more recent algorithm designed
to function on uncooperative environments [25]. SAFE is based on the principle that
the results of the sampled documents for each query are a sub-ranking of the original
collection, so this sub-ranking can be used to conduct curve fitting in order to predict
the original scores.
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In downloadmethods, the results are downloaded locally to calculate their relevance.
Hung in [32] proposed a technique in which the best documents are downloaded to re-
rank and create the finalmerged list. He usedmachine learning and genetic programming
to re-rank the finalmerged results.Whilst downloadmethods seem to perform better than
estimation approaches in the context tested by in [33], they have essential disadvantages
such as increased computation, download time, and bandwidth overhead during the
retrieval process.

Hybrid methods are combinations of estimation and download methods. Paltoglou
et al. [34] proposed a hybrid method that combines download and estimation methods.
More specifically it downloads a limited number of documents, and based on them,
it trains a linear regression model for calculating the relevance of the rest documents.
The results showed that this method achieved a good balance between the time and
performance for the download and estimation approaches respectively.

Taylor et al. [35] published a patent about a machine learning process for conducting
results merging. Another patent was published by [36] which uses the scores assigned
to the lists and the documents to complete the final merging.

I startedmy research journey working on the first research question by implementing
an idea that solves the results merging process in federated search scenarios. The initial
idea of mywork was published at the PCI 2020 conference [37]. This work proposes two
new methods that solve the results merging problem in federated patent search using
machine learning models. The methods are based on a centralized index containing
samples of documents from all potential resources, and they implementmachine learning
models to predict comparable scores for the documents retrieved by different resources.
The effectiveness of the new results merging methods was measured against very robust
models and was found to be superior to them in many cases.

2a) Why do the off-the-shelf methods have lower effectiveness for patent search?
As some initial results show, the BERT model does not perform well in patent search as
an off-the-shelf method and this is also consistent with the literature [18].

Patent documents have specific characteristics and differences comparedwith regular
text, where BERT model approaches have achieved impressive results [16] [38]. Thus,
patent search is different than other types of searches such as web search. For example,
in a typical patent prior art search, the starting point is a patent application as a topic
[39] that needs to be transformed to search queries [39, 40]. BERT can only take an
input of up to 512 tokens, so the whole extensive patent documents cannot be used for
direct feed to the model. Also, the diversity of the language, as well as the usual use of
vague terms, makes the need for huge amounts of data for training inevitably important
in order to effectively train BERT.

Another notable characteristic of patent documents is their structural information. A
patent document is a summary of different fields describing the invention. These are title,
abstract, description, claims, metadata, and figures. There are also language differences
between them. For example, in abstract and description, it is usually used technical
language while in the claims section legal jargon is used [40]. We need to choose which
parts will be used to train a BERT model and for what task. As already mentioned, each
part has its characteristics, and we need to look deep into them and decide how to adapt
BERT model to them.
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Another big challenge is the lack of data for training the BERT model for patent
retrieval.Deep learningmodels, in general, require lots of data. BERTaswell requires big
datasets to take advantage of its power [16]. For example, CLEF-IP is a popular dataset
used in patent retrieval research which is an extract of the more extensive MAREC, but
its structure does not offer use for training models like BERT.

2b) How can BERT be adapted to improve retrieval effectiveness in patent search?
The re-ranker architecture where the final results list in document ranking comes from
an initial classical retrieval model followed by a neural re-ranker is the state-of-the-
art search process [41]. Transformer models like BERT [16] have achieved impressive
results on various NLP tasks. While BERT has drawn lots of attention in research in the
patent industry, it is either used for classification [2, 17] or didn’t work as expected for
patent retrieval [18]. This recommends that it needs more research when working with
patents as patent language has many specific features, as already mentioned.

Lee & Hsiang [42] implemented a re-ranking approach for patent prior art search
using a BM25model for the first retrieval and then a re-ranker using the cosine similarity
and BERT embeddings. As they only used the BERT embeddings, they train BERT using
the plain text file architecture which has one sentence per line, and all the examples are
positive. Their re-ranking effectiveness was satisfactory, but they found that calculating
semantic similarities between longer texts is still challenging.

Althammer et al. [18] trained a BERT model using patent documents, and they
used the BERT paragraph-level interaction architecture [43] and compared the retrieval
performance with BM25. They found BM25 to perform better than BERT.

Dai & Callan [44] found that BERT-based re-rankers performed better on longer
queries than short keyword queries. Therefore, as patent retrieval involves long queries,
it makes sense to train a BERT re-ranker for the patent domain. Padaki et al. [45] worked
on query expansion for BERT re-ranking. They found that queries need to have a rich
set of concepts and grammar structures to take advantage of BERT-base re-rankers. The
traditional word-based query expansion that results in short queries is not sufficient, and
they found that BERT achieved higher accuracy when using longer queries.

Beltagy et al. [46] presented longformer, a BERT-like model designed to work
with long documents. It combines a local attention mechanism in combination with
a global one allowing the processing of longer documents. Longformer can take as input
documents up to 4096 tokens long, eight times more than the BERT’s maximum input.

Kang et al. [2] worked on prior art search performance by solving the binary clas-
sification problem of classifying patent documents as noisy and not relevant in order to
be removed from the search and find valid patents using BERT model.

Lee & Hsiang [17] worked on patent classification using the BERT model. They
fine-tuned a BERT model and used it for CPC classification. They also showed that
using only the claims is sufficient for patent classification.

We use a BERT re-ranker along with a BM25 model for the first-stage retrieval.
BERT model is used a gate-based function that modifies BM25 score according to
BERT’s relevance score. The main challenge is the lack of appropriate data for training
such a model. Also, BERT can take a maximum input of 512 tokens. We use only the
abstract, as the abstract is mandatory for every patent document and is a good description
of the invention. The first step is to create a dataset of the relevant abstracts. We used
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the MAREC dataset [47], and from each patent document, we will found its citations
and used them to create a dataset of relevant abstracts. This result in 80 million pair of
abstracts 50% of which are positive and 50% are negative. We then trained the BERT
model using this data and compare with BM25 and found the method to be superior to
BM25.

2c) How can first-stage retrieval or dense retrieval be adapted to improve
the retrieval effectiveness in patent search?
The two-stage retrieval process is an important step in order to solve patent retrieval-
related problems analyzed in the previous section. However, transformer models like
BERT are expensive as they require enough computing power to function. After solving
the previous research question, we plan to move to the first stage retrieval and examine
ways and architectures to include them on patent prior art search. Dense retrieval [19]
is a new approach to search and has not been investigated enough for patent search. We
plan to train dense retrieval models, adapt them for patent documents and investigate
their performance comparing with state-of-the-art models and architectures. Also, term
importance prediction is another approach for first stage retrieval, which could also be
combined with dense retrieval. DeepCTmodel [44] for example use BERTmodel’s term
representations and predicts weights for terms in a sentences, which will used for bag of
words retrieval afterward. We plan to train a DeepCt model, adapt it to patent documents
and combine it with dense retrieval. The combination of two independent architectures
for first-stage retrieval has not been investigated before. We also plan to examine further
how the structure of patent documents can affect the performance of these models and
explore ways to include this information in the retrieval process.

Acknowledgments. This work has received funding from the European Union’s Horizon 2020
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Abstract. Creating search and recommendation algorithms that are
efficient and effective has been the main goal for the industry and the
academia for years. However, recent research has shown that these algo-
rithms lead to models, trained on historical data, that might exacerbate
existing biases and generate potentially negative outcomes. Defining,
assessing and mitigating these biases throughout experimental pipelines
is hence a core step for devising search and recommendation algorithms
that can be responsibly deployed in real-world applications. The Bias
2022 workshop aims to collect novel contributions in this field and offer
a common ground for interested researchers and practitioners. The work-
shop website is available at https://biasinrecsys.github.io/ecir2022/.

Keywords: Bias · Algorithms · Search · Recommendation · Fairness

1 Introduction

Ranking algorithms facilitate our interaction with Web content on a daily basis,
e.g., via search and recommendation systems. They can achieve high effectiveness
thanks to the patterns extracted from our historical data, which allow these
systems to learn who we are in terms of our preferences. These learnt patterns
can however easily embed biases. If the models we train capture the biases that
exist in the learned patterns, they are likely to exacerbate them. This can lead
to possible disparities in the outputs generated by these systems. When a system
generates a form of disparity that is associated to a sensitive attribute of the
users (such as their race, gender, or religion), the consequences go beyond the
output and touch on legal and societal perspectives, by causing discrimination
and unfairness [6,12]. Other forms of disparity can generate biases that affect
the success of certain categories of items, such those that are unpopular [4].
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The different types of bias, that can be captured by the models and then con-
veyed in the results, imply that different challenges emerge when trying to avoid
them. This includes avoiding that popular items are over-recommended [11,13],
enabling fairness for both consumers and item providers [3,8–10], and generating
explanations of the conditions triggering a biased output [5,7]. For this reason,
countermeasures can go in several directions, from metrics to assess a given phe-
nomenon, via a characterization of a given form of bias, to the mitigation of the
existing disparities, possibly without affecting the model effectiveness.

The growing adoption of search and recommendation technologies in the
real world and the rapidly-changing techniques driving search and recommen-
dation are constantly requiring novel and evolving definitions, techniques, and
applications that timely address contexts, challenges, and issues that are emerg-
ing. Having another dedicated event allows the European IR community to stay
updated and continue fostering a core contribution to this field. The Bias 2022
workshop is therefore aimed at collecting advances in this emerging field and
providing a common ground for interested researchers and practitioners. This
workshop represents a follow up to our ECIR 2020 and ECIR 2021 editions. The
two past workshop editions saw more than 35 submitted papers each, an accep-
tance rate of around 40%, well-renowned keynote speakers, and a participation
of around 70 attendants. Both workshops resulted in their proceedings published
as volumes into the Springer’s CCIS series in 2020 [1] and 2021 [2]. The work-
shop and the related initiatives are being supported by the ACM Conference on
Fairness, Accountability, and Transparency (ACM FAccT) Network.

2 Workshop Vision and Topics

Our vision is that responsibly deploying search and recommendation algorithms
in the real world requires methods and applications that put people first, inspect
social and ethical impacts, and uplift the public’s trust on the resulting tech-
nologies. The goal is hence to favor a community-wide dialogue on new research
perspectives in this field through a workshop having the following objectives:

1. Providing means for the IR community to keep the pace with the recent
advances in algorithmic bias in search and recommendation systems.

2. Assess the social and human dimensions that can be impacted by modern IR
systems, with a focus on search and recommendation.

3. Provide a forum where novel advances in algorithmic bias in IR focusing on
search and recommendation can be presented and discussed;

4. Identify the current open issues, considering the recent advances at the state
of the art in biases for search and recommendation systems;

5. Allow the IR community to become familiar with modern practices of dealing
with biases in search and recommendation systems;

6. Bridge academic research and the real-world, to provide insights and possibly
disclose gaps in this emerging field.
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To promote this vision and objectives, this workshop collects new contri-
butions on emerging aspects in this research area. Submitted papers, written
in English, fall into one of the following categories: full papers, reproducibility
papers, short paper, and position papers. These papers are accompanied by pre-
sentation talks, whose slides and video recordings are also disseminated. Between
sessions and in the final session of the workshop, the workshop includes a vivid
discussion between the participants of the workshop, the presenters of the papers,
and the keynote speakers, from which depicting the current state of the art and
future research lines. The community of researchers working on algorithmic bias
in IR that can consequently foster ideas and sparks for the current challenges,
in view of possible collaboration on future projects and initiatives.

Current perspectives on this vision are accepted in the form of workshop
contributions, that cover an extended list of topics related to algorithmic bias
and fairness in search and recommendation, focused (but not limited) to:

– Data Set Collection and Preparation:
• Studying the interplay between bias and imbalanced data or rare classes;
• Designing methods for dealing with imbalances and inequalities in data.
• Creating collection pipelines that lead to fair and less unbiased data sets;
• Collecting data sets useful for the analysis of biased and unfair situations;
• Designing collection protocols for data sets tailored to research on bias.

– Countermeasure Design and Development :
• Formalizing and operationalizing bias and fairness concepts;
• Conducting exploratory analysis that uncover novel types of bias;
• Designing treatments that mitigate biases in pre-/in-/post-processing;
• Devising methods for explaining bias in search and recommendation;
• Studying causal and counterfactual reasoning for bias and fairness.

– Evaluation Protocol and Metric Formulation:
• Performing auditing studies with respect to bias and fairness;
• Conducting quantitative experimental studies on bias and unfairness;
• Defining objective metrics that consider fairness and/or bias;
• Formulating bias-aware protocols to evaluate existing algorithms;
• Evaluating existing mitigation strategies in unexplored domains;
• Comparative studies of existing evaluation protocols and strategies;
• Analysing efficiency and scalability issues of debiasing methods.

– Case Study Exploration:
• E-commerce platforms;
• Educational environments;
• Entertainment websites;
• Healthcare systems;
• Social media;
• News platforms;
• Digital libraries;
• Job portals.
• Dating platforms.
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3 Workshop Organizers

Ludovico Boratto is an Assistant Professor at the Department of Mathematics
and Computer Science of the University of Cagliari (Italy). His research interests
focus on recommender systems and their impact on stakeholders, both consider-
ing accuracy and beyond-accuracy evaluation metrics. He has a wide experience
in workshop organizations, with 10+ events organized at ECIR, IEEE ICDM,
ECML-PKDD, and ACM EICS1 and has given tutorials on bias in recommender
systems at UMAP and ICDM 2020, and WSDM, ICDE, and ECIR 2021.

Stefano Faralli is an Assistant Professor at Sapienza University of Rome
(Italy). His research interests include Ontology Learning, Distributional Seman-
tics, Word Sense Disambiguation/Induction, Recommender Systems, Linked
Open Data. He co-organized the International Workshop: Taxonomy Extraction
Evaluation (TexEval) Task 17 of Semantic Evaluation (SemEval-2015), the Inter-
national Workshop on Social Interaction-based Recommendation (SIR 2018),
and the ECIR 2020 and 2021 BIAS workshops.

Mirko Marras is an Assistant Professor at the Department of Mathematics
and Computer Science of the University of Cagliari (Italy). His research inter-
ests focus on responsible machine learning, with a special applicative focus on
education and biometrics. He has taken a leading role when chairing the first
editions of the ECIR BIAS workshop (2020 and 2021) and has also experience
in organizing workshops held in conjunction with other top-tier venues, such as
WSDM and ICCV2. He is currently giving tutorials on bias in recommender
systems at UMAP and ICDM 2020, and WSDM, ICDE, and ECIR 2021.

Giovanni Stilo is an Associate Professor at the Department of Information
Engineering, Computer Science and Mathematics of the University of L’Aquila
(Italy). His research interests focus on machine learning and data mining,
and specifically temporal mining, social network analysis, network medicine,
semantics-aware recommender systems, and anomaly detection. He has orga-
nized several international workshops in conjunction with top-tier conferences
(ICDM, CIKM, and ECIR), with the ECIR 2020 and 2021 BIAS workshops
being two of them.
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Abstract. Narrative extraction, understanding, verification, and visualization are
currently popular topics for users interested in achieving a deeper understand-
ing of text, researchers who want to develop accurate methods for text mining,
and commercial companies that strive to provide efficient tools for that. Infor-
mation Retrieval (IR), Natural Language Processing (NLP), Machine Learning
(ML) and Computational Linguistics (CL) already offer many instruments that
aid the exploration of narrative elements in text and within unstructured data.
Despite evident advances in the last couple of years, the problem of automati-
cally representing narratives in a structured form and interpreting them, beyond
the conventional identification of common events, entities and their relationships,
is yet to be solved. This workshop held virtually on April 10th, 2022 in con-
junction with the 44th European Conference on Information Retrieval (ECIR’22)
aims at presenting and discussing current and future directions for IR, NLP, ML
and other computational linguistics-related fields capable of improving the auto-
matic understanding of narratives. It includes sessions devoted to research, demo,
position papers, work-in-progress, project description, nectar, and negative results
papers, keynote talks and space for an informal discussion of the methods, of the
challenges and of the future of this research area.

1 Motivation

Narratives have long been studied in the computational field as a sequence or chain of
events (happening) communicated by words (oral and written) and/or visually (through
images, videos or other forms of representations). Over the years several methods bor-
rowed from different computational areas, including Information Retrieval (IR), Natural
Language Processing (NLP), Computational Linguistics (CL), and Machine Learning
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(ML) have been applied as a means to better understand the constituents of a narrative,
their actors, events, entities, facts and their relationships on time and space. Industries
such as finance [2, 8, 9, 25], business [11], news outlets [17], and health care [19] have
been the main beneficiaries of the investment in this kind of technology. The ultimate
goal is to offer users tools allowing to quickly understand the information conveyed in
economic and financial reports, patient records, verify the extracted information, and
to offer them more appealing and alternative formats of exploring common narratives
through interactive visualizations [10]. Timelines [21] and infographics for instance,
can be employed to represent in a more compact way automatically identified narra-
tive chains in a cloud of news articles [16] or keywords [4], assisting human readers in
grasping complex stories with different key turning points and networks of characters.
Also, the automatic generation of text [24] shows impressive results towards computa-
tional creativity. However, it still needs to develop means for controlling the narrative
intent of the output and a profound understanding of the applied methods by humans
(explainable AI). There are various open problems and challenges in this area, such as
hallucination in generated text [18], bias in text [12], transparency and explainability of
the generation techniques [1], reliability of the extracted facts [22, 23], and efficient and
objective evaluation of generated narratives [3, 7].

The Text2Story workshop, now in its fifth edition, aims to provide a common forum
to consolidate the multi-disciplinary efforts and foster discussions to identify the wide-
ranging issues related to the narrative extraction task. In the first four editions [5, 6, 13,
14], we had an approximate number of 220 participants in total, 80 of which took part
in the last edition of the workshop. This adds to the fact that a Special Issue on IPM
Journal [15] devoted to this matter has also been proposed in the past demonstrating the
growing activity of this research area. In this year’s edition, we welcomed contributions
from interested researchers on all aspects related to narrative understanding, including
the extraction and formal representation of events, their temporal aspects and intrin-
sic relationships, verification of extracted facts, evaluation of the generated texts, and
more. In addition to this, we seek contributions related to alternative means of present-
ing the information and on the formal aspects of evaluation, including the proposal of
new datasets. Special attention will be given to multilingual approaches and resources.
Finally, we challenge the interested researchers to consider submitting a paper thatmakes
use of the tls-covid19 dataset [20], which consists of a number of curated topics related to
the Covid-19 outbreak, with associated news articles from Portuguese and English news
outlets and their respective reference timelines as gold-standard. While it was designed
to support timeline summarization research tasks, it can also be used for other tasks
including the study of news coverage about the COVID-19 pandemic. A list of all the
topics can be found on the Text2Story 2022 webpage [https://text2story22.inesctec.pt/].

2 Scientific Objectives

The workshop has the following main objectives: (1) raise awareness within the IR com-
munity to the problem of narrative extraction and understanding; (2) shorten the gap
between academic research, practitioners and industrial application; (3) obtain insight
on new methods, recent advances and challenges, as well on future directions; (4) share

https://text2story22.inesctec.pt/


554 R. Campos et al.

experiences of research projects, case studies and scientific outcomes, (5) identify dimen-
sions potentially affected by the automatization of the narrative process, (6) highlight
tested hypotheses that did not result in the expected outcomes. Our topics are organized
around the basic research questions related to narrative generation, which are as follows:
How to efficiently extract/generate reliable and accurate narrative from a large multi-
genre and multi-lingual data? How to annotate data and evaluate new approaches? Is a
new approach transparent, explainable and easily reproducible? Is it adjustable to new
tasks, genres and languages without much effort required?

3 Organizing Team

Ricardo Campos is an assistant professor at the Polytechnic Institute of Tomar. He is an
integrated researcher of LIAAD-INESC TEC, the Artificial Intelligence and Decision
Support Lab of U. Porto, and a collaborator of Ci2.ipt, the Smart Cities Research Center
of the Polytechnic of Tomar. He is PhD in Computer Science by the University of Porto
(U. Porto). He has over ten years of research experience in IR and NLP. He is an editorial
board member of the IPM Journal (Elsevier), co-chaired international conferences and
workshops, being also a PCmember of several international conferences. More in http://
www.ccc.ipt.pt/~ricardo.

Alípio M. Jorge works in the areas of data mining, ML, recommender systems and
NLP. He is a PhD in Comp. Science (CS) by the University of Porto (UP). He is an
Associate Professor of the dep. of CS of the UP since 2009 and is the head of that
dep. since 2017. He is the coordinator of the research lab LIAAD-INESC TEC. He has
projects in NLP, web automation, recommender systems, IR, text mining and decision
support for the management of public transport. He represents Portugal in the Working
Group on Artificial Intelligence at the European Commission and was the coordinator
for the Portuguese Strategy on Artificial Intelligence “AI Portugal 2030”.

Adam Jatowt is Full Professor at the University of Innsbruck. He has received
his Ph.D. in Information Science and Technology from the University of Tokyo,
Japan in 2005. His research interests lie in an area of IR, knowledge extraction from
text and in digital history. Adam has been serving as a PC co-chair of IPRES2011,
SocInfo2013, ICADL2014, JCDL2017 and ICADL2019 conferences and a general
chair of ICADL2020, TPDL2019 and a tutorial co-chair of SIGIR2017. He was also
a co-organizer of 3 NTCIR evaluation tasks and co-organizer of over 20 international
workshops at WWW, CIKM, ACL, ECIR, IJCAI, IUI, SOCINFO, TPDL and DH
conferences.

Sumit Bhatia is a Senior Machine Learning Scientist at Media and Data Science
Research Lab, Adobe Systems, India. He received his Ph.D. from the Pennsylvania State
University in 2013. His doctoral research focused on enabling easier information access
in online discussion forums followed by a post-doc at Xerox Research Labs on event
detection and customer feedback monitoring in social media. With primary research
interests in the fields of Knowledge Management, IR and Text Analytics, Sumit is a
co-inventor of more than a dozen patents. He has served on program committees of
multiple conferences and journals including WWW, CIKM, ACL, EMNLP, NAACL,
TKDE, TOIS, WebDB, JASIST, IJCAI, and AAAI.
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Marina Litvak is a Senior Lecturer at the department of Software Engineering,
Shamoon College of Engineering (SCE), Israel. Marina received her PhD degree from
Information Sciences dept. at Ben Gurion University at the Negev, Israel in 2010.
Marina’s research focuses mainly on Multilingual Text Analysis, Social Networks,
Knowledge Extraction from Text, and Summarization. Marina published over 70 aca-
demic papers, including journal and top-level conference publications. She constantly
serves on program committees and editorial boards inmultiple journals and conferences.
Marina is a co-organizer of the MultiLing (2011, 2013, 2015, 2017, and 2019) and the
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Abstract. In this workshop, we aim to fathom the effectiveness of
Technology-Assisted Review Systems from different viewpoints. In fact,
despite the number of evaluation measures at our disposal to assess the
effectiveness of a “traditional” retrieval approach, there are additional
dimensions of evaluation for these systems. For example, it is true that
an effective high-recall system should be able to find the majority of rel-
evant documents using the least number of assessments. However, this
kind of evaluation usually discards the resources used to achieve this
goal, such as the total time spent on those assessments, or the amount
of money spent for the experts judging the documents.

Keywords: Technology-assisted review systems · Augmented
intelligence · Evaluation · Systematic reviews · eDiscovery

1 Motivations

Augmented Intelligence is “a subsection of AI machine learning developed to
enhance human intelligence rather than operate independently of or outright
replace it. It is designed to do so by improving human decision-making and,
by extension, actions taken in response to improved decisions.”1 In this sense,
users are supported, not replaced, in the decision-making process by the filtering
capabilities of the Augmented Intelligence solutions, but the final decision will
always be taken by the users who are still accountable for their actions.
1 https://digitalreality.ieee.org/publications/what-is-augmented-intelligence.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Given these premises, we focus on High-recall Information Retrieval (IR)
systems which tackle challenging tasks that require the finding of (nearly) all
the relevant documents in a collection. Electronic discovery (eDiscovery) and
systematic review systems are probably the most important examples of such
systems where the search for relevant information with limited resources, such
as time and money, is necessary.

In this field, Technology-assisted review (TAR) systems use a kind of human-
in-the-loop approach where classification and/or ranking algorithms are contin-
uously trained according to the relevance feedback from expert reviewers, until
a substantial number of the relevant documents are identified. This approach,
named Continuous Active Learning (CAL), has been shown to be more effective
and more efficient than traditional e-discovery and systematic review practices,
which typically consists of a mix of keyword search and manual review of the
search results.

In order to achieve high recall values, machine-learning methods need large
numbers of human relevance assessments which represent the primary cost of
such methods. It is therefore necessary to evaluate these systems not only in
terms of “batch”/off-line performances, but also in terms of the time spent per
assessment, the hourly pay rate for assessors, and the quality of the assessor. For
example, by reducing the amount of work by using sentence-level assessments
in place of document-level assessments to reduce the time to read the document
and the number of judgments needed. In addition, it would be also necessary
to include in the validation of the system the feedback of the users by asking
direct questions about the information carried in the missing documents instead
of just asking about their relevance [2,5–7].

In the context of High Recall Information Retrieval Systems, we believe that
it is necessary to compare 1) the vetting approach that use evaluation collections
to optimize systems and carry out pre-hoc evaluation, 2) the validation of the
system to measure the actual outcome of the system in real situations.

2 Topics of Interest

In this workshop, we aim to fathom the effectiveness of these systems which is
a research challenge itself. In fact, despite the number of evaluation measures
at our disposal to assess the effectiveness of a “traditional” retrieval approach,
there are additional dimensions of evaluation for TAR systems. For example, it
is true that an effective high-recall system should be able to find the majority of
relevant documents using the least number of assessments. However, this type
of evaluation discards the resources used to achieve this goal, such as the total
time spent on those assessments, or the amount of money spent for the experts
judging the documents.

The topics of the workshop are:

– Novel evaluation approaches and measures for e-Discovery;
– Novel evaluation approaches and measures for Systematic reviews;
– Reproducibility of experiments with test collections;
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– Design and evaluation of interactive high-recall retrieval systems;
– Study of evaluation measures;
– User studies in high-recall retrieval systems;
– Novel evaluation protocols for Continuous Active Learning;
– Evaluation of sampling bias.

3 Organizing Team

Giorgio Maria Di Nunzio is Associate Professor at the Department of Infor-
mation Engineering of the Universiryt of Padova. He has been the co-organizer
of the ongoing Covid-19 Multilingual Information Access Evaluation forum,2 in
particular for the evaluation of high-recall systems and high-precision systems
tasks. He will bring to this workshop the perspective of alternative (to the stan-
dard) evaluation measures and multilingual challenges.

Evangelos Kanoulas is Full Professor at the Faculty of Science of the Infor-
matics Institute at the University of Amsterdam. He has been the co-organizer
CLEF eHealth Lab and of the Technologically Assisted Reviews in Empirical
Medicine task.3 He will bring to the workshop the perspective of the evalua-
tion of the costs in eHealth TAR systems, in particular of the early stopping
strategies.

Prasenjit Majumder is Associate Professor at the Dhirubhai Ambani Insti-
tute of Information and Communication Technology (DA-IICT), Gandhinagar
and TCG CREST, Kolkata, India. He has been the co-organizer of the Forum
for Information Retrieval Evaluation and, in particular, the Artificial Intelligence
for Legal Assistance (AILA) task.4 He will bring to the workshop the perspective
of the evaluation of the costs of eDiscovery, in particular of the issues related to
legal precedence findings.

All the three organizing committee members have been active participants in
the past editions of the TREC, CLEF and FIRE evaluation forum for the Total
Recall and Precision Medicine TREC Tasks, TAR in eHealth tasks, and AI for
Legal Assistance.5,6,7 The committee members have strong research record with
a total of more than 400 papers in international journals and conferences. They
and have been doing research in technology assisted review systems and problems
related to document distillation both in the eHealth and eDiscovery domain and
made significant contributions in this specific research area [1,3,4].

2 http://eval.covid19-mlia.eu.
3 https://clefehealth.imag.fr.
4 https://sites.google.com/view/aila-2021.
5 https://scholar.google.it/citations?user=Awl HDoAAAAJ.
6 https://scholar.google.com/citations?user=0HybxV4AAAAJ.
7 https://scholar.google.co.in/citations?user=3xIpiKEAAAAJ.
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Abstract. The 12th iteration of the Bibliometric-enhanced Informa-
tion Retrieval (BIR) workshop series is a full-day ECIR 2022 workshop.
BIR tackles issues related to, for instance, academic search and recom-
mendation, at the intersection of Information Retrieval, Natural Lan-
guage Processing, and Bibliometrics. As an interdisciplinary scientific
event, BIR brings together researchers and practitioners from the Sci-
entometrics/Bibliometrics community on the one hand and the Infor-
mation Retrieval community on the other hand. BIR is an ever-growing
topic investigated by both academia and the industry.

Keywords: Academic search · Information retrieval · Digital
libraries · Bibliometrics · Scientometrics

1 Motivation and Relevance to ECIR

The aim of the BIR workshop series is to bring together researchers and practi-
tioners from Scientometrics/Bibliometrics as well as Information Retrieval (IR).
Scientometrics is a sub-field of Bibliometrics which, like IR, is, in turn, a sub-field
of Information Science. Bibliometrics and Scientometrics are concerned with all
quantitative aspects of information and academic literature [6], which naturally
make them interesting for IR research, in particular when it comes to academic
search and recommendation. In the 1960s, Salton was already striving to enhance
IR by including clues inferred from bibliographic citations [7]. In the course of
decades, both disciplines (Bibliometrics and IR) evolved apart from each other
over time, leading to the two loosely connected fields we know of today [8].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 561–565, 2022.
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However, the exploding number of scholarly publications and the need to sat-
isfy scholars’ specific information needs led Bibliometric-enhanced IR to receive
growing recognition in the IR as well as the Scientometrics communities. Chal-
lenges in academic search and recommendation became particularly apparent
during the COVID-19 crisis and the need for effective and efficient solutions
for scholarly search for and discovery of high-quality publications on that topic.
Bibliometric-enhanced IR tries to provide these solutions to the peculiar needs
of scholars to keep on top of the research in their respective fields, utilising
the wide range of suitable relevance signals that come with academic scien-
tific publications, such as keywords provided by authors, topics extracted from
the full-texts, co-authorship networks, citation networks, bibliometric figures,
and various classification schemes of science. Bibliometric-enhanced IR systems
must deal with the multifaceted nature of scientific information by searching for
or recommending academic papers, patents, venues (i.e., conference proceedings,
journals, books, manuals, grey literature), authors, experts (e.g., peer reviewers),
references (to be cited to support an argument), and datasets.

To this end, the BIR workshop series was founded in 2014 [5] to tackle these
challenges by tightening up the link between IR and Bibliometrics. We strive
to bring the ‘retrievalists’ and ‘citationists’ [8] active in both academia and
industry together. The success of past BIR events, as shown in Table 1, evidences
that BIR@ECIR is a much needed interdisciplinary scientific event that attracts
researchers and practitioners from IR and Bibliometrics alike.

Table 1. Overview of the BIR workshop series and CEUR proceedings

Year Conference Venue Country Papers Proceedings

2014 ECIR Amsterdam NL 6 Vol-1143

2015 ECIR Vienna AT 6 Vol-1344

2016 ECIR Padua IT 8 Vol-1567

2016 JCDL Newark US 10 + 10a Vol-1610

2017 ECIR Aberdeen UK 12 Vol-1823

2017 SIGIR Tokyo JP 11 Vol-1888

2018 ECIR Grenoble FR 9 Vol-2080

2019 ECIR Cologne DE 14 Vol-2345

2019 SIGIR Paris FR 16 + 10b Vol-2414

2020 ECIR Lisbon (Online) PT 9 Vol-2591

2021 ECIR Lucca (Online) IT 9 Vol-2847
a with CL-SciSumm 2016 Shared Task; b with CL-SciSumm 2019 Shared
Task

http://ceur-ws.org/Vol-1143/
http://ceur-ws.org/Vol-1344/
http://ceur-ws.org/Vol-1567
http://ceur-ws.org/Vol-1610
http://ceur-ws.org/Vol-1823
http://ceur-ws.org/Vol-1888
http://ceur-ws.org/Vol-2080
http://ceur-ws.org/Vol-2345
http://ceur-ws.org/Vol-2414
http://ceur-ws.org/Vol-2591
http://ceur-ws.org/Vol-2847
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2 Workshop Goals/Objectives

Our vision is to bring together researchers and practitioners from Scientomet-
rics/Bibliometrics on the one hand and IR on the other hand to create better
methods and systems for instance for academic search and recommendation. Our
view is to expose people from one community to the work of the respective other
community and to foster fruitful interaction across communities. Therefore, in
the call for papers for the 2022 BIR workshop at ECIR, we will address, but
are not limited to, current research issues regarding 3 aspects of the academic
search/recommendation process:

1. User needs and behaviour regarding scientific information, such as:
– Finding relevant papers/authors for a literature review.
– Filtering high-quality research papers, e.g. in preprint servers.
– Measuring the degree of plagiarism in a paper.
– Identifying expert reviewers for a given submission.
– Flagging predatory conferences and journals.
– Understanding information-seeking behaviour and HCI in academic

search.
2. Mining the scientific literature, such as:

– Information extraction, text mining and parsing of scholarly literature.
– Natural language processing (e.g., citation contexts).
– Discourse modelling and argument mining.

3. Academic search/recommendation systems, such as:
– Modelling the multifaceted nature of scientific information.
– Building test collections for reproducible BIR.
– System support for literature search and recommendation.

3 Target Audience and Dissemination

The target audience of the BIR workshops is researchers and practitioners, junior
and senior, from Scientometrics as well as IR and Natural Language Processing
(NLP). These could be IR/NLP researchers interested in potential new applica-
tion areas for their work as well as researchers and practitioners working with
bibliometric data and interested in how IR/NLP methods can make use of such
data. BIR 2022 will be open for anyone interested in the topic.

The 10th-anniversary edition in 2020 ran online with an audience peaking at
97 online participants [1]. BIR 2021, the 11th edition [3,4], attracted around 57
participants at peak times but a larger number throughout due to participants
dropping in and out.

In December 2020, we published our third special issue emerging from the
past BIR workshops [2]. More special issues based on BIR workshops are planned.

As a follow-up of the workshop and following the tradition of previous
years, the co-chairs will write a report summing up the main themes and
discussions to SIGIR Forum [4, for instance] and BCS Informer, as a way
to advertise our research topics as widely as possible among the IR commu-
nity. As in the past, we plan to publish our accepted papers open-access in a
CEUR Workshop Proceedings volume.

https://irsg.bcs.org/informer/2021/04/another-bir-please-report-of-the-11th-international-workshop-on-bibliometric-enhanced-information-retrieval/
http://ceur-ws.org/
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4 Peer Review Process and Workshop Format

Our peer review process will be supported by Easychair. Each submission is
assigned to 2 to 3 reviewers, preferably at least one expert in IR and one expert
in Bibliometrics or NLP. The programme committee for 2022 will consist of
peer reviewers from all participating communities. Accepted papers are either
long papers (15-min talks) or short papers (5-min talks). Two interactive ses-
sions close the morning and afternoon sessions with posters and demos, allowing
attendees to discuss the latest developments in the field and opportunities (e.g.,
shared tasks such as CL-SciSumm). We also invite attendees to demonstrate
prototypes during flash presentations (5 min).

These interactive sessions serve as ice-breakers, sparking interesting discus-
sions that, in non-pandemic times, usually continue during lunch and the evening
social event. The sessions are also an opportunity for our speakers to further
discuss their work. BIR has a friendly and open atmosphere where there is an
opportunity for participants (including students) to share their ideas and current
work and to receive feedback from the community.

5 Organisers and Programme Commitee

– Ingo Frommholz is Reader in Data Science at the University of Wolverhamp-
ton, UK.

– Philipp Mayr is a team leader at the GESIS – Leibniz-Institute for the Social
Sciences department Knowledge Technologies for the Social Sciences, Ger-
many.

– Guillaume Cabanac is an Associate Professor at the University of Toulouse,
France.

– Suzan Verberne is an Associate professor at the Leiden Institute of Advanced
Computer Science (LIACS) Assocoate Professor at Leiden University and
group leader of Text Mining and Retrieval Leiden.

The list of PC members will be available on the BIR 2022 page.
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Abstract. The ROMCIR 2022 workshop is focused on discussing and
addressing issues related to information disorder, a new term that holis-
tically encompasses all forms of communication pollution. In particular,
the aim of ROMCIR is reducing such clutter, from false content to incor-
rect correlations, from misinformation to disinformation, through Infor-
mation Retrieval solutions, by providing users with access to genuine
information. This topic is very broad, as it concerns different contents
(e.g., Web pages, news, reviews, medical information, online accounts,
etc.), different Web and social media platforms (e.g., microblogging
platforms, social networking services, social question-answering systems,
etc.), and different purposes (e.g., identifying false information, accessing
and retrieving information based on its genuineness, providing explain-
able solutions to users, etc.). Therefore, interdisciplinary input to ROM-
CIR is more than welcome.

Keywords: Credible information retrieval · Information disorder ·
Communication pollution · Disinformation · Misinformation

1 Introduction

“All war is based on deception”. These are the words of the general and philoso-
pher Sun Tzu, who lived between 544 and 496 BC, author of the work The Art
of War [7]. With the advent of the Social Web, we are constantly and more than
ever deceived by information disorder propagating online [14]. By this expres-
sion we mean all forms of communication pollution, from misinformation made
out of ignorance, to intentional sharing of disinformation [15]. Deception is more
successful as more refined are the techniques of manipulation of those who cre-
ate and disseminate false information, and may lead to severe issues for society

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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[2,11]. False news can, for example, guide public opinion in political and financial
choices; false reviews can promote or, on the contrary, discredit economic activ-
ities; unverified medical information, especially in the consumer health search
scenario [6], can lead people to follow behaviors that can be harmful both to
their own health and to that of society as a whole (let us think, for example,
of the set of unverified news stories that have been disseminated in recent years
with respect to Covid-19) [3,5,13].

In this context, it becomes essential to ensure that users have access to truth-
ful information that does not distort their perception of reality. Hence, advances
in Information Retrieval become crucial to investigate and tackle this issue, by
providing users with automatic but understandable tools to help them come into
contact with genuine information. To that end, all approaches that can serve to
combat online information disorder find a place at ROMCIR. The workshop is
also the ideal plaza where people from different fields can promote their research
ideas and discuss them. The distinct forms of communication pollution are so
nuanced that not only will we need technical tools to mitigate information dis-
order, but also the support of cognitive and social scientists, lawyers, and soci-
ologists, to name a few.

2 Topics of Interest

The topics of interest of ROMCIR 2022 include, but are not limited to:

– Access to genuine information;
– Bias detection;
– Bot/spam/troll detection;
– Computational fact-checking;
– Crowdsourcing for credibility;
– Deep fakes;
– Disinformation/misinformation detection;
– Evaluation strategies for disinformation/misinformation detection;
– Fake news detection;
– Fake reviews detection;
– Filter bubble and echo chamber detection and analysis;
– Hate speech/harassment/bullying detection;
– Information polarization in online communities;
– Propaganda identification and analysis;
– Retrieval of genuine information;
– Security, privacy and information genuineness;
– Sentiment/emotional analysis;
– Stance detection;
– Trust and reputation systems;
– Trustworthy AI for information disorder;
– Understanding and guiding the societal reaction under information disorder.

Data-driven approaches, supported by publicly available datasets, are more than
welcome.
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3 Previous Edition

The first edition of the Workshop, namely ROMCIR 2021, received 15 sub-
missions, of which 6 were accepted, so with an acceptance rate of 40%. The
accepted articles, collected in CEUR Proceedings [12], considered different prob-
lems. There were issues tangentially related to Credible Information Retrieval,
such as those of authorship verification [16] and bias detection in science eval-
uation [1]. Furthermore, the problems of opinion mining and misinformation
identification were tackled, such as those of hate speech detection [8] and claim
verification [10]. Finally, the problem of the access to genuine information was
considered, by proposing the definition of systems to support users in retriev-
ing genuine news [9], and the study of new IR methods able to consider the
credibility of the data collected in the retrieval process [4].

4 Organizers

The following people contributed in different capacities to the organization of
the Workshop and to the verification of the quality of the submitted work.

4.1 Workshop Chairs

Marinella Petrocchi is a Senior Researcher at the
National Research Council (CNR), Institute of Informat-
ics and Telematics (IIT), Pisa, Italy, under the Trust,
Security and Privacy Research Unit. She also collaborates
with the Sysma Unit at the IMT School for Advanced
Studies, Lucca, Italy. Her field of research lies between
Cybersecurity and Data Science. Specifically, she stud-
ies novel techniques for online fake news/fake accounts
detection. She is in the core team of the TOFFEe
project (TOols for Fighting FakEs), funded by IMT, and
WP leader in H2020 Medina, where she studies auto-
matic translation from NL to machine-readable languages

for cloud certification schemes. Website: https://www.iit.cnr.it/en/marinella.
petrocchi/.

https://www.iit.cnr.it/en/marinella.petrocchi/
https://www.iit.cnr.it/en/marinella.petrocchi/
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Marco Viviani is an Associate Professor at the Univer-
sity of Milano-Bicocca, Department of Informatics, Sys-
tems, and Communication (DISCo). He is currently work-
ing in the Information and Knowledge Representation,
Retrieval and Reasoning (IKR3) Lab. He is involved in the
organization of several research initiatives at the interna-
tional level. He was General Co-chair of MDAI 2019, and
organized several Workshops and Special Tracks at Inter-
national Conferences. He is Associate Editor of “Social
Network Analysis and Mining”, Editorial Board Member

of “Online Social Networks and Media”, and Guest Editor of several Special
Issues in International Journals related to information disorder detection. His
main research activities include Social Computing, Information Retrieval, Text
Mining, Natural Language Processing, Trust and Reputation Management, User
Modeling. On these topics, he has published more than 80 research works in
International Journals, at International Conferences, as Monographs, and Book
Chapters. Website: https://ikr3.disco.unimib.it/people/marco-viviani/.

4.2 Proceedings Chair

Rishabh Upadhyay is a Research Fellow at the University of Milano-
Bicocca, Department of Informatics, Systems, and Communication (DISCo).
His research interests are related to Machine and Deep Learning, Information
Retrieval, and Social Computing. He is currently working within the EU Horizon
2020 ITN/ETN DoSSIER project on Domain-Specific Systems for Information
Extraction and Retrieval, in particular on the project: “Assessing Credibility,
Value, and Relevance”. He was one of the co-organizers of Task 2: Consumer
Health Search, at CLEF 2021 eHealth Lab Series. He has recently published
papers at International Conferences on the topic of health misinformation detec-
tion.

4.3 Program Committee

– Rino Falcone, ISTC–CNR, Rome, Italy;
– Carlos A. Iglesias, Universidad Politécnica de Madrid, Spain;
– Petr Knoth, The Open University, London, UK;
– Udo Kruschwitz, University of Regensburg, Germany;
– Yelena Mejova, ISI Foundation, Turin, Italy;
– Preslav Nakov, Qatar Computing Research Institute, HBKU, Doha, Qatar;
– Symeon Papadopoulos, ITI, Thessaloniki, Greece;
– Gabriella Pasi, University of Milano-Bicocca, Milan, Italy;
– Marinella Petrocchi, IIT– CNR, Pisa, Italy;
– Francesco Pierri, Politecnico di Milano, Milan, Italy
– Adrian Popescu, CEA LIST, Gif-sur-Yvette, France;
– Paolo Rosso, Universitat Politècnica de València, Spain;
– Fabio Saracco, IMT School for Advanced Studies, Lucca, Italy;

https://ikr3.disco.unimib.it/people/marco-viviani/
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– Marco Viviani, University of Milano-Bicocca, Milan, Italy;
– Xinyi Zhou, Syracuse University, NY, USA;
– Arkaitz Zubiaga, Queen Mary University of London, UK.
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Online Advertising Incrementality
Testing: Practical Lessons, Paid Search

and Emerging Challenges
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Abstract. Online advertising has historically been approached as an ad-
to-user matching problem within sophisticated optimization algorithms.
As the research and ad tech industries have progressed, advertisers have
increasingly emphasized the causal effect estimation of their ads (incre-
mentality) using controlled experiments (A/B testing). With low lift
effects and sparse conversion, the development of incrementality test-
ing platforms at scale suggests tremendous engineering challenges in
measurement precision. Similarly, the correct interpretation of results
addressing a business goal requires significant data science and experi-
mentation research expertise.

We propose a practical tutorial in the incrementality testing land-
scape, including:

– The business need
– Literature solutions and industry practices
– Designs in the development of testing platforms
– The testing cycle, case studies, and recommendations
– Paid search effectiveness in the marketplace
– Emerging privacy challenges for incrementality testing and research

solutions
We provide first-hand lessons based on the development of such a

platform in a major combined DSP and ad network, and after running
several tests for up to two months each over recent years. With increas-
ing privacy constraints, we survey literature and current practices. These
practices include private set union and differential privacy for conversion
modeling, and geo-testing combined with synthetic control techniques.

1 Learning Objectives and Scope

Even though there are currently solutions to evaluate the advertising effective-
ness with randomized experiments, many details and recommendations rarely
appear in papers. This tutorial provides a 360-degree view of the topic, from
engineering designs to experiment planning and business use cases.

J. Barajas—Work done while the author was employed at Yahoo.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 575–581, 2022.
https://doi.org/10.1007/978-3-030-99739-7_72

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99739-7_72&domain=pdf
https://doi.org/10.1007/978-3-030-99739-7_72
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The key benefits to participants include:

– Specific recommendations to the correct execution of A/B testing
– Online advertising testing engineering designs and econometric evaluation

approaches
– Marketing use cases for online advertising incrementality testing
– Review of paid search effectiveness evaluation literature and challenges to

operationalizing the estimations
– Review of emerging challenges fo incrementality testing within privacy con-

straints

Participants will:

1. Identify and formulate key approaches to measuring the effectiveness of online
advertising.

2. Execute relevant statistics for hypothesis testing, power analysis in experi-
ment planning and simulate experiment scenarios.

3. Be able to define key ingredients of an operational incrementality testing
platform and their trade-offs.

4. Understand the business need for incrementality testing.
5. Identify the necessary conditions to increase the likelihood of successful test

given minimum detectable lift, conversion type, test duration among others.
6. Differentiate between demand generation advertising (display, social ads) and

demand capture advertising (paid search) incrementality measurement.

2 Tutorial Outline

Part 1 The basics: context and challenges [8,12,15,19]
– The problem

• Online Advertising spend trends between performance and brand
• Big picture problem: quarterly/yearly budget allocation
• Budget allocation practices based on financial models
• The need for testing combined with industry attribution practices

– How channel-level testing fits within other forms of testing
• Real-time decision making in targeting engines
• Tactic testing: A/B testing with last-touch attribution
• Multi-cell testing A/B testing + Incrementality testing
• CMO decision making at the end of the quarter/semester/year

– Business Use cases
• Advertiser joining new partners
• Testing to calibrate and rebase financial models
• Media Mix Models calibration
• Last-touch attribution multipliers
• The Marketing component: Growth marketing vs CRM marketing

Part 2 Incrementality Testing: concepts, solutions and literature [2,3,14,22]
– Literature and Industry practices

• Placebo based testing: practice and issues
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• Intention to treat testing
• Ghost ads testing proposal

– Estimation Frameworks
• Econometric causality
• Potential Outcomes Causal Framework
• Pitfalls

Part 3 From concept to production: platform building, challenges, case studies
[3,16]
– Building the experiment platform journey
– The identity graph and treatment groups

• Cookie-based experiments
• Device-based experiments
• Logged-in users based experiments
• Household-level experiments

– User holdout design within modern Ad tech serving systems
• The hashing functions
• The challenge with targeting and scoring algorithms
• How to avoid targeting bias
• The role of look-back windows in last-touch attribution engines

– Data Logging and Analysis
Part 4 Deployment at Scale: test cycle and case studies

– Experiment execution cycle
• Experiment Design and Planning
• Intervention Execution
• Experiment Tracking and Metrics
• End of experiment readout

– Case Studies
• Insurance quotes and comparison with post-click conversions
• Online food ordering revenue: CRM versus New audiences
• Online acquisition signup

Part 5 Paid Search Incrementality Testing [7,9,21]
– Evaluating Demand Capture Channels

• The challenge with demand capture ads in paid search
• Organic versus paid search results
• The effects on the search marketplace

– Tehniques with Aggregate Data
• Differences-in-Differences
• Synthetic Control

Part 6 Emerging trends: identity challenges, industry trends and solutions [1,
6,7]
– Advertisers Testing without Ad Network holdouts

• Spend as experiment intervention
• Methodologies: Time series based testing

– Geo-testing
• Geo units specification
• Geo unit treatment assignment
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• The power of A/A tests in the experiment design
– Emerging challenges with user ids

• Private set Intersection
• Differential Privacy
• Identity fragmentation challenges

3 Authors Biography

Joel Barajas, Sr Research Scientist, has over 11 years of experience in the online
advertising industry with research contributions at the intersection of Ad tech,
Marketing Science, and Experimentation. He has experience with Ad load per-
sonalization and experimentation in a publisher marketplace. Within Market-
ing Data Science, he has supported regular budget allocation and Media Mix
Models in multi-channel advertising. With a PhD dissertation focussed on ad
incrementality testing, his published work has appeared in top outlets includ-
ing INFORMS Marketing Science Journal, ACM CIKM, ACM WWW, SIAM
SDM. He led the science development and marketing analytics of the incremen-
tality testing platform in a multidisciplinary team. He currently oversees most
incrementality tests in Verizon Media ad network (previously yahoo!) and DSP
(previously AOL advertising.com). Joel also leads the science development in
CTV and linear TV measurement modeling. He holds a B.S. (with honors) in
Electrical and Electronics Engineering from the Tecnológico de Monterrey, and
a PhD in Electrical Engineering (with emphasis on statistics) from UC Santa
Cruz.

Narayan Bhamidipati, Sr Director of Research, has over 14 years of experience
in Computational Advertising and Machine Learning. He currently leads a team
of researchers focused on providing state-of-the-art ad targeting solutions to help
ads be more effective and relevant. This includes creating various contextual
targeting products to reduce the company’s reliance on user profiles and help
improve monetization in a more privacy aware world. Alongside that, Narayan
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Dr. James G. Shanahan has spent the past 30 years developing and research-
ing cutting-edge artificial intelligence systems, splitting his time between indus-
try and academia. For the academic year 2019–2020, Jimi held the position of
Rowe Professor of Data Science at Bryant University, Rhode Island. He has
(co) founded several companies that leverage AI/machine learning/deep learn-
ing/computer vision in verticals such as digital advertising, web search, local
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also advises several high-tech startups including Aylien, ChartBoost, Digital-
Bank, LucidWorks, and others. Dr. Shanahan received his PhD in engineering
mathematics and computer vision from the University of Bristol, U. K. Jimi has
been involved with KDD since 2004 as an author, as a tutorial presenter, and as
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4 List of References by Topic

4.1 The need for Incrementality Testing Solutions

– A comparison of approaches to advertising measurement: Evidence from big
field experiments at Facebook by Gordon et al. (2019) [12]

– Do display ads influence search? Attribution and dynamics in online adver-
tising by Kireyev et al. (2016) [15].

– Attributing conversions in a multichannel online marketing environment: An
empirical model and a field experiment by Li and Kannan (2014) [19].

– Evaluating online ad campaigns in a pipeline: causal models at scale by Chan
et al. (2010) [8].

4.2 Incrementality Testing Solutions

– Incrementality Testing in Programmatic Advertising: Enhanced Precision
with Double-Blind Designs by Barajas and Bhamidipati (2021) [3]

– Ghost ads: Improving the economics of measuring online ad effectiveness by
Johnson et al. (2017) [14].

– Experimental designs and estimation for online display advertising attribution
in marketplaces by Barajas et al. (2016) [2].

– Here, there, and everywhere: correlated online behaviors can lead to overesti-
mates of the effects of advertising by Lewis et al. (2011) [18].

4.3 Causal Inference

– Causal inference using potential outcomes: Design, modeling, decisions by
Rubin (2005) [22]

– Principal stratification in causal inference by Frangakis and Rubin
(2002) [11].

– Bayesian inference for causal effects in randomized experiments with noncom-
pliance by Imbens and Rubin (1997) [13].

4.4 Operationalization and Practical Recommendations

– Incrementality Testing in Programmatic Advertising: Enhanced Precision
with Double-Blind Designs by Barajas and Bhamidipati (2021) [3]

– Trustworthy online controlled experiments: A practical guide to a/b testing
by Kohavi et al. (2020) [16].

– The unfavorable economics of measuring the returns to advertising by Lewis
et al. (2015) [17].
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4.5 Paid Search Incrementality Testing

– Consumer heterogeneity and paid search effectiveness: A large-scale field
experiment by Blake et al. (2015) [7].

– Sponsored Search in Equilibrium: Evidence from Two Experiments by
Moshary (2021) [21]

– Effectiveness of Paid Search Advertising: Experimental Evidence by Dai and
Luca (2016) [9].

4.6 Geo-testing and Synthetic Control and Identity Challenges

– Advertising Incrementality Measurement using Controlled Geo-Experiments:
The Universal App Campaign Case Study by Barajas et al. (2020) [6]

– Consumer heterogeneity and paid search effectiveness: A large-scale field
experiment by Blake et al. (2015) [7].

– Synthetic control methods for comparative case studies: Estimating the effect
of California’s tobacco control program by Abadie et al. (2010) [1].

– The identity fragmentation bias by Lin and Misra (2020) [20].
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Abstract. Keyphrases represent the most important information of text
which often serve as a surrogate for efficiently summarizing text docu-
ments. With the advancement of deep neural networks, recent years have
witnessed rapid development in automatic identification of keyphrases.
The performance of keyphrase extraction methods has been greatly
improved by the progresses made in natural language understanding,
enable models to predict relevant phrases not mentioned in the text. We
name the task of summarizing texts with phrases keyphrasification.

In this half-day tutorial, we provide a comprehensive overview of key-
phrasification as well as hands-on practice with popular models and tools.
This tutorial covers important topics ranging from basics of the task to
the advanced topics and applications. By the end of the tutorial, par-
ticipants will have a better understanding of 1) classical and state-of-
the-art keyphrasification methods, 2) current evaluation practices and
their issues, and 3) current trends and future directions in keyphras-
ification research. Tutorial-related resources are available at https://
keyphrasification.github.io/.

Keywords: Tutorial · Keyphrasification · Keyphrase extraction ·
Keyphrase generation · Automatic identification of keyphrases

1 Presenters

Three researchers will tutor this tutorial. They will contribute to the tutorial
equally and will be presenting at the tutorial (upon acceptance of this proposal).

– Rui Meng is a research scientist at Salesforce, USA. He did his doctoral
study in Information Science at University of Pittsburgh and his research
focuses on keyphrase generation and text representation learning. His seminal
work on deep keyphrase generation led to signifigant future developments
and progress in the area of applying deep learning models to the problem of
identifying keyphrases from text documents.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 582–588, 2022.
https://doi.org/10.1007/978-3-030-99739-7_73
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– Debanjan Mahata is a director of AI at Moody’s Analytics and an adjunct
faculty at IIIT-Delhi. He obtained his PhD from University of Arkansas at
Little Rock and was previously a research scientist at Bloomberg AI. He is an
experienced industry researcher with a major focus on document understand-
ing and information extraction tasks that includes keyphrase extraction and
generation. He has published several research articles on keyphrase extraction
and applied them in an industry setting.

– Florian Boudin is an associate professor of Computer Science at the Univer-
sity of Nantes, France. His research lies in the intersection of natural language
processing and information retrieval, and focuses on weakly supervised and
un-supervised learning with applications including keyphrase extraction and
generation, summarization and document retrieval in scholarly collections.
He has authored several articles related to keyphrase extraction including
the popular method of TopicRank [6]. He is also the author of PKE1: an
open source python-based keyphrase extraction toolkit, which is one of the
most popular open source library for trying out state-of-the-art keyphrase
extraction methods.

2 Why is This Tutorial Important?

Keyphrases play an important role in various real-world applications and often
serves as the fulcrum between users and the vast amount of unstructured data
on the Internet. The automatic methods for identifying keyphrases – keyphras-
ification – has received growing attention from the NLP and IR communities in
the recent past. Various models and tools have been proposed that have reported
regular increase in performance of keyphrasification and facilitated their prac-
tical use in a broad range of applications, e.g. information retrieval, question
answering, recommendation, summarization and many other NLP tasks. How-
ever, compared to other popular NLP tasks, resources and knowledge of key-
phrasification are less available to the community. This tutorial aims at filling
the gap between research and practice, by providing a walk-through of state-of-
the-art research and a step-by-step guidance to users and researchers who are
interested in using tools or conducting research in keyphrasification.

In this tutorial, we overview recent developments of this task and will cover
three major themes: (1) basics of keyphrasification, including its definition, eval-
uation, and classic automatic methods; (2) recent progress in keyphrasification
based on neural networks, including extraction/generation models as well as
methods using pretrained models; and (3) advanced topics on keyphrasification,
in which we will cover recent studies concerning several substantial issues in this
task and discuss promising research directions.

3 Target Audience and Prerequisite Knowledge

This tutorial is targeted towards researchers and practitioners in the fields
of natural language processing, information retrieval, and machine learning.
1 https://github.com/boudinfl/pke.

https://github.com/boudinfl/pke
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Participants are expected to have basic knowledge on these topics, as well as
some experience in Python programming.

Our tutorial does not require any prerequisite knowledge on keyphrasifica-
tion. Fundamental concepts and related algorithms such as noun phrase detec-
tion, graph-based ranking will be introduced throughout the tutorial, interleaved
with interactive practice of relevant softwares and tools. In the later half of the
tutorial, particular focus will be placed on contemporary neural methods for key-
phrasification, with techniques such as sequence-to-sequence learning, sequence
labeling and text pretraining.

4 Format of the Tutorial

The tutorial will be a half day session (3 h), divided into three parts: (1) intro-
duction and basics of keyphrasification; (2) neural network based methods; and
(3) advanced topics and applications. Besides a standard presentation of each
part of the tutorial, we interleave the principles and method introductions with a
hands-on practice session to familiarize participants with the common softwares
and tools for keyphrasification. The demos will show how newly developed meth-
ods work with various real-world datasets. The detailed outline of the topics that
will be covered in the tutorial is presented below.

• Introduction
– Motivation of the tutorial
– An overview of history and applications: Keyphrases were initially
introduced as a means for cataloguing and indexing documents in digi-
tal libraries [10,17]. Because they distill the important information from
documents, keyphrases are useful for many applications such as summa-
rization [27,33], document classification [14,16], opinion mining [4] and
recommendation [9,11].

– Taxonomy of Methods for Keyphrasification
� Extraction: Unsupervised term weighting-based methods (e.g.

TF× IDF, Yake [8]), graph-based ranking methods (e.g. Tex-
tRank [21], PositionRank [12], TopicRank [6]), supervised classifica-
tion methods (e.g. Kea [28]), neural network-based models (e.g. Div-
GraphPointer [26]).

� Generation: Thesaurus-based methods (e.g. Kea++ [19]), weakly-
supervised methods (e.g. TopicCoRank [7], neural network based gen-
erative methods (e.g. CopyRNN [20]).

� Tagging: Multi-label classification methods [2,15,25].
– Evaluation Metrics and Hands-on Session with PKE

• Neural Networks based Methods
– Neural Keyphrase Generation: One2One [20], One2Seq [30,32] and
One2Set [31].

– Neural Keyphrase Extraction: Sequence Labeling-based Methods [1],
Embedding-based Methods [3,18], Ranking-based Methods [29] and
Pointer-based Methods [26].
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– Keyphrasification with Pre-trained Models [22–24]
– Practice of Neural Models with Colab.

• Advanced Topics
Keyphrase generation for document retrieval [5]; Keyphrasification beyond
the scientific domain (e.g. news articles [13], webpages [29] and QA commu-
nities [32]); Language models for learning better keyphrase representations
from text.

• Summary and Future Directions
– Challenges and Future Research Directions
– Interaction with the Audience

� How to identify keyphrases on your own data and applications?

5 Participation Encouragement

We will actively promote our tutorial in the natural language processing, infor-
mation retrieval, and machine learning communities. Specifically, we will (1)
prepare the slides and build the tutorial website earlier; (2) collect and imple-
ment standard tools/APIs to facilitate the practical use of keyphrasificaion;
(3) post the preliminary slides and briefs on social media (e.g., Twitter and
LinkedIn); and (4) advertise our tutorial in open-source communities (e.g.,
GitHub). Besides, we plan to write a survey paper to review the research of
keyphrasification alongside this tutorial.

Demos & Software: We will show demos right after each part of our tutorial.
These demos are built based on the techniques we covered in the previous sec-
tions. Moreover, we will share the GitHub links to these tools so the audience
can try by themselves. We believe this will strongly improve the interactions
during the tutorial and lead to helpful takeaways.

Acknowledgments. Florian Boudin is partially supported by the French National
Research Agency through the DELICES project (ANR-19-CE38-0005-01). Rui Meng
was partially supported by the Amazon Research Awards for the project “Transferable,
Controllable, Applicable Keyphrase Generation” and by the University of Pittsburgh
Center for Research Computing through the resources provided.
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Abstract. Information extraction (IE) is a common sub-area of natu-
ral language processing that focuses on identifying structured data from
unstructured data. The community of Information Retrieval (IR) relies
on accurate and high-performance IE to be able to retrieve high quality
results from massive datasets. One example of IE is to identify named
entities in a text, e.g., “Barack Obama served as the president of the
USA”. Here, Barack Obama and USA are named entities of types of
PERSON and LOCATION, respectively. Another example is to identify
sentiment expressed in a text, e.g., “This movie was awesome”. Here,
the sentiment expressed is positive. Finally, identifying various linguis-
tic aspects of a text, e.g., part of speech tags, noun phrases, depen-
dency parses, etc., which can serve as features for additional IE tasks.
This tutorial introduces participants to a) the usage of Python based,
open-source tools that support IE from social media data (mainly Twit-
ter), and b) best practices for ensuring the reproducibility of research.
Participants will learn and practice various semantic and syntactic IE
techniques that are commonly used for analyzing tweets. Additionally,
participants will be familiarized with the landscape of publicly available
tweet data, and methods for collecting and preparing them for analy-
sis. Finally, participants will be trained to use a suite of open source
tools (SAIL for active learning, TwitterNER for named entity recogni-
tion3, and SocialMediaIE for multi task learning), which utilize advanced
machine learning techniques (e.g., deep learning, active learning with
human-in-the-loop, multi-lingual, and multi-task learning) to perform
IE on their own or existing datasets. Participants will also learn how
social context can be integrated in Information Extraction systems to
make them better. The tools introduced in the tutorial will focus on the
three main stages of IE, namely, collection of data (including annota-
tion), data processing and analytics, and visualization of the extracted
information. More details can be found at: https://socialmediaie.github.
io/tutorials/.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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1 Introduction

1.1 Aims and Learning Objectives

In this hands-on tutorial (details and material at: https://socialmediaie.github.
io/tutorials/), we introduce the participants to working with social media data,
which are an example of Digital Social Trace Data (DSTD). The DSTD abstrac-
tion allows us to model social media data with rich information associated with
social media text, such as authors, topics, and time stamps. We introduce the
participants to several Python-based, open-source tools for performing Informa-
tion Extraction (IE) on social media data. Furthermore, the participants will be
familiarized with a catalogue of more than 30 publicly available social media cor-
pora for various IE tasks such as named entity recognition (NER), part of speech
(POS) tagging, chunking, super sense tagging, entity linking, sentiment classifi-
cation, and hate speech identification. We will also show how these approaches
can be expanded to word in a multi-lingual setting. Finally, the participants
will be introduced to the following applications of extracted information: (i)
combining network analysis and text-based signals to rank accounts, and (ii)
correlation between sentiment and user-level attributes in existing corpora. The
tutorial aims to serve the following use cases for social media researchers: (iii)
high accuracy IE on social media text via multi-task and semi-supervised learn-
ing, including the recent transformer-based tools which work across languages,
(iv) rapid annotation of new data for text classification via active human-in-the-
loop learning, (v) temporal visualization of the communication structure in social
media corpora via social communication temporal graph visualization technique,
and (vi) detecting and prioritizing needs during crisis events (e.g., COVID19).
(vii) Furthermore, the participants will be familiarized with a catalogue of more
than 30 publicly available social media corpora for various IE tasks, e.g., named
entity recognition (NER), part of speech (POS) tagging, chunking, super sense
tagging, entity linking, sentiment classification, and hate speech identification.
We propose a full day tutorial session using Python based open-source tools.
This tutorial builds upon our previous tutorials on this topic at ACM Hypertext
2019, IC2S2 2020, WWW 2021.

1.2 Scope and Benefit to the ECIR Community

Information extraction (IE) is a common sub-area of natural language processing
that focuses on identifying structured data from unstructured data. While many
open source tools are available for performing IE on newswire and academic
publication corpora, there is a lack of such tool when dealing with social media
corpora, which tends to exhibit very different linguistic patterns compared to
the other corpora. It has also been found that publicly available tools for IE,

https://socialmediaie.github.io/tutorials/
https://socialmediaie.github.io/tutorials/
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which are trained on news and academic corpora do not tend to perform very
well on social media corpora. Topics of interest include: (i) Machine learning for
social media IE (ii) Generating annotated text classification data using active
human-in-the-loop learning (iii) Public corpora for social media IE (iv) Open
source tools for social media IE (v) Visualizing social media corpora (vi) Bias in
social media IE systems.

Scholars in Information Retrieval community who work with social media
text can benefit from the recent machine learning advances in information extrac-
tion and retrieval in this domain, especially the knowledge of its difference from
regular newswire text. This tutorial will help them learn state-of-the-art methods
for processing social media text which can help them improve their information
retrieval systems on social media text. They will also learn how social media
text has a social context, which can be included as part of the analysis.

1.3 Presenter Bios

Shubhanshu Mishra , Twitter, Inc. Shubhanshu Mishra is a Machine Learn-
ing Researcher at Twitter. He earned his Ph.D. in Information Sciences from the
University of Illinois at Urbana-Champaign in 2020 His thesis was titled “Infor-
mation extraction from digital social trace data: applications in social media
and scholarly data analysis”. His current work is at the intersection of machine
learning, information extraction, social network analysis, and visualizations. His
research has led to the development of open source tools of open source infor-
mation extraction solutions from large scale social media and scholarly data. He
has finished his Integrated Bachelor’s and Master’s degree in Mathematics and
Computing from the Indian Institute of Technology, Kharagpur in 2012.

Rezvaneh (Shadi) Rezapour , Department of Information Science at Drexel’s
College of Computing and Informatics, USA Shadi is an Assistant Professor in
the Department of Information Science at Drexel’s College of Computing and
Informatics. Her research interests lie at the intersection of Computational Social
Science and Natural Language Processing (NLP). More specifically, she is inter-
ested in bringing computational models and social science theories together,
to analyze texts and better understand and explain real-world behaviors, atti-
tudes, and cultures. Her research goal is to develop “socially-aware” NLP models
that bring social and cultural contexts in analyzing (human) language to better
capture attributes, such as social identities, stances, morals, and power from lan-
guage, and understand real-world communication. Shadi completed her Ph.D.
in Information Sciences at University of Illinois at Urbana-Champaign (UIUC)
where she was advised by Dr. Jana Diesner.

Jana Diesner , The iSchool at University of Illinois Urbana-Champaign, USA
Jana is an Associate Professor at the School of Information Sciences (the iSchool)
at the University of Illinois at Urbana-Champaign, where she leads the Social
Computing Lab. Her research in social computing and human-centered data sci-
ence combines methods from natural language processing, social network analysis

https://shubhanshu.com/
https://www.shadirezapour.com/
http://jdiesnerlab.ischool.illinois.edu/
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and machine learning with theories from the social sciences to advance knowledge
and discovery about interaction-based and information-based systems. Jana got
her PhD (2012) in Societal Computing from the School of Computer Science at
Carnegie Mellon University.

2 Tutorial Details

– Duration of the tutorial: 1 day (full day)
– Interaction Style: Hands-on-tutorial with live coding session.
– Target audience: We expect the participants to have familiarity with

python programming and social media platforms like Twitter and Facebook.

Setup and Introduction (1 h) (i) Introducing the differences between social
media data versus newswire and academic data, (ii) Digital Social Trace Data
abstraction for social media data, (iii) Introduction to information extraction
tasks for social media data, e.g., sequence tagging (named entity, part of speech
tagging, chunking, and super-sense tagging), and text classification (sentiment
prediction, sarcasm detection, and abusive content detection).

Applications of information extraction (1 h) (i) Indexing social media cor-
pora in database, (ii) Network construction from text corpora, (iii) Visualizing
temporal trends in social media corpora using social communication temporal
graphs, (iv) Aggregating text-based signals at the user-level, (v) Improving text
classification using user-level attributes, (vi) Analyzing social debate using sen-
timent and political identity signals otherwise, (vii) Detecting and Prioritizing
Needs during Crisis Events (e.g., COVID19), (viii) Mining and Analyzing Public
Opinion Related to COVID-19, and (ix) Detecting COVID-19 Misinformation
in Videos on YouTube.

Collecting and distributing social media data (30 min) (i) Overview on
available annotated tweet datasets, (ii) Respecting API terms and user privacy
considerations for collecting & sharing social media data, (iii) Demo on collecting
data from a few social media APIs, such as Twitter and Reddit.

Break 30 min

Improving IE on social media data via Machine Learning (2 h 30
min) (i) Semi-supervised learning for Twitter NER, (ii) Multi-task learning
for social media IE, (iii) Active learning for annotating social media data for
text classification via SAIL (another version pySAIL to be released soon), (iv)
Finetuning transformer models for monolingual and multi-lingual social media
NLP tasks. (v) Biases in social media NER. (vi) Utilizing Social Context for
improving NLP Models.

Conclusion and future directions (10 min) (i) Open questions in social
media IE, (ii) Tutorial feedback and additional questions.

https://github.com/napsternxg/TwitterNER
https://socialmediaie.github.io
https://github.com/uiuc-ischool-scanr/SAIL
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1 Introduction

Basics:

Length: Half day.
Target audience: Intermediate.
Expected prerequisite knowledge: Some exposure to basics of information
retrieval and machine learning.

Scope of the Tutorial: Human-in-the-loop (HITL) IR workflows are being
applied to an increasing range of tasks in the law, medicine, social media, and
other areas. These tasks differ from ad hoc retrieval in their focus on high recall,
and differ from text categorization in their need for extensive human judgment.
These tasks also differ from both in their industrial scale and, often, their use
of teams of multiple reviewers. In the research literature, these tasks have been
variously referred to as review, moderation, annotation, or high recall retrieval
(HRR) tasks. Technologies applied to these tasks have also been referred to by
many names, but technology-assisted review (TAR) has emerged as a consensus
term, so these tasks are also referred to as TAR tasks.

The growth in the deployment of TAR systems, combined with the many
open research problems in this area, suggest this is an appropriate time for
a TAR tutorial at a major IR conference. Such a tutorial would also serve as
background for attendees of the TAR workshop that has been approved for ECIR
2022.

Aims and Learning Objectives: This tutorial will introduce students to
the key application areas, technologies, and evaluation methods in technology-
assisted review. After taking the tutorial, attendees will be able to

– Recognize real-world applications appropriate for TAR technology
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Hagen et al. (Eds.): ECIR 2022, LNCS 13186, pp. 597–600, 2022.
https://doi.org/10.1007/978-3-030-99739-7_75

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99739-7_75&domain=pdf
https://doi.org/10.1007/978-3-030-99739-7_75
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– Apply well-known information retrieval and machine learning approaches to
TAR problems

– Design basic TAR workflows
– Identify levers for cost minimization in real-world TAR tasks
– Apply standard TAR evaluation measures
– Find publications on TAR technology, evaluation methods, HCI issues, ethical

implications, and open problems in a range of literatures

Relevance to IR Community: Identifying of relevant documents is of course
a central concern of IR. HITL approaches to IR have grown in prominence,
both as IR is applied to increasingly complex tasks, and as ethics concerns have
arisen around full automation of tasks using AI methods. TAR methods have
seen intense development over the past 15 years in the law and medicine, but
these developments are not widely known outside of these practice communities.
Conversely, numerous unsolved algorithmic and statistical problems have arisen
in these areas which pose interesting challenges for IR researchers.

Tutorial History: One of the presenters presented tutorials on TAR appli-
cations in the law at SIGIR 2010 and SIGIR 2012. This tutorial is broader in
application scope, and incorporates numerous developments in technology, eval-
uation, and workflow design since that time.

2 Full Description

– Introduction to TAR
• What is a TAR task
• Comparison to other IR tasks
• Application areas

* Law: litigation, antitrust, investigations
* Systematic reviews in medicine
* Content moderation
* Data set annotation
* Sunshine laws, declassification, and archival tasks
* Patent search and other high recall review tasks

• History
– Dimensions of TAR Tasks

• Volume and temporal characteristics of data
• Time constraints
• Reviewer characteristics
• Cost structure and constraints
• Nature of classification task (single, multiple, and cascaded classifications)

– TAR Workflows
• Importance of workflow design in HITL system
• One-phase vs. two-phase workflows
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• Quality vs. quantity of training
• Pipeline workflows
• Collection segmentation and multi-technique workflows
• When to stop?

– Technology: Basics
• Review software and traditional review workflows
• Duplicate detection, aggregation, and propagation
• Search and querying
• Unsupervised learning and visual analytics

– Technology: Supervised Learning
• Basics of text classification
• Data modeling and task definition
• Prioritization vs. classification
• Reviewing and labeling in TAR workflows
• Relevance feedback and other active learning approaches
• Implications of transductive context
• Classifier reuse and transfer learning
• Research questions

– Evaluation
• Effectiveness measures
• Sample-based estimation of effectiveness
• Impact of category prevalence
• Cost measures
• Evaluating progress within a TAR project
• Collection segmentation and evaluation
• Choosing and tuning methods across multiple projects
• Research questions

– Stopping rules
• Stopping rules, cutoffs, and workflow design
• Cost targets and effectiveness targets
• The cost landscape
• Distinctions among stopping rules

* Interventional, standoff, and hybrid rules
* Gold standard vs. self-evaluation rules
* Certification vs. heuristic rules

• Example stopping rules
* Knee, Target, and Budget Methods [1]
* Quant and QuantCI Rule [3]
* QBCB Rule [2]

• Research questions
– Societal context

• TAR and the ethical obligations of attorneys
• Bias and ethics issues in TAR for monitoring and surveillance
• Implications of TAR for evidence-based medicine
• Controversies in automated content moderation
• Research questions

– Summary and Future
• TAR research and industry practice
• Challenges in access to data
• The potential for interdisciplinary TAR research
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3 Presenters and Their Credentials

Eugene Yang is a Research Associate at the Human Language Technology Cen-
ter of Excellence at Johns Hopkins University. He has been developing state-of-
the-art approaches for technology-assisted review. His Ph.D. dissertation focuses
on cost reduction and cost analysis for TAR, including cost modeling and stop-
ping rules for one- and two-phase workflows. He is currently working on cross-
lingual human-in-the-loop retrieval approaches.

Jeremy Pickens is a pioneer in the field of collaborative exploratory search,
a form of information seeking in which a group of people who share a common
information need actively collaborate to achieve it. As Principal Data Scientist at
OpenText, he has spearheaded the development of Insight Predict. His ongoing
research and development focuses on methods for continuous learning, and the
variety of real world technology-assisted review workflows that are only possible
with this approach. Dr. Pickens earned his doctoral degree at the University
of Massachusetts, Amherst, Center for Intelligent Information Retrieval. Before
joining Catalyst Repository Systems and later OpenText, he spent five years as
a research scientist at FX Palo Alto Lab, Inc.

David D. Lewis is Chief Scientific Officer for Redgrave Data, a legal technology
services company. He has researched, designed, and consulted on human-in-the-
loop document classification and review systems since the early 1990’s. His 1994
paper with Gale introduced uncertainty sampling, a core technique used in com-
mercial TAR systems. This paper won an ACM SIGIR Test of Time Award in
2017. In 2005, Dave co-founded the TREC Legal Track, the first open evaluation
of TAR technology. He was elected a Fellow of the American Association for the
Advancement of Science in 2006 for foundational work on algorithms, data sets,
and evaluation in text analytics.
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Correction to:
Chapter “End to End Neural Retrieval for Patent Prior
Art Search” in: M. Hagen et al. (Eds.): Advances in
Information Retrieval, LNCS 13186,
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Chapter End to End Neural Retrieval for Patent Prior Art Search was previously
published non-open access. It has now been changed to open access under a CC BY 4.0
license and the copyright holder updated to ‘The Author(s)’. The book has also been
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