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Preface

In the era of nanotechnology, microscopic techniques are playing a vital role in any 
technological advancement of various multidisciplinary research area. Behind the 
scenes, nature always resides its secrets in a different form. One of the classical 
examples in the physical world is electromagnetic radiation (EM). We have known 
long before that EM radiation is like a wave, capable of showing interference and 
diffraction. The latter finding reveals one more additional property which is the 
particle nature of light composed of massless photons having discrete energy and 
momentum. This turns the two fold nature of light, the particle-wave duality. The 
light source and corresponding frequency levels are used to magnify the objects in 
the Microscope. The classical light source microscopes reported in the seventeenth 
century were able to increase the magnification by adjusting the depth of focus 
which could magnify as high as 1000 times of specimens. This could further lead to 
the origin of Microbiology field. The resolving powers of the light microscope are 
limited by 400 and 700 nm wavelength sources that are able to produce 200 manom-
eters (0.2 microns, 0.2 μ meters). In the early 1930s, the introduction of the source 
of the electron beam as a magnifying source with the aid of a magnetic lens under 
the high vacuum resulted in the possibility of magnifying 100,000 times of speci-
mens. The resolving power of electron microscope is capable of 0.1 nm is due to a 
few thousand of electron volt beam source. In 2014, the Nobel Prize in Chemistry 
was awarded to Eric Betzig, Stefan W. Hell, and William E. Moerner for having 
bypassed the limitation of optical microscopy resolution better than 0.2 mm. With 
the aid of fluorescent molecules, two separate techniques such as stimulated emis-
sion depletion (STED) microscopy and single-molecule microscopy are exploited 
to improve the resolution. Stimulated emission depletion (STED) microscopy—
were used two laser beams, first stimulates to glow the fluorescent molecules, the 
second one selects the fluorescent with the nanometer-sized volume. While scan-
ning the specimen by nanometer range, yields an image with a greater resolution 
which is better than the Abbe’s stipulated limit. Single-molecule microscopy—this 
method helps to switch on individual fluorescence and scans the same area multiple 
times, each time scattered molecules glow. The final superimposed images, yields a 
dense super resolved  image at the nano scale  level. The implement of frequency 
modulation technique provides a high-resolution image even at the atomic level 
along with the chemical structure and surfaces of various samples. That is called 
scanning probe microscopy technique in the general category. It is based upon 
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scanning the probe on the surface of the samples, while it monitors some interaction 
between the probe and the surface. There are  two state-of-the-art of interaction 
monitoring  named as  scanning tunnelling microscopy (STM) and atomic force 
microscopy (AFM). The STM can monitor the interaction between the metallic tip 
and a conducting sample surface to find the tunnelling current under the non-
physical contact mode. AFM is capable of monitoring the van der Waals force 
between the tip and the surface. This could either function in contact mode (short 
range of repulsive force) or non-contact mode (long range of attractive force). 
Exploration of this technique is not only limited to the atomic scale resolution of 
visualization and manipulation of atoms but also able to study the biological impor-
tant functional molecules (DNA, RNA, and proteins) interactions at the nanoscale 
domain. The notorious speech by Richard Feynman in 1959 at the California 
Institute of Technology (Caltech) accelerated toward the finding of the nanoscale 
dimension. Norio Taniguchi was the first to coin the term “Nanotechnology” 
(“Nano” means “dwarf” in Greece) in 1974. The progress of new microscopy tech-
nologies over the present technologies would lead to the expansion of new field of 
investigation associated with the technological development in the diverse field. 
This promotes invading of several technologically advanced processes in various 
disciplines like energy, environments, and health. Hence, it is mandatory for non-
experts to know about the advancement of microscopy techniques. We hope this 
book would be helpful for us not only in the introductory level but also provide 
advancements in microscopy techniques to the non-experts.

Aguascalientes, Mexico� Sathish-Kumar Kamaraj  
Copiapó, Chile � Arun Thirumurugan  
Melbourne, Australia � Shanmuga Sundar Dhanabalan  
Casilla 306, Chile � Samuel A. Hevia   
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Abstract

The microscope has been a great tool for the Scientifics since Zacharias Janssen 
was invented around 1600. The microscope is very helpful to study morphology 
and structural features (molecules to atomic) of the microorganisms (Virus, 
Bacteria, Fungi, and Algae), cell biology, and materials science. Over time, the 
microscope has evolved, with the aid of different sources of the electromagnetic 
spectrum that opens new avenues for visualizing seemingly invisible things from 
cell organelles to atomic resolution. Hence, it is vital to know about the different 
types of microscopy depending on the field of interest to use. In this chapter, we 
review the characteristics of the main microscopes. We focus on the types of 
emitting light sources, such as incandescent lamps, laser light, arc or flash lamps, 
and LED light. We also present the specifications of image (resolution, magnifi-
cation, formation) as well as, the classification of microscopes (Compound, 
Electron and Scanning Probe Microscopes) and a comparison of various of their 
characteristics. In addition, we show a comparison of various characteristics of 
the microscopes. We review recent advances that leverage microscopy for robust 
image analysis.
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1.1	 �Introduction to the Microscopic World

Microscopes were created to be able to see the smallest living beings and structures 
on the planet, far smaller than the human eye is capable of seeing unaided. The 
technology has, of course, developed much over time and today, the presence of 
modern optical instruments in laboratories dedicated to microbiological studies not 
only facilitates research but also allows us to obtain very precise results. Before 
using one of these powerful instruments, however, it is important to know a little 
about their functionality, as well as learn how to best use them. A microscope has 
three main functions: (i) to create a large image of the sample, (ii) to provide dis-
tinctly and, as far as possible, unequivocal information within the image obtained, 
and (iii) to make this information visible so that the human eye can comfortably see 
it, in order to make sense of it.

From its ancient origins with simple lenses over 4000 years ago to the invention 
of the first so-called compound microscope said to be by Dutch father-and-son team 
Hans and Zacharias Janssen in 1590, taking into account Galileo’s discoveries on 
the way, the technology used to see the useable has developed with the desire to see 
evermore. Famously, Robert Hooke was the first to conduct experiments in which 
he magnified insects and sketched them, publishing Micrographia in 1665 [1] 
(Fig. 1.1). The microscope he used was lit by a kerosene lamp and used a spherical 
tank filled with water, a rudimentary microscope by today’s standards and yet the 
images still a delight. Ever since these important, microscopic, milestones, scien-
tists have not stopped observing the world through these, increasingly powerful, 
scientific instruments. Today, scientists can visualize not only the structures but also 
the dynamic processes within living cells and all of this in breathtaking detail. 
Modern microscopes are capable of revealing everything from insulin secretion to 
chemical crossfire in sections of biological tissue. However, modern microscopes 
still owe much to the compound microscope the Dutch spectacle makers, Janssen 
and Janssen developed all those years ago (Fig. 1.2); it consists simply of a pipe 
(tube) with a glass (lens) at each end. But how did the instrument work? Well, trans-
forming the space between the glasses also modified the amplification. In the 
Fig. 1.1, we can see the basic concepts of the microscopic world seen in one of 
Hooke’s compound microscopes.

1.1.1	 �Types of Emitting Light−Sources

Depending on the class of microscope being used, and the reason for using it, sev-
eral options may present themselves when looking for a light source today. In the 

Wilgince Apollon et al.
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past, ambient light from lamps and the sun were used to provide an external source 
of illumination, which were very effective in their day. Early microscopists com-
monly used ingenious methods of collecting and focussing light, using, for exam-
ple, the reflection from a large whiteboard. However, a more reliable source of 
illumination was needed and thusly many alternatives have been developed 
over time.

The incandescent light bulb is still the most common light source for modern 
microscopes and is made of tungsten-halogen that is placed in a pensive casing, 
projecting illumination via the collecting lens and toward the subplate’s condenser. 
To control the electric potential of the lamp, a resistor is used, which is incorporated 
into the microscope holder. The halogen tungsten lamp (bulb), consumes a constant 
current (CC) (voltage of 12 volts), which generates power of 100 volts. The DC 
power supply serves as a voltage controller for the lamp, commonly constructed 
into the microscope lodging, with a potentiometer controlled using an electric 
potential actuator button installed elsewhere on the microscope stand. Lightbulbs 
generally produce a great deal of heat throughout the microscope's operating period; 
however, the casing (made up of many layers of heat sinks) functions by dissipating 
the excess heat. Below, we present three types of emitting light sources.

1.1.1.1	 �Incandescent Lamps
As stated, these lamps are the main source of illumination used in modern micro-
scopes; which are different from those used for investigations of fluorescence 
microscopy. These types of lamps transmit an uninterrupted spectrum of 

Fig. 1.1  Diagram of a compound microscope designed in 1660s by Robert Hooke. This image 
was taken and modified from Welcome Library, London; Copyrighted work available under 
Creative Commons Attribution licence CC BY 4.0: https://creativecommons.org/licenses/by/4.0/

1  A Beginner’s Guide to Different Types of Microscopes

https://creativecommons.org/licenses/by/4.0/
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illumination which ranges from 300 to more than 1200–1400  nanometers (nm). 
During the transmission of illumination’s spectrum, most of the wavelength inten-
sity is centralized between the ranges of 600 to 1200 nm area. Both the configura-
tions, the construction and the operation of these lamps are very simple. They 
consist of a closed-lens light bulb stuffed with an inactive gas containing a wire fila-
ment made of tungsten fed with an electric current from direct current (DC). During 
operation, bulbs generate a lot of heat and light, yet this light represents only 5% of 
energy generation. The color, heat, and luminosity of these categories of lamps vary 
with the requested voltage, however, the average values are in a range between 
2200°K and 3400°K [2].

1.1.1.2	 �Laser Light Sources
In the past few decades, the use of lasers, such as the argon-ion laser, which has a 
high emission capacity at 488 and 514 nm, has increased considerably. Lasers are 
very useful in laser scanning confocal microscopy, despite their high cost. The com-
pact 405  nm violet lasers (VLs) were designed to replace expensive Ultraviolet 
lasers (UVLs) for most biological studies. The best performance of a laser is 
obtained when the maximum excitation wavelength of the dye is nearby to the 
wavelength of the laser. Other types of lasers are (i) Red Lasers (633 nm), and (ii) 
Green Lasers (543  nm), both consisting of helium-neon. In contrast, with these 
lasers, the maximum wavelength of the laser might not exactly match the maximum 
excitation of a given dye [3].

In addition, supercontinuum white light lasers are other categories of light 
sources that have been used in the past decades. In a comprehensive review on tech-
nology and applications of supercontinuum white light lasers, the author reported 
that those technologies could wide spectral coverage from 400 to 2400  nm [4]. 

Fig. 1.2  Compound microscope design

Wilgince Apollon et al.
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Supercontinuum white light lasers have great potential and the right characteristics 
to replace conventional light sources, due to their spatial beam profile, as well as 
their brightness and wavelength tuning combination.

1.1.1.3	 �Arc or Flash Lamps
According to Lagunas-Solar [5], flash lamps are also an important category in 
which mostly a gas discharge filled with xenon (Xe) is used. In order to function, an 
electric current must be employed to a compressed gas of up to 30 atm, allowing the 
passage of electric current and generating a brilliant wideband radiation emission, 
e.g., illumination. The spectrum emission of arc lamps includes (a) visible light, (b) 
alongside some infrared radiation, as well as (c) a significant band of radiation. 
Nitrogen (N) for vacuum UV can also be exploited to produce various spectra emis-
sions to other UV bands. Arc lamps are built using fused quartz or glass tubes to 
avoid the absorption of so-called UV photons; Tungsten metal electrodes must also 
be used at both ends of these lamps.

In addition, mercury vapor-arc lamps (Fig. 1.3a) are another type of valuable 
light source for expert categories of microscopy [6]. Like arc lamps (Fig. 1.3b), they 
are also controlled by external lighting sources, which are designed to meet electri-
cal requirements such as turning on the lamp first and then providing the proper 
current, while maintaining constant illumination. Flash lamps have an average life 
span of approximately 200 h, whereas most external energy sources are supplied 
with a timer allowing the microscopist to have control of the elapsed time.

1.1.1.4	 �LED Light Source
During the last decade, LED light sources have been applied frequently with the 
main objective of replacing traditional light sources, such as the traditional lamp. 
LEDs are promising emerging technologies used exclusively for illumination in 
light microscopy. These versatile semiconductor technologies possess all the desir-
able characteristics that traditional lamps lack. LEDs have been used because of 

Fig. 1.3  Illustration of (a) a type of constructed lamp by the vapour of mercury (Hg) which is 
furnished with a lighter electrode, and (b) a contemporary small flash lamp (HBO 200-watt mer-
cury) feeding with alternate energy via an outward power supply. This image was modified from 
Wikimedia Commons, copyrighted work available under Creative Common licence CC-BY-SA-4.0. 
https://commons.wikimedia.org/wiki/Category:CC-BY-SA-4.0

1  A Beginner’s Guide to Different Types of Microscopes

https://commons.wikimedia.org/wiki/Category:CC-BY-SA-4.0
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their high luminous efficiency, as well as their longer life span and excellent perfor-
mance in terms of color. These light sources are widely used today. For example, if 
we want to work in different categories of fluorescent molecules, these are the best 
option as long as they are chosen with their appropriate spectrum at the time of their 
installation in the microscopes. Since its implementation, LEDs have been applied 
in Colibri lighting systems [7] and fluorescence microscopes [8]. Furthermore, 
LEDs have been used in the detection of individual molecules [9]. Some of the 
advantages that LEDs have are: their low cost, small size, improved the illumination 
of the images, provide a spectrum of multiple wavelengths; which are combined 
with a digital camera system [10]. Finally, LEDs are efficient enough to run on low 
voltage batteries, and this makes them very economical compared to other light 
sources.

1.1.2	 �Microscope Image

1.1.2.1	 �Image Resolution
The resolution of a person’s sight is known to be 200 μm (0.2 mm), compared to a 
light microscope which has a high-definition capacity and can amplify images up to 
1000× to illuminate details down to 0.2 μm [11]. The smallest distinguishable dis-
tance between objects (minimum resolvable distance) is known as the resolution 
limit. The resolution restriction of human sight is around 200 μm. However, the use 
of a light microscope allows the same items to be seen as two different entities, due 
to the light microscope’s ability to easily distinguish distances of less than 200 μm. 
This indicates that there is a proportional relationship between the minimum resolv-
able distance and the resolution of an optical microscope, i.e., the shorter the dis-
tance value is, the larger the resolution of the microscope [12]. In Fig.  1.4, we 
present the different parts of a Light Microscopy.

1.1.2.2	 �Image Magnification
Theoretically, image enlargement is the process by which the resolution of the 
image is virtually increased in sequence to highlight details that are implicit in the 
original image, but not obvious [13]. Image enlargement has different applications. 
These include, (i) the analysis of satellite images [14], (ii) the visualization of medi-
cal images, and (iii) the coincidence of images captured with different sensors. 
Generally, this type of image requires a large amount of memory (high capacity) to 
be constituted employing a bidimensional matrix of pixel worth. When using vari-
ous encoding schemes, the memory demand for warehousing for transmitting is 
reduced. Furthermore, the bandwidth requirement depends on both (a) the dimen-
sion of the image and (b) the type of procedure utilized for encoding. Ideally, it will 
continue expanding the image by improving the magnification [11]. However, it is 
difficult to reveal new information of consistent quality on a piece (object) just by 
enhancing the magnification. For this reason, before applying the technical magni-
fication to any encoded image, it must be transformed to regular form across the 
decoding procedure, which incurs a few computer-based costs. Additionally, clear 
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information in an image cannot be determined beyond a certain amplification (mag-
nification); because of the restrictions imposed by both the solving energy of the 
imaging technique and those of human sight. According to UI-Hamid [11], the mag-
nitude of the image component can be heightened by using a smaller size. Table 1.1 
shows the magnification during imaging.

Fig. 1.4  Shematic 
diagram of a Light 
Microscopy

Table 1.1  Dimension of the image components through different amplifications for 2000 × 2000-
pixel picture or image settlement and 20 × 20 cm exhibit magnitude

Magnitude of image component on the 
sample Magnification
10× 10×

1.0 μm 100×

100.0 nm 1000×
10.0 nm 10,000×
2.0 nm 50,000×
1.0 nm 100,000×
0.10 nm 1,000,000×

Note: This table was modified from Ul-Hamid [11] with permission of Springer Nature (Licence 
number: 5201530877446)
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1.1.2.3	 �Image Formation
The illumination from the optical microscope flashlight moves, by way of the con-
denser, throughout the sample (specimen), some of the illuminations cross around 
and some are received via the sample, having been calmed on its way. These types 
of illuminations are known as deflected, or direct illumination (light). During the 
image formation, the electron pipe located in the highest area of the column pro-
duces an electron beam with power in the range of between approximately 100 eV 
to 30,000 eV. This is concentrated on a fine probe through so-called electromagnetic 
glasses (lenses), found inside the column.

In addition, the light diffracted by the sample is focused in different places 
located on a similar image plane. This diffracted light then causes harmful interfer-
ence, reducing the power and outcome even in less obscure regions. During the 
imaging process, the electron ray penetrates the specimen in a teardrop form, 
expanding with values from100 nm to 5 μm which depend not only on the density 
of the sample but also on the energy of the beam. Another aspect to consider in this 
process is the fact that there is an interaction between both the beam and the speci-
men, producing several indicators including electrons and backscattered X-rays [11, 
15]. These are self-possessed and utilized to determine the basic creation of the 
material sample, as well as producing the images. Figure 1.5 indicates the connec-
tion established, one by one, between the points on the display screen and the impact 
points of the beam on the sample surface.

Furthermore, electrons expanding from a separate position are identified with the 
support of a kind of detector as an indicator with a determined intensity. This way, 
from each end (point), where the electron ray relates to the sample and also gener-
ates an indicator (signal), it connects the corresponding end on the display monitor; 
it is displayed as an intensity (I).

Finally, the type of lens is a key factor in image formation. Modern microscope 
lenses are capable of obtaining real-time images of the samples with the minimum 

Fig. 1.5  Illustration of the one-to-one connection between the beam locations on the points on the 
monitor and the specimen (Modified from UI-Hamid [11] with permission of Springer Nature; 
Licence number: 5201530877446)
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possible margin of error. There are different types of microscopes and lenses that 
are used by researchers in laboratories today. These include (i) the objective lens 
which helps in the magnification strength needed, (ii) the eyepiece lens that research-
ers use to view the samples on the slide, (iii) the condenser lens that focuses the light 
source from the microscope onto the sample (condenser lens can obtain 400× mag-
nification), and (iv) oil-immersion lens which is different with respect to the other 
lenses. This difference is because you have immersion oil between the lens and the 
glass slide. In addition, light microscopes are made up of two ocular lenses (5× and 
10×) and three objective lenses (5×/10×, 40×, and 90/100×) [16]. Unlike light 
microscopes, electron microscopes use objective lenses, as well as projector lenses, 
convergence lenses, intermediate lenses, and eyepieces. Therefore, we can argue 
that the type of lens affects both the design and the operation of the microscope. The 
efficiency of a microscope is proportional to the type of lens used.

1.2	 �Classification of Microscope

Compound microscopes are manufactured to supply an expanded (magnified) bidi-
mensional image, which can be centered radially on consecutive focal planes, 
thereby, allowing a thorough scan of a specimen’s fine structural formation in both 
2D and 3D [17]. Various categories of microscopes have been designed, configured, 
developed, and applied throughout numerous fields of science and technology 
(Fig. 1.6); however, the vast majority of microscopes could be classified into three 

Fig. 1.6  Range of images for different microscopes
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classes: (1) electron microscopes, (2) fluorescence microscopes, and (3) optical 
microscopes [18].

The human eye can discern objects down to approximately 0.2  mm. Optical 
microscopes reveal minute objects that could not be seen in any other way and all 
by using the age-old method of enlarging them with the aid of a combination of 
glass lenses.

Microscopes can also be classified based on their construction. An upright micro-
scope (Fig.  1.7a) that observes a specimen from above is by far the most well-
known and has a seemingly endless number of applications. A reversed microscope 
(Fig. 1.7b), on the other hand, with its illumination source and capacitor on the top, 
observes a specimen from below.

An electron microscope with an enlarging lens processes an image of the object 
from above. Specimen magnifying glasses, however, are biconvex, meaning they 
are denser at the center than at the edge. The image is seen by the eye as if it was 
at 25 cm.

1.2.1	 �Optical Microscope (Light Microscope)

The optical microscope creates a magnified image of a specimen and serves three 
basic functions, (a) modifying an amplification (magnification), (b) sharpening an 
image, (c) bringing it into focus, and (d) obtaining clarity. This is also known as an 
Observation Optical System. The function of illuminating a sample consists of three 
fundamental roles (i) modifying illumination power, (ii) collecting illumination, 
and (iii) supplying illumination. It is also known as a Light Optical System. In 

Fig. 1.7  Upright microscope (a) and inverted microscope (b)
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addition, a specimen can be projected throughout an optical system [19] and result 
in a protrusion image to the eyes or a pick-up apparatus such as a CCD (charge-
coupled device). Nevertheless, the brightness of the said optical system, is in fact, a 
result of accumulated illumination emitted from the illumination source and gives 
the subject the brightness needed to enlighten it. Furthermore, for an inverted micro-
scope, the arrangement liaison between those types of optical systems is, of course, 
reversed at the center of a sample as compared to an upright microscope. In a system 
of optical microscopy, monitoring at high heat is accomplished employing a UV 
CCD camera and UV light while radiant heat is cut off by a UV illumination trans-
ference filter [20].

1.2.2	 �Fluorescence Microscope

This category makes use of a very elevated intensity illumination source that moves 
a fluorescent source over a useful specimen. These fluorescent sources transmit a 
low-power illumination of a longer perception which generates the amplified image 
instead of the initial illumination source. The assimilation and retransmission (rera-
diation) of illumination by organic and inorganic samples is usually the conse-
quence of a permanent physical occurrence, outlined as being fluorescence. When 
radiation persists long after the agitation illumination has been put out, the phenom-
enon is said to be phosphorescence [21].

According to Slavík [22], a fluorescence microscope (FM) is an instrument that 
authorizes the dynamic acquisition of detail based on the spectroscopic characteris-
tics of fluorescent reporter molecules, at very small degrees of resolution, which can 
be seen by the naked eye. Furthermore, Fluorescence Lifetime Imaging Microscopy 
(FLIM) has become a potent and widely used instrument to monitor inter and intra-
molecular dynamics of fluorophore-labelled proteins inside living cells [23]. FM is 
a widely used study device deployed throughout disciplines in both biomedical and 
biological sciences [24]. Finally, FM is the main instrument with which to observe 
cell physiology [25].

In addition, when reflected illumination, and backdrop fluorescence are passed 
through this category of microscopy, the targeted parts of a particular specimen can 
be observed in 3D (Fig. 1.8). This is achieved by way of the application of strong 
illumination sources, like lasers, that can be focused precisely. This process is car-
ried out frequently across specimens.

In most instances, the specimen in question is treated with a well-known fluores-
cent material such as a fluorophore and is then illuminated through the lens using an 
improved power source. The importance of fluorophore is to label cells, tissues, and 
proteins by using a fluorescent marker for analysis by FM [26]. The illuminating 
light is then assimilated by the fluorophores and leads them to release a prolonged 
smaller power frequency illumination. This fluorescent illumination can be sepa-
rated from the surrounding radiation emission with filters created for that specific 
wavelength, permitting the observer to see exclusively what is fluorescing [27]. 
Most of the FM employed in biology nowadays are known as epi-fluorescence 
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microscopes, meaning that both the agitation and the monitoring (observation) of 
the fluorescence take place on the specimen. Most FMs use a Xe or Hg arc dismissal 
(discharge) flashlight for their lighting, as these categories produce a highly intense 
illumination source. Another class of microscope, corresponds to Total Internal 
Reflection Fluorescence (TIRF) microscopy, which produces an illuminated light 
source (e.g., in the range between 50 and 100 nm) located at the interface of the 
slide itself; this greatly reduces out-of-focus light and improves the ability to iden-
tify fluorescent molecules. It has proved to be a critical method in living cell 
imaging.

1.3	 �Electron Microscope

Optical microscopes are not able to differentiate any small-scale structure other than 
the frequency of illumination. For this reason, engineers such as Ernst Ruska and 
Max Knoll have invented the Electron Microscope (EM). This kind of microscope 
uses an electron beam as the source of illumination in place of light [28]. This 
allows for the discerning of the disposition of atoms in materials and obtains atomic 
level information by way of an electron beam.

1.3.1	 �Scanning Electron Microscope

An Scanning Electron Microscope (SEM) makes use of a centered beam of high-
powered electrons to produce a diversity of indicators on the area of solid samples. 
Signals are generated from the liaisons between electrons and the specimen, then 
release the previously unseen details of the said specimen [29].

Figure 1.9 represents a field emission SEM that operates both in variable pres-
sure mode, as well as high vacuum mode; the two functions both use a resolution of 

Fig. 1.8  Fundamentals of a fluorescence microscopy
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~10 nm. This type of microscope has its characteristics, i.e., it is equipped with (a) 
an electron detector placed on the lens, (b) an X-ray spectroscopy system made up 
of the so-called energy dispersion (EDS) that contains drift detectors of Dual silicon 
(each with an area of 60 mm2 and a resolution of 123 eV), (c) a cathodolumines-
cence detector (CL) and (d) with secondary and backscattered electron detectors. In 
an SEM, images are obtained by scanning the beam showing the signal from an 
electron detector on a personal computer monitor [30].

An SEM is composed of (a) lenses, a sample chamber, detectors, and a search 
coil. Secondly, by (b) a source of electrons. For instance, Field Emission Gun (FEG) 
is made of cerium hexaboride (CeB6) or lanthanum hexaboride (LaB6), and tung-
sten electron filament (W). Other components of SEMs are Secondary Electron 
Detector (SED); Energy Scattering Spectroscopy (EDS), and Electron Backscatter 
Detector (BSD).

One of the characteristics SEMs share is that they always have at least one detec-
tor, which is generally of the secondary electron type. Also, most of these instru-
ments have additional detectors. It is understood that the specific abilities of any 
instrument depend on the detectors that are adapted.

When planning to prepare a specimen for further analysis, its provenance (acqui-
sition) must first be taken into account and of course, its size and whether it will fit 
into the SEM chamber itself. Secondly, any adjustments are taken into account to 
avoid charge accumulation in electrically insulating specimens.

Almost all electrically insulating specimens are covered with a significant thin 
layer of either carbon, gold, or some other metals. In cases in which the elemental 
analysis of a specimen is crucial or, indeed, a priority, carbon is the most desirable. 
However, electrically insulating specimens coated with a layer of metal (e.g., gold) 

Fig. 1.9  Schematic of a Scanning Emission Microscope
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are more effective or safer for applications such as high-resolution electronic imag-
ing. Furthermore, one of the advantages of the electrically insulating specimen is 
that it can be examined without the use of a conductive coating in an instrument 
capable of low vacuum operation.

In summary, among the capabilities that these instruments are the following: 
electrical and metallurgical material failure analysis, polymer and life science, 
semiconductor design, material identification, forensic science, etc.

1.3.2	 �Transmission Electron Microscope

A Transmission Electron Microscope (TEM) is an analytical tool permitting visual-
ization and analysis of samples from the lands of micro space (1 μm = 10−6 m) to 
nano space (1 nm = 10−9 m). A TEM discloses levels of information and intricacy 
unreachable by light microscopy due to the fact that it employs a centered beam of 
high-power electrons. It permits precise microstructural assessment via high-
resolution as well as high amplification imaging [31].

The main use of TEM is to process images from a specimen by enlightening the 
specimen with electrons inside a void and discovering the electrons that are trans-
ferred by way of the specimen. By using a TEM, we are able to see all of an atom’s 
column present in crystalline specimens.

A TEM produces a bright-field image (conventional image) of a specimen which 
can be likened to that of shadow puppetry. For its operation, TEM makes use of a 
beam of extremely energetic electrons instead of the light of a torch. During opera-
tion, through to the specimen being processed, portions of the material deflect or 
detain electrons more than other portions. Electrons are gathered from below the 
sample using a phosphorescent monitor (screen). In areas where electrons do not 
pass through the specimen, the displayed image is obscure, while where electrons 
cross, the image is brilliant and a range of grays are observed in the middle; which 
depends greatly on how the electrons interact and are scattered through the sample 
(Fig. 1.10).

Amplifications of up to 1,000,000× and resolution under 1 nm are commonly 
reached. Another aspect to consider is that quantitative and qualitative elemental 
analyses can be provided based on characteristics as minuscule as 1  nm. For 
instance, for a crystalline stage both the crystal structure, as well as the restrictions 
of the lattice and the orientation of the specimen can be determined. To our knowl-
edge, inside an atom, there are negatively charged particles called electrons (e−). 
These, at the same time, cannot be focused with glass lenses compared to photons, 
which are used by so-called “electromagnets” to focus electrons.

1.4	 �Scanning Probe Microscope

An Scanning Probe Microscope (SPM) is a tool employed for examining surfaces at 
a nanoscale level [32]. SPM is employed to produce an exclusive likeness of 
nanoscale structures and surfaces or maneuvre atoms to displace them in particular 
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patterns. It requires a physical probe that examines above the area of a sample col-
lecting details that are employed to create the image or also exploit the atoms.

Generally, the SPM technique has the ability to capture images of surface struc-
tures through the use of atomic resolution without harming the specimen. SPMs 
also offer images in a three-dimensional form. In addition, SPMs can operate with-
out a vacuum, compared to other types of microscope such as optical and electronic 
microscopes that have that feature or function; instead, they can measure different 
physical effects. These comprise things such as electrical properties as in magnetic 
force properties (MFP) or Kelvin probe force microscopy (KPFM).

The SPM possesses a cutting probe point on the final part of a cantilever, which 
can examine or scan the facet of the sample. The point can even be as narrow as a 
single atom. A force diverts the cantilever when the point finds near to the facet of 
the specimen, which may be estimated by a laser thrown back through the cantilever 
within photodetectors. The tip moves both forward and backward, respectively, in a 
very controlled manner and the probe can be moved, atom by atom. Deflections 
originate from various forces such as (a) electrostatic forces, (b) chemicals, (c) van 
der Waals, (d) capillaries, and (e) mechanical joints.

Fig. 1.10  Transmission electron microscope. This figure was modified from Wikimedia 
Commons: copyrighted work available under Creative Commons Attribution licence CC-BY-2.5 in 
https://commons.wikimedia.org/wiki/Category:CC-BY-2.5
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The details achieved by the laser contemplations identified by the photodetectors 
are merged to produce an image on a PC. The processed image is colorless as which 
is a portrayal of characteristics rather than illumination, though they are generally 
given color by the PC program to aid in distinguishing diverse characteristics of the 
sample. The conductor does not have a direct view of the area, however, an image 
constitutes the form of the area. They are extremely strong and could receive a very 
high definition of until a nanometer.

SPMs form images ordinarily gained as a bidimensional (two-dimensional) grid 
of data points and displayed as a PC image. In 1982, researchers like Heinrich 
Rohrer and Gerd from the IBM Research Laboratory in Zurich developed the 
Scanning Tunnel Microscope (STM); which was the first SPM of its kind. This 
technology was the first to be acknowledged for having atomic resolution capacity. 
An STM utilizes an electrical current at the heart of the scanning tip, i.e., of the 
microscope and the specimen to fabricate an image of the facet of the specimen.

Furthermore, there are diverse methods developed within SPM technology, 
depending on the aim of the research. SPM can be placed to connection mode, 
which entails an unchanged force among both the surface of the sample and the 
cantilever tip. This kind of mode permits perception of the area to be generated 
quickly. Otherwise, the microscope can be regulated to a tapping manner, and that 
entails vibration of the cantilever so that the point connects the surface of the sample 
sporadically. This is most helpful when the research or examine specimen has a 
squashy surface.

Two main categories of SPM exist: 1) Atomic Force Microscopes (AFMs) and 2) 
Scanning Tunneling Microscopes (STMs). In both STMs and AFMs, an image is 
recorded by the automatic movement of a fine tip like a sensor placed near the sur-
face (close to the surface) in lines throughout the specimen; in this respect, the 
specimen is effectively being scanned. When we talk about a fine tip for these 
classes of the microscope, we mean a tip with a radius in the minute range between 
1 and 10 nm. When placed near the surface, this means at an interval of just a few 
nanometers. Throughout a scan, the surface is detected and from this detail appears 
an image of the surface. In the case of scanning transportation, either the specimen 
or the tip can be displaced. As such, we talk about both a Probe Scanner; and then a 
Specimen Scanner, respectively [33].

1.4.1	 �Scanning Tunnelling Microscope

This type of microscope (Scanning Tunnelling Microscope, STM) is based on the 
straightforward notion of conducting a specimen. The tips are metallic and the spec-
imens are linked to a voltage supply (Fig. 1.11). Then the tip of the STM is brought 
very close to the specimen until there is a flow of current, called a tunnel current. It 
should be noted that there is an exponential connection between the flow of the cur-
rent and the tip at the distance from the specimen. Throughout a scanning process, 
the point is shifted up and down to keep up a steady current; thus, the point is dis-
placing at an invariable distance from the surface. The underpass energy, in charge 
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of the imaging passes all over the atom at the tip, which is nearest to the specimen 
surface. Consequently, when using a tip cut simply, using a normal couple of pin-
cers, atomic resolution can frequently be attained [34].

The voltages employed for STM calculations are commonly under 1 V, there-
fore, the tip created by the fine tip and the electric field between the specimens is 
relatively large. When taking into account the atmosphere, it is solely practicable to 
gain atomic resolution for determining specimens. The simple atomic grid to detect 
is that of a Highly Oriented Pyrolytic Graphite (HOPG) specimen considering that 
the top layer from such a specimen may be eliminated using a segment of adhesive 
tape, disclosing for a short period an atomically clean area.

STMs are generally mainstreamed within an extremely firm scan platform, and 
the utmost scan zone is approximately in the range between 0.5 and 10  μm. 
Frequently, STMs are employed in Ultra High Vacuums (UHV), so that a prepared 
specimen surface might stay untouched for a longer period.

Additionally, to the topography, SPMs may also measure other physical param-
eters, e.g., in parallel with a scan-type AFM, an energy flux can be measured, or the 
stage movement of the cantilever oscillation as well as various other physical prop-
erties. It is also feasible to register U/I curve, spectrums, as well as all points on the 
surface, or other details selected. Furthermore, it is feasible to maneuvre the surface. 
Another example of an extended AFM is the Scanning Near-field Optical Microscope 
(SNOM). During its operation, additional to the topography is also electromagnetic 
details (i.e., light) which can be registered. Considering the datasheets of the SPM 
manufacturers, several abbreviations are observed, which are exclusively three let-
ters long. This indicates that there are various measurement methods. Finally, it is 
likely to calculate a large number of physical variables (parameters) using both an 
electrically conductive material and a flexible tip.

Fig. 1.11  Scanning Tunnelling Microscope
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1.4.2	 �Atomic Force Microscope

This kind of microscope uses electrical energy between the microscope’s scanning 
tip and the specimen to obtain an image from the specimen’s surface, which must be 
conductive or semi-conductive, restricting the substances (materials) that can be 
explored. These restrictions among others have driven the creation of the first 
Atomic Force Microscope (AFM) [35].

Today, there are AFMs capable of rapid scanning without the loss of either force 
control or loss of definition. All of this, without additional operating costs or addi-
tional complexity. This type of AFM attains instantaneous AFM images with the 
projected high-definition of a high-efficiency AFM, and they can also scan at 
>125 Hz when observing a specimen to discover the area of interest, or at duration 
rates of 1-s/image frame in the air or a liquid.

The AFMs possess a sensor from a fine point at the interface, known as a canti-
lever. A laser beam is concentrated over the upper part of the cantilever and mirrored 
over a position detector. In this manner, it is likely to monitor the flexing of the 
cantilever, even though the thickness is exclusively a few microns, and so very 
scarcely force is indispensable to flex the cantilever. This force assessment may be 
employed for a mechanical scanning of the specimen area.

Generally, most AFMs currently function in different modes such as AC or 
Tapping Mode. A cantilever is agitated through its resonance frequency, which is 
always oscillating. The sensor voltage, as well as the laser beam, are also oscillat-
ing, and it is practicable to estimate a current indicator corresponding to the mechan-
ical oscillation magnitude of the cantilever. The forces take place at both the 
specimen and the cantilever which are here, one to two orders of dimension littler 
than for communication manner or mode (i.e., app. 0.1 nN). This outcome in fewer 
impacts on the specimen’s area and longer life of the cantilever tip. The effect on the 
resolution of this manner of operation has proved to be insignificant and for this 
reason, it has become the most used mode.

Calculations from a cantilever in AC mode, require that resonance frequency 
should be determined. Accordingly, the oscillation magnitude at diverse frequencies 
(i.e., the frequency spectrum) is monitored. The resonance frequency is perceived in 
the frequency spectrum as a peak at a particular height and width. Therefore, each 
cantilever possesses numerous resonance frequencies because it might oscillate in 
various ways and various directions. The scanner sensitivity is improved with a very 
high Q factor (i.e., the correlation between the width and the resonance of the peaks) 
of the actual resonance frequency.

Almost all SPMs can resolve all height steps of the atoms. AFMs can also achieve 
a sideward atomic resolution. In the same manner, in normal atmospheric condi-
tions, each surface contains some soaked up particles concealing the authentic sur-
face of the AFM point. Just a few areas permit sideward atomic resolution in the air. 
In this way, the STMs possess the advantage because through the tunnel current 
constantly moves immediately above the following atom on the specimen area. This 
type of "self-focusing" does not happen with an AFM. AFMs with the sideward 
atomic resolution is merely employed for specific occurrences, where reaching a 
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sideward atomic resolution is further crucial than the loss of flexibility, brought on 
by the higher stability of the total set arrangement. Typical AFMs have been 
designed for approximate, large scan regions (e.g., in the range between 50 and 
200 μm), and also the scanner phases allow for the research of diverse categories 
and magnitudes of the specimen.

Traditional AFMs composed of a piezoelectric tube scanner need data levelling, 
due to their inherent arced or curved motion. Nevertheless, this levelling might dis-
tort a specimen's micro-surface structure, as well as its Z value. The more recently 
developed AFMs are equipped with a flexure-based scanner that allows well-
controlled raster scans along with X and Y directions only. As an outcome, this up-
to-date scanner design may successfully eradicate background curvatures in 
extensive scan regions and enhance the accuracy of AFM calculations.

The AFMs employ a very fine tip for checking and mapping the morphology of 
a surface. Nonetheless, with an AFM, there is no need for the specimen to be con-
ductive, nor is it indispensable to calculate a current between the tip and specimen 
to generate an image. AFMs use the probe, or tip, at the termination of a micro-
fabricated cantilever with a small spring steady to calculate the tip-specimen forces 
as the tip presses (either constantly or sporadically) contrary to the specimen. The 
forces among the point and the specimen area cause the cantilever to deflect, or 
curve, like the tip, is being scanned above the specimen. The cantilever deviation is 
monitored, and the calculations produce a map of surface topography.

Some applications of STM are as follows: (a) Organic Material Thin Films and 
Adsorbate Particles in Air, (b) Quartz Microbalance Study of Molecularly Thin 
Water Layers, (c) Explorations of Alcohol/Alkane Mixtures Adsorbed on Graphite 
Surfaces, (d) Carbon nanotubes, (e) Chemical-Vapor Deposited Diamond Films, 
and (f) Porous Silicon-Based Surfaces Conducting Polymer Film, etc.

1.5	 �Comparison of Various Characteristics 
of the Microscopes

In the case of an optical microscope, it is highly challenging to explore the area 
structure of a specimen. For the measurement of a surface profile applying maxi-
mum resolution, it is necessary to dissect the specimen. The users of a scanning 
probe microscope do not see the sample surface directly, instead, they see an image 
that represents the surface of the sample.

The principal difference between both electron and light microscopes is that 
either a beam of electrons is employed for amplifying the image of an item or dis-
cernible illumination is employed to amplify images of the small-scale region of 
mediums or biological samples respectively. Regarding an optical microscope, the 
electron microscope reaches significant definition and amplification by exploiting 
the signal characteristic of electrons. The wavelength of electrons is generally 
1/100,000 that of discernible radiation.
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Furthermore, in a scanning probe microscope, the surface of the specimen might 
be conductive or semi-conductive, restricting the materials which can be investi-
gated. These restrictions and others of scanning probe microscopes led to the inven-
tion of the first atomic force microscope [36]. Atomic force microscopes may 
likewise achieve a sideward atomic resolution. This places serious restrictions on 
the point geometry, nevertheless, and means it is very complicated to reach with 
usual cantilevers with a point radius of 10 nm.

In the case of an electron microscope, the principal difference between SEM and 
TEM is that SEMs generate an image by detecting reflected electrons, while TEMs 
employ transmitted electrons to produce an image. In the case of TEMs, which need 
the firmness of the scan stage, this exclusively permits little specimen proportions 
and heights.

The STM and the AFM are scanning probe microscopes with a high capacity to 
resolve surface information at an atomic level. The STMs have even been employed 
to enhance magnetic recording heads and standard diffraction gratings. The poten-
tial of STMs, which do not need a conductive specimen. A tight combined atomic 
force and STM may carry out unchanged height monitoring and reach atomic defi-
nition in both STM and AFM on different specimens [37].

1.6	 �Advantages and Limitations

Among the greatest advantages that microscopes have, we can firstly cite the conve-
nience and simplicity of these instruments. Secondly, using a compound light 
microscope is not only very easy, but it is also very easy to store (it is relatively 
small) and it also has its illumination source. Thirdly, compound light microscopes 
can disclose a considerable deal of information in specimens, i.e., due to their mul-
tiple lenses. Light microscopes are capable of providing a high level of experimen-
tal quality, and also are unaltered by electromagnetic fields and are highly adaptable 
to the needs of the experiment. While one of the biggest limitations of having an 
optical microscope is that they have a lower resolution. Other limitations include: (i) 
these instruments require the person to have an expectation of what they want to 
find, (ii) difficulty in visualizing living internal structures, (iii) light microscopes do 
not scale to the level of its alternatives, for instance, low magnification [38].

On the other hand, fluorescence microscopy has the following advantages:

•	 Samples can be fixed before adding a fluorophore.
•	 They allow very detailed measurements of the observed sample.
•	 They are able to trace the path of an individual protein during their life cycle.
•	 They have a high degree of specificity.

Meanwhile, some of fluorescence microscopy limitations are:

•	 Its dependence on probes.
•	 Inability to observe unexpected structures without initial identification.

Wilgince Apollon et al.



21

•	 The presence of autofluorescent biomolecules causes interactions that detract 
from the effectiveness of each probe used in microscopy.

•	 It requires a lot to carry out the process of fixing the fabric and washing.

Like light microscopy, SEM is easy to use and works fast too. Another advantage 
of this type of microscope is the generation of data in digital form in real-time. Most 
SEM samples used require minimal setup actions. However, SEMs are very expen-
sive and need to be in an area free from electrical interference. These microscopes 
are very complicated in terms of use; e.g., preparing the samples involves a great 
deal of training. Besides, when using SEM we are exposed to radiation, which is 
associated with electrons scattering from below the surface of the specimen. Finally, 
SPM allows us to widely observe samples using the same microscope and sample in 
the short term. The SPM provides fast and highly efficient images with little effort 
and modification. However, one of the main limitations of SPM is that the images 
provided are in black and white. This sometimes causes confusion about the origi-
nal or real size of a specimen evaluated.
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Abstract

This chapter provides an overview of light and fluorescence microscopy, beginning 
from the basic principles of optics such as transmission, absorption, diffraction, 
refraction, and behavior electromagnetic theory. To understand the concepts of mag-
nification and resolution, this chapter explores the theory of formation of real and 
virtual images and some properties of the lenses that compound the optical system 
of a microscope, including the aberration problems and corrections applied in the 
objectives. On the other hand, this chapter explores the concepts of Abbe resolution 
and the difference with the magnification of the optical system in the microscope. 
The description of the mechanical components and light sources of optical and fluo-
rescence microscopes allow understanding of the difference between microtech-
niques applied to each of these microscopes and utilization in biology and materials 
science. These basic principles of microscopy will allow nonexpert users to contex-
tualize the first results of observations in the microscope. The main limitations in the 
microscopist formation are the high cost of the equipment and the unavailability of 
the expert users to teach, it is for these reasons we consider that the training should 
begin with a rapid guide of basic microscopy concepts.
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2.1	 �Introduction

Fluorescence microscopy is considered an advanced visualization technique for 
biological samples due to the flexibility offered by the equipment, to sample prepa-
ration procedures that can target specific cell organelles and to the information 
gained from the observed fluorescent structures, among other factors. Moreover, an 
understanding of the principles involved in fluorescence microscopy sets the basis 
to understand confocal and multiphoton microscopy. In this chapter, we will explore 
the optical principles of light microscopy, fluorescence microscopy, theory of light–
matter interactions, and the sample preparation and visualization of several samples 
with fluorescence.

Microscopy in biological science has been used to identify and describe, from 
basic morphology of unicellular organisms to complex organization of several tis-
sues of the human body. Moreover, histological and histochemical staining tech-
niques allow the association of chemical compounds with morphological structures 
and can help to describe the function of the cells in the tissue of live organisms. 
Meanwhile, in biomaterial science, microscopy allows the recognition of morpho-
logical patterns and the quantification of the morphometry in the structures associ-
ated with physicochemical changes. However, the main difficulty posed by these 
microtechniques is that they require an extensive and individual training as well as 
cycles of experimentation in the laboratory. In order to make the best use of the 
available microscopy resources and to advance novel microscopy techniques it is 
mandatory to understand the basic optical and physical principles behind the opera-
tion of a light microscope and image formation.

2.2	 �Generalities About Light

We are all familiar with light and therefore we could tend to believe that we under-
stand what it is and its basic properties; however, for technical applications, it is 
required to understand some fundamental optical concepts about light. In this sec-
tion we will explore, in an extremely simplified way, some of the required concepts 
related to microscopy and used later in the text.

As we know, optics is the branch of Physics devoted to the study of light and its 
interactions with matter as well as the instruments used to manipulate it. Within 
optics, there are several different levels of sophistication and generality, that depend 
on the underlying assumptions made. The most basic level is geometrical optics, 
where light is considered as rays that propagate in a straight line across space; as its 
name implies, it is useful to study the direction of propagation. Then we have what 
is called physical optics, here light is studied as a wave phenomena and leads to new 
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aspects such as interference and diffraction. This level of approximation is needed 
when a more detailed description of the propagation is needed; for example, to 
determine the resolution limit of an optical system. A more general approach that 
actually encompasses the two previous descriptions as limit cases, is to invoke elec-
tromagnetic theory. One of the most striking consequences of Maxwell’s equations 
is to recognize that light is just an electromagnetic wave vibrating with a particular 
range of frequencies. Under this description, we can appreciate that visible light is 
just a part (where our eyes happen to be sensitive) of what is called the electromag-
netic spectrum which contains other regions such as ultraviolet (UV), infrared (IR), 
X-rays, microwaves, radio waves, radar waves, and TV waves. The only difference 
between these sections of the electromagnetic spectrum is the frequency at which 
the waves vibrate; the reason that these sections seem to behave so differently is 
because the properties of materials (absorption, scattering, index of refraction, etc.) 
interacting with electromagnetic waves with different frequencies vary enormously 
across the spectrum. Finally, if we incorporate quantum mechanical effects into 
electromagnetic theory, we enter into the realms of quantum optics, which might be 
considered as the most complete description of light that we have. Please under-
stand that each one of these descriptions is different approximations to the same 
phenomena, and therefore all of them are useful under the appropriate circum-
stances; there is no need to invoke quantum optics to describe the everyday observed 
behavior of a lens or microscope. On the other hand, there are some phenomena that 
cannot be described within some of the approximations; for example, geometrical 
optics cannot account for diffraction, or electromagnetism cannot account for the 
quantum phenomenon known as entanglement.

A microscope can mainly be described using geometrical and physical optics; 
although, as we will find later in connection with nonlinear optical properties, the 
description of some phenomena is better understood using a quantum mechanical 
description. Another point that needs to be understood, and perhaps just accepted, is 
that light has a dual nature: sometimes it behaves as a wave and others as a particle 
(photon). Historically, this was one of the observations that led to the development 
of quantum mechanics in the first part of the last century. In this text, we will refer 
mainly to the wave nature of light, although at some point we will invoke photons; 
therefore, let us start by reviewing some very general characteristics of light 
as a wave.

An electromagnetic wave is a spatial and temporal periodic (meaning that it 
repeats itself over space and time) disturbance that can propagate even in vacuum. 
This disturbance has a well-defined direction of propagation (light propagates in a 
straight line) and consists of electric and magnetic fields that oscillate in time and 
space and that are mutually perpendicular to one another and to the direction of 
propagation. The specific direction in which the electric field point is called the 
polarization state of light. Since we are talking about a periodic event, it must repeat 
itself after some time, this time is called the period of the wave (T, measured in 
seconds, s) and its inverse is known as the frequency (υ = 1/T, measured in Hertz, 
Hz, which are s−1). When a wave propagates from one medium to another, its fre-
quency does not change. The frequency of light is responsible for the “color” of 
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light, obviously, we can only call it color in the visible part of the spectrum; how-
ever, it is much more frequent to use the wavelength to specify the color. The wave-
length describes the distance that is needed for the wave to repeat itself, in a way is 
the spatial concept analogous to the period in time; it is related to the frequency by 
λ = c/υ, where c is the speed of light in vacuum (299,792,458 m/s) and λ is the wave-
length (measured in units of distance, for visible light typically in nm). One last 
attribute of an electromagnetic wave is its amplitude, which is related to how large 
is the electric field of the wave. The square of the amplitude is proportional to the 
intensity of the light (typically measured in Watts/area, W/cm2, or W/m2). In a 
description of light in terms of photons, the intensity is related to the total number 
of photons present in the beam of light, each photon having specific energy given by 
E = hυ, where h is the so-called Planck’s constant (h = 6.626 × 10−34 Joules sec-
ond, Js).

What we have described so far mainly refers to light in vacuum; however, in 
order to “control” light, i.e., redirect it, measure it, detect it, and use it in general, we 
must make it interact with materials. As the reader is most likely aware, existing 
materials offer an enormous variety of properties that can vary widely from one to 
another. From the optics point of view, we could divide materials into transparent 
and opaque; transparent materials are typically used to form lenses, filters, win-
dows, etc., while detectors, screens, mirrors, etc. are typically opaque. The most 
important property of a transparent material is its index of refraction, n = c/v, where 
n is the index of refraction (unitless) and c is the speed of light in vacuum. Among 
many other things, n tell us how much an incident beam of light will deviate from 
its original trajectory after changing from one medium to another; the relation is 
called Snell’s law of refraction. This deviation is central to microscopy because that 
is the principle of operation of a lens, which is a fundamental optical element of any 
microscope. One very important detail of n is that its numerical value depends on 
the specific color of the light involved, i.e., n is a function of λ; in optics, dispersion 
refers to a material property that depends on λ, so the index of refraction is disper-
sive. This has deep consequences, for example, a lens will focus on different colors 
at different points because each color experiences a slightly different n, this is called 
chromatic aberration.

To start making connections with samples in microscopy and appreciate how 
different optical phenomena intervene in a microscope, let us imagine we want 
to see a cell within a tissue. When light propagates from one medium to another 
(say tissue to cell), due to the differences in indices of refraction there would be 
some amount of light that will be transmitted (in the direction given by Snell’s 
law) and another part, typically smaller, that will be reflected (for example, when 
you look at your reflection in a transparent window). So, in principle, we could 
form an image of the cell using the transmitted light (the microscope would be 
working in transmission) or by using the reflected light (we would have a micro-
scope working in reflection geometry, sometimes called epi-imaging). The trans-
mitted light will propagate through the new medium (the cell) but it could be 
transmitted without change or it can be absorbed (either partially, as in a tinted 
window, or completely, as in an opaque material), or scattered (for example, 
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when you look at something through frosted glass). Scattering occurs when light 
propagating inside a medium encounters particles that make it deviate from its 
original trajectory, in our example we could think about some cell organelles that 
can scatter light or also we can imagine that after the light left the cell we want 
to observe, it encounters other cells that change the trajectory of the propagating 
light. As we will see later, scattering is a major challenge in microscopy because 
it makes the acquired images to look blurry, as if they were out of focus, which 
is not desirable.

All this very basic description of light and some of its properties play an impor-
tant role in different aspects of microscopy, as we will try to show in the next sec-
tions. Keep in mind that since this is an introductory level book, we cannot develop 
many of these aspects but the reader is encouraged to explore more in the many 
sources available.

2.3	 �Lenses

The lens is a usually circular piece composed of refracting and transparent material; 
this implies that induces a discontinuity in the prevailing medium and a reconfigura-
tion of the transmitted energy distribution. This effect is caused by the deviation 
(refraction) suffered by a ray of light when crossing an interface between two media 
and applies to any wave phenomena; for instance, UV, visible or IR light, micro-
waves, radio waves, or even sound waves. A convex lens refracts parallel rays of 
light incident on its surface and changes their trajectory so that they emerge from 
the lens to converge to one point, called focus. The convex lens is thicker at its mid-
point than at its edges; on the other hand, a concave lens is thinner in the middle 
than at the edges. Converging lenses are known as positive lenses and can form a 
real image. On the other hand, a concave lens, called a negative lens, will make a 
bundle of parallel rays diverge from a point or center line known as the focus.

Actually, there are several different lens shapes and a microscope requires many 
of these different types; the difference between them is the basic curvature patterns 
of their surfaces (Fig. 2.1). There are also compound lenses consisting of two or 
even three lenses, typically made of materials with different indexes of refraction, 
glued together; these lenses are used to avoid chromatic distortions, i.e., to avoid 
different colors of light to take different paths. A brief classification of the basic 
lenses is described below:

The biconvex lens: This lens is convergent with the capacity to change the trajec-
tory of rays dependent upon the curvature angle of its faces (Fig.  2.1a). Higher 
angles of curvature produce shorter focal lengths. This symmetrical shape reduces 
the spherical aberration. These lenses are typically used for focusing and image 
magnification [1].

The plano-convex lens: A plano-convex lens is characterized by having one posi-
tive hemispherical side and one flat side (Fig. 2.1b). This lens is convergent, focus-
ing parallel rays of light to a focal point. This lens can form real images, which can 
be corrected by filters and finally projected. The characteristically asymmetry of 
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plano-convex lenses minimizes spherical aberration in applications where the object 
and image lie at unequal distances from the lens. When the curved surface of the 
lens is oriented toward the object, the sharpest possible focus is achieved. Plano-
convex lenses are useful for collimating diverging beams of light.

The concavo-convex lens: The main characteristic of this lens is that it produces 
convergence of the rays, for this property it is considered a positive lens, and due to 
its asymmetric shape it is commonly known as a meniscus lens. One of its faces is 
in a convex hemispherical shape, while the other is slightly concave (Fig. 2.1c). The 
meniscus lenses are usually coupled with other lenses to produce an optical system 
with a longer or shorter focal length than the original single lens. Positive meniscus 
lenses have a greater curvature radius on the concave side of the lens than on the 
convex side, which enables the formation of a real image [1].

The biconcave lens: This lens is a divergent lens used to produce image reduc-
tion, as well as increasing system focal length and collimating converging light 
beams. It is also called double-concave lens. It shows a capacity to refract parallel 
input rays so that they diverge away from the optical axis on the output side of the 
lens but form a negative focal point in front of the lens (Fig. 2.1d). The biconcave 
lens is coupled with other lenses in order to reduce the focal length of an opti-
cal system.

The plano-concave lens: This lens shows divergent properties, which results in a 
negative focal point and produces a virtual image (Fig. 2.1e). The main optical char-
acteristics of the plano-concave lens are to form a divergent beam when a collimated 
light beam is incident on the curved surface of the lens. Plano-concave lenses are 
used to expand light beams or to increase the focal length in optical dispositive.

The convex-concave lens: This lens is classified as negative and is characterized 
by having a concave surface with a lower curvature radius than its convex surface, 
it is more commonly called a meniscus lens, and the light rays that emanate from 

Fig. 2.1  The internal optics of microscopy have two basic groups of lenses, the convergent lenses 
and the divergent lenses. (a) Biconvex. (b) Plano-convex. (c) Concavo-convex. (d) Biconcave. (e) 
Plano-concave. (f) Convexo-concave
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this lens are divergent (Fig. 2.1f). The convex–concave lens is used to reduce or 
eliminate spherical aberration in optical devices and can be combined with other 
lenses to improve the resolution of a system.

As aforementioned, the shape of the lens determines the angles of refraction of 
light that crosses the lens and therefore the image position and size. The convex lens 
and its variants show an important property, the possibility to project real images of 
objects into surfaces such as screen, film, or retina (Fig. 2.2a). However, some geo-
metric conditions must be met in order to produce a real image, the distance between 
the object and the lens must be greater than the focal length of the lens. Otherwise, 
if the object is closer to the convergent lens, under the focal distance of the lens, the 
lens will produce an increased image with the impression of being at a longer dis-
tance of the real object, this image is called virtual image (Fig. 2.2b). To produce 
virtual images, the concave lens and its variants are used because an image formed 
by a diverging lens is not real and cannot project onto a surface.

Fig. 2.2  Diagram of the optics formation of images, differences between convergent and diver-
gent lenses. (a) Formation of the real image with the biconvex lens. (b) Formation of the virtual 
image with the biconcave lens
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2.4	 �Basic Concept of Light Microscopy

In optical bright-field microscopy, the source of light is a tungsten-halogen incan-
descent bulb (Fig. 2.3a) installed in a reflective case that projects the rays through 
the collector lens (Fig.  2.3b). The off-center rays are led to the field diaphragm 
(Fig. 2.3c), used to regulate the beam broadening by closing or opening the dia-
phragm; this aperture controls the angle of the light rays reaching the specimen 
(seen as intensity of light in the image). Subsequently, the light is captured by the 
substage condenser (Fig. 2.3d). The condenser aperture diaphragm must be adjusted 
according to the aperture of the objective, this operation is critical to obtain the full 
potential of the objective. This procedure is known as the Khöler illumination con-
dition. The photons that cross the sample mounted in the stage are captured by the 
objective (Fig. 2.3e). The objective is the most important piece of the microscope, 
composed of a group of lenses (front lens, meniscus, single, double or triple group 
of lenses, rear lens, and objective lens); this dispositive is responsible for the mag-
nification and resolution of the images. To understand the basic features of an objec-
tive and the conditions under which it can be used, it is necessary to correctly 
interpret the parameters printed in the external case of the objective: numerical 
aperture, magnification, optical tube length, degree of aberration correction, com-
patibility with fluorescence, and immersion medium information. The light emerges 
from the objective and goes to the tube lens (Fig. 2.3f). The tube lens has the func-
tion of forming a virtual image (inverted and magnified) at the object plane of the 
eyepiece lens. The light emerges from the tube lens and arrives to the beamsplitter 

Fig. 2.3  Electrical and optical diapositives that compound an optical bright-field microscope. (a) 
Lamp. (b) Collector lens. (c) Field diaphragm. (d) Condenser. (e) Objective. (f) Tube lens (g) 
Beamsplitter. (h) Eyepiece
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(Fig. 2.3g), which is a component utilized to divide the light beam into two parts, 
each one of these parts goes to the eyepieces or camera port. The beamsplitter is 
composed of two right-angle prisms that are coated by partially reflective material 
with capacity to change the trajectory of the light at 90° angle. The eyepieces are 
responsible to form a real image of the specimen and also play a role in the final 
magnification and brightness of the image (Fig. 2.3h) [2].

2.5	 �Geometry of the Image Formation

The operation of a microscope involves the manipulation of light from the sample 
using lenses. One way to understand the function of the lens is to follow the trajec-
tory of light across the lens. When a set of parallel rays of light travel through a 
convergent lens, they suffer a change of trajectory due to the curvature of the lens 
surface and converge to a point, denominated focus (Fig. 2.4a) [3, 4]. The distance 
between focus and lens is called the focal distance (f) and constitutes the main 

Fig. 2.4  (a) Most changes the trajectory of parallel light rays into a focus point. (b) Contrary 
effect, the light rays emerged from a point source, such as the focus of a lens, leave the secondary 
lens in as parallel rays
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defining parameter of a lens [5]. Analogously, when a point source of light is placed 
at a focal length from a lens, it will emerge collimated after the lens (Fig. 2.4b). For 
a given lens, with a fixed f, and a given distance from the object to the lens, there 
will be a point where an image will be formed. By changing the object to lens dis-
tance, one can control the image position. This is the principle behind focusing on a 
sample. The optics inside a microscope are more complex than a single lens; as 
described before, just the objective can contain several lenses inside. When we have 
a system of lenses, the image from the first lens will be the object for the second and 
similarly for the following lenses.

2.6	 �Microscope Objectives

For the beginner user of any microscopy equipment, the correct choice of micro-
scope objectives is the main barrier to overcome during the operation of the micro-
scope. The microscope objectives are the most important components of an optical 
microscope because they are responsible for primary image formation and are a 
decisive factor to obtain good quality images. The objectives are manufactured 
according to the type of sample and microtechnique used to analyze a sample.

Understanding the large list of objectives manufactured by several companies is 
almost an impossible work; however, their main characteristics can be summarized 
in a simple classification in classes according to their functionality such as aberra-
tion, correction, and application. Also, due to the various qualities of materials and 
production processes employed in objective fabrication and the incorporation of 
proprietary technologies, there is a slight importance in the manufacturing company 
[6]. In order to understand the function of the objectives and to obtain the maximal 
performance, it is important to explain some artifacts that occur in microscopes, for 
example, chromatic aberration.

When white light rays cross a lens that has a different refraction index with 
respect to the incident medium, a phenomenon called material dispersion occurs in 
which different wavelengths in the white light experience a slightly different index 
of refraction. This leads to chromatic aberration, meaning that different colors will 
be separated and converge to different focal points (Fig. 2.5a). There are two types 
of chromatic aberration: axial or longitudinal chromatic aberration and lateral 
chromatic aberration. In the longitudinal chromatic aberration, an axial white light 
point source will be imaged as a continuous axial gradient of identical images, each 
of a different color, forming a blurry composite image of the object [5]. The main 
visible symptom to recognize the axial aberration is the formation of different 
images out of focus and showing a halo of a single color; while the lateral chro-
matic aberration occurs when the white light source is placed off-axis. The visible 
symptom is recognized by the formation of ghost images (overlapping images) with 
different magnifications due to the lenses having different focal lengths for different 
wavelengths of light.

To correct these problems, the lenses inside the objectives are arranged so that 
one cancels the chromatic aberration from another. This can be done at several 
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levels of correction to satisfy the needs of different applications in laboratory, but at 
the cost of increasing objective complexity and therefore its price. Most objectives 
can be classified in the following ways according to their chromatic aberration 
properties:

Achromate: These are the most used objectives in a scholarly laboratory. The 
main disadvantage of this dispositive is the lack of correction for the flatness of field 
(or field curvature). The advantage is the correction of axial chromatic aberration 
for blue (486 nm) and red (656 nm) wavelength, i.e., both rays converge into a sin-
gle common focal point. The disadvantage is that they show spherical aberration for 
green wavelength (546 nm) (Fig. 2.5b).

Semi-apochromate or Fluorite: These objectives are chromatically corrected for 
red–green–blue in the focal point. Moreover, they are spherically corrected for blue 
and green. This objective shows better performance for samples with higher con-
trast than achromatic objectives.

Apochromatic: These objectives show an excellent performance for fluorescence. 
Their longitudinal chromatic aberration is corrected for four colors (near UV, blue, 
green, and red) and they are spherically corrected for UV, blue, and sometimes 
green. Typically, the apochromate is corrected from g- to c-line (Fig. 2.5c).

Plan: These objectives produce a flat image across the field of view. The three 
objectives discussed above produce a distortion of image (curved image). A plan-
achromat, plan-fluorite, or plan-apochromat is corrected for this aberration.

The important parameters to understand the functionality of the microscope 
objectives are the numerical aperture (NA) and working distance (WD). The NA of 
a microscope objective is the measured capacity to acquire light through collection 
of the light cone between the principal lens of the objective and the sample. The NA 

Fig. 2.5  (a) Monochromatic aberration, the blue, green, and red colors show a different focal 
point. (b) Achromatic aberration, the blue and red colors are corrected, the green color shows a 
different focal point. (c) Apochromatic correction, three colors are corrected in the same focal point
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is also the parameter that determines the minimum resolvable feature discernible 
with a given objective, i.e., the resolution. The higher the NA of an objective, the 
finer the specimen detail it can resolve (Fig. 2.6a) [5].

The numerical aperture and its physical implications in the resolution of an opti-
cal system were studied by Ernest Abbe when he worked for Zeiss, the mathemati-
cal equation that defines the NA is:

	 NA sinsin= n a 	 (2.1)

where, NA is the numerical aperture, n is the refractive index of the medium between 
the objective and the specimen, and a is one-half of the angular aperture. The 
numerical aperture is an important factor to consider to maximize image brightness. 
The objectives with higher numerical aperture have a capacity to collect more light 
from the sample because the light-concentrating power of the objective (serving as 
a condenser) is proportional to the square of the numerical aperture (NA)2, and the 
light gathering power of the objective is also proportional to (NA)2. Thus, for all but 
the highest NA objectives, brightness varies as (NA)4 [2].

The working distance (WD) is measured in millimeters and specifies the distance 
between the front edge of the objective lens and the specimen surface, including the 
cover glass in case of immersion objective lenses, when the specimen is focused 
(Fig. 2.6b). Increasing the WD results in lower NA or additional complexity due to 
the need to correct spherical and chromatic aberrations, which is very challenging 
with high NAs [6].

Fig. 2.6  (a) The numerical aperture (NA) of a microscope objective is defined by the semi-angle 
of the light cone between the principal lens of objective and the sample. (b) The working distance 
(WD) is the separation between objective and sample; it affects the NA of the objective
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2.7	 �Köhler Illumination

To achieve a higher performance and obtain high-quality images in the microscope, 
the Köhler illumination calibration must be applied routinely. The objective of this 
process is to optimize the optical system of the microscope with respect to the light. 
Köhler illumination allows to illuminate the specimen uniformly without artifacts, 
i.e., the beam diameter of the light source must be similar to the collecting area of 
the objective. To reach light uniformity in the sample, the optics should be adjusted 
in sequential steps. The collector lens on the field diaphragm collects light from the 
lamp and focuses it at the front focal plane of the condenser lens. The light crosses 
the condenser lens and illuminates the specimen. In this step, the condenser must be 
adjusted to allow the light beam to fill the aperture and thus illuminate the specimen 
with a solid cone of homogeneous light. Correct illumination of the visualization 
area decreases image degrading by light scattering. A practical summary to achieve 
Köhler illumination is described below:

	1.	 The specimen should be in focus.
	2.	 The field diaphragm (the iris located nearest to the light source) must be closed 

up to the point where one can see just the edges of the diaphragm appearing in 
the field of view.

	3.	 The edges of the iris must be in focus, do this by changing the focal plane (mov-
ing the condenser focusing knob). Both, the sample and the iris edge, should be 
in focus.

	4.	 The image of the iris must be centered with respect to the sample image. This is 
achieved by using the condenser-centering screws that control the x-y movement 
of the condenser.

	5.	 Once centered and focused, the hexagonal plane of the iris must be opened so the 
edges lie just outside the edges of the field of view.

	6.	 The contrast of the image must be adjusted by opening or closing the field dia-
phragm of the condenser. The optimum opening depends on the type of speci-
men observed; for plant and animal tissues the change of contrast with aperture 
is of lower magnitude as compared to the change in free cells samples.

	7.	 Finally, the light intensity must be adjusted to a convenient level to improve the 
image contrast. This can be done either by regulating the power in the light 
source or by using neutral density filters placed after the light source.

As aforementioned, the Köhler illumination calibration must be done frequently due 
to possible mechanical shifts of the microscope; these changes can result in poor 
performance of the optical system. Moreover, the Köhler optimization is a prerequi-
site for advanced visualization methods.
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2.8	 �Contrast in Biological Samples by Staining

Biological samples consist mainly of water; this represents a challenge for their 
visualization since there is almost no contrast between their components. Different 
contrast agents and techniques are in use in modern microscopy. A widely used 
scheme to provide contrast in images is through staining; for example, in many 
histological techniques, tissue is cleared and stained with several dyes formed or 
made by one pigment or a mix of pigments with mordant metal salts that function 
as the fixative colors [5, 7]. Pigments are constituted of molecules called chromo-
phores and are classified by their reactive functional group in the transition n  → π 
and π → π that produce the color. Some common chemical groups of chromophores 
are azo and anthraquinone dyes [8] with extended conjugations. Chromophores 
show a higher capacity to link to hydroxyl (OH), carboxyl (COOH), and amino 
(NH2) functional groups of the structural biomolecules of cells due to the auxo-
chrome domain of dyes making possible the coupling to the tissue [7].

In classic staining for histology, the combination of dyes with different colors 
does not produce a new color [5]. The color of the dye is produced by the absorption 
of light in specific regions of the visible light spectrum. For example, safranine 
staining shows an intense red color in plant and animal tissues; this color is observed 
under white light illumination (light that contains all the visible colors) after the 
stained tissue absorbs the green, cyan, and violet components of the incident light 
and allows only the transmission of colors corresponding to an intense red (Fig. 2.7). 
In a microscope, the contrast balance of an image is regulated by the aperture of the 
condenser diaphragm; while the brightness is adjusted by modulating the light 
intensity of the source through the use of filters that attenuate the light.

Fig. 2.7  Image contrast induced by staining in optical bright-field microscopy. (a) Tungsten bulb 
produces white light containing all the visible spectrum. (b) Safranine dye absorbs a part of the 
spectrum and transmits the yellow, orange, and red wavelengths. (c) Image shows chlamydospores 
of fungi (sexual structures) with high affinity to safranine (red color)
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2.9	 �Fluorescence Microscope

In 1838, David Brewster discovered a new optical phenomenon that was further 
studied by Sir George G.  Stokes in 1852 who described some experiments that 
revealed “refrangible radiations” from many biological materials; this phenomenon 
is what we now know as fluorescence, which involves the capacity of some sub-
stances to emit visible light when they are illuminated with ultraviolet (UV) light. 
The implementation of fluorescence in microscopy can be attributed to studies by 
Stokes, who designed the first excitation and emission filters and used sunlight as 
the source of UV. The excitation filter was elaborated with a solution of cupram-
monium (cupric hydroxide in ammonia water) to hold back the visible light of the 
spectrum and project the UV light onto the sample; while the emission yellow bar-
rier filter was a compound of potassium dichromate to allow the fluorescence to be 
separated from the background [9].

The incorporation of fluorescence into a microscope requires an engineering 
adjustment to the equipment. In 1903, Henry Friedrich Wilhem Siedentopf and 
Richard Adolf Zsigmondy developed the slit ultramicroscope for the Carl Zeiss 
company. Siedentopf manufactured a dark-field condenser that blocked the incident 
light from the microscope objective, thereby improving the specimen contrast [10]. 
However, Siedentopf reported that the UV light produced spots of fluorescence 
from the sample. In the case of Siedentopf microscope, the fluorescence was a prob-
lem due to the reduction of the contrast of the sample.

At the same time, improved quartz monochromatic UV objectives were devel-
oped by Moritz von Rohr and subsequently the mathematical explanation, improve-
ments to the construction of microscopes and photographic acquisition equipment 
were apported by August Köhler in 1904 [9]. Using ultraviolet light in microscopy 
can increase its resolution, since according to a fundamental describing resolution 
equation, discovered by Ernest Abbe (Eq.  2.2), the best resolution that can be 
achieved with a given optical microscope depends on the wavelength of the exciting 
light [10]. The shorter the wavelength, the smaller the minimum resolvable feature 
on the sample.

	
d
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=
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In this formula, λ represents the wavelength of light, l is a geometrical factor of 
order 1, n is the index of refraction of the medium, α is the half-angle of the focused 
cone of light after the objective of the microscope and NA is the numerical aperture.

2.10	 �Physical Principles of Fluorescence

Quantum mechanically, light can be thought of as a wave or as a particle, it actually 
has this dual character just as other particles. The intensity of a beam of light is 
related to the number of photons that make up that beam, but each individual photon 
has energy determined by its frequency, ν, by the formula E  =  hν (h is Plank’s 
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constant). Fluorescence is the emission of light by an atom or molecule after it is 
excited with light of higher photon energy than the emitted photon. When light is 
incident on a fluorescent material it is absorbed (Fig. 2.8a) resulting in the annihila-
tion of one of the incident photons and a valence electron making a transition to a 
higher energy level (Fig. 2.8b), it is said that the electron is in its excited state. The 
energy difference between the excited and ground electron levels must be equal to 
the energy provided by the photon. After “arriving” at the high energy level, the 
electron loses some of its energy giving it to the “bulk” of the material and relaxes 
back to the lower energy level that is occupied at the beginning, the excess energy 
is emitted as a photon with lower energy than the originally absorbed photon 
(Fig. 2.8c) [2, 7, 11].

Any given fluorophore will be excited with efficiency dependent on the colors of 
the exciting light, this information is codified in an absorption spectrum. The inten-
sity of the fluorescence as a function of the color of the emitted light is recorded in 
an emission spectrum (Fig. 2.9a) [8]. In a fluorescence microscope, the excitation of 
the fluorochrome (Ex) is induced by a narrow range of wavelengths determined by 
the excitation filter (Fig. 2.9b). The fluorescence emitted by the excited molecule is 
the emission (Em) which is collected by the objective and is visualized after passing 
through a dichroic mirror and an emission filter installed in the microscope [5]. The 
broad range of emission wavelengths that reach the eyes or the photodetector (cam-
era) is represented in a spectral curve of the intensity of fluorescence displaced to 
the lower energy region of spectral wavelength (Fig. 2.9b).

2.11	 �Lamp

The lamp is an electric device used to generate intense radiant power within a given 
wavelength range [12]. Robert W. Wood in 1903, developed an arc lamp with a dye 
solution of nitrosodiumethylaniline efficiently producing ultraviolet light between 
300 and 400 nm [9, 10]. The first fluorescence microscopes showed poor perfor-
mance due to a low number of photons reaching the eyes. The incorporation of an 
efficient source of UV light solved the problem, this was possible with the 

Fig. 2.8  The excitation and fluorescence emission are a quantum effect. (a) Energy transfer from 
a photon to an electron in an atom. (b) The excited electron jumps to a higher state of energy. (c) 
The loss of energy during transition to a basal orbital produces a photon in a visible spectrum
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development of the vapor mercury lamp. Mercury lamps contain two electrodes 
sealed under high pressure in a quartz glass bulb that also contains vaporized mer-
cury. When the electrical energy is switched on, a continuous high voltage is estab-
lished between the electrodes, ionizing the mercury gas leading to an efficient 
emission of UV light. After 3–5 minutes of use, the emission stabilizes when the 
voltage shows a reduction because the ionized gas acts as a bridge and generates a 
plasma between the electrodes. The mercury vapor lamp produces plenty of ultra-
violet light but a lower intensity in the visible spectrum region. The emitted light did 
not have a continuous spectral profile, it showed peaks of high intensity at 313, 334, 
365, 406, 435, 546, and 578 nm and is used with the majority of commercial fluoro-
phores [13]. Another problem with this type of lamp is that its efficiency of UV light 
production decreases with time.

Fig. 2.9  Spectral curves of a hypothetical fluorochrome. (a) Conceptualization of the fluorescent 
dye, emission–absorption curves. (b) In fluorescence microscopy, the spectra of emission–excita-
tion curves change according to the used filter cubes
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The luminous efficiency of a lamp, expressed in lumens per watt, is a measure of 
how efficiently a lamp converts electrical power, expressed in watts, to light 
expressed in lumens [12]. Image brightness in fluorescence microscopy is depen-
dent on optical as well as technical factors. Optical factors include the numerical 
aperture of the objectives (the higher the aperture, the brighter the image) due to the 
higher light concentration. Another optical factor is the brightness, which is depen-
dent on the magnification steps; multiple magnification sequences lead to reduced 
intensity in the final image; the brightness of the image is inversely proportional to 
the square of the eyepiece magnification [2]. On the other hand, some technical fac-
tors are the concentration of the fluorophore used to stain the sample since this 
affects the brightness, incubation time of the fluorophore sample, dilution of the 
buffer, molarity and pH of the buffer used to wash, mounting medium, degasifica-
tion, and stabilization of samples after mounting.

2.12	 �Filters for Excitation and Emission

In fluorescence microscopy, the goal is to produce highly efficient illumination onto 
the sample and to capture sufficient fluorescence emission spectrally separated from 
the excitation wavelength to produce a clear image. In modern microscopy equip-
ment, the use of excitation filters allows the illumination of the sample at a specific 
wavelength, producing an excitation within a well-defined range (Fig.  2.10) [2]. 
Dichroic mirrors are a filter with double functions. One side reflects excitation light 
from the UV source to the sample and the other side allows emission wavelengths 
to pass from the sample to the detector or ocular. The dichroic mirrors are posi-
tioned at 45° from the emission filter and excitation filter (Fig. 2.10). The fluores-
cence of the sample is visualized using a barrier or emission filter opaque to the 
excitation wavelength but transmissive to the longer wavelengths emitted from the 
sample (Fig. 2.10) [14]. These filters are mounted in an optical block or carcass 
manufactured in plastic or metallic material with several shapes that depend on the 
brand and model of the microscope.

As aforementioned, the first filters used during development of the fluorescence 
microscope were solutions of metallic salts in different stages of oxide reduction 
that showed a capacity to adsorb energy and transmit fluorescence. These first 
developed filters consisted of glass pieces stained with dyes or the combination of 
two filters to form band-pass filters [14]. Nowadays, commercial filters for fluores-
cence analysis consist of two types: colored glass filters and thin-film coated fil-
ters [15].

Colored glass filters attenuate light by absorption; therefore, the spectral perfor-
mance is dependent on the thickness of the glass. Some advantages of these filters 
are the relatively low cost of production, stability, durability, and that their spectral 
performance is independent of the angle of incidence of the beam. Among their 
disadvantages, the following can be mentioned, limited versatility in their fabrica-
tion, high autofluorescence, low heat dispersion (leading to mechanical stress and 
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breakage), band-pass filters of this type show relatively poor performance and low 
peak transmittance [15].

On the other hand, thin-film coated filters have two subtypes, metallic coatings 
and thin-film interference coatings. The filters manufactured with metallic coatings 
are more used in microscopy as reflective mirrors and neutral density filters (used to 
control the intensity of light). The interference coatings are composed of a stack of 
nanometric thin layers formed by sputtering metals, each with a thickness on the 
order of a wavelength of light, approximately 1/10,000 of a millimeter in thickness 
[15]. Different types of filters can be fabricated with this mechanism, such as band-
pass, shortpass, longpass, or dichroic beamsplitters. Some limitations observed in 
these filters are that the characteristic blocking performance only holds within a 
finite wavelength range, the coating materials are limited in their range of transpar-
ency, and that interference coatings are sensitive to the angle of incidence. Some 
solutions to these problems are adding an absorption glass that increases the block-
ing range between interference coatings or changing some sensitive materials. 
However, this solution might lead to secondary effects, for example, reduction in 
transmission (show lower brightness of fluorescence in images) or increasing the 
thickness of glass.

Fig. 2.10  Filter cubes for fluorescence microscope are composed of excitation filter, dichroic mir-
ror, and emission filter, under optical block or carcase
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2.13	 �Components of the Fluorescence Microscope

The mechanical statives of a fluorescence microscope (Fig.  2.11) and an optical 
bright-field microscope are similar (Fig. 2.3); however, as it has been mentioned in 
previous sections, the source of UV light and the need for excitation and emission 
filters are of great importance and require appropriate accommodation. It has been 
found that it is advantageous to install these components in a reflected light vertical 
illumination geometry, with the illumination source interposed between the obser-
vation viewing tubes and the nosepiece carrying the objectives. A universal configu-
ration is typically implemented in the following way: the source of light is a vapor 
mercury lamp (Fig. 2.11a) installed in a reflective case that concentrates the UV 

Fig. 2.11  Electrical and optical devices that conform a fluorescence microscope. (a) Mercury 
lamp. (b) Collector lens. (c) Condenser and field diaphragms. (d) Filter cube. (e) Filter emission 
glass. (f) Dichroic mirror. (g) Objective. (h) Lens objective. (i) Emission glass filter. (j) Tube lens. 
(k) Beamsplitter. (l) Oculars. (m) Camera
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light and efficiently dissipates heat. The UV light is collimated by the collector lens 
(Fig. 2.11b) and aligned and centered with an intermedial dispositive called aperture 
and field diaphragms, respectively (Fig. 2.11c) to satisfy the Köhler illumination 
condition for fluorescence. The UV beam arrives at the excitation filter cube 
(Fig. 2.11d), where the broad UV spectrum from the lamp is decreased to the excita-
tion wavelength required by the sample through the excitation filter glass (Fig. 2.11e). 
The filtered excitation light is reflected by a dichroic mirror (a mirror able to reflect 
some wavelengths and transmit others, Fig.  2.11f) to change its trajectory by 
90-degrees and send it to the objective. The objective is used to focus the light into 
the sample and as a correcting condenser of the trajectory of the rays because the 
microscope objective is always in correct alignment (Fig. 2.11g). Once the excita-
tion light arrives to the sample, it is absorbed and induces fluorescence which is 
emitted over a 4π solid angle; some of the fluorescence rays reach the front lens of 
objective and are collected (Fig. 2.11h), the collection efficiency depends on the 
numerical aperture (NA) of the objective. The objective allows for correction of the 
trajectory of the rays collected producing a collimated transmitted fluorescence 
beam. The fluorescence, overlapped with reflected excitation light, returns to the 
dichroic mirror that, in this step, acts as a barrier filter (as aforementioned excitation 
wavelengths are reflected but longer wavelengths are transmitted). The emission 
glass filter has a double function, to isolate the fluorescence emission with maxi-
mum sensitivity and to enable image formation on a dark background (Fig. 2.11i). 
The image formation is done by the tube lens (Fig. 2.11j), which forms a virtual 
image. Finally, the fluorescence signal is reflected and divided into two parts in the 
beamsplitter (Fig. 2.11k) and sent to the eyepieces (Fig. 2.11l) or camera detection 
system to form the final image (Fig. 2.11m).

2.14	 �Fluorescence in Biological Samples

Some biological tissues show autofluorescence, this can be a major problem when 
preparing certain experimental protocols for animal tissues since the emitted auto-
fluorescence can represent an undesired background. However, in plants the auto-
fluorescence can sometimes be used to identify some biopolymers associated with 
a specific structure, i.e., Fig. 2.12, shows a slice of Zea mays root. The UV light 
interacts with some biomolecules, i.e., suberin, lignin, and cellulose, in the Zea 
mays roots that are able to produce fluorescence. The suberin compound is formed 
by monomeric aliphatic (ω-hydroxycarboxylic acids, 1, ω-dicarboxylic acids, car-
boxylic acids, and alcohols with chain lengths ranging from C16 up to C32) and an 
aromatic domain covalently cross-linked hydroxycinnamic acid-derived matrix 
[16]. While, the lignins are racemic heterobiopolymers derivated from three 
hydroxycinnamyl alcohol monomers with three degrees of methoxylation to pro-
duce ρ-hydroxyphenyl, guaiacyl, and syringyl [17]. Although this example shows 
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that for some specific systems autofluorescence can help to identify a chemical 
compound associated with a specific tissue structure, this is not generally true. In 
general, fluorescence cannot be used to identify specific chemical compounds; how-
ever, this can be accomplished with fluorochromes attached to antibodies and other 
cellular markers, fluorescent proteins, or using some more sophisticated techniques 
such as Raman microscopy.

In order to visualize nonfluorescent samples, it is necessary to use external fluo-
rescent dyes or fluorochromes that show high capacity to emit light at different 
spectral ranges from the ultraviolet, through the visible, to the near infrared. There 
are several fluorescent dyes; however, for them to be most useful they must satisfy 
some requirements such as producing a specific color, a high molar extinction coef-
ficient and, most importantly, a high quantum yield [8]. The λmax of the emission 
spectrum of a dye is typically ∼20–50 nm longer than that of its absorption; how-
ever, the separation of the maxima of the excitation and emission spectra (Stokes 
shift), can range from <10 to >100 nm [14].

2.15	 �Fluorochromes

Nowadays, there exist multiple alternatives of fluorochromes in the market for 
staining; several of these chemical compounds can have an affinity to locate them-
selves in specific cellular organelles or in the microstructure of biomaterials. 
However, before mounting an experiment, the microscopist must consider some 
points to obtain the best image, among them the type of UV source installed in the 
microscope, excitation and emission ranges of the filter cubes, and characteristics of 
the sample, i.e., if the analysis of the sample is in vivo or previously preserved by 
chemical fixation, if the fixation process is soft or hard, if the sample can be ana-
lyzed in one piece or if it can be cut in thin slices.

In a biology research laboratory, the uses of fluorescence microscopy are plenti-
ful; it is used to visualize differentiation of cellular organelles, growth process, 
delimitation of some structures during development, compartmentalization of 
metabolites, cell and death response to administration of drugs, response and local-
ization of damage during pathogen attack and visualization of the biological inter-
actions as symbiotic relations in eukaryotic cells, among many other applications. 
On the other hand, in biomaterial research the interest changes, the fluorescence 
microscope is used to describe the presence or absence of some materials, the mor-
phology and morphometric characteristics of materials, modifications before and 
after chemical of physical treatments, chemical composition and its alteration in 
relation to sample processing, to mention some.

To study the physical changes or biological processes of interest, the microsco-
pist has a wide variety of fluorochromes within his/her reach. In Table 2.1, the most 
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Table 2.1  Fluorochrome classification by excitation and emission filter and molecular affinity

UV excitation Fluorochrome Affinity Organelle
Excitation 
365/10
Emission 
420LP
Dichroic 
Mirror 
400LP

DAPI DNA stain Nucleus
Hoechest 33258–33342 DNA stain Nucleus
Alexa Fluor 350 
Hydrazide

Aldehydes or ketones in 
polysaccharides or 
glycoproteins

Cytoplasm

Calcofluor Cellulose and chitin Cell walls of yeast, 
fungi and some 
parasitic organism

LysoTracker Blue 
DND-22

Acidic organelles Lysosome

Blue excitation
Excitation 
480/20
Emission 
520LP
Dichroic 
Mirror 
505LP

FITC Immunolabeling of 
peptides, proteins, tracers, 
or amplification substrates

Several organelles

EGFP Molecular biology as label Several organelles
Alexa Fluor 488 Immunolabeling of 

peptides, proteins, tracers, 
or amplification substrates

Several organelles

Acridine Orange DNA or RNA Lysosomal, death/live 
and cell-cycle

Green excitation
Excitation 
535/30
Emission 
580LP
Dichroic 
Mirror 
565LP

TRITC 
(Tetramethylrhodamine)

Immunolabeling of 
peptides, proteins, tracers, 
or amplification substrates

Several organelles

Rhodamine Cationic molecules Active mitochondria
RFP Molecular biology as label Several organelles
Alexa Fluor 546 Immunolabeling of 

peptides, proteins, tracers, 
or amplification substrates

Several organelles

Alexa Fluor 568 Immunolabeling of 
peptides, proteins, tracers, 
or amplification substrates

Several organelles

Cy3 DNA stain Nucleus
EtBr
Mito-Tracker Red Functional group Thiol Mitochondria, 

previously fixed
PI All genetic material (DNA 

and RNA)
Death cells

Green excitation for special dyes
Excitation 
535/50
Emission 
645/75
Dichroic 
Mirror 
565LP

EthD-1 High-affinity nucleic acid Death cells
Nile Red Neutral lipids Lipid droplets
FM 4-64 Polar lipids Vacuoles
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common fluorochromes are classified by a spectral band of excitation–emission and 
chemical affinity.

In order to measure the capacity to generate fluorescence and compare the effi-
ciency between fluorochromes, a quantity called quantum yield (Ф) is defined as:

	
$ =

Number of quanta emitted

Number of quanta absorbed 	 (2.3)

This index is determined by relative rates of fluorescence emission and adsorbed 
exciting light and measures how efficient is the fluorochrome in converting incident 
light into fluorescence [8]. The activation of the excited state of the fluorochrome 
molecule depends on the environmental conditions; for example, when the fluoro-
chrome fluorochrome is diluted in a high viscosity solvent the quantum yield 
increases, reaching a higher efficiency (Ф ca. 1.0 = 100%). While fluorochromes 
dissolved in low-viscosity solvents such as used in some protocols of staining, the 
quantum yield is often low and the efficiency of the fluorochrome is considered 
poor (Ф ca. 0.1 = 10%).

2.16	 �Classification of the Light Microscopes

In recent years, microscope manufacturers have reached great advances in the tech-
nologies applied to improve the optical and digital resolution and velocity of detec-
tion of biological molecules. In some cases, the magnifications of light microscopes 
have reached tens of nanometers of resolution, these systems are called superresolu-
tion microscopes and are available commercially. There are also hybrid systems, 
such as scanning probe microscopes (SPM) and atomic force microscopes (Fig. 2.13) 
that can have even atomic resolution by taking advantage of so-called near field 
effects.

For microscopy nonexpert users, there could be some confusion regarding the 
classification of light microscopes. When we refer to light microscopy, from the 
most basic to the most advanced equipment, the source of illumination is always 
light (photons), typically in some spectral range within UV-visible-near IR. On the 
other hand, when we talk about electron microscopy, the illumination source is not 
light but an electron beam, while for scanning probe microscopy it is the electro-
static forces between the probe tip and the studied surface. To understand the types 
of light microscopes, in Fig. 2.13 we offer a summary of the classification of micro-
scopes based on the illumination source.

2  Principles of Light and Fluorescence Microscopy
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Fig. 2.13  Classification of the several types of microscopy. Light microscopy shows two main 
subclassifications based on the application, for material characterization and biological samples
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3Confocal and Multiphoton Microscopy

Ramón Carriles, Laura E. Zavala-García, 
and Lino Sánchez-Segura

Abstract

Confocal and multiphoton microscopy are considered advanced instruments in 
the field of light microscopy due to the complexity of the optical and electronic 
components employed to build the instruments; however, the physical concepts 
involved in both instruments are comparable to those of basic fluorescence 
microscopy. The efficacy of laser scanning confocal microscopy (LSCM) lies in 
decreasing the out-of-focus collection of light leading to a reduction of the blur-
riness of the acquired images. A combination of transverse resolution and nonin-
vasive optical sectioning results in very high-quality 3D images of biological 
specimens. This chapter explains the basic concepts in confocal microscopy that 
lead to the improved contrast and generation of three-dimensional images of 
biological and material samples. On the other hand, multiphoton microscopy 
(MM) is based on using nonlinear optical phenomena to provide the contrast 
mechanism for image acquisition implemented in a laser scanning microscope. 
In a nonlinear phenomenon, two or more photons are combined to generate the 
signal from the sample; some examples of these phenomena that have been used 
in MM are Two-Photon Excited Fluorescence (TPEF), Second Harmonic 
Generation (SHG), Third Harmonic Generation (THG), and Coherent Anti-
Stokes Raman Scattering (CARS). A multiphoton microscopy is able to produce 
high-resolution 3D images and hyperspectral imaging.
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3.1	 �Introduction

A typical challenge confronting the microscopist using fluorescence imaging is 
related to the thickness and the texture of the tissue. Variations of size and morphol-
ogy of cells within tissue produce artifacts that prevent form properly focusing the 
sample and degrade the resolution of the imaged structures. These phenomena pro-
duce blurry images, out-of-focus points in panoramic micrographs, and overlapping 
structures (Fig. 3.1) [1–3].

To appreciate the great advance that the confocal microscope represented, we 
must understand the main deficiency in the fluorescence microscope, the blur. An 
ideal fluorescence microscopy image should be restricted in the depth of focus, i.e., 
the signal should be limited to being generated at the focal plane. If this condition is 
not met, fluorescence light from different parts of the sample will be captured by the 
detector as corresponding to the same plane and the image will look blurry or “out 
of focus”; this is the result of trying to have a limited two-dimensional view of the 
three-dimensional object that is the cell [4]. In the fluorescence microscope, the 
illumination is projected uniformly onto the sample, resulting in signal being 

Fig. 3.1  Plant tissue visualized by fluorescence microscopy. (a) Image from a thick sample illus-
trating out-of-focus contributions and blurriness. (b) A thin sample produces a focused image

Ramón Carriles et al.
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generated in a much larger volume than the focal plane of the objective (Fig. 3.1a). 
The signal photons can also be scattered within the sample and produce contribu-
tions from points outside of the focal plane, producing lower contrast and resolution 
in the image (out-of-focus) [5].

This situation was analyzed by Marvin Minsky in 1955 and conceptualized in the 
following idea: “An ideal microscope would examine each point of the specimen 
and measure the amount of light scattered or absorbed by that point” [1, 6]. This 
idea was implemented by placing two pinholes, one in the illumination path and the 
other in the detection line. The excitation light is focused by an auxiliary lens onto 
the first pinhole that is placed strategically so that the objective lens will form an 
image of this small aperture inside the sample, exactly at the point where one wants 
to induce fluorescence. Note that signal photons generated by scattered excitation 
light anywhere else in the sample will not pass through the selected point. Prof. 
Minsky put a second objective and pinhole on the transmitted side of the specimen. 
This collection objective will image the focal volume of the excitation objective 
onto the second pinhole; therefore, only the signal photons generated at the focus of 
the first objective will be collected and all other photons generated anywhere else in 
the sample will be blocked from reaching the detector by the second pinhole 
(Fig. 3.2a). “We end up with an elegant, symmetrical geometry: a pinhole and an 
objective lens on each side of the specimen” [5]. This arrangement significantly 
reduces the blurriness due to scattered excitation and signal photons. The price we 
have to pay is that now we have to build the image point by point through raster 
scanning the focal volume of the excitation objective. The name confocal micros-
copy is derived from the fact that, in geometrical optics, the planes where the pin-
holes are located are said to be confocal to one another. It is also possible, and 
common, to use only one objective to excite and collect the signal; the illumination 
and fluorescence can be separated because they are of different colors.

The introduction of the pinholes for confocal microscopy (CM) allows acquisi-
tion of the fluorescence signal only from the focal plane of the microscope objective 
(Fig. 3.2b). The pinhole is central to the confocal microscope, it is easier to visual-
ize it as an aperture similar to the diaphragm of antique photographic cameras. The 
first pinhole of CM’s were static round holes in an opaque material situated between 
light detector and sample [7]; modern instruments are capable of adapting the pin-
hole size to obtain better images. Fluorescent light is emitted without any specific 
preferred direction and it also can be scattered in the sample in several directions 
(360°); the pinhole blocks most of this unwanted light (Fig. 3.2b). On the other 
hand, the function of the pinhole displays more complexity, in comparison to a 
barrier-filter, because it is also an important component for determining both the 
axial and the transverse resolutions of the microscope. A smaller pinhole has theo-
retically better resolution, but transmits less light to the sample, so the signal-to-
noise ratio decreases [8]. The pinhole diameter shows higher efficiency to eliminate 
out-of-focus light between 50 and 200  μm without significant loss of detectable 
focal plane light [7]. However, the diameter of the pinhole is not arbitrary, it is 
adjusted according to the diameter of the Airy disc produced by the objective in 
order to increase the resolution and decrease the thickness of the optical plane [7].
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What is the Airy disc? To respond to this question, we first should ask, what is 
diffraction? diffraction is an optical effect present in all propagating waves by which 
their propagation is perturbed and distorted by the presence of an obstacle in their 
path; for example, when an opaque screen with a small hole in the center is illumi-
nated by a lamp, the shadow projected on the opposite side produces a diffracted 
pattern. The sharp division that typically is present between an illuminated zone and 
the shadow zone disappears, producing transitional steps composed of regions with 
lower light intensity [9]. Diffraction is more visible when the aperture hole is of 
similar size as the wavelength of the illuminating light; this is the cause for us not to 
see diffraction easily in everyday life, the wavelength of light is approximately 
500 nm. There are two limit cases for diffraction: Fraunhofer diffraction and Fresnel 
diffraction, also called far field and near field diffraction, respectively. The near field 
case is not relevant for our discussion, so we will focus only on Fraunhofer diffrac-
tion. When light is projected onto a screen containing a small circular aperture and 
then we look at the illumination pattern in a distant screen, we will see the 

Fig. 3.2  The confocal microscope. (a) Scheme of a confocal microscope in transmission; the 
excitation pinhole is imaged at the focal point in the sample before being imaged by the detection 
objective through the detection pinhole. (b) The pinhole produces exact illumination and recovery 
of fluorescence only in the focal plane; as illustrated, the orange and green beams, produced out-
side of the focal plane, will be blocked by the detection pinhole
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diffraction pattern. The pattern will consist of a central bright spot, surrounded by a 
dark disc and subsequent bright and dark alternating discs (Fig. 3.3a). This intensity 
distribution of diffracted light by a circular aperture is called the Airy disc and was 
described by Sir George Biddell Airy (1801–1892), Astronomer Royal of England, 
he found the central disc is surrounded by a dark ring that corresponds to the first 
zero of a Bessel function [7, 10].

In an optical system, such as a microscope objective, the Airy disc size is deter-
mined by factors such as the numeral aperture of the optical components and the 
wavelength of light. In optical microscopes, including confocal, the Airy disc deter-
mines the focal spot size and the maximum resolution of the instrument, meaning 
the smallest discernable feature. There are several ways to define the resolving 
power or Resolution of an optical system; in microscopy, the most accepted crite-
rion is due to Rayleigh and it establishes that two signal sources of equal intensities 
should be considered just resolved when the principal intensity maximum of one 
coincides with the first intensity minimum of the other (Fig. 3.3b) [7, 10, 11]. The 
Point Spread Function (PSF) of an optical instrument or element is the 3D light 
distribution formed by the system when imaging a point source; in the axial dimen-
sion it has an elliptical shape that is affected by the mounting medium, and the 
imaged specimen itself, among others [11]. When two features are not resolved 
(Fig.  3.3c) the image is visualized as if there were only one feature with dis-
torted form.

Fig. 3.3  Diffraction intensity patterns forming an Airy disc. (a) Airy disc due to a circular aper-
ture. (b) Two emitting fluorescent molecules are resolved if they are separated by more than the 
distance between the central peak maximum of the Airy disc and the minimum of the first dark 
disc. (c) Intensity distribution pattern of two unresolved fluorescent molecules
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If a structured object is visualized, its image will be formed by several individual 
diffraction patterns convolved from a series of single-point sources forming the 
object [4]. The isolated patterns of the Airy disc can be recovered and separated in 
the original signal by Fourier transforms (deconvolution) because the lens system 
previously performed a Fourier transform on the spatial distribution of light rays in 
the object space to form a frequency distribution of interference patterns in the 
image space [7]. The PSF is very important because it provides a measure of the 
microscope performance. In the case of confocal microscopes, the PSF distribution 
gives a transverse resolution (resolution along the focal plane) of approximately 
180–200 nm that, depending on the biological sample, could correspond to the size 
of an organelle like a mitochondrion [4].

3.2	 �Sources of Light in Confocal Microscopy

The sources of light in optical microscopy include several types of tungsten lamps 
that produce intense white light, UV lamps for fluorescence microscopy and lasers. 
The most important difference between sources is their intensity and the emitted 
range of wavelengths, which can expand from the ultraviolet (250 nm) to the near 
infrared (2 μm). An important difference between lamps and lasers is that lamps 
emit incoherent light [2]. The most common source of coherent light is the laser. A 
laser (an acronym for light amplification by stimulated emission of radiation) is a 
dispositive that produces and amplifies an intense beam of highly coherent, highly 
directional light. The first laser was made in 1960 by Maiman using a flash-pumped 
rod of ruby with polished ends (ruby laser) [9, 12]. The concept of coherence in 
optics is intimately related to the relative phase between two sources of light or 
between one part of a beam and another part; we will not try to explain it since it is 
beyond the scope of this book, a cartoonish illustration is presented in Fig. 3.4a, b. 
The main consequences in microscopy related to the coherence of lasers are that 
coherent sources can emit more intense beams and that the emitted light is propa-
gated in specific directions (in contrast with incoherent sources that typically emit 

Fig. 3.4  (a) Incoherent source, propagation of light rays from a lamp. (b) Coherent source, propa-
gation of laser light. In both panels, the wavy lines represent the individual light waves that make 
up the beams
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in all directions). If we could isolate a single light wave from an incoherent source, 
we would see that the wave changes its phase after a short time, and loses intensity 
because it diverges [9].

A laser consists of three main components: first a gain medium that amplifies 
light by means of the basic process of stimulated emission, second a pump source 
which creates a population inversion in the gain medium, and third two mirrors (one 
of them with slight losses to allow the beam to exit, called the output coupler) that 
form a resonator or optical cavity in which light is trapped, traveling back and forth 
between the mirrors [10].

The confocal microscope incorporates one or more lasers as light sources for 
illuminating the samples; this is preferred than lamps because lasers have high radi-
ance and produce monochromatic light. However, the coherent illumination causes 
trouble in microscopy because unwanted interference effects degrade the images 
[2]. The configuration of the laser in confocal microscopy is versatile, it can be from 
the opposite side of the observer, or it may be epitaxial. The epitaxial illumination 
is used for viewing opaque and fluorescent objects. Sometimes the configuration of 
confocal microscope for biological sciences is opposite to the observer; however, in 
recent years more microscopists use the epitaxial configuration due to its versatility 
to observe biological samples and opaque biomaterials, this type of material has to 
be seen by light scattered and reflected from its surface [2].

For Laser Scanning Confocal Microscopy (LSCM) operators it is important to 
know the characteristics of their laser. Two broad groups of lasers exist, continuous 
wave (CW) or quasi–CW, and pulsed laser. A CW laser exhibits a steady flow of 
coherent energy and its output power undergoes little or no change with time [12]. 
Many gas lasers, such as Ar-ion lasers and HeNe, operate on CW mode. Both of 
these lasers are widely used in LSCM because they can emit in different spectral 
lines; for example, the Ar-ion laser emits in the blue range (458, 488, and 514 nm), 
while the HeNe in the red range (543, 594, 612, and 632 nm). Pulsed lasers have an 
output beam that changes with time, they produce short optical pulses, usually in a 
repetitive way and with pulse duration usually ranging from nanoseconds 
(1 ns = 10−9 s) to femtoseconds (1 fs = 10−15 s). Typical examples of pulsed lasers 
are many solid-state and liquid lasers, such as Nd:YAG, Ti:Al2O3, and dye lasers. 
This type of laser is used mainly in multiphoton microscopes.

3.3	 �Signal Detector

The acquisition of the images in LSCM is different compared to the fluorescent 
microscope in which a digital camera is used. In confocal, the light emission cap-
tured by the objective can be recorded by several classes of photosensitive detectors, 
such as photomultipliers, photodiodes, and solid-state charge-coupled devices 
(CCDs). The most widely used detectors in modern confocal microscopes are pho-
tomultiplier tube (PMT). In the PMT, when a signal photon reaches the photocath-
ode it releases an electron through the photoelectric effect; this electron is accelerated 
by a high voltage toward a sequence of electron multiplier stages, placed along the 

3  Confocal and Multiphoton Microscopy



60

tube and called dynodes, where this one electron liberates many more electrons, by 
secondary emission, that eventually reach the anode and leave in the form of a cur-
rent (Fig. 3.5a, b). The dynodes are connected along a series of resistors that divide 
up the high voltage applied between the photocathode and the anode. To increase 
the gain of the signal from the sample, the kinetic energy of electrons between adja-
cent dynodes could be increased in the order of 200 eV, this would involve that one 
initial electron is able to release between 4 and 8 secondary electrons in each dyn-
ode, and each one of these electrons will release other 4 to 8 in the next dynode in a 
cascade effect. The total amplification factor in the dynode chain is typically 
between 106 and 108, thus a single signal photon incident on the PMT can produce 
a measurable current of around 1 pA. In order to estimate the efficiency of the PMT, 
the number of photoelectrons emitted from the photocathode divided by the number 
of incident photons is calculated, this parameter is called quantum efficiency (η), 
and is expressed as a percentage. The efficiency parameter is affected by the transfer 
of energy of incident photons to valence band of photocathode, in this step not all 
electrons are emitted as photoelectrons. The photocathode is made of alkali metals 
or semiconductors, usually in combination [13]. In a basic configuration of a LSCM, 
a multialkali photomultiplier (composed of SB-Na-K-Cs) is generally used due to 
its high sensitivity over a wide spectral response range from the ultraviolet to near-
infrared region. While in advanced, more sensitive configurations a gallium arse-
nide phosphide (GaAsP) photomultiplier is preferred, due to its higher sensitivity 
and quantum efficiency in the visible region, although it shows poor performance in 
the ultraviolet region. The main differences between PMTs are the chemical com-
position of the electron multipliers, internal array, and electron trajectory, according 
to these characteristics PMTs are classified into two types: normal discrete dynodes 
consisting of multiple stages and continuous dynodes such as microchannel plates 
(MCP-PMT). Figure 3.5a, b show a cross section of a linear focused dynode (MCP-
PMT) and box-and-grid structure of PMT, respectively. The MCP-PMT is more 
used in applications for image intensifiers for low-light-level imaging, fast time 
response as ultrafast photometry, and photon-counting imaging tubes for ultra-low 
light level imaging.

3.4	 �Formation of the Digital Image in LSCM

The representation of a real physical object or scene in LSCM is through a digital 
image visualized in 2D or 3D, from which we can obtain an accurate spatial (geo-
metric) and/or spectral (for the case of hyperspectral imaging, where a spectrum of 
the signal light is collected at each pixel) representation with sufficient detail (reso-
lution) for processing, compression, storage, and display.

Raster images are electronic files that consist of discrete picture elements, called 
pixels (short for picture elements). Digital images recorded from the LSCM are 
composed of pixels. Associated with each pixel is a number that is the average radi-
ance (or brightness) of a relatively small area within a scene, representing the color 
or scale of grays at a single point in the image [14]. The sample area recorded by a 
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single pixel is related to the distance between two adjacent detection units in the 
detector and the amplification provided by the objective when projected into the 
focal plane [4]. Typically, a unit pixel can represent a sample size from a few 
microns to hundreds of nanometers, depending on the magnification used during 
acquisition.

An important practical point is that the resolution of the image is not controlled 
by the magnification of the microscope objective, but by the numerical aperture. 
The resolution is the minimum resolvable feature on the sample. The magnification 
only enlarges the image but it does not increase the detail already present in it deter-
mined by the NA. To acquire an image one has to balance different factors such as 
NA, magnification, pixels per line, pixel acquisition time, and laser power. The cor-
rect choice depends on the answer to questions such as, what is important to see or 
enhance in the final image? What will the image be used for? How large of an area 
do I need to image? What are the capabilities of my microscope? How high or low 
is the optical power damage threshold of the sample?

Fig. 3.5  Schematic configuration of a photomultiplier tube commonly used in a confocal micro-
scope. (a) Linear-focused type photomultiplier tube (MCP-PMT). (b) Box-and-grid type 
photomultiplier
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3.5	 �Scanning System for Processing Signal of the Sample

Modern LSCM are complex equipment that integrate improved optical components 
with multiple laser illumination devices and an efficient signal collection system 
with efficient photomultipliers. The signal from the detectors is processed by elec-
tronic interfaces to convert it into digital information (pixels) for storage and display 
in monitors and possible manipulation by software. An often overlooked step in this 
complex chain of events is the scanning mechanism; it is an important component 
of the confocal microscope that has an impact on the final image characteristics.

The simplest way to achieve confocal imaging is to leave the optics fixed and 
move the sample. There are two major advantages to moving the object: all the 
lenses work on axis, and the field of view is not constrained by optics. Lenses can 
easily be diffraction-limited for the single on-axis focus [2]. On-axis optics make it 
easier to correct for spherical and chromatic aberrations as well as coma. This 
design idea was applied to early versions of confocal microscopes designed by 
Minsky [6]. However, the greatest problem with this design is the inertia of the 
sample holder system, relatively low translation speeds and possible vibrations; 
these problems are especially acute at points where there are changes in the scan-
ning direction.

To improve the quality of scanning, it is preferred to steer the laser beam instead 
of the sample stage. In modern confocal microscopes, the beam scanners are most 
typically small mirrors mounted on galvanometers (often called “galvos”). The gal-
vanometer is a small electromechanical dispositive that gyrates in response to an 
applied current; ideally, its angular displacement is proportional to the applied cur-
rent (Fig. 3.6). Typically, a galvo can be driven at different frequencies of oscilla-
tion, but they suffer from possible adverse inertia effects. Another relatively common 

Fig. 3.6  The scan head of LSCM. The galvanometer mounted mirrors (X-Y) are responsible for 
changing the trajectory of the laser beam incident on the sample
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scheme for scanning is through resonant scanners, they are mostly used in applica-
tions where high scanning rates are needed; in this case, the scanners are driven at a 
specific frequency at which they are resonant, therefore increasing their scanning 
speed but losing the possibility of adjusting the scan rate. There are other less com-
mon scanning technologies such as polygonal mirrors, acousto-optic scanners, and 
microelectromechanical devices.

Two galvo mirrors are mounted in perpendicular scanning directions inside of 
what is known as the scan head of the microscope; this arrangement allows for scan-
ning the laser beam in a raster pattern like that of a television screen. One movement 
of the scanners, typically the one corresponding to the horizontal or X-axis, is 
scanned 100 to 1000 times faster than the other (Y-axis or vertical). There exist two 
modalities of scanning: in the first mode the scanning begins on one side of the field 
of view (generally left side) and when it reaches the end of the line (right side) the 
laser returns to the initial side of the field of view and continues scanning the second 
line; in the second mode, called Z-shape or Z-scanning, after reaching the end of 
line the laser beam scans the second line in the opposite direction until it reaches the 
initial side of the field. Many efforts in LSCM go into trying to improve the acquisi-
tion velocity by increasing the rates of scanning and developing faster communica-
tion buses, electronics, and computer systems capable of processing the enormous 
amount of data generated per image.

To acquire 3D images, an extra scan in the z-axis is needed, this is typically 
implemented with a moving stage. The three-dimensional reconstruction of samples 
requires a logical sequence. It all starts with the illumination of a point of the sample 
followed by recording the signal through the pinhole (pixel collection, that for 3D 
imaging is sometimes referred to as voxel collection, from volume pixel). 
Subsequently, the scan is repeated in order to form a grid of points in the plane 
(image formation). The stative moves the focal plane in the sample along the optical 
axis and the previous steps are repeated. This process allows for a stack collection. 
The image of every slice is collected and merged by the software. However, the 
LSCM shows some limitations in the z-direction due to the shape of the PSF of the 
microscope, which is not isotropic [4]. The resolving power in depth is inferior to 
the resolving power in the xy-plane. Also, the so-called registration problem can 
become a major challenge; this refers to the fact that there could be small lateral 
displacements of the sample that will lead to one plane image not being vertically 
aligned with the one immediately under it, creating a distortion in the final 3D image.

3.6	 �Fluorochromes for Confocal Microscopy

Confocal microscopy renders higher quality images than simple fluorescence 
microscopy; also, generally, it is more sensitive and specific. In many instances, the 
traditional fluorochromes used in fluorescence microscopy are also used, with 
excellent performance, in LSCM. The main difficulty in transferring stain protocols 
from fluorescence microscopy to LSCM is related to adjusting the dye concentra-
tion and finding the excitation and emission spectra of the fluorochromes with the 
lasers available in the confocal microscope.
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The most widespread dyes used in LSCM microscopy are derivatives of fluores-
cein and rhodamine as N,N-dimethylamino (Janelia Fluor) [15]. The chemical mod-
ification of these molecules leads to a great diversity of molecules with several 
target affinities. For example, the isothiocyanates, succinimidyl esters, and pentaf-
luorophenyl esters coupled with amino groups of target molecules show affinity for 
sulfhydryl groups. In recent years, a large family of fluorochromes for LSCM has 
been developed with a higher capacity to be conjugated with a great variety of anti-
bodies, peptides, proteins, tracers, and amplification substrates for cellular labeling 
and detection.

The cyanine dyes (tetramethylindo(di)-carbocyanines) composed of Cy2, Cy3, 
Cy3.5, Cy5, Cy5.5, Cy7, and Cy7.5 are based on the partially saturated indole nitro-
gen heterocyclic nucleus with two aromatic units being connected via a polyalkene 
bridge of varying carbon number. These dyes show fluorescence excitation and 
emission profiles that are similar to many of the traditional dyes, such as fluorescein 
and tetramethylrhodamine, but with improved water solubility, photostability, and 
higher quantum yields. On the other hand, the Alexa Fluor family (350, 346, 405, 
433, 488, 496, 532, 546, 555, 561, 568, 594, 647, 660, 680, 700, 750, and 784) is 
derived from tris(triethylammonium)-8-hydroxypyrene-1,3,6-trisulfonate; it con-
tains a triethylammonium ion and basic molecules of 8-[2-[4-(2,5-dioxopyrrolidin-
1-yl)oxycarbonylpiperidin-1-yl]-2-oxoethoxy]pyrene-1,3,6-trisulfonate; triethyla-
zanium molecule. It derives from the hydride of a pyrene. Alexa Fluor dye mole-
cules can be attached to proteins without significant self-quenching, leading to 
brighter conjugates. Besides, Alexa Fluor dyes show improved performance at lon-
ger wavelengths, toward the red end of the spectrum (>600 nm); this is advanta-
geous because typically there is less background fluorescence at longer wavelengths. 
Other commercial fluorochromes families for LSCM brands include boratedipyr-
romethene (BODIPY) and Supe Bright, among others.

The newest class of special fluorochromes applied in confocal microscopy are 
the reactive dyes used in textile and paper industry; these are ideal for applications 
on cellulosic fibers, and many other fibers and molecules associated with the cell 
wall of several microorganisms such as fungi, bacteria, and plant cells. These novel 
molecules have a chemical group capable of bonding with the reactive dye, e.g., 
wool or polyamide fibers. An example is the Direct Yellow 96, also known as diphe-
nyl Brilliant Flavine 7GFF, direct Yellow 7GFF, Solophenyl Flavine 7GFE, or 
Solophenyl Flavine 7GFE 500, depending on the application in the industry. This 
dye yields fluorescent signals generally in the blue to green wavelengths and pro-
vides an alternative to the more commonly used fluorophore in fluorescence micros-
copy. Direct Yellow 96 showed an excellent performance in LSCM but has poor 
brightness in fluorescence microscopy. The greater advantage of these novel fluoro-
chromes is the flexibility and compatibility when used with other dyes and also have 
higher water solubility, photostability, and quantum yields. For example, in the 
stained root of Zea mays, Direct Yellow 96 and propidium iodide do not show over-
lap between stained structures, the cell wall and nucleus of cells, respectively 
(Fig. 3.7).
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The most recent labeling application development is based on quantum dot (QD) 
nanocrystals. QDs consist of nanometrical structures (from 1 to 10 nm) with spheri-
cal shape and are formed with semiconductor materials, such as cadmium selenide 
(CdSe), surrounded by a zinc sulfide (ZnS) shell. The QD nanoparticles can be 
synthetized with broad spectral ranges of fluorescence, from 350 to 750 nm, the 
fluorescence emission range depends on the diameter of the semiconductor particle. 
The QDs are used for a wide range of applications including light-emitting diodes 
(LEDs), photovoltaic, single-electron transistors, and fluorescent biomarkers for 
biological and biomedical research. They show greatest advantages for biological 
applications since they are biocompatible with proteins and antibodies, have a pho-
tostable emission during prolonged times of visualization and high fluorescence 
performance. To reach higher compatibility and affinity to biomolecules diluted in 
water or buffers, QDs must be functionalized by “cap exchange” or “ligand 
exchange.” Both processes involve the substitution of native hydrophobic ligands 
such as TOP (trioctylphosphine), TOPO (trioctylphosphine oxide), HDA (hexadec-
ylamine) on the surface of quantum dots with hydrophilic ligands through mass 
action. Each of these substituting ligands is composed of bifunctional groups such 
as thiols (–SH) to bind to the ZnS shell on the QD surface and carboxyls (–COOH), 
amines (–NH2), or hydroxyls (OH) to improve solubility and linking with biomol-
ecules [16].

Novel technologies of molecular labeling have been developed in recent years 
such as HaloTag and SNAP-tag. The molecular mechanism of HaloTag includes 
modified proteins as haloalkane dehalogenase which can be designed to covalently 
bind to synthetic ligands (HaloTag ligands) [17]. While SNAP-tag is based in the 
system of proteins for DNA repair as O6-alkylguanine-DNA alkyltransferase 

Fig. 3.7  Zea mays root 
dyed with Direct Yellow 96 
and propidium iodide show 
higher performance and 
photostability in LSCM 
with respect to traditional 
fluorochromes used in 
fluorescence microscopy. 
Direct Yellow 96 stains the 
cell wall of the cells and 
propidium iodide attaches 
to cell nucleus
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(hAGT) which can react with several fluorescent substrates. This technique has 
been more applied in the analysis and quantification of protein expression cytomet-
ric and microscopy [18]. Finally, some classic stains as Basic Fuchsin reclassified as 
fluorogenic dye have been used to measure lignification as a rapid and informative 
method for determining the spatial abundance of lignin in grass cell walls when 
visualized in LSCM [19].

3.7	 �Photobleaching and Loss of Fluorescence

In fluorescence, electrons of the fluorophore molecule show a transitory change of 
energy to higher orbitals when stimulated with light, the decay of these excited 
electrons produce a photon typically in the visible spectrum. However, during the 
observations in fluorescence microscopy, some samples show loss of fluorescence 
or fading. This phenomenon is called photobleaching or photolysis damage and is 
characterized by broken and irreversible modification of the fluorescent molecule, 
resulting in the loss of its ability to emit light [7, 20].

Stabilization of fluorescent samples against photobleaching is a great technical 
defiance during the processing of biological samples. To improve the performance 
of fluorochromes it is necessary to understand the photo-destruction process. This 
phenomenon is poorly understood, and little information is available on the bleach-
ing process even of the most common fluorophores. Several theories have been 
proposed to explain photobleaching. Some studies propose possible photodynamic 
interactions between excited fluorophores and molecular oxygen dissolved in the 
mounting medium as the cause for degradation. This interaction can affect the rela-
tive quantum yield of the fluorochrome during intersystem crossing, from excited 
state S* to the long-lived triplet excited state T*. Probably some types of oxygen 
free radicals appear in the excited molecule and damage the active sites of the fluo-
rochromes; however, this chemical reaction depends on the cell physiology in the 
case of live cells and the compartmentalization of some metabolites and enzymes on 
fixed cells.

Not all fluorochromes have the same resistance to the photobleaching process; 
for example, the amphiphilic styryl fluorochrome FM4–64 of Synaptored C2, used 
to visualize organelle morphology such as endocytic vesicles in mammal cells and 
vacuoles in plant cells, exhibits short-lived fluorescence under confocal microscopy. 
On the other hand, DAPI, the most used fluorochrome to stain the cell nucleus, fluo-
resce for a long time in any type of cell and microscopy (fluorescence microscopy 
or LSCM).

A common strategy to increase photobleaching resistance of fluorochromes is to 
stabilize the cells by use of several antifade mounting media diluted in buffers that 
inhibit the reactivity of some enzymes and formation of free radicals in the cells; 
however, these mounting media frequently produce some type of artifacts such as 
bubbles and fluorescence background. Another approach is to reduce the excitation 
light power as much as possible, this obviously has a limit set by the emission effi-
ciency of the sample.
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3.8	 �Multiphoton Microscopy

As mentioned in a previous chapter, a major challenge in microscopy is how to cre-
ate contrast within a sample made mainly of water. As described in connection with 
fluorescence microscopy, one common approach is to use external dying agents to 
provide the contrast. Fluorescent proteins are another possible solution used by 
researchers. A completely different scheme is to create photons of new frequencies 
inside the sample by combining two or more photons from the excitation beam; this 
approach takes advantage of the so-called nonlinear optical phenomena. These phe-
nomena require very high excitation intensities, which are possible using ultrashort 
pulsed lasers, as will be discussed. Although not every material will produce a 
detectable signal, when nonlinear phenomena can be used as contrast agents they 
offer advantages such as being endogenous and the possibility of optical sectioning, 
which will be explained later.

Nonlinear optics is a well-established field of study, the variety of effects it 
encompasses is extraordinarily rich [21]. One oversimplified way to think about 
nonlinear optical phenomena is to say that they occur when light can interact with 
light within a medium without altering the medium itself. Note that in our everyday 
experience, i.e., in linear optics, a beam of light cannot “see or feel” another beam 
of light, unless one of them induces changes in a material; also, light of a given 
wavelength will not change its color. Some examples of nonlinear phenomena that 
have been used as contrast mechanisms in microscopy are Two-Photon Excited 
Fluorescence (TPEF), Second Harmonic Generation (SHG), Third Harmonic 
Generation (THG), Coherent Anti-Stokes Raman Scattering (CARS), among oth-
ers. According to Erickson-Bhatt and Boppart, the term multiphoton microscopy 
(MM) refers to a laser scanning microscopy technique in which two or more pho-
tons combine to generate high resolution, 3D images of microscopic samples [22, 
23]. The combining photons can come from more than one source and are focused 
simultaneously into the sample where they combine through a nonlinear interaction 
producing a signal photon at a different wavelength which is detected and used to 
assemble the final image pixel by pixel.

To understand the basic physical ideas behind nonlinear optics we will employ a 
classical picture of an electron in an atom. All matter is made of atoms consisting of 
a very heavy nucleus with positive charge surrounded by shells of negative elec-
trons. Light is an electromagnetic wave, meaning that it is made of oscillating elec-
tric and magnetic fields that propagate in space and time. Since the farther an 
electron is from the nucleus, the weaker its binding force, valence electrons are the 
easiest to perturb and are responsible for the optical properties of the system. An 
unperturbed valence electron will feel a potential similar to the one illustrated by the 
blue line in Fig.3.8 and will occupy the state of least energy, namely, at the bottom 
of the potential. Note that close to the equilibrium position of the electron, the 
potential can be approximated by a parabolic potential (red line in the inset of 
Fig. 3.8), and the force felt by the electron will be linear (analogous to the force 
applied by a spring, Hooke’s law). When a light wave is incident on the atom, the 
valence electron feels a second force given by the product of the electric field and 
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its charge. If the electric field is relatively weak, the force on the electron will also 
be weak and it will result in a small perturbation around the equilibrium position. 
This small perturbation will “push” the electron to “climb” (gain energy, position 
1 in the inset of Fig. 3.8) inside its potential and at the same time it feels a restoring 
linear force due to the potential well that tries to pull it back to its equilibrium posi-
tion; the resulting motion will be that of a harmonic oscillator. This model can be 
used to understand many linear optical phenomena [24].

If the amplitude of the exciting wave increases, i.e., the power of the incident 
light increases, and becomes large enough as to displace the electron beyond the 
parabolic approximation (position 2  in the inset of Fig. 3.8), the response of the 
system is no longer approximated by a harmonic oscillator. In this case, we need to 
approximate the atomic potential using terms with an order higher than two, i.e., a 
parabolic plus a cubic potential; we get an anharmonic oscillator. This is the realm 
of nonlinear optics. From the material point of view, when the light field has a high 
intensity the interaction between the material and the field is no longer linear; we 
need to introduce nonlinear terms to describe the sample response. These new terms 
lead to effects that have no parallel in linear optics. For example, as aforementioned 
in linear optics if you have a green laser, it will remain green no matter what you do; 
however, there are multiple nonlinear optical effects that can change the color of the 
incident light, among them SHG and THG.

The most common MM technique is TPEF [25]. Two photon absorption was first 
proposed theoretically by Maria Goeppert Mayer in her doctoral dissertation in 
1931, but it had to wait 30 years before the first experimental observation of the 

Fig. 3.8  Representation of the electron potential as a function of distance to the nucleus. The inset 
shows a magnified view of the equilibrium position. The red dot represents an electron
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effect by Kaiser; coincidentally, in the same year of 1961 the first report on experi-
mental SHG was published by Franken. Goeppert Mayer’s contribution has been 
acknowledged, at least partially, by naming the unit to measure two-photon absorp-
tion cross section in her honor, the Goeppert Mayer is defined as 1GM = 10−50 cm4 s 
photon−1. In the mid-1970s of last century, Sheppard and co-workers recognized the 
viability to use nonlinear phenomena in microscopy; in particular they suggested 
that the high intensities needed to efficiently excite optical nonlinearities in a sam-
ple can be reached only in the focal volume; this idea is what we know now as opti-
cal sectioning capability of MM. The first two-photon laser scanning fluorescence 
microscope was invented by Denk, Strickler, and Webb in 1990 [26]; since its first 
inception, MM has evolved into a well-stablished technique with enormous poten-
tial applications, especially in the visualization of deep tissues.

The description of nonlinear optical phenomena is more conveniently repre-
sented in terms of quantum mechanical energy levels; as an example, we will review 
the linear fluorescence process already described in a previous chapter. In contrast 
to the classical picture, where the energy of an electron can take any value, in a 
quantized description the energy of the electron can only have well-defined values 
called energy levels (represented by thick lines in Fig. 3.9). In particular, the lowest 
level is known as the ground state. Due to possible vibrations or rotations of mole-
cules, there are also energy sublevels (illustrated by the thin lines in Fig. 3.9). When 
light is incident on a sample (Fig. 3.9a), it can be absorbed and the energy carried 
by the photon promotes an electron from the ground state to an excited state 
(Fig. 3.9b), this excitation occurs in a timescale of a few femtoseconds. In this pro-
cess, the energy of the incident photon, given by hνexc, where h is Plank’s constant 
and νexc is the frequency of the exciting light, is equal to the energy difference 
between the excited and the ground states (Δexc). If the photon energy is not large 

Fig. 3.9  Succession of events during linear fluorescence. (a) Electron in ground state and incom-
ing exciting photon. (b) Electron excited to roto-vibrational state after absorption of an exciting 
photon. (c) Electron relaxes to lowest roto-vibrational state of the excited manifold. (d) Electron 
relaxes to ground state by emission of fluorescence photon of frequency υem
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enough to provide the energy difference between the excited and ground states then, 
there can be no absorption. After a few picoseconds, the excited electron cedes 
some of its energy to the roto-vibrational levels and relaxes to the lowest energy 
sublevel of the excited state without emitting any light (non-radiative relaxation, 
Fig. 3.9c) and, after some time (fluorescence lifetime, typically from picoseconds to 
several nanoseconds depending on the system), it further relaxes from this state 
back to the ground state by emission of a photon (Fig. 3.9d). The emitted photon has 
an energy hνem which has to be equal to the energy difference between the lowest 
excited state and the ground state, Δem.

Now, we give a description of the nonlinear processes that are most relevant for 
microscopy, TPEF and SHG, the first one being the most important. TPEF is the 
emission of fluorescence after the simultaneous absorption of two photons (in a 
timescale of sub-femtoseconds); however, we will begin with SHG since it more 
straightforwardly illustrates some important points. The schematic of SHG emis-
sion is shown in the left panel of Fig. 3.10. Notice that all the action happens in one 
panel, representing that the whole process we will describe happens instantaneously 
(it actually takes a few femtoseconds). Again we start with a valence electron in its 
ground state and, in this case, two identical incident photons of relatively long 
wavelength (say 800 nm). The system will annihilate both photons simultaneously 
and promote the electron to an excited virtual state (dashed line in left panel of 
Fig. 3.10) from which it goes back to the ground state emitting a photon with exactly 
twice the energy of one of the incident photons (in this case 400 nm, blue photon 
leaving SHG panel of Fig. 3.10). A virtual state is not an energy level of the atom or 
molecule but rather a quantum mechanical superposition of an atomic state and the 

Fig. 3.10  Succession of events during SHG and TPEF. First panel: SHG is emitted after electron 
excitation to virtual state by the energy provided by two incoming photons; note that υem = 2 υexc. 
Second panel: TPEF emission; note that the sequence is the same as for linear fluorescence but 
there are two photons being absorbed simultaneously
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photon state. The reason the whole process is almost instantaneous is because, 
according to Heisenberg’s uncertainty principle ΔEΔt = ħ/2 (ΔE is the energy dif-
ference between ground and virtual states, Δt is the lifetime of the virtual state and 
ħ is Plank’s constant), the virtual state can only live for an extremely short time if 
the energy difference of the states is significant. So, in short, SHG takes two photons 
of the same frequency ν, and “transforms” them into one photon of frequency 2ν, 
hence its name. Note that there is no absorption of photons, since the system never 
goes into one of its excited states, and that the atom or molecule begins and ends in 
exactly the same state; these types of phenomena are called parametric. Some other 
important characteristics of SHG are that, due to symmetry, it is forbidden in cen-
trosymmetric materials (materials with a center of inversion); and that the intensity 
of the phenomenon depends strongly on crystallographic orientation with respect to 
the photon propagation direction, this is called the phase-matching condition [21, 
27], and results in the emission of coherent radiation in a specific direction. In 
microscopy, this emission is typically in the forward direction, i.e., in the same 
direction as the excitation beam; this facilitates the collection of the signal. For 
some samples, mainly due to scattering, there might be also a backward detected 
signal but it is typically weaker.

The physics of TPEF is similar to linear fluorescence; the difference is that in the 
initial absorption process instead of one photon, two photons of the same frequency 
are absorbed simultaneously, in a sub-femtosecond timescale similar to SHG (com-
pare the first two panels of Fig. 3.9 with the corresponding panels of Fig. 3.10). The 
absorption is instantaneous because a virtual state (indicated by a dashed line in 
Fig. 3.10) as the one in SHG, not a real energy state of the system, is involved as the 
intermediate state for absorption; although, in contrast to SHG, the electron final 
excited state is an actual energy state of the system (second panel of TPEF in 
Fig. 3.10). This explains why the phenomenon is neither parametric nor instanta-
neous, the electron relaxes to the lowest excited state energy by ceding energy to 
roto-vibrational states (in picoseconds) and stays there for some time (typically 
hundreds of picoseconds and up to a few microseconds, depending on the mole-
cule), just as in linear fluorescence. So, while the whole excitation-emission process 
in SHG are instantaneous, for linear fluorescence and TPEF it is not, only the excita-
tion part of these processes is. Eventually, the electron relaxes back to its ground 
state by releasing its excess energy in the form of a photon. The energy of the emit-
ted photon is less than the sum of the energies of the two absorbed photons because 
of the energy transferred to the roto-vibrational states. In contrast to the well-
directed emission of SHG, TPEF is emitted in all directions, i.e., in a solid angle of 
4π steradians.

As was mentioned before, nonlinear phenomena are seldom observed in every-
day life because they need very intense fields to be excited. These intensities can 
only be achieved by focusing laser beams. Intensity, measured in Watts per unit 
area, is a measure of spatial and temporal energy density; this is because 1 W = 1 J/s, 
so the unit of intensity can also be written as energy per unit area per unit time. We 
can also think of intensity as the number of photons, each one with energy given by 
E = hυ, that are incident per unit area per unit time. Notice that a high power is not 
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necessarily sufficient to have a large intensity, because it could be that we also have 
a large area over which the energy is distributed and/or a long time. Although most 
lasers emit a continuous beam of light, there are also pulsed lasers that emit a given 
number of pulses per second. In this last case, the intensity can be calculated by 
dividing the power of the laser by the number of pulses per second to get the energy 
per pulse, and then dividing this number by the area and the pulse duration. From 
the previous discussion it is clear that there are 3 main ways to obtain high intensi-
ties: using high powers, focusing the laser to a small spot, or using pulses with short 
durations. If we use a high-power laser, there is a large amount of energy incident 
onto the sample and therefore it is likely we will damage it. The spot size that we 
can obtain with a given lens, or system of lenses, has a minimum spot size limited 
by diffraction theory and we cannot overcome this barrier. Fortunately, one amazing 
feature of pulsed lasers is that their pulses can be extremely short in duration; one 
of the most common lasers of this type, the Titanium: Sapphire (Ti: Sapp) laser, 
emits 80,000,000 pulses per second with each pulse having a duration of around 
100 fs (1 femtosecond is 10−15 s). If we have a 1 mW CW laser emitting at 800 nm 
focused down by a 0.5 NA microscope objective, giving an estimated diameter at 
the focal spot of approximately 1 μm, the intensity will be around 6.4 × 105 W/cm2. 
On the other hand, if we were to have 1 mW of the previously described Ti:Sapp 
laser under the same focusing conditions it will have an intensity of approximately 
7.96 × 109 W/cm2; 10,000 times more intense than the CW case, even though in both 
cases we have the same amount of energy involved.

The laser described above is one of the main light sources used in MM. Ti:Sapp 
lasers can be tuned between 650 and 1080  nm, and offer fixed pulse durations 
between 10 and 200 fs; typically they have a maximum output power between 1 and 
3 W when tuned at 800 nm, because at that wavelength we have the maximum laser 
emission. It is worth noting that very short pulses, below ~80 fs, are very difficult to 
handle because they are made by a superposition of many different frequencies and 
the index of refraction of all optical elements varies with frequency; this problem is 
known as “dispersion compensation” in MM; also, lasers with pulses of around 
50 fs or less are typically not very tunable. Other common light sources for MM are 
optical parametric oscillators (OPOs) and optical parametric amplifiers (OPAs). 
These devices are not considered lasers because their principle of operation is not 
stimulated emission but a nonlinear interaction, a technical point that is beyond this 
discussion. OPAs and OPOs are highly tunable and able to reach spectral regions 
well beyond the Ti:Sapp capabilities. Both instruments offer the possibility of being 
tuned from 300 to 20,000 nm; however, this broad tunability is not necessary for 
MM where the requirement is typically visible and near-infrared wavelengths; they 
require a Ti:Sapp laser as “seed” of the pulses that they convert to another wave-
length regime, and possibly amplify. Actually, the main hindrance to higher acces-
sibility to MM is the very high cost of the instruments, of which approximately 
30–50% can be just the ultrafast light source.

Optical sectioning is a central feature of MM, in particular to its extraordinary 
capability to produce 3D images. As mentioned, when using a nonlinear effect as 
contrast mechanism, there is a restricted volume where the effect can be excited; the 
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focal volume is determined by the objective lateral and axial resolutions and is typi-
cally of a few femtoliters. In contrast, when linear fluorescence is used to visualize 
the sample, the signal can be generated almost from any illuminated point in the 
sample where a fluorophore exists due to the very high excitation efficiency of the 
phenomenon; typically the whole trajectory of the beam of exciting light within the 
sample will induce fluorescence. When the signal light from the sample is collected, 
either in a camera or in a single element detector, a linear fluorescence image will 
appear blurry because the collected light does not come from a single point but from 
the whole path of the light, so the collected light can only be assigned as coming 
from a specific position of the scanners, not the sample. In the MM case the signal 
generation is well localized to a specific point, thanks to optical sectioning, and the 
light collected at that particular pixel (or in 3D, voxel), can be assigned to a particu-
lar physical point in the sample. This allows for three-dimensional imaging and 
even for 3D optical histology where a slice of a large sample is imaged in 3D and 
then the intensity incident on the sample is increased well beyond the value for 
sample ablation, thus physically removing the already imaged section of the sample 
and repeating the process for a full 3D reconstruction [28].

Another factor that contributes to improving the 3D capabilities enabled by opti-
cal sectioning is the utilization of near-infrared (NIR) light sources for excitation in 
MM because this is the spectral region where ultrashort pulse lasers typically emit. 
Tissue has reduced absorption at NIR wavelengths, the 700 to 1000 nm spectral 
range is known as the “optical window” due to the relative transparency of biologi-
cal tissue; on a side note, this is why if you put your finger on an intense white light 
source what you see is that your tissue looks red. Another important characteristic 
is that scattering depends strongly on the wavelength of light, it is significantly 
reduced at long wavelengths. When NIR light is used for excitation, for example, of 
TPEF or SHG, there is a reduction of the scattering of up to an order of magnitude 
as compared with excitation in the visible or UV. These reduced absorption and 
scattering lead to an increased penetration depth of the excitation, thus allowing the 
imaging of deep tissue; there are reports in the literature of neurons imaged up to 
1 mm in depth, compare this with the few tens of microns of penetration offered by 
other techniques. So, even without optical histology, it is possible to obtain 3D 
images of tissue structure up to hundreds of microns in depth, or in very favorable 
conditions up to 1 mm.

Using NIR illumination also solves the problem of phototoxicity in tissue and 
cells induced by UV radiation. The adverse reaction of organisms or tissue to UV 
light is a major challenge in fluorescence microscopy, where it is necessary its use 
to induce fluorescence. Since the wavelengths mostly used in MM are closer to the 
IR than to the UV, samples can be observed without damage for longer periods of 
time and also one does not have to worry as much for the possible physiological 
changes induced by the exciting radiation. In TPEF, photobleaching is reduced as 
compared to linear fluorescence techniques, including confocal microscopy. This is 
due to the use of longer excitation wavelengths, which have lower energy per pho-
ton, and to the fact that the effects are only excited in a small volume not in the 
whole beam trajectory. The fluorophores outside of the focal volume do not get 
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excited because of the low energy density and bleach less. Again, this allows for 
longer observation times without sample damage.

Since confocal microscopy is widely known and available in modern biology, it 
is important to highlight some of the main advantages of MM in comparison to 
confocal; these include reduced photobleaching, longer observation times, less pho-
totoxicity, deeper penetration into tissue, less background noise (due to optical sec-
tioning and reduced scattering), and less signal loss (in confocal some of the signal 
photons are scattered and then blocked by the pinhole). On the other hand, probably 
the main disadvantage of MM, although not the only one, is the high cost and com-
plexity of the ultrafast excitation source. Although we have focused on TPEF, there 
are other techniques in MM that have been successfully demonstrated, among them 
SHG is perhaps the one most used after TPEF [29]. This type of microscopy is well 
suited for probing ordered structures, either biological or crystalline materials; this 
is a result of the symmetry conditions under which SHG is present, only on non-
centrosymmetric materials. Another interesting characteristic of SHG microscopy 
is that it is endogenous, in other words, there is no need for external chromophores, 
the signal comes directly from the nonlinear optical properties of the media. In biol-
ogy, it has been extensively used to image collagen and, more recently microtubules 
(see Figs. 3.11 and 3.12).

Since both, confocal and multiphoton microscopes, are based on laser scanning, 
the architecture of both instruments is very similar; the main difference being the 
excitation source, typically diode lasers in confocal versus ultrafast lasers or OPOs 
in MM. The other obvious difference is the lack of excitation and detection pinholes 
in MM, this somewhat simplifies the design and alignment of the instrument. It 
should be mentioned that the point spread function (think of it as the smallest dis-
cernable volume) of a confocal microscope is smaller than that of a TPEF 

Fig. 3.11  SHG imaging from collagen and myosin. (a) Image from the tendon. (b) From the 
muscle–tendon junction of the gastrocnemius muscle of rat. Images courtesy of V.  Piazza and 
M. Alata-Tejedo
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microscope, under equivalent conditions of operation. Other possible differences 
between the instruments are the filters used for signal detection, the anti-reflection 
coatings used in the optical elements (lenses, filters, dichroics, etc.) need to adjust 
to the different excitation wavelengths in both schemes, the objectives for MM need 
to be optimized for NIR performance in order to achieve the highest possible resolu-
tion, the mirror coatings used in confocal and sometimes optimized for UV and 
visible light need to be replaced for coatings tailored for NIR. The use of ultrashort 
laser pulses for MM introduces the problem of how to keep the pulses short when 
they arrive at the sample (we want the highest possible intensity at the sample, not 
somewhere else): as mentioned before an ultrashort pulse will be made of many 
different frequencies, when the pulse travels through any material different 

Fig. 3.12  Visualization of tubulin during cell division. (a) SHG signal from the microtubules of 
the mitotic spindle of dividing HeLa cells. (b) Superposition of bright field image in gray and SHG 
signal in green. (c) SHG signal, in green, from the microtubules of the intercellular bridge of two 
cells that have just divided. (d) SHG signal from a mitotic spindle in a different position. Images 
courtesy of V. Piazza and M. Alata-Tejedo
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frequencies will see different indices of refraction and therefore will travel at differ-
ent speeds (the lower frequencies will have higher speeds than the higher frequen-
cies); this effect distorts the pulse, stretching it on time since some frequencies will 
get ahead of others (see Fig. 3.13). This adverse effect can be mitigated by a device 
called compressor in which lower frequencies will be required to travel longer dis-
tances than the higher frequencies, thus compensating for the dispersive effects of 
the materials in the laser optics. Discussion of some of these specialized topics is 
beyond our scope and the interested reader is referred to the literature [30]. A 
detailed description of how to build a MM can be found in reference [31].

3.9	 �Spectroscopy by Multiphoton Microscopy

In biological and material sciences, there are increased demands for research tools 
that allow to describe endogenous molecules compartmentalized in cell organelles 
or synthetic molecules encapsulated into a biopolymer matrix, i.e., nano or mic-
roparticles. High-performance liquid chromatography (HPLC) is a widely used 
indirect method to identify and quantify molecules; however, this technique is com-
posed of complicated processing steps in which a small error in the measurement 
can result in a large error [32]. Spectroscopy by two-photon microscopy is a rapid, 
nondegrading, and noninvasive method to identify molecules by spectral fingerprint 
(SF). SF has been used for the comparison and classification of biological mole-
cules for a wide variety of plant products, including grains, fruits, vegetables, wines, 
honey, teas, and herbal medicines [33].

Fig. 3.13  Schematic representation of pulse stretching due to material dispersion. The incident 
pulse is made of many frequencies traveling together, inside the material low frequencies will 
travel faster than high frequencies, after the pulse leaves the materials it would have stretched in 
time and different frequencies will occur at different times within the pulse
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Some specimens contain a great diversity of pigments that produce autofluores-
cence; for example, in plants and green algae the chlorophylls are the dominant 
pigment in photosynthetic tissues, while in human skin and hair, the color is com-
posed of two pigments (brown), eumelanin, and pheomelanin (yellow to red). In all 
cases, the spectral fingerprint of the pigments does not change in the specimen; 
however, the relative ratio of the different pigments can change during the growth, 
physiological stages, and environmental adaptations. For this reason, it is used as a 
reference in some studies such as diseases, ecological interactions, and metabolo-
mic. In-plant tissues, several compounds with autofluorescence are interacting in 
the same cell, each one shows a different adsorption spectra and quantum yield 
(QY); these characteristics can produce overlapping emission peaks. One strategy 
to separate the overlapping spectra is to change the wavelength of excitation and 
unmixing techniques; however, the spectrum of every pigment can vary when it is 
illuminated with a laser at a different wavelength. The near-infrared (NIR) excita-
tion for two-photon fluorescence shows several advantages with respect to linear 
fluorescence, one of them is related to the Ti:Sapp laser capacity to be tuned at dif-
ferent wavelengths with a resolution of 1 nm, the spectrum can change and reveal 
other spectral features that were overlapping. Besides, two-photon excitation pro-
duces lower scattering, has excellent three-dimensional spatial resolution and 
reduces photodamage. It is important to note that the fingerprint fluorescence spec-
tra generated by single-photon excitation are different than those produced by two-
photon excitation [34].

In modern multiphoton microscopy equipment, hyperspectral imaging is usually 
called Lambda mode and, when it is used, the internal configuration of the micro-
scope changes. After the collection pinhole, the signal is sent to a prism that dis-
perses it into its different constituent colors. Following the prism, there is a motorized 
slit mounted on a translation stage; the slit aperture determines the spectral band-
width that will be transmitted, while the stage is used to center the slit on the wave-
length of interest. Finally, once the desired bandwidth and central wavelength are 
selected, the signal goes to a multichannel PMT, typically consisting of 32 ele-
ments. This setup is in effect a spectrometer, it can record the signal in steps of 1, 5, 
and 10 nm of bandwidth in the visible region (350 to 750 nm). Another possible 
scheme is to use a multichannel detector directly after the prism. Choosing the right 
parameters allows us to separate the fluorescence produced by a sample with several 
fluorophores, assuming that the spectral emission of each one is different from the 
others. With the spectral information of the different fluorophores is built from 
unmixing the spectral channels; This spectroscopic analysis of the signal does not 
limit the acquisition of images, in modern microscopes, it is possible to obtain a 
multispectral channel image. One example of the utility of this analysis is the 
description of samples from aquatic freshwater ecosystem conditioned by photo-
synthesis activity, the algae communities live in intimal relation with bacteria 
(Fig. 3.14a, d, fluorescence image), the green algae show a predominant chlorophyll 
spectrum from 613 to 713 nm (Fig. 3.14b, spectral curve), while the bacteria com-
munity show spectra in the blue region from 413 to 433 nm (Fig. 3.14e, fluores-
cence image). The raw image of unmixing channels showed the areas of the pixels 
extracted to build the spectral graph (Fig. 3.14c, f).

3  Confocal and Multiphoton Microscopy



78

Fi
g.

 3
.1

4 
T

he
 la

m
bd

a 
m

od
e 

an
al

ys
is

 o
f 

th
e 

m
ul

tip
ho

to
n 

m
ic

ro
sc

op
y.

 (
a)

 F
lu

or
es

ce
nc

e 
im

ag
e 

fr
om

 th
e 

al
ga

e 
co

m
m

un
ity

. (
b)

 S
pe

ct
ra

l c
ur

ve
 c

or
re

sp
on

di
ng

 to
 

ch
lo

ro
ph

yl
l p

ig
m

en
t. 

(c
) 

R
aw

 im
ag

e 
af

te
r 

un
m

ix
in

g 
ch

an
ne

ls
 s

ho
w

in
g 

th
e 

re
co

ve
re

d 
im

ag
e.

 (
d)

 I
n 

co
nt

ra
st

, a
 b

ac
te

ri
a 

co
m

m
un

ity
 s

ho
w

ed
 fl

uo
re

sc
en

ce
 in

 th
e 

bl
ue

 r
eg

io
n.

 (
e)

 T
he

 s
pe

ct
ra

l 
gr

ap
h 

sh
ow

s 
an

 e
m

is
si

on
 l

oc
at

ed
 i

n 
th

e 
bl

ue
 r

eg
io

n 
of

 t
he

 v
is

ib
le

 s
pe

ct
ru

m
. 

(f
) 

R
aw

 i
m

ag
e 

of
 u

nm
ix

ed
 c

ha
nn

el
s 

sh
ow

in
g 

th
e 

re
co

ve
re

d 
da

ta
. I

m
ag

e 
co

ur
te

sy
 o

f 
G

ab
ri

el
a 

O
lm

ed
o-

Á
lv

ar
ez

 a
nd

 V
al

er
ia

 S
ou

za
-S

al
di

va
r

Ramón Carriles et al.



79

Another application of hyperspectral imaging is in the characterization of the 
native spectrum of fluorescent dyes and their interactions with biological molecules 
(Fig. 3.15a). The emission spectra of fluorochromes can sometimes be heavily influ-
enced by the medium in which they are diluted; the cell is very complex and there-
fore there can be significant spectral changes even with the same fluorophore. The 
native spectral curves of rhodamine B and eosin Y, excited with two photons, show 
a spectrum that is conserved when they are exposed to different environmental con-
ditions. These fluorescent dyes are used in nanotechnology to mark nanoparticles 
that are subsequently administrated to plants and animals. The trackability of the 

Fig. 3.15  Characterization of the spectrum of several dyes by lambda mode in multiphoton 
microscopy. (a) Spectral curve of rhodamine B and eosine Y. (b) Image stained with rhodamine 
B. (c) Image stained with eosine Y. (d) Image of seedlings of Zea mays labeled with nanoparticles 
stained with rhodamine B. (e) Close up of vascular cylinder of panel. (f) Showing the Stele of the 
root, the nanoparticles are not visible, the nanoparticles are confined between casparian strip and 
endodermis

3  Confocal and Multiphoton Microscopy



80

nanoparticles in the cells is possible when the nanoparticles show a higher quantum 
efficiency of fluorescence. For example, nanoparticles labeled with rhodamine B 
and administrated to the seedling of Zea mays allow tracking the dynamics of inter-
nalization from the water medium to the pith of the root. Multiphoton microscopy 
allows finding the accumulation of the nanoparticles deep into the tissues of the 
organism.
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Abs�tract

The Scanning Probe Microscopy (SPMs) are a set of techniques to obtain infor-
mation about composition, structure, electric and magnetic properties, between 
other, of the surface of different samples, from scale to atomic scale, which also 
have the ability even to modify its surfaces. SPMs include Scanning Tunneling 
Microscopy (STM), Atomic Force Microscopy (AFM), and Scanning 
Electrochemical Microscopy (SECM). In this chapter, the fundamentals of 
SPMs, basic devices, and the signal response used to generate the sample surface 
image are reviewed. With emphasis on the AFM technique, its operation modes 
are described, further describes the purpose of the measurements, as well as arti-
facts that may affect the results and recommendations for solving them. 
Recommendations for successful imaging and processing tips, as well as good 
experimental practices are provided. Different applications examples and the 
results obtained are shown. This chapter aims to provide to non-specialized read-
ers in SPMs an overview of surface characterization techniques, their advan-
tages, and limitations.
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4.1	 �Introduction

Scanning Probe Microscopy are a family of techniques that have as a common fea-
ture, the use of a physical device that is usually a tip, that sweeps onto the sample, 
either in direct contact or just above the surface to be interrogated, acquiring, or 
generating a signal that can provide morphological, structural, chemical, electrical, 
magnetic information between other, from micro to atomic scale. The scan in the 
x–y axes leads to a map of the studied properties and the response in the z-axis 
allows to obtain tridimensional information. The need of accurate position control 
of the probe over the sample requires a feedback signal, i.e., a closed loop that fol-
lows an input value (setpoint) that can be a voltage or a current to keep the probe at 
the same conditions for the sample surface by using a control such as a PID 
(proportional-integral-differential). The spatial information is generated when the 
probe interacts with the surface, sensing the variation of properties such as the val-
leys and peaks (topography), the surface conductivity, the magnetization, and the 
electrochemical potential. The sensing mechanisms can be an optomechanical 
transducer, a current or voltage, or an electrochemical potential. The feedback loop 
responds to the variation of the surface properties during the scan to keep the set-
point value, making the probe move in the z-axis, then generating a tridimensional 
map. The variety in aspect ratios of the probes allow interactions with the sample 
from some microns to a few nanometers, and it is even possible to achieve atomic 
resolution, i.e., atoms can be observed! An additional feature of SPMs is that the 
probe can also modify the sample surface, for example, making an indentation to 
get mechanical properties or to create lines, moving atoms to “write” something, or 
oxidizing/reducing local points to create a pattern.

The general principle of scanning probe microscopy is illustrated in Fig. 4.1.
In this chapter, an excursion through different scanning probe techniques with an 

emphasis on Atomic Force Microscopy (AFM) will be done. Some of the experi-
mental parameters to be considered, some tricks to achieve good images, and the 

Fig. 4.1  The general 
principle of the scanning 
probe microscopy
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operation and different modes of commercial AFM will be revised. Finally, some 
applications of AFM will be depicted as detailed as possible to introduce nonspe-
cialized readers to the technique and its capabilities, so they can visualize both 
routine and novel experiments to be done. The references will provide further read-
ing to the curious user.

4.2	 �Types of Scanning Probe Microscopy

As mentioned in the introduction, the common feature of SPMs is the use of a sens-
ing mechanism based on a tip that interrogates the sample surface, together with a 
closed-loop that controls the tip-sample distance while interacting with the surface 
properties. Depending on the properties that are sensed as well as the detection 
mechanism, several microscopies can be defined. Some of these methods are 
described in the following sections.

4.2.1	 �Scanning Tunneling Microscopy

Nowadays, the use of scanning probe microscopes has big relevance for the devel-
opment of nanoscience. The scanning tunneling microscope (STM) was the first 
microscope of this category, developed by Binning and Rohrer in 1981 [1]. The 
principal elements of this technique are a probe tip attached to a piezoelectric trans-
ducers which provide movement on the 3 axes (X, Y, Z), a conductive sample, con-
trol feedback loop, and processing, and display equipment. STM operating mode is 
described below [2, 3]:

	1.	 A voltage is applied between the tip and the sample.
	2.	 The movement system brings the tip closer to the sample until a current (the tun-

neling current) flow between both, this happens before the tip and sample are in 
direct contact, approximately 0.5–1 nm of distance.

	3.	 A specific tunneling current value corresponds to a specific tip-sample distance, 
the current value increases as separation decreases; measuring the tunneling cur-
rent quantity can be used to control the separation between the tip and sample.

	4.	 Meanwhile, the tip is moving over the surface of the sample in the X and Y axes, 
if the distance between tip and sample increases or decreases due to a ridge or a 
well on the sample surface, the tunneling current would change, then the control 
loop will drive the Z-axis by raising or lowering to keep the tunnel current 
constant.

For maximum STM resolution, a sharp tip is required. The tips are fabricated from 
metal cutting with a wire cutter or by electrochemical polishing sharpening a wire 
of some metal like tungsten (W). The main goal is to produce an atomically sharp 
tip [4]. A tip, which is not thin enough, can limit the resolution of the final image.
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When a bias voltage is applied to the system, the tip-sample gap is brought close 
to contact in the order interatomic distance (i.e., 0.2–10 Å), a tunnel current flow is 
measured between tip and sample, where the electrons of the occupied density of 
states of the tip can tunnel through the empty density of states surface states and 
vice versa. The common set up for tunnel current (It) measurement is 1 nA at a bias 
voltage of surface (Vs) of 50 mV for metallic surfaces and It = 1 nA at Vs = 1.5 V for 
semiconductor surfaces. The amount of tunnel current represents “the magnitude of 
energetic and spatial overlap between of the STM tip and that of the sample surface 
electron states” and filling of electron energy levels (local Fermi level). The tunnel 
effect is a phenomenon in which an electron with a certain energy crosses a barrier 
with higher energy. During STM operation, the electron is initially in the STM tip 
or in the sample, depending on the polarity of the measurement, and the energy of 
the electron is smaller than the vacuum level because the work function between the 
tip and surface of the sample [5, 6]. In Fig. 4.2(a) a scheme of set up, (b) energy 
diagram for tip–sample relationship in an STM measurement, and (c) an STM 
image of clean Au (100) are presented.

STM can be performed in air, vacuum, and electrochemical media. The latest 
requires the use of an external power source, a bipotentiostat, which simultaneously 
controls the potentials of the sample and the tip. Tunnel current depends on the 
spatial and energetic overlaps of the local density of states (LDOS) from tip and 
sample surfaces, as well as the charge distribution in these electronic states. 
Experimentally, the distance between the tip and the sample surface, local corruga-
tion and LDOS distribution on the sample surface, and effective bias voltage, which 
is primarily determined by the local Fermi level, all play a role. This allows the 

Fig. 4.2  Scheme of (a) scanning tunneling microscope set up, (b) energy diagram in a STM mea-
surement, and (c) clean Au (100) surface (Image credit: Erwinrossen: File: Atomic_resolution_
Au100.JPG, see upload log, Public Domain) [7]
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STM system to detect all surface properties of the sample at subangstrom spatial 
resolution. In STM for imaging, also spectroscopy can be performed with an STM 
instrument. This measure is called scanning tunneling spectroscopy (STS). 
Spectroscopic data can be obtained as the normalized (dI/dV)/(I/V) since STS mea-
sures the differential conductivity (dI/dV) and the information is a convolution 
between the sample and the tip LDOS adjusted by the tunneling coefficient (T) that 
depends on bias voltage, then, for finite applied voltages, the application of a nor-
malization method to reduce the T effects in needed. With STS, not only filled or 
empty states can be studied such as in conventional spectroscopic techniques, 
instead, both filled and empty states near the Fermi level can be analyzed by 
STS. The STS technology allows the examination of various phenomena that occurs 
on conductive surfaces, such as thin-film growth, molecular adsorption, chemical 
reaction, and charge density wave [8, 9].

4.2.2	 �Atomic Force Microscopy

Gerd Binning and Heinrich Rohrer, in 1986, received the Nobel Prize in physics for 
their design of the scanning tunneling microscope [10]. However, one problem of 
STM is that it can be only used in conductive samples to generate the tunneling cur-
rent. To solve this limitation, in the same year, Binnig, Quate, and Gerber proposed 
a new microscopy. The Atomic Force Microscope (AFM) was proposed as a new 
technique to map and determine the morphology of insulating, conductive, biologi-
cal materials, polymers, ceramics glasses, in a liquid phase, and other samples 
alike [11].

The atomic force microscopes have the following essential components [12]:

	1.	 A sharp tip is mounted on a cantilever spring, which can be soft or hard.
	2.	 A method to sense the cantilever deflection (laser and photodetector).
	3.	 A feedback system to control the deflection.
	4.	 A piezoelectric system to move the sample and the tip.
	5.	 A display system to convert the data into an image.

The principle of AFM operation is based on the mechanical contact between the tip 
and the surface of the sample to be analyzed by sensing the sharp tip–sample surface 
interaction forces while raster-scanning the tip across the surface, if we are able to 
detect a tip attached to a cantilever acting as a spring and sense the deflection force, 
all types of forces can be measured. In base to Hooke’s law, the force and the deflec-
tion are proportional and depend on the spring constant of the cantilever. The AFM 
is a scanning technique; therefore, the tip (which is supported in the cantilever) will 
scan the surface of the sample moving on the X–Y axes in the process the cantilever 
will flex up or down, this operation principle is like a turntable in which the needle 
passes through the grooves engraved on the vinyl, during the scan the feedback 
control system moves the tip to maintain constant contact. During the scan, the 
cantilever deflection will be detected by a laser that impacts the photodetector which 
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records the sampling evolution, then a software interprets the data generating an 
image of the surface of the sample [13, 14].

Figure 4.1 shows a schematic representation of the forces acting in the sharp 
tip–surface interaction; in the ideal case of a single atom, repulsion occurs in the 
contact area of the tip end due to the overlapping electronic shells of the tip and 
sample atom. A trace of the topography of the sample surface with atomic resolu-
tion can be obtained because the interatomic repulsive forces are short-range forces 
and are confined to a very tiny area (they are “atomic forces”!). In addition, long-
range forces (e.g., electrical forces, magnetic forces, and van der Waals forces) that 
are not suited for atomic resolution imaging may occur during the tip–sample inter-
action and can be detected and processed in different ways described in the follow-
ing sections, to extract more information of the sample [15]. The detection of these 
long-range forces provides the different modes that can be implemented in an AFM 
such as magnetic force microscopy (MFM) and Scanning Surface Potential 
Microscopy (SSPM), for example. In Fig. 4.3, a schematic representation of a typi-
cal AFM setup and details of the silicon chip, cantilever, and tip probe are presented.

4.2.3	 �Scanning Electrochemical Microscopy

Scanning electrochemical microscopy (SECM) is based on the movement of an 
ultramicroelectrode (UME) into a solution, which measures the current between the 
UME-substrate (metal, polymer, glass) when are nearby [16]. The SECM system 
(Fig. 4.4) has four main elements: an ultramicroelectrode (UME), a bipotentiostat, 
the UME positioning system (X, Y, Z axes), and the computer to control the devices 
and save the measured data. The measured current is the result of the redox process 

Fig. 4.3  (a) Schematic representation of AFM; (b) silicon chip, cantilever, and tip scheme; (c) 
photograph of cantilever; and (d) SEM image of a typical AFM tip
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between the tip and sample and is controlled by the electron transfer at the inter-
faces. The current is inversely proportional to the gap spacing (s). This dependency 
is used for non-contact surface profiling in electrolytic solutions. A plot that current 
as a function of the potential supplied to the UME is called a voltammogram [17]. 
SECM can be used for imaging-patterned sensor surfaces, studying local corrosion, 
forensic sciences, investigating very fast electrochemical reactions, and surface 
modification.

Nonconductive samples can be probed in SECM providing a feasible method for 
analyzing cell membranes and other biophysical systems. The redox processes in an 
individual cell can be probed by SECM. Figure 4.5a shows an SECM image of a 
human breast cell and Fig. 4.5b an optical micrograph of the same cell (SECM area 
is delimited by the white square). SECM has a resolution in the range of several 
tenths or hundreds of microns, but it is very useful when studying biological sys-
tems, corrosion, circuits, and other systems where the local electrochemical response 
is of interest.

4.3	 �AFM Operation Modes

Typically, AFM systems are operated in three open-loop modes: contact mode, non-
contact mode, and intermittent contact mode. The contact mode acquires sample 
information by monitoring interaction forces while the cantilever tip remains in 
contact with the target sample [19]. The non-contact mode is used to explore atomic, 

Fig. 4.4  Schematic representation of the SECM system
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electric, or magnetic forces in a sample by moving the cantilever slightly away from 
the sample surface and oscillating it near its natural resonance frequency. The topo-
graphical information of the sample may be retrieved by placing the cantilever on a 
piezoelectric device (PZT) and monitoring the change from its natural resonance 
frequency owing to sample attractive interactions [20]. Intermittent contact mode of 
operation, on the other hand, combines the benefits of both contact and non-contact 
modes by gathering sample data and oscillating the cantilever tip at or near its natu-
ral resonance frequency while allowing the cantilever tip to impact the surface sam-
ple for a brief period of time [21].

In Fig. 4.6, a scheme of the AFM operation in its three main modes as well as the 
surface topography that would be generated in each mode are presented. The inter-
mittent contact mode provides information about the surface topography in a larger 
area in comparison to the contact mode. Due to the lateral drag forces exerted by the 
probe tip during the operation of AFM in contact mode, the sample surface can be 
damaged. A brief description and operational characteristics of each mode are 
given next.

4.3.1	 �Contact AFM

In this mode, the surface of the sample is scanned from the interaction of the tip and 
the sample that are in close contact as shown in Fig. 4.6a. The tip–sample interac-
tion forces are mainly repulsive. The slope of the curve in the contact regime is quite 
steep, according to a van der Waals curve (Fig. 4.7) calculated for various inter-
atomic distances. This is because the electron clouds between the atoms of the tip 
and the sample reject each other electrostatically at such small distances (and this is 
the reason behind the name “atomic force”). As a result, the repulsive van der Waals 
force dominates any other attractive force that may tend to act.

Fig. 4.5  Substrate imaging (constant current mode). (a) SECM image of a portion (10 × 10 μm) 
of a human breast cell using a 120-nm radius tip. (b) Optical micrograph of the same cell showing 
the SECM image area delimited by a white square [18]
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Besides these repulsive forces, another two forces generally can act during con-
tact mode operation: capillary force which is caused by a contaminant layer (usually 
moisture) over the sample’s surface, as well as the force applied by the cantilever. 
When the contamination layer is homogeneous over the sample surface, the 

Fig. 4.6  Contact mode (top), non-contact mode (middle), and intermittent contact (tapping) mode 
(bottom)

Fig. 4.7  Interatomic force 
(van der Waals curve) 
variation versus distance 
between AFM tip and 
sample
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capillary force will be attractive and constant. However, cantilever’s deflection and 
spring constant define the magnitude and direction of the cantilever forces acting on 
the sample [22].

In the contact mode, surface profile analysis can be performed in different ways: 
constant height mode or constant force mode. In the first mode, the PZT scanner 
holding the AFM tip laterally scans the surface of the sample without moving in the 
z-direction. The surface topography may be estimated using the cantilever deflec-
tion caused by the tip–sample interaction. The existence of steps on the sample’s 
surface, which may damage the tip when it is pressed against the surface imperfec-
tions during the scanning process, is a disadvantage of this technology. Other 
approaches for imaging in the attractive regime, such as AC modulation techniques, 
are already in use, including the force modulation technique, which has been shown 
to attain real atomic resolution on surfaces [23, 24].

In the constant force mode, a control loop keeps a constant normal force applied 
between the tip and the surface of the sample. The tip is positioned and the required 
force on the sample is applied using a PZT element. The tip is initially set in contact 
with the sample at a specific position until the required cantilever deflection is 
achieved. The cantilever deflection is measured using a photodiode device while the 
tip is scanned laterally across the sample. A set value in a DC feedback amplifier is 
used as a reference to compare the measured deflection value and the resulting error 
signal is used to trigger the PZT positioning element by manipulating the applying 
voltage. As a result, the cantilever raises or lowers to reestablish the appropriate 
deflection and keep the force sample surface constant. The voltage applied by the 
feedback amplifier to the PZT element is a measure of the surface topography and 
is expressed as a function of the lateral position of the sample, which is used to 
obtain the surface topography image [25]. The main issue in the contact-mode AFM 
measurement is that the shear forces resulting from the lateral scanning of the tip 
generally tend to damage soft samples and distort output image’s features. As a 
result, this mode is unsuitable for evaluating delicate biological and polymer sur-
faces since it degrades the samples significantly.

4.3.2	 �Non-Contact AFM

In the Non-Contact AFM (NC-AFM) mode (Fig. 4.6b), the cantilever tip hovers 
about 10 nm above the sample surface to sense the attractive van der Waals forces 
acting between the tip and the sample, which induce a frequency shift in the stiff 
cantilever’s resonant frequency and topographic images are constructed by scan-
ning the tip above the surface by maintaining constant frequency shift during scan-
ning. In NC-AFM, the attraction forces between the sample and tip are weaker than 
the forces used in the contact mode, so it is necessary to apply small oscillations to 
measure the frequency, amplitude, or phase changes of the cantilever during the 
measurement, and not sense the sample–tip interaction forces. Usually, this is per-
formed by the control loop monitoring the amplitude of the fixed frequency and 
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feeding set value, exactly as for the DC modes. The main disadvantage of this mode 
is that it cannot be used in a liquid environment, only on dry samples. This is because 
the moisture contaminant layer is frequently thicker than the range of the van der 
Waals force gradient, significantly lowering the resolution of the topographical 
images. In the practice NC-AFM mode is more used to determine a set point where 
tip touches surface of sample for control feedback loop [26].

4.3.3	 �Intermittent Contact AFM

Widely known as tapping AFM mode (T-AFM) (Fig. 4.6c) from a brand owned by 
Bruker Analytics, the intermittent contact mode, also known as vibrating mode, was 
a great advance in AFM technology. This measurement mode allows high-resolution 
imaging of soft samples that are difficult to examine using C-AFM mode. Friction 
and adhesion issues commonly found in conventional AFM imaging systems are 
overcome. In this mode, when the cantilever is not yet in contact with the surface, it 
is forced to oscillate near its natural resonant frequency using a PZT element which 
applies a force on the cantilever base and makes the cantilever tip vibrate at ampli-
tudes that are typically in the range 20–100 nm when is not yet in contact with the 
surface. The vibrating tip is now brought closer to the surface of the samples which 
is softly “tapped.” The tip hits the surface and lifts off alternately at high frequencies 
(some 100–300 kHz commonly) during the measurement. The amplitude of vibra-
tion varies according to the topography of the sample’s surface owing to energy 
losses induced by intermittent touching of the tip with the surface. T-AFM mode has 
a number of features that make it a preferred operation mode. The vertical and lat-
eral resolutions are excellent, there is less sample contact than in contact AFM 
mode, and measurements in a liquid environment are possible [27, 28].

4.3.4	 �Phase Imaging Mode

Phase imaging mode refers to recording the phase shift signal in T-AFM mode that 
allows mapping variations in local surface physical properties of the sample due to 
the difference in terms of adhesion, friction, and viscoelasticity forces that are not 
revealed in C-AFM and NC-AFM modes. Phase imaging enables surface properties 
to be observed beyond pure topography and establishes AFM technology as key in 
nanoscale characterization in materials science [29, 30]. For example, when mea-
suring a material with zones with different mechanical properties, such as a polymer 
blend, or with different wetting characteristics (hydrophilic–hydrophobic) or with 
different molecular ordering, the contrast in the phase image can reveal this con-
trast. In Fig. 4.8, topography and phase images of ZnO thin film are presented, the 
brighter spots are related to Zn element present in the film and dark for oxygen, 
delta of brightness in phase image is not related to height.
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4.3.5	 �Conductive AFM

Conductive AFM (CAFM) is an additional SPM method supported in AFM technol-
ogy that has gained popularity in the fields of the dielectric characterization of mate-
rials. Besides a simultaneous topography and 2D tunneling current mapping by 
charges on the tip and by applying DC or AC voltage between tip and sample it can 
detect thickness variations in the sub-Å regime and which can image surface poten-
tials and contact potential differences. With this technique some features of the sur-
face sample like the morphological as well electrical such as local conductivity, 
voltage defects, electron transport and emission, localized charges, electrolumines-
cence, photocurrent, etc. [31].

4.3.6	 �Magnetic AFM

In Magnetic AFM (M-AFM), magnetic forces are measured by the interaction of 
magnetic domains of the surface sample with a magnetized tip. The operation mode 
is like the described for the NC-AFM, because magnetic fields decay rapidly with 
distance, the probe must be close enough to the surface to measure the magnetic 
domains for sample local properties, scanning the tip some tenths or hundreds of 
nanometers above the surface, enough to avoid topography and magnetic image 
convolution. The main motivation for using AFM to measure magnetic properties 
was for applications in magnetic storage device manufacturing [32].

4.3.7	 �Electrochemical AFM

Electrochemical AFM (E-AFM) is a straightforward technique to study a surface as 
a function of applied potential. Electrochemical reactions cause changes in the sur-
face topography as a function of applied voltage; hence, this technique is called 
electrochemical force microscopy. The measurement usually consists of an in situ 
imaging of such processes in an electrochemical cell adapted with the addition of 
electrodes to bias the sample and a potentiostat coupled with the AFM system. It is 
possible to examine the changes in the sample topography by the modification of 
the applied potential during the scanning to induce local oxidation or reduction 
processes [33].

4.3.8	 �AFM-Lithography

The tight control of the motion of the probe across the surface makes even a conven-
tional AFM a flexible instrument for the manipulation of surfaces at the nanometric 
scale. Because AFM-Lithography (AFM-L) can be done in a typical environmental 
room and can be used to change any type of material, either conductive or 
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insulating, hard or soft, it is less restricted than STM. In addition, conductive tips 
may be used in the AFM-L to give STM-like characteristics such as low-energy 
resist exposure, induced oxidation, aided etching, and induced deposition rate. The 
fundamental distinction between STM and AFM-L is that STM is generally used in 
an air or vacuum environment, whereas AFM-L is used in an air environment in a 
constant voltage mode [34].

4.4	 �Some Common Features in AFM Measurement 
(AFM Artifacts)

Artifacts in AFM images result from various factors (e.g., contaminated sample, 
broken tip, sample, and tip size ratio, to mention some). The resultant image can 
display several artifacts and mask the real topography of the sample surface, so it is 
important for the user to be able to identify these artifacts. Some artifacts are 
described below and summarized in Fig. 4.9.

4.4.1	 �Aspect Ratio

The most common artifact is based on the shape and geometry of the tip. This 
occurs when the sides of the tip approach the particle to be measured before its apex 
(Fig. 4.9a). As a result, the apparent size of the particle increases. The most impor-
tant question to consider is that the observed “particle size” is a result of the tip 
convolution with the particle’s real size and geometry. The question became crucial 
when the particles are in the same order of magnitude as the tip radius; in this case, 
a large overestimation of the particle size can occur. One way to solve this is to use 
a tip with a reduced tip radius; however, this would imply an increase in the applied 
pressure damaging the sample and wearing the tip. Other solutions include the use 
of tip deconvolution software’s after a scanning microscopy image of the tip; the tip 
shape is introduced into the software and a deconvolution function leads to the 
“real” topography. However, it is often enough to measure with a tip radius below 
the expected particle size.

4.4.2	 �Convolution

To solve this, artifact is necessary to use a sharper tip to reduce the dead zones and 
scan as much as possible. Sometimes the tip radius increases without notice because 
of tip wearing upon repeated use. AFM instruments often provide calibration grids 
that have features with defined x, y, z sizes, which are useful to test the available tips.

F. Ruiz-Perez et al.
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4.4.3	 �Broken and Dirty Tip

If the tip is damaged, broken, or contaminated with remnants of other samples, both 
artifacts produce similar results (Fig. 4.9c, d). Contamination of AFM tip is very 
common when scanning, for example, biological or other soft samples. A broken tip 
is a result of applying too much pressure or accidentally touching the sample. When 
a sample is analyzed with a broken or dirty tip, the resulting images have unex-
pected shapes. A very common feature is a repeated triangle pattern imprinted all 
over the surface. This indicates that the tip is chirped. To corroborate, a scan must 
be done in different scanning directions, for example, at 0° and 90° with respect to 
the cantilever axis. If the patter rotates with the scanning direction, it is an artifact 
possibly due to a broken tip. In the case of dirty tips, two approaches are usual, one 
is to apply a higher pressure, that would let the dirt away; the other is to raise the tip 
and try to image in another sector. Based on the experience and what is known about 
the sample any repeated patterns or scratches in the surface that should not be there 
can be attributed to a broken or dirty tip. To avoid damaging the tip a slow rate of 
sampling onto the unknown surface can be used and maintain a greater distance 
between the tip and the surface during the first scan and then adjust it gently. In the 
case of broken tips, they must be replaced immediately, and images discarded.

4.4.4	 �Meniscus

AFM can be deployed in almost any environment (vacuum, gas, or liquid) although 
it is typically carried out in ambient conditions. A common problem of AFM in 
ambient conditions is the formation of a layer of water over the sample and/or at the 
tip. The thickness of this layer depends on relative environmental humidity and can 
be less than 1 nm to several nanometers. When the tip and sample get close enough 
to the water layer, a meniscus forms, however, as the tip-sample gap increases the 
meniscus breaks at a bigger distance than it formed (Fig. 4.9e). This results in an 
attractive force between the tip and the sample called capillary force, when separat-
ing the tip and the sample, the surface area of the meniscus increases, this corre-
sponds to a greater attraction force. The capillary force can modify the oscillation of 
the cantilever. Additionally, the meniscus could modify the sample surface, as a 
mini-electrochemical cell could form, leading to sample oxidation, dissolution, and 
redeposition. The best way to get rid of the water layer is to reduce the environmen-
tal relative humidity with the use of a mechanical desiccator, or dehumidifier mate-
rials such as silica gel in the AFM chamber.

4.4.5	 �Sample Drift

This artifact involves the uncontrolled movement of the sample while it is being 
scanned. Sample drift is an important problem in high-resolution microscopy which 
causes significant inconvenience when characterizing samples with “small” features 
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(Fig. 4.9f). Drift can be identified as a distortion of the image, which can be solved 
by changing the slow scan direction. The best way to avoid this artifact is to keep a 
constant temperature during the measurement, and to await a few moments after 
sample mounting, to allow the system to reach thermal equilibrium. If the drift con-
tinues can be due to mechanical instabilities in the instrument; in that case, the best 
way to reduce drift effects is to do faster scans, with the consequent loss of resolution.

4.5	 �Some Tips About Image Processing

After the measurement, data processing of the generated images is usually required 
for a successful evaluation of the obtained data. Many instruments including pro-
cessing software, and open software are available on the Internet. In this case, the 
compatibility of the instrument format with the processing software must be 
ensured. As a general rule, the processed images must be saved in an image format 
to be printed/pasted in reports and papers or with the same instrument format with 
another name and always keep the original instrument data.

After processing, statistical analysis for evaluating the surface parameters like 
roughness and heights profiles can be done, but also the simulation of typical sur-
faces and instrumental defects, like noise or artifacts named above, for the improve-
ment of our images and data. Even though, the data treatment truly helps in the 
obtention of reliable information, many times the excess of treatment of the data 
gave us untrustworthy information, like the modification of the existing surfaces 
generating purely artificial surfaces (false images). In Fig. 4.10, examples of treated 
images are given, in Fig. 4.10a) a usual treatment called flatten for obtaining a lev-
eled surface. The original images usually have an unparallel surface, sometimes due 
to the contribution of the mounting tapes or adhesives in the sample bottom or 
another mechanical issue; the algorithm can propose a straight line to level the sides 
of the image, or the user can set a plane in the image that the user knows is flat, or a 
polynomial if the PZT has a contribution; this is very common with cylindrical 
PZTs. After flattening, the z-scale must be set back to zero. In Fig. 4.10b), the image 
presents scratches that could be due to dirt. The line correction feature (deleting 
rows) deals with this type of discrepancy using several different correction algo-
rithms, and as observed, a better view of the grains on the sample surface is obtained. 
Other processing tools are the Fourier filters and smoothing. The former can be used 
if periodical feature shows up, for example, due to electric noise; the latter, only in 
case of mechanical instabilities; however, as shown in Fig. 4.10c) the abuse of pro-
cessing leads to an unrealistic surface that must not be reported.

4.5.1	 �2D or 3D?

The processing software of AFM instruments has the option to prepare a 3D map 
that can be very nice for presentation. However, many publications only show 2D 
images. Why? Because as shown in Fig. 4.11, in the 3D images some features can 
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be hidden or enhanced, depending on how the image is displayed. The image at the 
left side shows very enhanced peaks, it could be described as a very rough topogra-
phy; on the other hand, the image at the right can be described as very flat. Then to 
avoid misleading interpretations, it is more convenient to show only 2D images for 
the publications.

Fig. 4.10  AFM images with different treatments (a) flatten, (b) line removal, and (c) image 
smoothing
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4.6	 �Examples of Application

In this section, some applications of AFM in their different modes will be described, 
pointing out some of the experimental challenges and achievements, to allow the 
readers to propose novel experiments related to their interests [35–42].

Topography is the most common application of AFM. Identification of the mor-
phological features, grain sizes, and roughness are among the most requested analy-
sis to be done by external users.

In the first example, blood cells were imaged in the intermittent contact mode, as 
an example of observing a soft, loosely adhered material. The image (Fig. 4.12) was 
acquired as follows: first, a smear was done onto a 1 × 1 in2 glass slide from a drop 
of blood and let dry. The sample was measured in the intermittent contact mode, in 
a TT-AFM Workshop microscope using a Si tip with a force constant of 0.4 N and 
resonance frequency of 200  kHz. The intermittent contact mode was chosen to 
avoid scratching the cells from the glass slide. The red cells are observed after care-
fully tuning the PID control gains and the amplitude of the oscillating tip.

A question that every user who has a deposited or growth film onto a substrate is: 
can we determine the film thickness using AFM? The answer is yes, but some 
adjustments must be done. People usually try to do a step in the film border using 
tape or a piece of material that avoids the film growth. This is a good idea for “line 
of the sight” deposition techniques such as sputtering or ion beam, where the 
impinging atoms come from the same direction and few surface diffusion occurs, 
thus a mechanical mask is often enough to have a defined step where the AFM can 
differentiate the height difference, i.e., the film thickness. However, when dealing 
with wet deposition techniques such as electrodeposition, spray pyrolysis, chemical 
bath deposition to name a few, making a step is often a hard issue. Using a mask 
does not impede the diffusion of the liquid within the mask, thus a long hill instead 
of a step is formed; the same happens at the air–liquid interface of the film, due to 
capillarity. The problem is illustrated in Fig. 4.13.

In the next example, AFM was used to determine the thickness of films, after 
evaporating part of the film using a Nd:YAG ablation laser operating at 1064 nm. 
The laser was focused onto the sample surface and a shot was done; the operation 

Fig. 4.11  3D AFM 10  ×  10  μm2 images of the same rGO/glass films with different display 
characteristics
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Fig. 4.12  50 × 50 μm2 AFM image of red blood cells, obtained in the intermittent contact mode 
(Image credits J. A. Baron-Miranda)

Fig. 4.13  Comparison between gas- and liquid-based deposition of thin films and the problem of 
thickness determination by AFM

F. Ruiz-Perez et al.
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was repeated until no film was observed in a portion. Then, the thickness was mea-
sured by doing a scan in the contact mode using the AFM, until a defined profile 
corresponding to the substrate–film interface is found as shown in Fig. 4.14.

Figure 4.15a) shows a 10× optical microscope image where the chip and cantile-
ver can be appreciated over the ablated region of the film. The AFM image was 
acquired in the contact mode using a regular Si tip, and flattened using a plane func-
tion, indicating three points on the surface corresponding to the substrate. This 
operation displaces the zero to the substrate, then the height difference corresponds 
to the film thickness. In some cases, a mound of ejected material was observed just 
at the interface, then, the thickness is determined as indicated in the scheme in 
Fig. 4.15b, by taking parallel lines along the substrate and the flatter part of the film. 
Several profiles can be taken across the interface to obtain an average.

The magnetic force microscopy (MFM) mode takes advantage of the long-range 
interaction of magnetism, so a magnetized tip can respond to the magnetic states in 
the sample surface, bending the cantilever and then producing an image of the sur-
face magnetization that is represented in Fig. 4.16a. In Fig. 4.16b, the scheme of the 
MFM experiment is presented: before the measurement, a Cr/Co covered Si tip is 
approached to a permanent magnet, this operation aligns the magnetic dominion in 
the tip along the magnetic field direction provided by the permanent magnet. 
Afterward, a topographic scan is done to image the surface morphology, then, the 
tip is lifted using the corresponding tool in the software (usually MFM is a sepa-
rated module in some microscope brands) until an image with no correlation with 
the surface is obtained. Typically, the lift is some hundreds of nanometers above the 
surface, enough to avoid the tip “touch” the surface but enough to let the sample feel 
the magnetic force. In the left of Fig. 4.16b), images of the topography of a mag-
netic recording tape and a Cu2O film growth onto a Cu substrate are presented. 
Then, the tip is lifted at 600 nm and the scanner performs the same sweep above the 
surface. The images observed in center of Fig.  4.16b) are obtained in the phase 
channel of the instrument. In the case of the magnetic tape, the lines where the 
recording head has “printed” information are clearly observed. In the corresponding 
MFM images of the Cu2O film, strips corresponding to magnetic dominion are also 
observed. Right images of Fig. 4.16b) correspond to a second MFM scanning in the 
same region, but acquired in a 90° direction, i.e., the scanner sweeps the surface 90° 
with respect to the cantilever axis. The MFM image of the recording tape is exactly 

Fig. 4.14  Scheme of the thickness determination on a sample prepared by chemical bath deposi-
tion after being ablated with a Nd:YAG laser, using the AFM
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the same, indicating that the magnetic dominion is not affected by the direction of 
the scanning as the material is stronger magnetized than the tip. On the other hand, 
the rotated MFM image of Cu2O is also rotated and different than the 0° one. This 
indicates that magnetic states at the surface are affected by the tip magnetization as 
tip scans in one or another direction as if the tip were “recording” information onto 
the material as it passed. This is a typical behavior of a paramagnetic material.

Current sensing mode allows the study of electrical properties at the micro-nano 
level. Current images, as well as local IV curves, can be performed providing infor-
mation of local defects such as metal inclusions, short circuits, and conduction 
mechanisms among others. As in any other measurement, it is useful to have a refer-
ence from which the system can be calibrated. In this case, calibration means that 
the tip deflection shall be kept in value where the tip is deflected enough to do a 
good electrical—ohmic—contact. A larger deflection, i.e., forces onto the surface 
such as the electrostatic or Van der Waals interactions, would lead to tip or sample 
wearing and a smaller force will lead to increased resistances due to the meniscus 
or irregular contact area, for example. These situations are shown in Fig. 4.17.

After the optimal force (tip deflection) is found, a current image must be obtained 
at a tip-voltage difference that ensures a clean visualization of the features. Here, a 
correlation between topography and current is usually expected. In the present case, 
an indium tin oxide (ITO)-coated glass with a known sheet resistance, was chosen 

Fig. 4.15  (a) Optical micrograph showing the AFM tip onto the film–substrate interface of a CdS/
glass film prepared by chemical bath deposition; (b) 40 × 40 μm2 AFM image at the film–substrate 
interface with two profiles indicated along with the interface; (c) vertical profiles of the 1 and 2 
lines shown in (b) where the height difference can be observed; (d) calculated thickness, 903 nm 
(Image credit: Y. Peñaloza-Mendoza)
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as standard. As ITO is deposited onto insulating glass, a way to measure the electri-
cal properties of a conductive or semi-conductive sample deposited over an insulat-
ing substrate is to fix the sample with carbon tape on both sides and afterward paint 
the sample, to establish electrical contact, with silver ink as shown in Fig. 4.18.

The sample was mounted for CAFM glued to the sample holder with contact 
adhesive, then painted from the holder to the Cu surface using conductive silver ink.

In Fig. 4.19a, the sample-tip circuit is shown. The tip is grounded and the voltage 
is applied to the sample. A maximum DC voltage difference of ±12  V can be 
applied; however, the usual recommendation is, to begin with, some hundreds of 
mV to avoid tip fusion or sample damage and increase voltage in the limits of sam-
ple stability. The current signal is amplified, depending on the instrument capabili-
ties: hundreds of pA up to a few mA are possible to record depending on the nature 

Fig. 4.17  From left to right, scheme of the effects of decreasing deflection of the cantilever onto 
the sample surface, on the electrical images. The scheme presents the case of conducting Pt-coated 
tips that wear under strong tip–sample contact

Fig. 4.18  Photography of 
a CuInSe2 film deposited 
onto a Cu/fiberglass 
substrate
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of the surface sample, applied voltage, and tip characteristics. In Fig.  4.19b, a 
topography image and the corresponding current image of the ITO substrate are 
shown; it is possible to observe a correlation between two images: the highest 
topography spots (right) correspond to higher current features (left). After the 
topography and current image are acquired at a low voltage, an IV curve is obtained 
(Fig. 4.19c), sweeping the voltage forward and backward. If the contact is ohmic, a 
linear relation of the current and voltage will be observed for a metallic conducting 
sample; from the slope, the resistance can be obtained. In the example, the calcu-
lated resistance was ca. 20 ohm, which corresponds to the sheet resistance of the 
tested ITO. A displacement in the y-axis of the IV curves is observed. This corre-
sponds to a capacitive contribution given by adsorbed water.

Once the measuring conditions for CAFM are established, samples can be mea-
sured at different tip-sample voltages. In Fig. 4.20, Cu2O is a p-type semiconductor, 
thus the substrate–film–tip system can be modeled as a Schottky diode. Setting the 
tip-sample voltage in a negative value will cause electrons to flow from the sample 
to the tip; concurrently, when a positive bias is applied, holes will flow from the 
sample to the tip (or electrons from the tip to the sample). Therefore, the current 
image can inform about the conduction mechanism in forward and in reverse bias. 
Figure 4.20 presents the mentioned bias conditions and two images of the Cu2O/Cu 
system at −1000 mV and + 1000 mV, where the current images were overimposed 
to the topography image. At negative bias, the current seems to flow from the grain 
borders, while at a positive bias, the whole grains are “illuminated” with the current 
flow, evidencing the different conduction mechanisms.

Fig. 4.19  (a) Circuit of the CAFM setup; (b) current and topography image of tin-doped indium 
oxide (ITO, In2O3:Sn) coated slide, previously degreased with ethanol, rinsed with deionized 
water, and dried with a N2 flux. Topographic and current images were acquired in a Dimension 
3000 microscope using Pt tips, in the contact mode. The current image was acquired using a poten-
tial between the tip and the sample of +500 mV (tip is grounded as shown in the scheme). And (c) 
a voltage scan was done from −500 mV to +500 mV (forward scan) and then in the reverse direc-
tion as observed on the right side
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In Fig. 4.21a, a sequence of current images of Cu2O/Cu films at different positive 
and negative biases is presented. With increasing bias in each direction, the current 
increases also, displaying brighter features. It is noteworthy to observe that the con-
ducting features depend on the bias. The graph in Fig. 4.21b) presents the IV curve 
of the system obtained by sweeping the voltage from negative to positive voltages. 
The typical Schottky diode response is observed, with the exponential increase of 
the current in the first quadrant corresponding to the diode in the forward direction 
and in the third quadrant to the diode breakdown in the backward direction.

Another experiment to be explained is the photocurrent imaging in an n-type 
CdS/glass film. Here, the sample was alternatively illuminated with white light, in 
the vicinity of the AFM tip, through an optical fiber attached to the microscope, as 
depicted in the scheme of Fig. 4.22a. When illuminated, local photocurrent response 
can be observed in the current image, as observed in Fig. 4.22b with this experi-
ment, the effects of doping, defects, and surface passivation can be observed.

The last example to be described is the case of a graphene oxide film deposited 
onto a glass substrate by dip coating. The film was reduced with a chemical treat-
ment. The interest was to develop transparent electrodes. The film was measured by 
CAFM applying a tip–sample current of +500 mV. The topography image (Fig. 4.23) 
shows an uneven surface with a mean height of around 20 nm. Notice that this is not 
necessarily the film thickness. On the other hand, the electrical current image and 
the corresponding current profile show electrical conduction all over the sample 
surface, indicating that rGO is deposited onto the entire measured region, although 
some voids in the electrical image indicate possible defects in the film.

Fig. 4.20  Top: overimposed 2D current + topography 500 × 500 nm2 images of a Cu2O/Cu film; 
bottom: circuit of the CAFM measurement at negative and positive bias, indicating the flow of 
electrons and holes from the sample to tip, respectively
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Fig. 4.22  (a) Scheme of the local photocurrent measurement using the CAFM setup and an opti-
cal fiber that brought a spot of white light in the vicinity of the tip and (b) 100 × 100 nm2 topogra-
phy and current images of a CdS/glass film. Top images correspond to the non-illuminated film 
while bottom ones to the illuminated film. The contact between the film and the sample holder was 
done with silver ink. In the case of IV curves, the film–Ag and film–tip contacts must be consid-
ered for a quantitative interpretation

Fig. 4.23  (a, b) Topography 10 × 10 μm2 image of rGO/glass film and corresponding profile and 
statistics; (c, d) Current 10 × 10 μm2 image and corresponding current profile and statistics
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4.7	 �Concluding Remarks

Through the present chapter, the fundamentals of Scanning Probe Microscopy have 
been revised, with emphasis on Atomic Force Microscopy and its measuring modes. 
Some good experimental practices for having successful AFM images are described 
as well as tips for image processing. Some examples of the application of the AFM 
modes are presented, explaining the purpose of the measurement, with the scope of 
giving the nonspecialized reader a panorama of what can be done with AFM and 
encouraging them to try their experiments.
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Abstract

Atomic force microscopy (AFM) is an extensively used advanced characteriza-
tion technique for a nanoscale range of materials. This chapter clearly describes 
the importance and advantages of AFM, its working principles, modes of mea-
surement, and its applications in interdisciplinary fields such as chemistry, mate-
rials science, and biology.
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5.1	 �Introduction

The advancement of atomic force microscopy began in 1981 from IBM’s research-
ers on developing scanning tunneling microscopy  (STM), as inspired by Russell 
Young’s stylus profiler [1, 2]. Atomic Force Microscopy (AFM) was invented four 
decades ago by Binnig et al. [3]. In 1987, Wickramsinghe et al. further developed a 
new AFM setup using a vibrating cantilever technique containing a light-lever 
mechanism [4]. AFM has become an essential instrument in nanoscience and tech-
nology with peculiar abilities to provide three-dimensional imaging at sub-
nanometer levels without vacuum or contrast imaging agents [5]. AFM measurement 
has a broad scope and is more helpful for understanding science and technology in 
the present era. AFM has been used for the detection of microstructures and surface 
properties of materials. AFM is used to study various samples such as plastic, met-
als, glasses, semiconductors, and biological samples (i.e., cells and bacteria walls). 
It does not require any conductive coatings on the samples’ surface as used in STM 
or scanning electron microscopy. Some of the advantages of AFM are shown in 
Fig. 5.1.

In comparison to AFM, the optical and electron microscopes can quickly gener-
ate 2D (x- and y-directions) images of sample surfaces with a higher magnification 
of ~  ×1000 (optical microscope) and ~  ×100,000 (electron microscope), respec-
tively. However, these microscopes fail to measure the sample surface on the third 
dimension (z-direction) by their height (e.g., particles and sheets) or depth (e.g., 

Fig. 5.1  The advantages of atomic force microscopy measurements
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pores). The appropriate AFM probe can scan the surface topology to an extreme 
magnification of ~ ×1,000,000, which is better than the existing electronic micro-
scopes. Interestingly, the resolution and magnification measured at z-direction are 
usually higher than the x and y directions.

The rapid advancements of AFM analysis have made notable developments in 
nanomaterials’ characterization in science and engineering. In recent years, there 
have been many nanomaterials invented and characterized, including graphene. In 
the past few decades, AFM has been developed majorly in the following aspects:

	1.	 Identifying and revealing more information about the materials at the nanometer 
level, such as electrical properties, mechanical properties, magnetic properties, 
surface functionalization, and thermal properties.

	2.	 Easy to combine or integrate with other advanced measurements like optical 
techniques (infrared, Raman, and fluorescence spectroscopies), molecular char-
acterization techniques (like nuclear magnetic resonance), and so on.

	3.	 Fitting into the life sciences and materials research at different controlled physi-
cal parameters (temperature, wet chemical environment, solutions at different 
pH, illuminating with varying sources of light, and so on).

Based on these advancements in AFM measurements, the application of AFM 
has further been exploited in interdisciplinary fields for the analyses beyond the 
topography of materials (semiconductor, polymer, and biological) such as the inter-
facial interactions, phase transformations at different physical and biological condi-
tions, current vs. voltage characteristics, and defects at the nano-domains of 
semiconductors.

Depending on the area of interest, different mode of operations is possible in the 
AFM measurements. Combining AFM with other analyzing techniques like infra-
red and Raman spectroscopy will achieve a nanometer-scale resolution for the sam-
ple analysis. The combination of AFM with other techniques which includes atomic 
force microscopy-infrared spectroscopy (AFM-IR) [6], atomic force microscopy 
nuclear-magnetic resonance (AFM-NMR) [7], atomic force microscopy-nuclear 
rheometer (AFM-Nano-rheology) [8], and atomic force microscope and light-sheet 
microscope (AFM-LS) [9] were recently developed. Based on the application, the 
mode of AFM analyses changes such as Bio-AFM for fluid cell enabled contact 
mode in aqueous solution; dynamic mode AFM (DM-AFM), which oscillates the 
AFM tip to reduce the friction; and force–distance curve-based AFM (FD-AFM) 
helps to record pixel-by-pixel measurements at atomic scale for the biological sur-
faces. Among the various modifications, molecular recognition AFM (MR-AFM) is 
employed for mapping the specific interactions, especially for biological samples. 
Multi-parametric AFM (MP-AFM) is used for the mapping of multiple physical or 
chemical properties. Multi-frequency AFM (MF-AFM) is used for detecting sam-
ples while oscillating the cantilever tip at various frequencies to find numerous 
material properties. Correlation of advanced optical microscope with AFM (Opto-
AFM) has been employed for imaging the complex biological systems and a high-
speed AFM (HS-AFM) for rapid acquisition of images by a factor of ~1000 to 
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provide access to the dynamic processes in the biological sciences [10]. In this 
chapter, the authors introduce AFM principles, modes of analysis, different kinds of 
materials used in the AFM instrument, working methodology, and their applications 
in detail.

5.2	 �Principle

AFM works on the combined principles of the Scanning Tunneling Microscope 
(STM) and the stylus profilometer. In particular, a sharp tip of silicon or carbon 
mounted on a cantilever spring (Fig. 5.2a) is dragged across the surface of samples 
with simultaneous feedback system adjustments between the model and tip of the 
probe. The sharp probe tip runs a raster scan across the sample surface with accurate 
positioning to the sub-nanometer range. The close feedback loop controls the probe 
movement to maintain a constant distance between the sample and the tip. The close 
feedback loop controls the probe movement to sustain a constant distance and a typ-
ical forces applied between tip and sample may change from 10−11 to 10−18 Å. The 
minimal force required to mobilize the cantilever through a minimum distance can 
be as small as 10−4 N, so the space is discernible, as small as 10−4 Å [11]. Therefore, 
nondestructive imaging of topography is possible without or with minimal damage 
to the surface of the sample. The surface outline is recorded by monitoring the feed-
back loop from the photodiode response, which generates the samples’ surface 
topography based on the cantilever deflections.

The commonly used AFM probes consist of a sharp tip and a microcantilever, as 
shown in Fig. 5.2a. Template-assisted etching methods are usually employed for the 
fabrication of commercial cantilevers. A silicon wafer was pit etched by masking 
with desired measurements such as depth of the cavity, width of the recess in a 
pyramidal shape, or sharp needle type, followed by silicon nitride (Si3N4) coating. 

Fig. 5.2  (a) The cantilever with silicon nitride (Si3N4) tip and (b) diamond-coated AFM tip 
(reprinted with permission from reference [5])
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Finally, the base silicon substrate was selectively etched to get the desired configu-
ration of the morphology. Several kinds of cantilevers are available based on the 
application, required sensitivity, and mode of operation. Cantilevers are available in 
different types such as V-shaped, gold-coated, sharpened needle type, super tip type, 
and ultra-clever type tips. The diamond-coated tip of the cantilever is shown in 
Fig. 5.2b. Based on the fabrication process the cantilever tips curvature radius is in 
the range of a few nm to 30  nm. Most of the microcantilevers are in the range 
30–40 μm in width, 125–450 μm in length, and the thickness in the micrometer 
range to a few micrometers. During the AFM measurement, the laser source used 
for recording deflections from the cantilever should be highly dense to get an excel-
lent spatial resolution and have very high sensitivity toward the photodiode detector 
to get a high-quality measurement.

The laser beam directly hits on the surface of the cantilever and reflects towards 
the mirror. The mirror directly receives the deflected laser beam by the highly sensi-
tive photodetector. The photodiode, a highly-sensitive detector generally used to 
measure all dimensions as four quadrants (A, B, C, and D) (Fig. 5.3). The A + B 
detects the UP motion in the four quadrants, and C  +  D detects the cantilever’s 
DOWN motion. Similarly, A + C sees the LEFT, and B + D detects the RIGHT side 
motions. Likewise, the deformation or twist in the cantilever will cause a change in 
the laser beam’s position partially on the photodetector. The exact position of the 
laser beam is determined by using the following process:

The vertical position of the laser is proportional to ((A  +  B)-(C  +  D))/
(A + B + C + D). Whereas ((A + C)-(B + D))/(A + B + C + D) is proportional to 

Fig. 5.3  Schematic for the working principle of AFM analysis
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lateral position. The normalization to the sum signal of (A + B + C + D) is used to 
eliminate cantilever reflectivity. The optical lever measures the angle of cantilever 
deflection but not the displacement. Hence, short cantilever probes are more sensi-
tive to detect deflection changes than longer probes. Depending on the cantilever’s 
movement, the photodetector receives the laser beam in different places, and fur-
ther, they are converted into signals in the processor. The signal processor and can-
tilever are connected to the control unit, which further joined with the computer to 
convert signals into images and data. The detailed schematic, working principle of 
the AFM analysis is shown in Fig. 5.3.

The AFM scanners have horizontal and vertical movements in XY and Z dimen-
sions. The sample stage in AFM has a piezoelectric scanner that determines the 
sample’s position by nanometer scale, where the high voltage drives the XYZ direc-
tional movements in multiples of hundreds. The distorted AFM images are recorded 
during the piezo scanner’s nonlinear motion while applying the steady voltage, 
whereas the piezoelectric materials do not respond to the applied voltages. The 
modern AFM instruments are equipped with XYZ position monitoring sensors, and 
the nonlinearity of the voltage is rectified by using a closed feedback loop. For more 
accuracy in the measurements, the voltages are tuned until the scanner reaches the 
desired position and it is called as closed-loop method [12].

The other procedure is an open-loop method, in which the nonlinearity is first 
adjusted then followed by the nonlinear voltage to drive the scanner to get the linear 
movement. A standard grid image was taken for calibration using different scan 
rates, scan sizes, and scan angles in this procedure. Finally, after finishing the scans 
and parameter corrections, the scanner movement against the applied voltage and 
scan conditions is obtained by fitting the data. This open-loop method is more ben-
eficial to get a good high-resolution image. But this process is vulnerable to the 
position sensors and noise of the instrument. The sensors research development has 
helped to develop different sensors for different positions in AFM instruments such 
as optical sensors, capacitive sensors, strain gauge, and inductive sensors to over-
come the sensitivity issues and get more accurate measurement. Therefore, in all the 
AFM measurements, by utilizing the combined effort from the sensor technology, 
high-resolution imaging is carried out using the closed-loop method instead of the 
open-loop method.

The deflection sensitivity of the cantilever is determined by its length and the 
sensitivity of the photodetector. For better reproducibility and precise measure-
ments, the incident point and the approach/retract turning point are usually excluded 
from the calculation. The cantilever’s short length is more preferred for obtaining 
high sensitivity during measurement of displacement in the pm range. The cantile-
ver’s effective length and laser position realignments will determine the deflection 
sensitivity due to laser spot position change. In general, the deflection sensitivity 
must be measured for every single AFM measurement due to the laser beam’s 
realignment. The deflection sensitivity is calibrated by calculating the change in 
deflection of the cantilever from the voltage deflection. For a cantilever with a rect-
angular cross-section, the spring constant (k) can be expressed as:
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Here, E is Young’s modulus of the cantilever material (silicon or silicon nitride), t, 
w, and L are the thickness, width, and length of the cantilever, respectively. The k 
value is different for each cantilever as there may be a slight change in the cantile-
ver’s manufacturing process through microfabrication techniques. The thickness of 
the cantilever can be controlled by careful fabrication, but a minimum of 10% thick-
ness error can cause an error in the spring constant three times. But in usual practice, 
the value given by the manufacturer is used for further calculations. The cantilevers 
must be calibrated before recording to get an accurate force value. The easy method 
to measure the spring constant (k) value is by using the following formula. 

	 k bf= 3 	

Where resonance frequency (f) of a probe and b is the probe factor from the refer-
ences.  The direct measurement of the resonance frequency is by “auto-tune” in 
tapping mode analysis of AFM. But this method has poor accuracy due to the slight 
changes in the cantilever’s dimension than as shown in reference value. The other 
way for calculating the resonance frequency of the cantilever is using the formula:
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where k is the spring constant, m0 is the effective mass of the lever. The toughness 
of the leveler is also an essential aspect in the calculation of resonance frequency. 
The leveler’s softness is inversely proportional to the spring constant and directly 
proportional to the sensing of the deflection on the samples’ surface [13]. But the 
cantilever must be smaller to keep the frequency higher for the detection of vibra-
tions during the analysis. After several modifications and considering the different 
variables, finally, in the modern methods of AFM instrumentation, the cantilever’s 
thermal noise has been used to calculate the spring constant and considered reliable 
[14]. The spring constant formula is as follows:

	 k k T zB= / 2 	

where kB and T are Boltzman constant = 1.3805 × 10 −23 Joule/Kelvin and absolute 
temperature in Kelvin, respectively. Almost all AFM instruments with automatic 
software use this method, whose frequency ranges are from a few kHz to 2 MHz.

5.3	 �Working

In AFM, the cantilever/tip assembly plays a vital role and is often referred as a 
probe, which governs data interaction and quality. The tip’s substrate is typically 
made of silicon/silicon nitride which is different from the cantilever material. Each 
material has its advantages; for instance, silicon-based materials are used to 
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fabricate sharp tips. The tip shape and size or radius at the apex are more critical, 
which defines the quality and range of operations. The corrugated AFM nail limits 
an image’s resolution substantially on the lateral side of view due to the large sur-
face area.

The AFM probes fabrication is a tedious method in the earlier days and made 
with a diamond shard by gluing to the thin metallic foil or wire (as a cantilever made 
up of Fe, W, or Ni). The first commercial AFM probe consists of Si3N4 thin film 
coated on the glass substrate as a cantilever and the square pyramidal-shaped tip 
with an apex of the radius of curvature about 20 nm. Such pyramidal AFM tips offer 
an opening apex angle of 60–70°. The AFM probe tips are customizable, and the 
generation has evolved into several types depending on the applications. For ambi-
ent and vacuum analysis, the monolith types of probes are more appropriate, espe-
cially monolithic silicon, fabricated from the Si wafer through etching. A diamond 
tip glued cantilever is also commercially available for high wear resistive, stable 
shape imaging, and more reliable electrical measurements. In addition to the sharp-
edged tip, the round-headed apex with a large surface of 50–100  nm was also 
deployed for nano-mechanical measurements and low wear imaging. Off-late, 
owing to the high flexibility of AFM tip, the surface modification or coating has 
been introduced, especially for the study of chemical and biological applications. 
For example, the gold-coated tip provides better imaging for biological samples 
through gold–thiol interactions. Similarly, the cobalt or platinum-coated tips offer a 
good platform for electric or magnetic property measurements.

5.4	 �Sample Preparation and Handling

The experiment of AFM starts with sample preparation, probe selection, and micro-
scope settings. More attention needs to pay while imaging the artifacts, which 
appear as substantial contrast change or identical structures as islands. Several fac-
tors influence such artifacts including, sample surface contamination, AFM tip con-
dition, and shape. Therefore, it is highly advisable to store the samples under 
controlled conditions before the analysis. The AFM tip apex is vulnerable to dam-
age on interaction with bulk samples, and hence additional care should be taken.

The AFM imaging requires:

	1.	 Solid and rigid adherence of samples to the substrate to avoid their displacement 
by the probe.

	2.	 Good dispersion.
	3.	 The surface roughness should be lower than the sample particle size.

The substrate choice is not limited; however, the glass slide, freshly cleaved mica, 
or HOPG surface are commonly used. The polymeric adhesives are often required 
to affix the nano-sized samples to the substrate, facilitating strong particle-to-
substrate affinity than the tip-to-substance interactions. The most common  
binders are poly-d-lysin, poly-l-lysin, poly-ethyleneimide (PEI), and 
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aminopropyltriethoxy-silane (APTES) improve adhesive property thru chemical 
bonding [15]. For fine powders (<150 nm), the uniform distribution is achieved via 
the dusting method followed by flipping and gentle tapping to remove the agglom-
erated particles. Similarly, the drop-casting process also provides good images. The 
sample is prepared by dispersing in alcohol/toluene/water (0.1 mg/ml) and depos-
ited over the glued substrate or freshly peeled mica substrate [16]. Before scanning, 
the sample should be dried at ambient or accelerated heating under dust-free condi-
tions. In the case of larger granular particles (>500 nm), a polished metal substrate 
with thermal wax glue offers a better platform for scanning. The sample preparation 
and imaging also be a big challenge, especially for biological samples owing to the 
low elastic modulus is in the range of kPa, for cells. However, some of the macro-
molecules and bone-type materials display significantly higher elastic modulus in 
GPa. Although special conditions are required for those samples due to wetness and 
softness, the AFM probe extends its application to study the variation of local sur-
face charge, hydrophobicity, and nano-mechanical properties. Extreme care should 
pay in case of bio-sample to meet the essential requirement of substrate flatness and 
chemical compatibility through mechanical trapping and non-covalent physisorp-
tion. Not only powders but also biological cell samples are prepared by dispersion-
evaporation, spray drying, and dip coating methods over the freshly cleaved mica 
substrate. Further, to improve the strong binding, chemical functionalization (i.e., 
Salinization) is applied to those samples.

5.5	 �Modes of AFM Analysis

The mode of AFM operations are broadly classified into two types such as contact 
or static and dynamic mode. The latter has further been subdivided into intermittent 
contact or tapping (standard or soft) and noncontact modes (as shown in Fig. 5.4).

In detail, the contact AFM mode is also known as a repulsive or static mode of 
operations, where the tip of the cantilever is in perpetual contact with the sample 
surface. The cantilever’s spring constant must be lower than the effective spring 

Fig. 5.4  The classification of fundamental modes of operations in atomic force microscopy
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constant of atom–atom interactions in solids. This method is mainly used to image 
the hard surfaces to get a molecular or atomic level resolution of crystalline sub-
strates. During the operation, the tip gently scans across the surface. The interaction 
or contact force between the sample and AFM tip is calculated from the cantilever’s 
force constant and its deviation. Generally, a constant force or deflection feedback 
mode is used to measure such repulsive interactions, which vary from sub-nano to a 
few micro newtons in range. The AFM feedback systems are more sensitive to 
detecting such deflection. A piezo-actuator is usually employed to minimize the 
cantilever deflection by retracting the AFM probe (by vertical x-y movement) and 
maintaining a constant deflection, which further helps to retain the force between 
the tip and sample remains the same. The repulsion force F experienced by the 
AFM-tip is directly related to the cantilever deflection value x and calculated from 
Hook’s law:

	 F kx= − 	

where k is spring constant. At ambient conditions, on this side, the initial large force 
typically from ten to a hundred nano-Newtons between the tip and sample damage 
or deform the surface of soft materials.

On the other side, the sample’s rigid texture destroys the tip apex’s sharpness 
during operations’ contact mode. The probe with soft cantilevers <1 N/m is prefer-
able to achieve high deflection sensitivity while keeping the interaction force is 
significantly low. The cantilever’s length also plays a vital role, which varies from a 
few tens of micrometers to several hundreds, usually 400–500 μm; however, the 
shorter length offers higher sensitivity, while the materials have the same force 
constant.

A constant height mode of scanning can also be performed under static condi-
tions to get atomic resolution by maintaining the probe at a fixed height. In such 
cases, no feedback force has been applied to the probe. Such high-resolution imag-
ing can only be achieved for smooth samples. This method’s significant advantage 
is high-speed scanning; however, it is limited to the cantilever’s resonant frequency. 
Besides, it also has some drawbacks while scanning the soft materials, for instance, 
soft polymers, bio-samples, etc., which destroy the sample by scratching due to the 
proximity of tip and sample. In this contact AFM method, the soft cantilever’s tip is 
susceptible to distort the image features by lateral or shear forces and the surface 
contaminants, especially in the ambient air atmosphere. The initial high pressure 
and the lateral shear force tend to suppress the spatial resolution and damage the 
soft sample by scrapping. The detailed cantilever deflection and modes of operation 
are shown in Fig. 5.5.

In contact mode of operation, lateral force imaging is also performed, where the 
cantilever deflection is in a horizontal direction, which is controversial to the con-
ventional vertical movement. The characteristic of the change in samples’ surface 
friction can be gauged using this method by measuring the interaction between the 
tip and sample, resulting in lateral bending or twisting of the cantilever. The lateral 
deflection arises by the change in frictional coefficient of a sample via the applied 
force to the cantilever during the lateral scanning.

Jeevan Kumar Reddy Modigunta et al.



125

It is challenging to choose the mode of imaging for individual samples in 
advance; however, the deflection vs. distance, i.e., force curve measurements 
between the models to tip, guides to select the appropriate test condition and the 
probe (as shown in Fig. 5.6a). The elastic and inelastic deformation force between 
the AFM tip-sample capillary or adhesion can easily be distinguished using the 
force curve. In specific, if the tip-sample distance is well pronounced, then the resul-
tant force is Van der Waals attractive. On the other hand, the close-enough space 
leads to strong repulsion (Pauli’s) due to orbital overlapping. The approximate force 
can be calculated using the Lennard-Jones potential graph (Fig.  5.6b), which 
describes the interaction between nonbonding atoms as a function of distance:
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Fig. 5.5  Cantilever deflection and types of static mode of operations in AFM

Fig. 5.6  (a) Force–distance curve and (b) Lennard–Jones potential plot of nonbonding interac-
tions at different circumstances
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V(d) is intermolecular potential. Vm is well-depth, and a measure of attraction 
between the particles, d-particle separation from the center, and dm distance at V = 0, 
i.e., how close the two nonbonding particles and referred to as van der Waals radius. 
As the separation distance is equal to the equilibrium distance (d = deq), the resultant 
force is zero on the tip until the external force is applied. Suppose the tip-sample 
space is below the equilibrium distance (d < deq) the consequent potential energy 
increases due to the atomic orbitals overlapping (repulsive force, FR, is dominant). 
On the contrary, the significant separation between the tip and sample, d > deq, dis-
plays high negative potential and tends to reach equilibrium, indicating the exis-
tence of robust, attractive force [17].

The feedback acquisition should be high under an optimized scanning rate to 
record a stable AFM image, which could be achieved by setting a low deflection set 
point to minimize the tip-sample force. The selection of soft AFM cantilevers could 
also overcome excessive force. Similarly, other interference forces such as capillary 
or meniscus and other attractive forces that arise from the monolayer adsorption of 
water vapor/gas molecules could be neutralized by the complete immersion in 
liquids.

In the noncontact mode of imaging, the AFM tip is hungover (~50–150 Å) to 
scan the topographic image by a smaller amplitude of the cantilever’s oscillation 
(<10 nm). Typically, the interaction between tip and sample is attractive van der 
Waals force, which is substantially weaker than that of the force used in the contact 
mode of operations. This method’s main advantage is to achieve high-resolution 
images due to poor possible interaction with the sample surface, which retains the 
tip’s sharpness, especially in extreme hydrophobic samples. However, it is not that 
easy to preserve the AFM tip in the van der Waals regime. The slow-scan imaging, 
the poor lateral resolutions, and the attractive gradient force due to the thick fluid 
contaminants hampered such a noncontact mode of operation. Such limitation has 
been suppressed by employing a high-performance feedback controller, ultra-high 
vacuum chamber, etc.

In the dynamic mode, the Tapping method is a widely employed and more effec-
tive method to scan the sample while comparing it to the noncontact AFM imaging. 
It overcomes some of the problems and limitations associated with other modes of 
AFM operations, including destructive frictional force, electrostatic interference, 
capillary interaction, and adhesion. Herein, the probe is associated with a piezoelec-
tric transducer to oscillate the cantilever near the resonance frequency (10 – a few 
100 kHz) to sense long-distance van der Waals forces (both attractive and repulsive 
force regimes). During the operation, the lower end of the AFM tip is close to the 
sample and record the damping oscillation amplitude, which is typically in the 
range greater than 20  nm. Upon scanning, the AFM tip experiences intermittent 
contact with the models by vertical oscillation, and the frequency range is 
50–500 k cycles per second. In this mode, either the cantilever’s oscillation ampli-
tude or phase change is used in a feedback loop to maintain a constant probe-sample 
distance by z-axis movement, which is the direct measurement of sample height 
(Fig. 5.7).
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On the sample surface, the oscillation amplitude decreases, whereas, at the 
depression point, it reaches maximum owing to more space for probe the swinging. 
The tapping mode of scanning is less destructive and preferable, where the high 
frequency of oscillation significantly reduces the adhesion force between the tip and 
samples due to viscoelastic stiffness. The significant difference between the non-
contact and tapping mode of dynamic operation is the AFM tip placement during 
the probe oscillation; in the former case, the tip stays only at the attractive Van der 
Waals regime, whereas such control extends into the repulsive force region in the 
tapping mode. In practice, the probe’s lower force constant minimizes the immense 
tip-sample attraction to oscillate freely, typically in the range of a few tens of N/m. 
Besides, this technique offers high lateral resolution images (1–5 nm) with signifi-
cantly less or no damage to soft samples. However, the speed of scanning is slower 
compared to the contact mode of imaging. Not surprisingly, the soft Si probe is 
widely applied for tapping mode of operation at ambient air conditions, also provid-
ing a good image in fluid media. Generally, wide-ranging resonance frequencies are 
more desirable to acquire complete scanning faster; however, the standard probe 
used in the dynamic mode of AFM operation is limited and requires distinctive 
geometries.

Fig. 5.7  Dynamic tapping 
mode of AFM operation
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5.6	 �Factors Affecting AFM Imaging

The quality of the AFM image depends on several factors; however, the tip shape 
and the apex’s radius of curvature play a significant role. In contrast to the sharp 
apex, the broad and dull tip edge fails to scan the sample’s more minor features. For 
example, a larger tip size will result in a more prominent feature size than its origi-
nal or the actual size, and it cannot differentiate between two or more adjacent fea-
tures of the samples. Therefore, a sharp tip cantilever is required. The debris 
accumulated over the edge also distorts the image quality. Imaging small features 
and scanning small areas at high resolution requires ultra-sharp tips. However, the 
commercial probes with very high aspect ratios are widely available, made with 
materials such as carbon nanotubes or tungsten spikes. These kinds of costly probes 
are still an unresolved issue for everyday usage of AFM analysis. To achieve a high 
atomic resolution, using an appropriate ideally sharp probe is needed. The probe-to-
sample interaction at the surface must be improved by modifying the surface mor-
phology and/or functional groups, and dimensions of the probe (Fig. 5.8).

5.7	 �Applications

AFM, a powerful imaging tool to study nano and sub-nano level scale surface mor-
phologies in the broad discipline of materials, including semiconductor technology, 
surface chemistry of thin-film, polymer coatings, molecular as well as cell biology, 
piezoelectric, and ferroelectric properties. Among all these studies, let us consider 
the molecules and morphologies for easy understanding.

5.7.1	 �Molecules

Biomolecule structure imaging is not accessible due to their poor sensitivity that 
deviates from the average molecular structures. The bimolecular designs can be 
determined using the soft-touch AFM in combination with the image analysis 
method. By this method, many molecules and highly complex and basic structures 
can also be studied. Figure  5.9 describes the AFM images of double-helical 

Fig. 5.8  The probe or tip with a high aspect ratio will provide a high resolution. The probe with 
high radius curvature results in a low aspect ratio due to tip convolution. In both cases, the height 
of the sample is not affected, but the resolution of the image drastically varies
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DNA. This combination of AFM with image analysis technique is more helpful in 
understanding the biological complex molecules [18, 19].

The asphaltene’s complex structure has been imaged using AFM with function-
alized tip, as shown in Fig. 5.10. Coal-derived asphaltene (CA) sample preparation 
for the analysis is shown in Fig. 5.10a, and CA molecular structure is characterized 
using AFM at different distances. Currents are shown in Fig. 5.10b–g. The asphal-
tene’s molecular structure is visible at the sample to tip distance of −0.9 Å using 
AFM analysis, as shown in Fig. 5.10c. The STM analysis of the CA sample at dif-
ferent currents is shown in Fig. 5.10e, f. From this analysis, AFM measurement has 
resulted as a replica of CA’s chemical structure is seen compared to STM analysis.

An indispensable metrology technique of AFM is used in the semiconductor 
field to characterize the trenches and holes present in the high-performance micro-
electronic circuits. The integrated circuit matrix’s topography and electric proper-
ties have been studied by combining the Kelvin force probe and scanning capacitance 
probe with conductive AFM.  Besides, such nanoprobe technique helps to 

Fig. 5.9  The chiral angle measurement of the double helix of DNA using AFM. (a) Schematic for 
the AFM tip with radius R at different positions on the surface of DNA sample with radius r (cross-
sectional view for easy understanding). (b, c) The AFM topography of digitally straightened parts 
of DNA before (top) and after (bottom) correcting with a definite tip size in comparison with the 
B-DNA crystal structures. (b) r = 1.1 ± 0.1 nm, R = 1.3 ± 0.2 nm, and (c) r = 0.9 ± 0.1 nm, 
R = 1.7 ± 0.2 nm. Scale bars: 10 nm; reprinted with permission from reference Pyne et al. [18]
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investigate the localized failure, mainly invisible soft failure in memory chips due 
to complex layout.

In material chemistry, especially energy storing lithium-ion batteries, the local-
ized lithium concentration has been studied during cycling by integrating with a 
Raman spectrometer. AFM helps to understand the evolution and degradation of 
solid electrolyte interfacial layer formation over the electrode, especially anode by 
operando and in situ measurements [21]. The localized electrical, mechanical prop-
erties, aging effects, and other limiting factors of the cathode include inactive local-
ized area, surface contaminants (either physisorbed or chemisorbed), reaction 
products, etc. Mechanical properties of thick electrodes used in high-energy batter-
ies are crucial, especially to retain the integrity of stiffness and elastic modulus; 
hence contact-resonance, frequency, or amplitude modulation AFM methods is 
employed for investigation. The contact-resonance AFM (CR-AFM) is a static con-
tact mode of operation and susceptible to tip damage. In contrast, frequency or 
amplitude modulation is a dynamic nondestructive tapping mode of scanning and 
offers high-resolution images. The bulk electrode’s surface conductivity has been 
investigated with a conductive probe AFM, where the Kelvin probe provides to 
measure the surface potential at micro to the nanoscale level.

The AFM also provides high-resolution real-time 3D images (both vertical and 
lateral imaging) for biological samples, although it is probe selective. This tech-
nique helps to study the micromechanical properties of biosamples such as surface 
properties, viscoelastic nature, Young’s modulus, adhesion, mechanical, and friction 
forces. In contact mode, soft probes are preferable for macro-biomolecules, where 
the stiffness is ≤0.1  N/m, for instance, soft silicon probe, etc. Besides, biologic 
samples offer reduced interference under the liquid immersed condition, especially 
in buffered media. Off-late, the AFM analysis extends its application to perform the 
nondestructive imaging of living cell’s membrane, especially membrane protein, 
lipids, and their interactions. The amplitude modulation or frequency modulation 
method of AFM offers high-resolution bio-images both in ambient and vacuum 
conditions.

5.7.2	 �Morphologies

The surface morphologies of the biological and inorganic materials can be easily 
studied using AFM analysis. The dimensions of the samples were also understood 
using AFM analysis. In the biological system, the major components of the human 
blood collected from a healthy donor i.e., platelets and erythrocytes were analyzed 
in air. Figure 5.11a, c are height images, whereas (b) and (d) are error signal images.

The surface profiling of the inorganic MXene (Ti3C2Tx) sheets using AFM analy-
sis provides a clear understanding of the prepared MXene sheets’ thickness and size 
[23]. The AFM image of MXene nanosheets is shown in Fig. 5.12. The height pro-
file describes the synthesized MXene as multilayer in structure with an average 
thickness of ~200 nm.
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The surface depth profile and pore size were analyzed for the honeycomb pat-
terned porous polymer films fabricated using the breath-figure method [24]. The 
porous structures were differentiated in AFM analysis depending on the morphol-
ogy of the polymer films. Single-layer pores and multilayers pores were distin-
guished, as shown in Fig. 5.13.

In summary, AFM is one of the advanced techniques used for the recording 
and analysis of the topology of the materials, and the molecular structures of the 
materials. There is no other technique having the capability of direct molecular 
structure imaging. Combining AFM with other procedures like IR, NMR, and other 
optical instruments is an added advantage for characterizing the rare phenomenons 

Fig. 5.11  AFM imaging in air of human platelets (a, b) and erythrocytes (c, d) from healthy 
donors. (a) and (c) are height images, whereas (b) and (d) are error signal images (reprinted with 
permission from reference Carvalho et al. [22])
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in science and engineering. The biological samples are easily studied without any 
damage using the AFM method. AFM is one of the best nondestructive techniques 
without using any conductive additive on the samples’ surface for the analysis. 
AFM is the best tool to understand the polymer systems’ interfacial phenomenons, 
a biological system’s bioimaging with high-resolution capability ~100,000 times 
that of other techniques. Further modification of probes used like change in the 
cantilever’s size and shapes, surface modification of the probe tips using gold or 
diamond coatings helps get the samples’ better resolution and accuracy using AFM 
analysis. Further improvements and changes by addressing the present issues in 
AFM can become a powerful tool for understanding many unknown phenomenons 
in science and technology.
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Fig. 5.13  Honeycomb patterned porous polymer films fabricated using breath figure method by 
dissolving polymer material in carbon disulfide solvent and cast on a silicon substrate. (a–c) Cross-
sectional SEM images of the single, double, and multilayer porous structures. (d–f) Three-
dimensional AFM images with depth profile (reprinted with permission from reference Dong 
et al. [24])
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6Exploring the Microcosm at Atomic 
Precision Using Atomic Force Microscopy
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Abstract

Atomic force microscopy (AFM) unlike electron microscopy and X-ray crystal-
lography is one of the most sought-after mechanobiological approach to study 
bio/non-biocomplexes. Taking inputs from scanning tunnelling microscopy, 
AFM was found capable of probing the topographical details at the atomic scale 
by measuring a small force existing between the surface and the tip. Alongside 
semiconductor science and technological applications, AFM has been employed 
to image the morphology of biomolecules, cellular components, tissues, and 
cells. Besides electron microscopy, AFM has been recruited to study the biologi-
cal materials in a liquid medium with minimal sample preparation; one of the 
hallmarks in characterizing the topography at resolutions unachievable by con-
ventional optical microscopy. There are several factors (support for sample prep-
aration, adhesion force, elasticity of the cell, Young’s modulus, cell stiffness, 
etc.) involved in improving the bioimaging efficiency of AFM.  This chapter 
attempts to bring out the connotation of AFM to understand and image selected 
biological entities (virus, bacteria, and cancer cells) and their application in dis-
ease diagnosis. Furthermore, it offers a basic understanding of AFM, their evolu-
tion, working principle, and a deeper insight into the performance characteristics 
of imaging bio/non-biocomplexes.
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6.1	 �Introduction

Atomic force microscope (AFM) constitutes one of a kind scanning probe micro-
scope beheld with a demonstrated imaging resolution of the order of nanometer, a 
thousand times better than the optical diffraction limit. It analyses by just feeling or 
touching the surface of the material using a mechanical probe. It is one of the tools 
used for measuring, probing, and capturing the manipulated matter at the nanoscale. 
By hiring some principles of a scanning tunnelling microscope, the AFM was devel-
oped during the early 1980s with the first commercial AFM introduced in 1989.

Indeed, AFM has drawn great attention with its widespread application toward 
solid-state physics, semiconductor technology, biomolecular engineering, polymer 
science, and surface chemistry engineering. Its application has been further extended 
to molecular, cellular biology, and medicine adopting mechanobiological princi-
ples. This attributes to understanding the mechanism involved in the signalling 
response from the biological entities (proteins, cells, tissues, etc.) based on the 
physical forces and the mechanical properties. It is this mechanical cue that mea-
sures the forces virtually from any scale ranging from cells, tissues, viruses, and 
extracellular/intracellular architecture [1, 2].

A highly sensitive tool that has evolved for measuring microstructural properties 
and the intermolecular forces at nanolevel with an atomic precision has profound 
implications in the field of electronics, semiconductors, polymers, and biomaterials. 
A microlevel cantilever system working on a feedback mechanism operates on three 
different open-loop modes such as non-contact, contact, and tapping modes. The 
non-contact mode provides the topographical information about the sample by tar-
geting electric, magnetic, and atomic forces; while contact mode retrieves data per-
taining to the interaction forces on the sample [3].

On the other hand, tapping and/or intermittent contact mode provides the com-
bined characteristic features of both non-contact and contact modes of operation. It 
has been a widely practised technique finding its application in biological sciences 
to define the cell-to-cell or cell-to-protein or drug-to-protein interactions, biomo-
lecular assemblies, interactions in biological pathways, and cell movements [4–6]. 
Moreover, the topographical features and their quantification have relatively added 
much more advantage to probe single molecules [7, 8] as illustrated in Fig. 6.1.

AFM has several advantages and disadvantages over conventional microscopes 
for bio-imaging. Although the staining technique has been the most sought-after 
approach in studying the cellular details, a minimal pre-treatment procedure is 
essential to image the biological structures. On the other hand while using AFM, the 
biomolecules can be imaged under real-time physiological conditions at nanoscale. 
There exist some limitations while using an electron microscope which could be 
surpassed by AFM technique in exploring the functional properties of the biomol-
ecules. With the advent of AFM, the time taken for capturing bio-images was too 
long which was soon overcome by commercially available fast-scanning AFMs. 
One of the disadvantages that the conventional AFM faced was capturing the inside 
of the sample unlike optical and electron microscopes which can have deeper 
insights. Secondly, the limited scanning range roughly 100 × 100 μM pertaining to 
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X and Y with respect to 2D is restricted to around 10 μm in height attributing for Z 
axis. Some of the characteristic features of the optical techniques (starting from 
light microscopy to atomic force microscopy) have been enlisted in Table 6.1 [9].

6.2	 �Evolution of Atomic Force Microscopy

The discovery of scanning probe microscopy (with characteristic atomic precision 
and resolution) had sown the seed for the development of AFM for a more precise 
resolution. It was Russell D. Young from the National Bureau of Standards who first 
explored the detection strategy. He initially combined the detection of tunnelling 
current using a scanning device to retrieve surface information of metals without 
direct interaction. This setup came into existence as Topografiner in which a con-
stant voltage when applied could maintain the constant flow of tunnelling current 
and by keeping the tip scanning over the surface. The working mechanism encoun-
tered in scanning tunnelling microscope was to facilitate sturdy positioning of the 
tip above the surface of the sample by increasing the vibration. Such improvisation 
was brought about by physicists Gerd Binnig and Heinrich Rohrer in IBM research 

Fig. 6.1  Typical AFM imaging procedure in which a pyramidal tip attached to a flexible cantilever 
scans over the sample surface. When a beam of light is focused at the back of the tip, there is a 
significant deflection and as a result, the tip moves and this movement helps generate a detailed 
image of the sample
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laboratory, Zurich. They made a simple alteration in mechanical design while devel-
oping STM with an enhanced atomic resolution. Their contribution had fetched 
them the Nobel Prize for Physics in 1986. The highlights in the evolution of AFM 
have been enlisted in Table 6.2.

Table 6.1  Comparative analysis of various optical techniques used for imaging

Microscopy
Resolution 
limit Characteristic features

Light microscopy ~0.2 μm Samples could be imaged in liquid or air and the 
resolution is limited by the wavelength of visible light

Fluorescence 
microscopy

~0.2 μm Samples could be imaged in liquid or air. Fluorescence stains 
could localize molecular components. Confocal laser 
scanning microscopy enables 3D view of the biological 
samples. Although resolution is limited by the wavelength of 
light, it could be surpassed by super resolution techniques

Scanning 
electron 
microscopy 
(SEM)

nm level Sample placed in vacuum. Sputter coating for electron 
conductivity. Electron beam probes the surface of the metal 
labelled sample

Transmission 
electron 
microscopy 
(TEM)

nm level Contrasting images owing to impeding electrons and 
operates under vacuum. Requires heavy metal staining and 
image contrast through staining

Atomic Force 
Microscopy 
(AFM)

nm level Imaging is achieved by the cantilever’s position on the 
sample surface. It provides three-dimensional view and 
measures nanomechanical properties of the sample. Samples 
can be imaged in liquid or air at nanometre scale

Table 6.2  Timelines in the development of Scanning Tunnelling Microscope (STM)

Year Progress made References
1972 The precursor for STM i.e. Topografiner was developed by Russell 

D. Young.
[10]

1981 The first STM was constructed by Binnig, Rohrer, Weibel and Gerber [11]
1982 The first image of Si(111) – (7 × 7) was captured by Binnig, Rohrer, 

Weibel and Gerber
[11]

1985 Atomic Force Microscope (AFM) was first invented by Binnig, Quate and 
Gerber

[12]

1986 Binnig and Rohrer were awarded with Nobel prize in Physics [12]
1987 Feenstra had imaged the sensitive element of GaAs (Gallium arsenide) [13]
1990 Meyer and Amer introduced Optical beam deflection method [14]

Eigler had demonstrated the first positioning of single atoms on the surface 
using a low temperature STM

[15]

1993 Zhong, Inniss, Kjoller and Elings have introduced Tapping mode in AFM [16]
1995 Giessibl had demonstrated the first atomic resolution using an AFM [17]
1998 Stipe and Ho have introduced the first vibrational spectroscopy with the 

STM
[18, 19]
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6.3	 �Bio-imaging Using AFM

The stereotype about AFM and its application to study the surface chemistry of met-
als and solids was broken when a live plant cell in water was imaged in the early 
1990s. Concerns pertaining to cell damages incurred by the exertion of mechanical 
forces used to operate the cantilever tip upon imaging were defeated prior to suc-
cessful imaging of variety of mammalian cells. Priority was given to mammalian 
cells as they adhere well to the surface and could not be removed using mechanical 
shears driven by the cantilever tip. On the other hand, smaller cells like bacteria, 
yeasts, and viruses need to be immobilized onto surfaces before subjecting them to 
AFM imaging. Entrapment using membrane filters and tethering by surface func-
tionalization have been employed to achieve immobilization for effective imaging. 
For instance, porcine-derived gelatin combined with freshly cleaved mica was used 
to coat the bacteria and immobilize. The underlying principle relies on the electro-
static interaction that occurs between the bacterium with negative charge and gela-
tin with positive charge respectively [20, 21] (Fig. 6.2).

The mechanical force applied to the cantilever has an influence over the resolu-
tion of the cells subjected to imaging. The vertical forces in the contact mode are in 
the order of 10–30 nN. This criterion typically does not cause any damage to cells 
but they are sufficient enough to explore the underlying structures with utmost vis-
ibility. The optimum scanning force required for imaging cell membranes and rigid 

Fig. 6.2  Cantilever/tip assembly and its interaction with a sample. AFM probe interacts by raster 
scanning motion while scanning the surface of the sample. The up-to-down and side-to-side 
motion of AFM tip is sensed through a laser beam, reflected from the cantilever. This deflected 
beam is further tracked down by position-sensitive photo-detector (PSPD) picking up the vertical 
and lateral motion of the probe. Deflection sensitivity of such detectors is calibrated based on 
motion corresponding to a unit voltage. The information gathered would be analyzed by Data 
analyzer and reproduced as image
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cytoskeleton was found to be in the range of 2–20 nN. On the other hand, when a 
force of 100 nN was exerted, a hole is formed by the punching of the tip without any 
apparent damage to the cell [22]. Secondly, the force responsible for creating a 
depression was shown to image the nuclei and cellular actin networks. For instance, 
when Madin–Darby Canine Kidney (MDCK) cells were subjected to AFM analysis, 
there was an increase in force which further increased the image resolution of the 
nucleus without rupturing the cell [23].

6.3.1	 �Bracing and Propping up of Specimen

Biological samples are physically adsorbed and/or covalently bound to a solid sup-
port. Such braces play a critical role in retrieving optimal information via AFM 
imaging. Conversely, samples prepared below par entice vibrational oscillations 
leading to the formation of poor resolution images. Initially, muscovite mica disks 
sized 5 mm were integrated with 10 mm Teflon disks by using Araldite glue. Here, 
the hydrophobic surface of Teflon repels the droplet positioning it onto the surface 
of mica, thereby preventing the contact with the buffer solution. In order to mini-
mize the vibrational oscillations, key factors such as clean surfaces (for enhancing 
the gluing of the mica to Teflon disks) and completely sealed surfaces (with no 
bubbles) under the glued surface were given prime importance during the prepara-
tion of samples. Apart from mica, hydrophobic highly oriented pyrolitic graphite 
(HOPG) or glass with hydrophobic properties has also been used for adsorption.

There are several instances where the biological samples could pose a challenge 
while adhering to specimen supports—HOPG and glass. For instance, the nuclear 
envelope of the oocyte of native Xenopus could not be immobilized successfully on 
mica but could be achieved using 400-mesh carbon-coated copper grids coated with 
parlodion. By affixing the carbon-coated copper grids to 12  cm diameter plastic 
Petri dishes using Araldite glue, the nuclear envelope was made open based on 
charge difference that preferentially eased the adherence toward the grid, with the 
nuclear envelope facing toward the support. Besides, non-covalent attachment was 
also performed employing lipid layers. This concept was applied for adhering actin 
filaments with lipid bilayers attached to mica using Langmuir-Blodgett tech-
nique [24].

In the case of bacteria, there are several methods of surface immobilization so as 
to enable surface scanning, data generation, and evaluation of biophysical proper-
ties (Fig.  6.3). To list a few, powered entrapment of bacteria, filter membranes, 
physical adsorption of bacteria to support based on charge difference and chemical 
fixation using glutaraldehyde [25] have been successfully demonstrated using 
Klebsiella terrigena. Among them, the most common method employed to fasten 
bacterial cells to the surface is by imparting positive charge through the surface by 
the deposition of poly-l-lysine [26]. Furthermore, biofilm forming bacteria pro-
duces adhesive exopolymeric substances (exopolysaccharides) capable of adhering 
to glass coverslips under ambient physiological conditions. There are special 
appendages present in the bacteria viz. pili or fimbria that augments generation of 
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adhesion forces for effective adsorption resulting in high-resolution bio-imaging 
[27–29].

Moreover, there are some studies that have reported on the exploitation of syn-
thetic fixatives and agar pads to augment adhesion of yeast cells onto the substrate. 
A common method of immobilization was adopted to entrap yeast cells on a poly-
carbonate porous membrane or polydimethylsiloxane (PDMS) stamp [30]. Some of 
them are expensive and also demand physiologically relevant settings for growing 
and attaching the cells, there is a great possibility of detachment and lateral cell drift 
that interferes with the AFM imaging. Interestingly, there have been some reverse 
experiments where the bacterial cells instead of attaching to the substrate, are 
directly attached to the cantilever relative to their small size. For performing such 
experiments, the tip is substituted by a spherical probe or detached completely prior 
to calibration of cantilever. Furthermore, the cells would be attached to the surface 
and/or cantilever tip to study the eell-to-cell interactions [31].

6.3.2	 �Adhesion Force

Adhesion of cells to the surface constitutes an important physiological process 
involving highly regulated interactions for effective imaging. This could be very 
well demonstrated in mammalian cells where the adhesion is fostered by innumer-
ous cellular processes such as differentiation, tissue development, and inflamma-
tion. Besides cell stiffness and elasticity, adhesion remains to be an important 
parameter computed from the values of the retraction curve. This could be done 
simply by pulling down and raising the tip from the surface of the cell until probing 
action is accomplished. In real time, the tip is calibrated on a hard surface in order 
to determine the spring constant (kcantilever) of the cantilever. It is where the adhesion 
property culminates in obtaining standard AFM images and force experiments so as 
to explore the cell-to-cell and cell-to-small molecule interaction. Hence, the adhe-
sive force that exists between the cantilever tip and the cell shows a single inverted 
peak for a single event and upon scanning might subsequently produce multiple 
inverted peaks over multiple events. It is this change in force that attributes the 
strength of the adhesion relative to the interspace existing between the cantilever tip 
and the surface of the sample [32] (Table 6.3).

Fig. 6.3  Cell adhesion, 
stiffness, and elasticity 
describe the biophysical 
outcomes of various 
cellular processes. By 
exerting force on the 
cantilever, AFM measures 
the adhesion, stiffness, and 
elastic properties of a cell 
under externally induced 
deformation
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It is clearly evident from Table 6.3 that AFM has been casted to demonstrate the 
differences in adhesion force amid clinical and wild-type strains in which wild-type 
strain showcased greater adhesion toward the tip with different behavior. Although 
lipopolysaccharides (LPS) and EPS have been found associated with bacterial 
(P. aeruginosa) adhesion, those belonging to wild type showed increased adhesion 
toward the surface, whereas their relatively mutant counterpart (with an altered LPS 
structure and charge) showed diminished adhesion. It is concluded that even though 
strains presented similar adhesion forces, their adhesion events differed signifi-
cantly. However, the adhesion events ensued over short interspaces in the mutant 
strain, whereas, the same pattern was observed at long interspaces in the wild-type 
strains. This provided direct evidence to the involvement of an adhesin LapA pro-
tein, located on the surface of the cell [36].

Similarly, the molecular mechanisms involved in the adhesion of bacterial cells 
were studied using a Gram-positive strain, Streptococcus mutans (S. mutans). It is a 
caries causing bacterium responsible for increasing the risk of endocarditis once it 
enters the bloodstream (bacteremia). Bacterial adhesion is facilitated by a surface 
protein, P1 which under refined conditions showed weak adhesion toward salivary 
agglutinin, the key binding partner. But when the same was attached to the 

Table 6.3  Summary of the adhesion forces between a microbial cell and cantilever

Bacterial culture
Point of 
attachment Nature of adhesion References

Escherichia coli Surface and 
cantilever

Variable adhesion force with reported 
values in the range of <0.1 nN to 
>9 nN

[27, 33, 
34]

Bacillus subtilis Surface Mean adhesion force (MAF) of 
1 ± 0.6 nN at the interface of bacterial 
cell and silicon nitride tip

[34]

Pseudomonas 
aeruginosa

Surface and 
cantilever

MAF was found in the range of 0.2 nN 
(pili) and 1 nN (whole cell)

[35]

Pseudomonas 
fluorescens

Surface MAF of ~0.5 nN with slight variation 
between wild type and mutants

[36]

Staphylococcus aureus Surface and 
cantilever

MAF at the cell and von Willebrand 
factor corresponds to ~2 nN 
irrespective of the position of the cell 
and cantilever

[37, 38]

Staphylococcus 
epidermidis

Surface and 
cantilever

MAF corresponds to ~2 nN between 
the cell and fibrinogen irrespective of 
the position of cell and cantilever

[39]

Pseudomonas putida Surface MAF of 0.7 ± 0.3 nN at the cell and 
cantilever interface

[27]

Micrococcus luteus Surface MAF of 1 ± 0.6 nN existing between 
the cell and cantilever

[27]

Listeria 
monocytogenes

Surface MAF in the range of 0.10–0.22 nN [40]

Sulfobacillus 
thermosulfidoxidans

Surface For planktonic cells and biofilm, the 
adhesion force corresponds to 
~0.15 nN and ~0.5 nN respectively

[41]
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cantilever tip, a strong adhesion could be observed which may be due to the cumula-
tive binding effect of several P1 proteins. It was inferred that diverse parts of P1 
protein tethered to cantilever tip did not form ordered domains, but formed high 
order P1-derived polypeptides interacting with other P1 cell surface proteins [42].

Besides interpreting data from retraction curves, the interaction among definite 
molecules within the microbial surface was studied by affixing the desired molecule 
to the tip. For instance, lectin and concanavalin A obtained from P. aeruginosa were 
fastened to the tip to dictate the conformation, distribution, and adhesion patterns of 
individual polysaccharides present on the cell surface of Lactobacillus rhamnosus 
GG (a probiotic) using force-distance mapping. This approach enabled to clearly 
differentiate the polysaccharide complement present on the wild type from the 
adhesion-deficient mutant [43]. Interestingly, by knowing the surface components 
of a bacterium, Strauss et  al. have functionalized the tip using the antimicrobial 
peptide cecropin P1 (CP1) to explore the binding pattern. From earlier studies, it 
was deciphered that the length of the LPS had some influence over the robustness in 
the binding pattern. Longer the LPS, stronger was the adhesion efficiency and vice 
versa. Secondly, they also showed that the bactericidal action of the AMP (CP1) was 
not due to the binding strength but entirely relied upon the degree of attachment 
toward the substrate [44].

The functionalized cantilevers of AFM have been recruited to explore the cell 
surface properties of yeasts. By analyzing the surface hydrophobicity and macro-
molecular interactions, fluctuations if any may attribute to the thickness of the 
membrane. In a similar fashion, tips functionalized using concanavalin A lectins 
were employed to study and gauge the positional and adhesion properties of man-
nan oligosaccharides present on the surface of two Saccharomyces strains, namely, 
S. cerevisiae and S. carlsbergensis. The extension and elastic properties of the sur-
face mannoproteins of S. cerevisiae were found to be comparatively better than that 
of S. carlsbergensis albeit their similar cell wall compositions [45].

6.3.3	 �Elasticity

Elasticity remains one of the factors that determine the mechanical properties of the 
cell in understanding the surface properties of microorganisms using AFM. It is not 
only used to image the topography of the cell at high resolution but also to measure 
the elastic properties using nano-indentation technique. The force curves obtained 
were recorded and converted into force versus indentation curves using appropriate 
methods. Further, these curves were analyzed with various theoretical models 
(Hertz model—to calculate Young’s modulus; Alexander and de Gennes (AdG) 
model—to define the polymeric surface behavior) to provide quantitative informa-
tion on the elasticity (Young’s modulus).

The nano-indentation method facilitates computation of mechanical properties 
of mammalian cells that include glial cells, platelets, cardiomyocytes, epithelial 
cells, endothelial cells, and osteoblasts [46]. For instance, AFM has been employed 
to measure the elasticity of sheaths of the archeon Methonospirillum hungatei GP1 
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using depression technique (complementary to the indentation method). In accor-
dance, the elastic modulus of 20–40  GPa withstanding an internal pressure of 
400 atm have been reported. Similarly, the elastic modulus for the isolated murein 
sacculi of Gram-negative strain was found to be 25 MPa that typically correlated 
with the elasticity of the peptidoglycan layer. Furthermore, the nano-indentation 
method was applied to determine the wall compressibility of Magnetospirillum gry-
phiswaldense whole cell as 42  mN  m−1 and turgor pressure in the range 
85–150 kPa [46].

Force experiments were conducted to determine the elasticity and stiffness of the 
cell from the approach or extension curve. When the AFM tip makes an initial con-
tact with the cell surface, some long-range interaction forces occur between the 
cantilever tip and live cell. This forms a flat line attributing the first regime of the 
extension curve. But, even before the tip makes any contact with the surface of the 
cell, forces such as electrostatic and van der Waals, combine with forces associated 
with the physical interaction generating a non-linear change (nonlinear compres-
sion) attributing the second regime of the extension curve. This regime projects the 
switch in force relative to variation in distance thereby reflecting the elastic property 
of the cell wall [27, 47].

Supposing the microbes are aired to extrinsic environmental conditions, perti-
nent changes associated with the cell wall (either damage or loss in cell wall struc-
ture) elasticity are very well deciphered using AFM. For instance, Volle et al. [27] 
have evidenced the changes associated with cell wall elasticity, while Bdellovibrio 
bacteriovorus preyed on E. coli biofilm. Typical cell wall architecture of a biofilm-
forming bacterium is that its cell wall consists of an outer membrane, a thin pepti-
doglycan layer, and an inner plasma membrane. When Bdellovibrio sp. predates 
E. coli by secreting various enzymes, there is a considerable modification and desta-
bilization of the cell wall. Furthermore, there had been a significant increase in both 
the force and the distance of the non-linear regime that measures the biochemistry 
and biophysical changes associated with the prey cell. On the other hand, treatment 
with nanoparticles of size <5 nm could bring about modifications and thus destabi-
lize the cell wallowing to their small size; whereas nanoparticles of size ≤100 nm 
did not show any deleterious effect on the cell wall [48] as evident from AFM analy-
sis. Some of the Young’s Modulus measurements of Gram-positive and -negative 
bacteria (Ecell) have been enlisted in Table 6.4.

Furthermore, Young’s modulus measurement for different types of mammalian 
cells has also been reported based on the elastic property. Imaging has been done by 
AFM probing of appropriate objects, i.e., erythrocytes either in free form or in buf-
fer under physiological conditions. The pre-imaging procedures viz. drying, freez-
ing, and fixing up of the cells using chemical agents were also found to improve the 
AFM images and indentation results. But the possibility of bringing about changes 
in cell structure, viability, and elasticity during fixation may interfere with the reso-
lution of the images probed by AFM. For instance, Young’s modulus of erythrocytes 
treated with 5% formalin increased (119.5 ± 15 kPa) by 10-folds on a par with the 
untreated ones (16.05 ± 2.3 kPa) [59]. Some of the Young’s Modulus measurements 
of mammalian cells have been tabulated (Table 6.5).
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Table 6.5 clearly elucidates the measurement of Young’s modulus for a wide 
variety of mammalian cells (normal cells, neurons, and cardiac cells) that range 
from few kPa to a few hundred kPa. This difference in Young’s modulus has been 
due to the influence of cytoskeletal constituents such as F-actin, microtubules, and 
binding proteins capable of forming cellular cortex and is also believed to contribute 
the most of the Young’s modulus of cells. The differences observed within the cor-
tex among different cell types determine the Young’s modulus pertaining to the 
mechanical properties of actin networks [70].

AFM applications have been extended to determine the viscoelastic property of 
mammalian cancer cells. In accordance, while comparing the mechanical properties 
of metastatic cells PC3 with non-tumoral WPMY-1 prostate cells, the viscoelastic 
property and stiffness of PC3 were found to decrease augmenting for higher defor-
mation capacities on a par with the WPMY-1 cells [71]. Interestingly, AFM has also 
been used to evaluate the changes associated with cellular elasticity, morphometric 
alterations, and metastasization process which were quantified by Young’ modulus 
parameter. The inhibitory effect of Rho-associated coiled-coil containing protein 
kinase (ROCK, Y-27632) on breast cancer epithelial cells was also evaluated using 
AFM where the inhibitor significantly increased the cell rigidity thereby preventing 
the metastasis and migration of cell [72].

6.3.4	 �Stiffness

Stiffness of the cell and its measurement elaborate the total health status of the cell. 
For instance, a healthy microbial cell exhibits typical cell stiffness by maintaining a 
constant turgor pressure. This constitutes the third regimen in the approach curve, 
where, two springs push each other. By measuring the slope, the spring constant 

Table 6.4  Young’s Modulus measurement of Gram positive and Gram negative strains using AFM

Bacteria Strain Conditions E (MPa) References
Shewanella putrefaciens CN32 pH 4; force spec mode 0.21 [49]

pH 10; force spec 
mode

0.04

Force vol mode 69–98 [50]
Escherichia coli NCTC 9001 Whole cells 221 [51]
E. coli ATCC 9637 Whole cells 2.6 [52]
Staphylococcus aureus ATCC 

25923
Whole cells 0.57 [52]

Bacillus casei – Whole cells 769 [53]
E. coli BE100 Whole cells 32 [54]
B. subtilis – Whole cells 50 [54]
Streptococcus agalactiae Whole cells 7.9 [55]
Rhodococcus 
wratislaviensis

– Whole cells 20±3–
105±5

[56]

Pseudomonas aeruginosa – Whole cells 0.05–0.025 [57]
S. aureus – Whole cells 0.05 [58]
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pertaining to cell stiffness could be determined. Alongside, the spring constant also 
reflects the turgor pressure of the cell which in turn depends on the imaging buffer 
and its ionic strength. Obviously, any change in the environmental pH also affects 
the cellular stiffness which ultimately alters the turgor pressure [73]. This interac-
tion is modelled as compression of two springs and given in the form of equa-
tion [74]:

	

1 1 1

k k keffective cell cantilever

= +
	 (6.1)

where kcell and kcantilever represent the spring constant of the cell and cantilever, respec-
tively; keffective represents the slope of the linear compression which is calculated 
from the spring constants, kcell and kcantilever.

On the other hand, when the microbes are exposed to any hazardous chemicals 
or inhibitory substances like antibiotics, cell membranes would be the prime target 
where there would be a drastic change in the turgor pressure thus making the cells 
deficient to regulate osmosis. For instance, when bacteria are exposed to the antimi-
crobial peptide magainin (MAG2), there would be a rapid permeability of AMP 
across the membrane to form pores leading to the paralysis of the cell. This was 
demonstrated using E. coli, which when treated with MAG2, the cell suffered time-
sensitive reduction in cell stiffness. Alongside, with the formation and stabilization 

Table 6.5  A summary on Young’s modulus measurement of mammalian cells using AFM

Mammalian cells E (kPa)
Indentation 
(nm) Model References

Rat liver endothelial cell 2 – Hertz 
model

[60]

Cardiac cells 90–110 80 Sneddon 
model

[61]

Endothelial cells (HUVEC) 10–11 – Hertz 
model 

[62]

Erythrocytes 19–33 – Hertz 
model

[63]

Human mesenchymal stem cells 
(hMSCs)/chondriocytes/osteoblasts

33/39/52 – Hertz 
model

[64]

Ovarian cancer cell line (high/low) 0.494/0.884 1000 Hertz 
model

[65]

Human melanoma cell line 0.421 500–1000 Hertz 
model

[66]

Human colon cancer cell line 0.479 1400 Sneddon 
model

[67]

Benign/aggressive prostate tumors 3.03/1.72 500 Sneddon 
model

[68]

Human cervix cell line End1/E6E7 5.5 <150 Sneddon 
model

[69]

HeLa cells 2.48 <150 Sneddon 
model

[69]
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of pores on the outer surface of cell membranes, the turgor pressure could no longer 
be maintained and tended to collapse attributing to decline in cell rigidity by 50%.

More interestingly, the effects of single-walled carbon nanotubes (SWCNTs) 
forming networks across the membrane in bringing about a steady decrease in cell 
stiffness have also been reported [47, 75]. It was proposed that the SWCNTs exe-
cuted cell penetration, membrane disruption, and leakage of cell contents. In order 
to mimic SWCNT piercing single cell, a sharpened AFM tip was used. Prior to cell 
penetration, there was no significant decrease in single-cell stiffness but allowed 
them to conclude that the network formation has contributed to an overall decrease 
in turgor pressure. There is yet another case where the changes/decrease in cell stiff-
ness could also be a positive factor. This was evidenced in a cyanobacterium, 
Anabaenopsis circularis whose characteristic gliding movement changes frequently 
due to the gliding speed in turn changing the cell stiffness (mimicking ill health of 
a cell) attributing for a positive health sign.

Nanoparticles have been found to play a pivotal role in influencing the turgor 
pressure of a bacterial cell upon interaction. For instance, a bacterium (E. coli) 
exposed to hematite nanoparticles showed a 20-times increase in spring constant 
over untreated ones. But it is still unclear whether the alterations in cell stiffness 
were associated with fluctuations in turgor pressure or by the interaction of the 
nanoparticles surrounding the cell [76]. Furthermore, antibiotic treatment could 
bring about a steady increase in turgor pressure and tend to decrease over a period 
of time with values similar to that of the untreated ones. This could be one of the 
strategies adopted by the bacterium to surpass the antibiotic action by increasing the 
turgor pressure which in turn increases the stiffness of the cell [77, 78].

Stiffness of the mammalian cells has been determined by following various pro-
cedures and parameters [75, 79]. But the differences in settings, application of theo-
retical models and the selection of cantilevers influence the Young’s modulus 
leading to diversity in Young’s modulus of the same cells characterized under differ-
ent environmental conditions. There are several models proposed based on settings, 
cantilevers, and detection procedures. Theoretical models such as Hertz model, the 
Chen model, and Tu model have been used to determine the Young’s modulus under 
similar settings.

Among various models, Hertz model constitutes one of the popular models 
applicable to samples with diversified properties such as homogenous, isotropic, 
linear elastic material properties, infinite thickness, and smooth surface. This model 
helps to conquer the inherent features of the cell meticulously at its center under 
controlled experimental procedures. On the other hand for characterizing or imag-
ing thin samples such as lamellipodia area, Chen and Tu models are used. 
Additionally, they are employed to probe well- and non-adhered regions that consti-
tute the peripheral regions of a cell [80, 81].

Cell stiffness constitutes one of the important parameters and biomarkers in opti-
mizing the strategies for the personalized treatment of cancer. Xu et al. [65] have 
conducted various studies on epithelial cancer cells from which they interpreted that 
ovarian cancer cells exhibit softer and lower intrinsic variability in cell stiffness 
rather than the non-ovarian cancerous cells. Furthermore, the ovarian cancer cells 
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(HEY A8) typically demonstrated deformation owing to the loss of cell stiffness 
serving as a biomarker for progressing metastatic cancer, which the parental cells 
(HEY) failed to convey. This approach could perhaps help detect the biomarkers 
associated with cell stiffness and  to evaluate the relative metastatic potential of 
other cancer cell types.

6.4	 �Applications of AFM

6.4.1	 �Virus Imaging

Virus is defined as a submicroscopic infectious agent that resides and replicates 
inside the living host cells (intracellular parasite) for its survival. They are capable 
of infecting all life forms from plants, animals, and human beings. It is indeed quint-
essential to understand the molecular mechanisms involved in the viral infection to 
devise methods and therapeutic strategies to encounter emerging viral infections. In 
order to realize the pathophysiology of viral infection, a deeper knowledge of 
viruses is the need of the hour for which direct visualization of virus particles is 
required. As for the size of the virus particles, their visualization using electron 
microscopy is much preferred. Using AFM, the morphology of tobacco mosaic 
virus (TMV), other large plant viruses, Moloney murine leukemia virus and HIV 
virus on the cell surface have been imaged in their crystalline form [82, 83]. 
Similarly, single virions of herpes, vaccinia, and mimivirus have also been captured 
using AFM probing [84, 85].

One of the characteristic features of AFM in imaging virus is to bring out the 
overall architecture differentiating them from one another allowing for rapid identi-
fication and classification. It is therefore a useful tool in deducing a type of virus 
present in a population with general level of contamination such as cellular material, 
degraded virions, and macromolecular impurities. Secondly, the quantitative prop-
erties of a virus could be well furnished using AFM imaging. For instance, AFM 
could provide measures of viruses present in hydrated and dried states; ultimate 
details about the degree of shrinkage. But there exist some limitations in measuring 
the linear variations—the finite tip size and tip-to-tip variation in the radius of cur-
vature. However, AFM height measurements are much simpler and safer while 
imaging non-crystalline or paracrystalline array of viruses with varied morphologi-
cal features viz. helical, rod-shaped, and spherical viruses. For viruses with spheri-
cal and cylindrical symmetry, the height measurements of AFM would be accurate 
pertaining to their diameters whereas their individual measurements would usually 
be accompanied by modest error of the order of 5% or less. It is by repeating the 
AFM measurements in a particular field and at different scan directions, good sta-
tistics could be obtained facilitating compilation of histograms of various size dis-
tributions (to a precision of angstroms).

For instance, if the distribution belongs to Gaussian distribution, it is presumed 
that for the particles bestowed with general morphology or icosahedra having only 
one triangulation number, this approach would be applied to differentiate variation 
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in their diameters to some degree about the mean owing to the physiological state or 
degree of maturation. Furthermore, this approach has been successfully applied to 
Moloney murine leukemia virus (MuLV). On the other hand, if there exists a more 
complex distribution with multiple peaks and shoulders, it could be inferred that 
particles of different classes might be present with triangulation numbers 3, 4, and 
7 [86–88] (Fig. 6.4).

AFM has also been used to study the underlying mechanisms involved in interac-
tions between viral capsid and genome, morphological changes associated with 
virion maturation, capsid stabilization, and uncoating. It is by the nano-indentation 
method, the mechanical properties of individual molecules and particles at nanoscale 
level had been investigated. Furthermore, virus particles are studied by recording an 
image using AFM cantilever while scanning over the viral surface. Secondly, the 
cantilever is destined toward the virus core. Thirdly, an indentation is made by the 
cantilever on a single virus particle and the response is recorded as force–distance 
curve [89, 90]. This force–indentation curve curtails approximate linearity facilitat-
ing easy quantification of stiffness vide spring constant based on Young’s modulus 
(Elastic theory):

	
k Eh R= ( )α 2 / 	 (6.2)

where k represents the spring constant of the virus particle; R, the radius and h, shell 
thickness; α attributes for proportionality factor and E, Young’s modulus. The value 
of k would be derived from force–indentation curve and mean value of R and h 
would be realized from the virus PDB structure. The constant α which has an 
approximate value of 1 could be omitted [91].

As for the homogeneity of surface properties with constant radius and cell thick-
ness, it can be approximated to an ideal capsid. On the other hand, heterogeneity of 
viral shell showcases the realistic description and challenge in deciphering the 
actual structure. This involves the use of more elaborate approaches such as compu-
tational methods, molecular dynamic simulation studies along with analyzing nor-
mal mode, elastic network, and finite element modelling. Yet another important 
parameter that characterizes the material properties of a virus is its breaking force 
(the maximum force the virus resists before its deformation), which allows real-
time quantification of the virus resistance to mechanical forces [92, 93]. The 
mechanical properties in the AFM probing over capsid maturation have also been 

Fig. 6.4  Typical architecture of a virion probed using Atomic Force Microscope. The schematics 
represent the jumping mode imaging and z-piezo actuation along the scan line
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documented. The maturation of capsid is a process associated with sequence of 
conformational changes formed over the viral capsid during virion formation while 
infecting the host cell. The maturation mechanism has been demonstrated using the 
Bacteriophage HK97 model which is capable of self-assembling into immature pro-
head I structure in which the gp5 capsid protein includes the Δ-domain. This 
Δ-domain unlike other viruses would be cleaved off by the protease activity leading 
to the formation of strong threefold interactions among the hexamers. During AFM 
nano-indentation, a major transition from prohead II to a more rigid particle is 
accompanied by an increase in the spring constant value from 0.018  Nm−1 to 
0.12 Nm−1. Furthermore, expansion and covalent cross-linking have been well dem-
onstrated using AFM during the formation of Head II particle in three different 
ways such as increase in the Young’s modulus to 1 GPa from 0.3 GPa, increase in 
the breaking force to 0.9 nN from 0.56 nN and resistance [94, 95].

In another AFM nano-indentation experiment, the mechanical changes of λ 
phage associated with self-assembly and genome packaging were investigated. The 
study revealed the occurrence of major capsid reinforcement when gpD was added, 
with stiffness increased from 0.12 Nm−1 for the procapsid to 0.2 Nm−1 for the gpD 
decorated capsids with breaking force significantly increased to 0.88  nN from 
0.48 nN [96].

6.4.2	 �Imaging Bacteria

To image bacteria, there is a new approach in AFM viz. peak-force-tapping (PFT) 
mode capable of providing topographical information and mapping nanomechani-
cal properties such as elasticity, adhesion, modulus, and deformations. This 
approach on par with the conventional AFM imaging, works with a very low force 
thus reducing lateral force and mechanical damage to the sensitive biological sam-
ples. By this technique, a chemical-specific hydrophobic CH3 modified AFM probe 
has been designed to test hydrophilic domains of SiO2 surrounded by hydrophobic 
layer of dimethylmethylsilane. Such modifications have captured the images with 
better resolution (512 × 512 pixels) and at a faster scanning (8 min) rate. This has 
been applied to scan the spores of Aspergillus fumigatus immobilized onto a poly-
carbonate membrane. The results obtained showed a strong adhesion force of 
4723 ± 586 pN for the hydrophobic patches with 0–1000 pN for the neighboring 
hydrophilic areas [97].

Furthermore, nano-indentation studies were conducted to establish a correlation 
between the nanomechanical properties and bacterial aggregation. Such 
nanomechanical-based indentation studies have helped to understand the effect of 
various antimicrobials (ticarcillin and tobramycin) or novel antibiotics and antimy-
cobacterial (ethambutol and isoniazid) drugs on Pseudomonas aeruginosa, 
Acinetobacter baumannii, and their respective biofilms [98–100]. Leradi et al. [101] 
have demonstrated a different approach in detecting the bacteria resistant to antibi-
otics in a short span of time. The morphological alterations evidenced in an 
antibiotic-sensitive Klebsiella pneumoniae exposed to different antibiotics have 
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been reported. But no significant morphological disturbances were seen in antibiotic-
resistant strains. Similarly, the antibacterial action of Sushi peptides on Gram-
negative bacteria such as Pseudomonas aeruginosa and their mechanisms of action 
have been imaged using AFM. Three different stages of their action viz. damage to 
the outer membrane, permeabilization through the inner membrane and disintegra-
tion of both membranes via “carpet-model” have been well documented at the nano-
meter scale [102].

In a similar fashion, Mularski et  al. [103] have revealed time-resolved AFM 
images of antimicrobial peptide caerin 1.1 interacting with K. pneumoniae cells. 
From the experiment, they could decipher the localized defects caused by the AMP 
leading to the formation of pores on the cell membrane. This mechanism was com-
pared by visualizing them using a scanning electron microscope which corroborated 
with the AFM images. When the concentration of AMP was increased threefold, 
pores appeared apparently on the outer membrane when visualized from 
AFM images.

Besides antibiotic treatment, the deleterious effect induced by silver nanoparti-
cles (AgNPs) to the antibiotic-resistant strains has been imaged using AFM. A com-
parative study on the antibacterial mechanism induced by AgNPs on Gram-positive 
S. aureus and Gram-negative K. pneumoniae has been demonstrated by the morpho-
logical and topographical differences. Control cells showed typical spheroid and 
rod shape morphology whereas those treated with AgNPs showed depressions or 
grooves in the form of “pits” accompanied by increased surface roughness and cell 
shrinkage (28% and 41%) have been well elucidated [104] (Fig. 6.5).

AFM is now gaining importance in the field of medical diagnostics for the rapid 
detection of antibiotic-resistant bacteria by recruiting nanomechanical sensors 
[105], one of the alternatives to conventional microbiological techniques. It is based 
on the cantilever fluctuations induced by the viable and dead strains of S. aureus and 
E. coli, the sensitivity is determined. There was a rapid reduction in fluctuations to 
antibiotic-treated (antibiotic resistant) strains of E. coli wherein the fluctuations 
were relatively large in the living population. Interestingly, the antibacterial effect 
induced by fosfomycin on methicillin-resistant Staphylococcus pseudintermedius 
was clearly explained from the height images of AFM associated with cellular 
dimensions. The increased surface roughness with substantial topographical 
changes such as shrinkage and cell membrane damage emphasized the antibacterial 
mechanism on a par with smooth surfaced control cells at nanoscale dimen-
sion [106].

6.4.3	 �Cancer Diagnosis

One of the major criticalities faced by the modern world associated with lack of 
cellular adaptation is cancer and whose early diagnosis poses a challenge for suc-
cessful treatment. It is only at a later stage that cancerous cells are detected owing 
to their difficulty in visualizing very small tumors of size <1 mm3 and identifying 
biomarkers with utmost specificity and sensitivity [107, 108]. It was reported from 
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various studies that the cancer cells exhibit less stiffness than normal cells (Fig. 6.6). 
In this scenario, Cross et al. [109] have proposed a nanomechanical approach to 
detect cancerous cells. With the development of AFM, detection of cancer at single-
cell level by exploring the mechanical properties in combination with routine mor-
phological and histopathological analysis could typically differentiate them from 
normal cells with utmost certainty. In order to determine the cell population for 
obtaining statistically meaningful data, stiffness variations in a single cell and in a 
population should be taken into account. Further, applying the same to the 

Fig. 6.5  The morphological and topographical difference between the control and AgNPs treated 
cells at nanoscale has been clearly demonstrated using AFM. (C1) Gram-positive bacteria control 
(T1) Gram-positive bacteria with morphological disturbances exposed to AgNPs (C2) Gram-
negative control bacteria and (T2) Gram-negative bacteria treated with AgNPs. Treated cells exhib-
ited increased surface roughness and cell shrinkage owing to membrane damage induced by 
AgNPs resulting in pit formation. Respective line profiles (L1 – L4) and histogram analyses (H1 – 
H4) have been illustrated. Modified figure from [104]
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heterogeneous population with multiple indentations at different locations on each 
cell would be appropriate to calculate Young’s modulus [110].

Moreover, consecutive probing of the cantilever tip over the cell surface during 
the measurements could influence the elastic properties with respect to time and this 
aspect demands further investigation. In this line, AFM measurements under static 
conditions might not be as sensitive a method as interference method in the detec-
tion of rapid and dynamic changes occurring in the cytoskeleton of the cell. But 
cytoskeleton remodelling might have a significant influence for which it needs to be 
probed to the next location. This is accomplished by continuous monitoring of 
changes in the Young’s modulus during measurements with respect to time [111]. 
There are studies that showed the possibility of differentiating normal cells from 
cancer cells, original cancer cells from metastatic cancer cells based on the hardness 
and mechanical properties (Young’s modulus, stiffness, and adhesion) using 
AFM. However, the relationship between invasion and metastasis of tumor cells 
within the microenvironment was well explored using AFM.  By monitoring the 
extracellular matrix (ECM) microenvironment, leads pertaining to disease-induced 
tissue stiffness alterations were also reported [112]. For instance, when a regular 
liver tissue is challenged microscopically with liver fibrosis tissue and cirrhosis tis-
sue using AFM, significant differences in their hardness could be evidenced. Upon 
comparison, liver cirrhosis tissues showed not much difference in hardness with 
hepatocellular carcinoma tissue suggesting an increase in hardness which might be 
due to the progression of cancer prior to cirrhosis. This was found contrary to some 
of the reports disproving the fact that cancerous cells need not be softer than the 
normal cells and can be more rigid than the normal cells during the process of car-
cinogenesis [113, 114].

6.5	 �AFM in Combination with Other Technologies

Cancer poses a great challenge for any technology to differentiate primary tumor 
cells from metastatic tumor cells with enhanced criticality in the diagnosis and 
treatment. Indeed, primary and metastatic cancer cells exhibit diverse genetic maps 
providing a major cue in the clinical diagnosis. It is well known that Raman spec-
troscopy could successfully differentiate cancer cells from healthy cells, metastatic 
cancer cells from primitive cells, and cancerous tissues from healthy ones [115, 

Fig. 6.6  AFM imaging of the cancerous cells and normal cells and their corresponding indenta-
tions experienced by the cantilever tips
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116]. One of the prominent characteristics of Raman spectroscopy is that it gives a 
clear picture about chemical composition of a material but impossible for 
AFM. When AFM is combined with Raman spectroscopy, the substance present on 
the cell surface along with the chemical constituents that make up the substance 
could also be deciphered [117].

Confocal laser scanning microscopy involves high-resolution optical imaging 
with in-depth selectivity pertaining to optical sectioning and construction of 3D 
structures from the obtained images. AFM when merged with a confocal laser scan-
ning microscope (CLSM), the mechanobiological properties of individual cancer 
cells would be deciphered. Furthermore, their combination correlates to notch 
points that ease subsequent imaging of subcellular components. This would help 
monitor the disease progression as the cancer development at an early stage show-
cases an appreciable change in the mechanical properties and morphology. This 
change in elasticity as detected from AFM would be correlated with the cancer in its 
early transformation process. For instance, a multifunctional protein α-enolase 
(ENO1) is not only involved in the glycolysis pathway but also serves as a receptor 
for fibrinogen in cancer progression. The combined use of AFM and CLSM had 
exposed the gene silencing of ENO1 followed by transformation of pancreatic can-
cer cells into coarser ones. This causes damage to the adhesion force existing 
between cancerous cells and stroma, leading to invasion and metastasis in pancreas 
[118, 119].

Furthermore, the joint use of AFM and Data mining techniques helped to catego-
rize brain tumors at 94.74% efficiency and accuracy in classification. This combina-
torial approach could differentiate type II from types III and IV tumors. Alongside 
patients with stage II tumors could also be diagnosed at an early stage thereby pre-
venting the risk of cancer metastasis [120]. In addition, AFM imaging combined 
with mechanical measurement has been on rise in the biomedical field to determine 
the cell structure and functional aspects at single-cell level. Eventually, this approach 
might help differentiate the cancer cell from the normal cell providing lead for 
visual drug research. This developing trend might help surpass the shortcomings of 
either technique used in combination showcasing the expanding applications of AFM.

6.6	 �Conclusion and Future Prospects

AFM remains one of the successful imaging techniques since its development hav-
ing a significant role in imaging biological materials and in understanding the 
mechanical properties of a wide array of cells. Their progress from initial imaging 
modes (contact, non-contact, and tapping) and force-driven mechanical computa-
tion modes to rapid and multispectral mechanical quantification modes (peak force 
mode) qualify AFM as an extremely important tool in exploring the physicochemi-
cal and mechanobiological properties of the cell. Conversely, the HS-AFM (High-
speed atomic force microscopy) allows visualization of the conformational changes 
of proteins in real time. For instance, the mechanism of proton pumps, protein–
DNA interactions, protein–ligand interactions, diffusion, and assembly of the 
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membrane and scaffold. Interestingly, the flexibility of biomolecules in attaining the 
best shape for improved binding to the target (antibody interaction with the antigen) 
could very well be appreciated. Moreover, the ultrashort HS-AFM cantilevers 
enable exploration of fast protein dynamics, theoretical predictions, and molecular 
dynamics simulation studies within microseconds with the help of high-speed force 
spectroscopy (HS-FS). Although, the development and application of HS-AFM are 
at their infancy, its contribution to the physical phenomena occurring in the biologi-
cal systems is yet to be unravelled.

Besides hunting for impaired tissues, AFM has been realized to study the mecha-
nistic aspect of cells as novel and a potential diagnostic biomarker for detection of 
infectious diseases and to understand the disease progression. There are several 
challenges that need to be addressed before AFM technology could be realized for 
a wide variety of biological applications.

The first and foremost challenge in AFM measurement of cells is its manual 
operation, where, the probes are manually controlled to target cells by setting the 
parameters to acquire cell force curves and to process the data. Going manually in 
turn reduces the experimental efficacy taking several minutes to image/to obtain 
measurement of the cell. However, to retrieve prognostic information, more cells 
need to be probed/enumerated making the operation laborious and cumbersome 
thereby limiting the application of AFM at a single-cell level. This demands an 
improvement in the level of operation from manual to automation that facilitates 
AFM probing at maximum efficiency.

Secondly, variation in the response time of a cell to the external environment 
and AFM’s mechanical mapping time. The response time was determined to be 
~1 ms, significantly less than the mechanical mapping of ~10 min. Due to the 
variation in time, the mechanical properties of the cell in real time and their 
monitoring are made difficult. With the advent of HS-AFM, this time gap has 
been significantly reduced with imaging times less than 100 ms and is applicable 
to image rigid, flat, and small-sized samples for obtaining real-time images of 
cells. Further, they are also used to image mammalian cells with approximately 
5 s in response to external stimuli.

One of the most important factors that determine the efficiency of AFM measure-
ments is the standardization. For instance, the mechanical properties of the cell is 
determined by Young’s modulus which ultimately depends on several parameters 
such as experimental conditions, instrumental parameters, cell state, and data analy-
sis. Furthermore, the results obtained can only be compared under similar experi-
mental conditions. On the other hand for biomedical applications, multiple clinical 
cases are required to authenticate the reliability while gauging the mechanical prop-
erty. So, the need for sample preparation and standardization of AFM with relative 
values pertaining to cancer and normal cells remains a mandate. There are several 
reports highlighting direct measurement of mechanical properties of a localized 
cancer tissue encompassing cancerous cells, normal cells, blood vessels, etc. but the 
criticality relies on the detection of individual cancer cells and their mechanical 
properties. So, the tumor tissues present at different locations may exhibit different 
mechanical properties, which need to be extracted for comparative evaluation. More 
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interestingly, AFM in combination with other complementary techniques shows a 
ray of hope in countenancing AFM to resolve unanswered queries in life sciences in 
near future.
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Abstract

Scanning Electron Microscope (SEM) is a technique used to visualize a speci-
men’s surface topography, composition, crystallographic, and microstructural 
information. Resolution achieved by SEM is up to nanometers range (~10 nm). 
SEM generally includes scanning X-ray beams across specimens (metal, plas-
tics, ceramics, silicon crystals, or chips) to record energy dispersive spectra 
(EDS). At the same time, electrons are used to record the topographical images 
in SEM. Generally, the instrument works in a high vacuum system (~10−4 torr), 
and image formation (in raster scan pattern) occurs due to electron–matter 
interaction. The pattern obtained in SEM is 3-dimensional with an extensive 
magnification range. Sample preparation plays a vital role in revealing the 
properties of materials. SEM can quickly analyze fractured surfaces and also 
evaluate corrosion in specimens. It is also used in the elemental recognition of 
base matrix, segregated phases, and identifying air pores in samples. Nowadays, 
SEM has a broad scope, such as vaccination testing, gas sensing, and forensic 
investigations.
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7.1	 �Introduction

The Scanning Electron Microscope (SEM) is mainly used to identify materials on a 
microscopic scale (~0.5 nm). The instrument generally uses a highly accelerated 
beam of electrons to identify materials. An average human eye can observe two dots 
with a difference of 0.2 mm. If the dots have a distance of less than 0.2 mm, it will 
be a single dot for a normal human eye. In order to view things at a much smaller 
level, one must need a microscope. Before proceeding to the instrument’s working, 
let us first recall the brief history. The first microscope was invented in the sixteenth 
century by two Dutch opticians. The microscope thus designed was the compound 
microscope that involved more than one lens in a sequence. A few decades later, 
Giovanni Faber coined the term microscope (in Greek, micro stands for small and 
scope stands to aim). The invention of the microscope grew up in the mid-seventeenth 
century by Italians and Dutch, as no one knows the exact timing and inventor of this 
invention. In the seventeenth century, optical microscopes were considered for bio-
logical purposes, as Robert Hooke designed a two-lens microscope, and after a few 
years, Leeuwenhoek (Fig. 7.1) designed a single-lens microscope. In the history of 
microscopes, Leeuwenhoek made a remarkable discovery of ~500 microscopes. 
Nine still exist out of these 500 microscopes, whereas some are still a mystery [1]. 

In the nineteenth century, achromatic objectives came into attention leading to 
advancement in microscopes technology. Later on, in 1857, a more modern micro-
scope was invented by Zeiss (the first mass producer of the high-quality micro-
scope)  (Fig. 7.2), having a resolution of around 0.2  μm. Germany became the 
primary hub to gain maximum knowledge about sciences and, most notably, micro-
scopes. Within a few years, along with modern civilization, modernization of micro-
scope was also achieved, with tremendous professional applications [1, 2].

Fig. 7.1  Anton von 
Leeuwenhoek
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In 1931, Ernst Ruska and Max Knoll discovered the first electron microscope 
(later won Noble Prize for the same) (Fig. 7.3). The microscope’s resolution was 
100 nm and later on updated to 0.05 nm. Year after year, more modulations were 
performed by different scientists [2]. In 1938, the first commercial electron micro-
scope was discovered by Siemens. Electron microscopes (having various lens com-
binations) were developed to overcome the limitations of light microscopes 
(400–700  nm wavelength). The magnification of the light microscope is about 
1000×, and at the same time, electron microscopes have much higher magnification 
(~30,000×). A comparison between electron and light microscope is given in 
Table 7.1.

Initially, the electron microscope was divided into three categories:

	 (i)	 SEM
Scanning Electron Microscope is used to analyze the sample’s surface by scan-

ning it using a focused beam of electrons. The images produced are used to 
identify the surface topography and sample composition. A modern-day SEM 
setup is shown in Fig. 7.4 to understand the system in a better way.

	(ii)	 TEM

Fig. 7.2  Carl Zeiss

Fig. 7.3  Ernst Ruska and 
Max Knoll
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TEM stands for Transmission Electron Microscopy, and when a beam of electrons 
is transmitted from a sample, making an image on a fluorescent screen. This 
transmitted electron beam sometimes damages the samples/specimen, which is 
the drawback of this microscopy. However, the resolution of TEM is much 
higher than that of SEM.

	(iii)	 REM
Reflection Electron Microscope is somewhat similar to TEM.  The difference 

arises when the elastically scattered electrons are used in REM instead of the 
transmitted electron beam. A year-wise development summary of SEM is 
given in Table 7.2.

The main focus here is on Scanning Electron Microscopy. SEM reveals the sur-
face topography, morphology (shape, size, etc.), and compounds composition. The 
high spatial resolution of SEM makes it a powerful tool to characterize a wide range 
of samples from several nanometers to micrometer ranges.

SEM means scanning a sample/specimen using an electron beam. As soon as the 
electron beam falls on the sample, atoms of the sample eject out electrons. Due to 
inelastic scattering, the atoms move to an excited state and then return to their 

Table 7.1  Difference between light and electron microscope [3]

Sr. No. Characteristics Light microscope Electron microscope
1 EM spectrum 400–700 nm 4 nm
2 Resolving power ~200 nm 0.5 nm
3 Magnification ×1000 to ×1500 ×500,000
4 Lens used Glass Electromagnetic lens
5 Radiation source Tungsten or quartz lamp High voltage tungsten lamp, LaB6

6 Internal environment Air Vacuum
7 Sample support Glass slide Copper grid
8 Focusing screen Human eye Fluorescent screen
9 Staining Water soluble dyes Heavy metals

Fig. 7.4  Modern-day 
SEM setup
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ground state by releasing energy. The production of X-rays balances this difference 
in energy. These X-rays are produced when the electron from an atom’s outer shell 
in an excited state replaces the inner shell electron. The X-rays give information 
about the composition of the specimen. At the same time, different electrons pro-
vide different types of information, such as Auger electrons telling us about surface-
sensitive compositional information; primary backscattered electrons give 
information on atomic number and topography. In order to get this information, one 
must know about SEM from its initial stage, as described further.

A modern-day SEM has a magnification of around one million times, and due to 
this reason, it becomes a powerful tool for scientists to work at such a micro-level. 
As seen in Fig. 7.4, the SEM instrument has many parts. The monitor screen is used 
to view and save images of the sample placed in the instrument. The detailing of this 
instrument is discussed in Sect. 7.2.

7.2	 �Instrumentation

The principle of any device itself tells about how it will work and what component 
one has to choose.

Principle  In the presence of positive electric potential, electrons are bombarded 
over the specimen with the help of an electron gun. To align the electron beam, 
metallic apertures and magnetic lenses are used. As soon as the electrons strike the 

Table 7.2  The evolution of SEM over time [3]

Sr. No. Year Development
1 1935 Concept of SEM by Max Knoll
2 1938 Idea and development of STEM by Ardenne
3 1942 SEM with 50 nm resolution by Zworykin
4 1956 Signal processing, image quality improved [4]
5 1957 Observation of voltage contrast
6 1960 Scintillating secondary electron detector with improved signal-to-noise 

ratio [5]
7 1960 Stereographic 3D images [6] 
8 1963 Development of E-T detector [7] 
9 1965 First commercial SEM “stereoscan” invented [7, 8]
10 1970 EDS coupled with SEM
11 1970–1990 LaB6 cathode gun, field emission gun, electron backscattered 

diffraction, cathodoluminescence in SEM, large specimen stage 
developed up to 23 cm, autofocus and auto stigmator functions, 
low-temperature cryo stage, variable pressure SEM

12 Since 1990 Automations and analysis were improved with the invention of 
computers

13 2000–present The resolution of microscopes has been improving
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specimen, it produces signals containing information about surface topography and 
other properties as well which are displayed on the screen.

Components  There are two critical components involved in SEM, which are:

	(a)	 Electronic Console:
This component controls the adjustments of the instrument via knobs and switches. 

CRT that produces images is also a part of the electronic console. This elec-
tronic console manages and controls filament current, accelerating voltage, 
magnification, brightness, etc. A computer system controls the instrument’s 
functioning to remove the bulky and excessive knobs. The image of the speci-
men can be viewed on the computer screen and can be saved at our 
convenience.

	(b)	 Electron column:
It is a place where the origination of an electron beam takes place inside a vacuum. 

The originated electron beam is concentrated over a particular area with a spe-
cific diameter, and then the surface of the specimen is scanned. The stage con-
trol of the sample is placed just opposite the specimen chamber. It can be rotated 
in 360° and can be inclined up to 90°. The components involved in the electron 
column are electron source to produce electron probe, specimen chamber, 
secondary electron detector, sample stage (controlled by goniometer), an image 
display unit (Fig. 7.5).

Fig. 7.5  Photograph showing electron column and electron chamber
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7.2.1	 �The Illumination System

This portion contains an electron gun, condenser lenses, objective lens, scanning 
coil to scan electron probe, etc., and this whole optical system must be kept in a 
vacuum [9] (Fig. 7.6).

7.2.1.1	 �Electron Gun
An electron gun is situated in the upper part of the electron column. The free elec-
trons can be produced by thermionic emission or cold field emission where the 
electron source can be of various types, such as tungsten, LaB6, cold field emission, 
and Schottky. Thermionic emission contains tungsten filament heated at 2700 K 
using an electric current because of its high melting point and low cost. Thus, the 
electrons leave the filament. The electrons escape with low acceleration, and there-
fore a high voltage is applied between the filament and metal plates. The filament 
here acts as a cathode, and the metal plate acts as an anode. To adjust the current of 
the electron beam, the Wehnelt electrode must be placed between cathode and anode 
with negative voltage.

Fig. 7.6  Schematic of an electron chamber
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Next, there is no need to heat the filament in cold field emission. The electrons 
can easily escape at room temperature. The cold field emission generally has a high 
electron yield and produces an image at atomic resolution. However, the drawback 
of this instrument is that it is very costly, and a very high vacuum has to be main-
tained for it. Different electron guns with their varying features are stated in 
Table 7.3.

7.2.2	 �Lens: The Different Types of Lenses Used in Electron 
Microscope Are as Follows

7.2.2.1	 �Electromagnetic Lens
This lens is action generated due to the flow of direct current, and a magnetic field 
is produced in a winding of insulated copper wire. The density of the magnetic line 
decides the magnetic behavior of this lens. The path followed by an electron in the 
system is circular (1) due to deviation offered by the magnetic field and (2) perpen-
dicular plane of magnetic field and velocity vector. This circular path results in the 
rotation and magnification of the image. Whenever the current through the coil var-
ies, it directly changes its strength which an optical lens cannot achieve. The focal 
width of the lens is proportional to the power of the magnetic field.

7.2.2.2	 �Condenser Lens
It is the first lens system in a microscope. The electron beam from the anode now 
has to pass through the focal point. The electron beam is converged by two con-
denser lenses placed between the focal point and anode. Here, the condenser lens 
can identify the intensity of the electrons and the beam’s brightness. The absolute 
character of the condenser lens is that any increase or decrease in the excitation of 
the condenser lens decides the broadening and sharpness of the beam, which in turn 
decreases or increases the number of electrons approaching the objective lens, 
respectively.

7.2.2.3	 �Projective Lens
This lens helps to obtain the final image of the specimen. The final image is obtained 
with the help of two lenses on a fluorescent screen or photosensitive film. The mag-
netic lens is responsible for aberrations like chromatic aberration (rays pass through 

Table 7.3  Features of different emission guns [10–12]

Tungsten LaB6 Field emission gun Schottky emission gun
Heating 
temperature

2800 K 1900 K 300 K 1800 K

Lifetime 50 h 500 h Some years 1–2 year
Energy 3–4 eV 2–3 eV 0.3 eV 0.7–1 eV
Electron source 
size

~17 μm ~10 μm ~5–10 nm ~15–20 nm

Vacuum High Very high Super high Ultrahigh

S. Jaidka et al.



173

lens focus at different points due to variation of refractive index with wavelength), 
spherical aberration (an intrinsic defect that takes the shape of a sphere), distortion, 
and astigmatism (due to contamination of lenses). The role of the objective lens is 
to observe the diameter of the electron probe.

7.2.2.4	 �Apertures
The electron column contains many apertures to remove the irrelevant electrons 
from lenses. The lens aperture also discovers the spot size of the beam. This spot, 
later on, is used to find out the resolution by reducing the brightness of the beam.

7.2.2.5	 �Scanning System
The deflection coils in the objective lens are used to form images. In order to mini-
mize the aberrations such as astigmatism in the electron beam, a magnetic field is 
used, or a corrector is applied.

7.2.3	 �Sample Holder

The specimen stage is at the bottom of the electron column. Here, the sample is 
placed and operated with a goniometer. On the front side of the chamber, there is a 
manual control system for the rotation of the specimen. The specimen can be moved 
into any direction (x, y, and z-direction) and rotation. X and Y-axes are for horizontal 
motion, Z-axis for vertical motion, T for tilting, and R for rotation. The sample is 
connected to an aluminum stub. The sample holder is placed in the microscope 
manually or by vacuum lock. An electron microscope must be mounted on air cush-
ions to avoid electromagnetic fields and vibrations. A photograph of the sample 
holder is shown in Fig. 7.7.

Fig. 7.7  Specimen holder
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7.2.4	 �Vacuum System

For proper functioning of SEM, a suitable vacuum is needed because:
	1.	 Electric current flowing through filament increases its temperature, which leads 

to the burning of filament in the presence of air.
	2.	 The column operates in a dust-free environment.
	3.	 Electron strikes with air may lead to scattering of electrons and reduce the 

beam’s intensity. In order to increase the mean free path of an electron, a vacuum 
must be created.

	4.	 Air particles must avoid combining with electrons or making any other com-
pound and condensing on the sample. Hence, it leads to wrong observations and 
imaging.

Different parts of the chamber need to be vacuumed at different pressures. The 
vacuum maintained in the electron column must be ~10−4 Pa; in the specimen cham-
ber, it should be ~10−3 Pa, whereas 10−7 Pa to 10−6 Pa pressure must be maintained 
in the field emission column. In order to maintain the vacuum at 10−3 Pa, an oil dif-
fusion pump or turbomolecular pump may be used. Turbomolecular pump rotates 
the turbine at ~30,000 rotations per minute to vent out the gas. In case, FE gun is 
used, then the pump must be a sputter ion pump. The sputter ion pump creates an 
ultra-high vacuum for the microscope. A cold cathode gauge or Pirani gauge is used 
to measure the vacuum level (Fig. 7.8).

7.2.5	 �Detectors

The device that fetches the signals produced due to the beam’s interaction and the 
sample is known as a detector. Several types of detectors are used in SEM. Some are 

Horizontal plane

Vertical

Electron probe

Tilt

Rotation

Fig. 7.8  Schematic of a sample stage
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permanently fitted inside, while some are removable and can be easily removed. 
Depending upon the type of signals, detectors are placed and used. The primary 
function of an electronic detector is to convert the signal into digital images. Here 
we have discussed some detectors used in the signal collection and conversion of 
the signal to images.

7.2.5.1	 �Everhart-Thornley (E-T) Detector
This detector has the potential to distinguish secondary electrons (SE) and backscat-
tered electrons (BSE). However, in SEM, this detector is used only to obtain sec-
ondary electron images, and for backscattered images, a different detector is 
appointed. All the electrical signals are amplified. The computer and knobs can 
control the brightness and contrast of images. The quantity of signal is maintained 
by changing the potential. At negative values, the E-T detector acts as a backscat-
tered detector. E-T detector has amplified signals, minimum noise, more life, and is 
available at low cost.

7.2.5.2	 �Through-the-Lens (TTL) Detector
Some indirect secondary electrons and backscattered electrons devalue the SE 
image resolution. While working on this problem, the TTL detector comes into use. 
TTL detector helps to get a high-resolution image. The detector is used with a scin-
tillator bias of 10  kV.  The instrument contains a high signal-to-noise ratio. The 
utmost features of TTL detector are:

•	 It is highly efficient in collecting high-resolution SE signals without depending 
on emission direction.

•	 Instrument reduces the BSE images.

Whenever high magnification is required, low beam energy can be used. When 
using low beam energy, short working distances must be prioritized. This detector 
can also be used to identify cavities or voids.

7.2.5.3	 �Backscattered Electron Detector
	(a)	 Solid-state diode (SSD) detector is a well-known BSE detector made up of p–n 

junction. The need for a BSE detector in SEM is that the energy of backscat-
tered electrons is relevantly high than that of secondary electrons. In that case, 
the E–T detector is used for SE (having energy ~10 ev), while the BSE detector 
is for the backscattered electron (having energy in keV). To increase the solid 
angle of collection, BSE must be fixed directly below the pole piece above the 
specimen. The contrast in the backscattered image depends on the detector’s 
sensitivity to the number and energy of electrons escaping the samples. Even 
though a solid-state BSE detector has low cost and minimum space is required, 
its response time is slow.

	(b)	 Scintillator BSE detector is another BSE detector that uses a scintillator, light 
guide, and photomultiplier. The detector’s working principle and mounting place 
are the same as above. This detector overcomes the limitation of the SSD-BSE 
detector, i.e., it has a faster response time, thus giving quick scan rates. The only 
restriction is that the detector is quite heavy and requires large spacing.
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	(c)	 The third type of detector is a parallel and electron multiplier named the chan-
nel plate detector. This detector is thin and can be placed between the specimen 
and the objective lens to resolve the limitations of both the above detectors. 
This detector can detect secondary electrons as well as backscattered electrons. 
The multiplier inside the detector is capillaries where secondary electrons fall 
off (Fig. 7.9).

7.2.6	 �Image Display

The electrons from the electron gun are focused onto the probe with the help of 
electromagnetic lenses. The electron beam pierces into the specimen and, as a result, 
generates secondary electrons, backscattered electrons, and X-rays. These output 
signals are gathered by detectors and produce images on the monitor screen of the 
display unit. Previously, the images appeared on CRT and were captured by a cam-
era. Nowadays, the image can be recorded as a digital file on a computer.

7.3	 �Sample Preparation

In general, SEM can be used to analyze any material such as ceramics, biological 
samples, concrete, metals, and composites. So a generalized approach to preparing 
the sample for SEM is presented here. The following procedure can be modified 

Fig. 7.9  Schematic of components of electron column and specimen chamber [1]
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according to the nature and type of the sample that is to be analyzed. A total of six 
steps are presented here, which can be adjusted according to the need and category 
of the sample to which the specimen belongs. The generalized steps are as follows:

	1.	 Cleaning the surface of the sample
	2.	 Stabilizing the sample
	3.	 Rinsing and dehydrating the sample
	4.	 Drying the sample
	5.	 Mounting the sample
	6.	 Coating the sample

	1.	 Cleaning of sample surface: The proper cleaning of the surface of the sample is 
essential because the surface may contain a variety of unwanted deposits such as 
dust, residue, or other contaminants, depending on the source of the material and the 
environment in which the sample has been prepared. Also, the experiment conducted 
before the preparation of the sample for SEM plays an essential role in this process.

	2.	 Stabilizing the sample: Hard, dry materials such as wood, bone, feathers, dried 
insects, ceramic powders, composites, and metal or shells can be examined with 
little further treatment, but living cells, tissues, as well as whole soft-bodied 
organisms, usually require chemical fixation to preserve and stabilize their 
structure. Perfusion and microinjection, immersions, or vapors with various fixa-
tives such as aldehydes, osmium tetroxide, tannic acid, or thiocarbohydrazides 
are used for fixation.

	3.	 Rinsing and dehydrating the sample: After stabilization, rinsing of biological 
samples is done (ceramic powders, metals, and other complex samples do not 
need this step generally) to remove the excess fixative. Then the dehydration 
process of a biological sample is done very carefully. It typically uses a graded 
series of acetone or ethanol, which can ruin the sample if not done correctly.

	4.	 Drying the sample: The scanning electron microscope operates in a vacuum. 
Therefore, the sample must be dry; otherwise, it will be destroyed in the micro-
scopic chamber. Air-drying sometimes causes collapse and shrinkage of the 
sample, so this is commonly achieved by replacing water in the cells with organic 
solvents such as ethanol or acetone. Many people use a procedure called Critical 
Point Drying (CPD) as the gold standard for SEM specimen drying. Carbon 
dioxide is removed after it transitions from the liquid to the gas phase at the criti-
cal point, and the specimen is dried without any structural damage.

	5.	 Mounting the sample: After the sample has been cleaned, fixed, rinsed, dehy-
drated, and dried using an appropriate procedure, it must be mounted on a holder 
that can be inserted into the scanning electron microscope. Samples are typically 
mounted on metallic (aluminum) stubs using double-sided conductive tape (usu-
ally carbon tape). It is essential to decide the best orientation of the sample on 
the mounting stub before attaching it. Reorienting the sample is difficult and can 
lead to significant damage to the sample.

	6.	 Coating the sample: The idea of coating the specimen is to increase its conduc-
tivity in the electron microscope and to prevent the build-up of high voltage 
charges on a nonconducting sample. The coating prevents the charge-up phe-
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nomenon of the sample by allowing the extra charge on the surface to ground 
through the coated conducting film. All metals are conducting in nature, so they 
require no coating before being used. Typically, specimens are coated with a thin 
layer of approximately 20–30 nm of a conductive metal (e.g., gold, gold–palla-
dium, platinum, osmium, and tungsten).

In order to analyze solid samples, such as metals, polymers, and pellets, using SEM, 
the following criteria should be satisfied:

	1.	 The surface area of the sample to be analyzed should be adequately exposed. For 
this, the sample is cut into a suitable size for the sample stage, and its surface is 
put on the top. But if we want to see the sample’s internal structure, then a cross-
section is taken for the proper study.

	2.	 For solid samples such as pellets or metals, the sample is fractured to look at the 
cross-section of the sample. For devices such as semiconductors (which are 
grown or cultured on a single crystal such as that of Si or GaAs), the specimen 
is fractured in a specific direction due to the cleavage property of the single crys-
tal. The obtained cross-section is a flat surface that can easily show us the prop-
erties we are looking for.

	3.	 A cross-section can be easily made using liquid nitrogen dipping for soft sam-
ples like polymers. For this, a small cross-section of the polymer sample is cut 
using a razor/surgical blade, and then it is dipped in liquid nitrogen. This step 
instantly freezes the sample cross-section, which is then mounted on the sample 
stage for further study.

	4.	 For some metal/mineral samples, mechanical polishing is required to view the 
sample’s surface correctly, and for this, the sample is fixed in a resin and then 
polished. The abrasives are changed from rough to fine in this process, giving the 
specimen a mirror-like surface. This mirror-like surface is viewed using back-
scattered electrons, providing an excellent image having different contrast (i.e., 
dark and bright regions) showing the presence of different phases in the sample.

	5.	 Powder samples are analyzed by sprinkling them on conducting tape (usually 
double-sided carbon tape) and then coating them with a thin metal layer. Or 
sometimes, the powder is dispersed in an organic medium such as DI water/etha-
nol/acetone and then dropped on a silicon wafer/aluminum foil and dried. It is 
coated using a metal sputter unit and examined under SEM.

7.4	 �Image Acquisition and Processing

An image can be easily captured using SEM; however, specific points play an essen-
tial role in picture acquisition.

7.4.1	 �Beam Specimen Interaction

The electron beam can be generated through different emission guns. The beam thus 
passes through various components and strikes the specimen. Electrons deflect by 
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elastic and inelastic scattering when the electron reaches the sample. As a result of 
inelastic scattering, secondary electrons are generated, and due to elastic collision, 
backscattered electrons are produced.

	(a)	 Backscattered electrons: If the scattering angle of the electron beam is more 
than 90°, it will produce backscattered electrons. The energy of the backscat-
tered electron will be the same as that of the primary beam of electrons. Its reso-
lution is 1000 nm.

	(b)	 Secondary electrons: If the scattering angle of the electron beam is less than 
90°, it will produce secondary electrons. They are easily bound and have energy 
less than 50  eV.  They provide topographical information about the sample 
(Fig. 7.10).

Auger electrons are low-energy electrons and depict the chemical nature of the 
specimen. The Cathodoluminescence effect occurs when the energy of electrons is 
converted into light energy. The resolution of the cathodoluminescence detector and 
light microscope is similar after both types of X-rays, i.e., characteristic X-ray and 
bremsstrahlung X-rays, which are detected using an energy dispersive X-ray detector.

7.4.2	 �Image Disturbances

Lack of alertness and sometimes insufficient knowledge to operate SEM may lead 
to some failures in producing good quality images by SEM. This may also occur 

Incident beam

Backscattered electrons

Cathodoluminescence

Secondary electrons

Sample

X-rays

Auger electrons

Fig. 7.10  Types of electrons produced by electron–sample interaction [9]
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due to improper sample preparation. Disturbances in image acquisition can be recti-
fied by applying suitable methods to improve them. Here, we discuss some of the 
measures to enhance image quality and how to get a fine surface structure [3].

	(a)	 Effect of accelerating voltage: The voltage difference between anode and fila-
ment is accelerating voltage, adjusted from 200 V to 30 KV. Opting for a cor-
rect value of this voltage is necessary to resolve chromatic aberration, edge 
effect, etc. Thus, it is observed that in order to get a high-resolution image, the 
operating voltage must be high. Lower voltages are only acceptable for soft 
samples such as polymers [13] (Fig. 7.11).

	(b)	 Effect of working distance and spot size: Working distance or spot size greatly 
impacts the image resolution. The working distance is inversely proportional to 
the image’s resolution, whereas spot size is generally responsible for contrast 
and brightness. In order to get a minute spot size, higher brightness is needed 
(Fig. 7.12).

7.4.3	 �Analysis and Processing

Several methods for image recording and processing the data collected using SEM 
are discussed below [14].

7.4.3.1	 �Observing and Recording Using Cathode Ray Tube
SEM image is usually shown on a cathode ray tube (CRT). Most of the time, instru-
ments have two separate tubes, i.e., one with a green-yellow emission for human 
eye sensitivity and a long luminescence decay time for visual observation. The other 
has a blue emission and a short decay time for recording micrographs with a film 
camera. Image time can range from 50 frames/s to 1/10th for visual observation and 
can be expanded to a few minutes. These long recording times are required to 
increase the signal-to-sound ratio. In order to resolve the rapid changes in the sam-
ple structure, image frequencies of 300 images/s were obtained. Additional 

Fig. 7.11  Sample under (a) 15 kV accelerating voltage and (b) 7 kV accelerating voltage
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nonlinearities can be introduced during the photographic recording of the CRT 
image and photographic processing in the darkroom. These problems can be avoided 
by using digital image acquisition discussed in detail later in the text.

The number of lines per frame can be increased from one line for generating a 
line-scan as an oscilloscope trace, up to 1000–2000 lines per frame to record an 
image, and it is assumed that a frame contains pixels of the order 105–106 pixels.

7.4.3.2	 �Digital Signal Processing Method
For any quantitative work requiring the intensity of the stored image, it will be more 
practical to acquire and store the picture digitally. Different image processing pro-
cedures may then be performed without repeated sample scanning, as required for 
analog signal processing methods. Adjusting an analog-to-digital converter (ADC) 
to the variable acquisition rates used to observe and record an image is not easy.

Therefore, it is much better to let the computer decide and produce signals for the 
x and y scan coils itself so that the speed of scanning from point to point is admin-
istered by the speed of the ADC and the data acquisition and storage rates. On the 
other hand, the digital image is temporarily stored in the SEM to generate a static 
image on the CRT and easily be transferred to the computer. Commercial slow-scan 
cards are available for recording 4096 × 4096 pixels at a resolution of 12–14 bits. 
The noise in an acquired image can be decreased quickly by using an integrated 
amplifier with a capacitor in the feedback loop and, on the other hand, a sample-
and-hold amplifier for the period during which the capacitor is discharging between 
the readings of two pixels by averaging out over one sampling interval per pixel. For 
a CRT photograph recording, averaging many scans is not helpful because the scan 
can shift during the long recording time. Using a single scan with a longer sampling 
time per pixel is better than dividing it into shorter runs.

Digital image processing can be performed on a small microcomputer when only 
the most basic procedures are required, due to which they vary in cost and flexibil-
ity. After acquiring the image, a difference should be made between image enhance-
ment, restoration, and analysis. Image enhancement procedures usually involve 
manipulating contrast and intensity levels and improvement of contours. It is a key 

Fig. 7.12  Sample under working distance of (a) 9 mm and (b) 10 mm

7  Scanning Electron Microscopy (SEM): Learning to Generate and Interpret…



182

advantage of digital image processing that it no longer requires scanning the sample 
several times to adjust the black level and intensity to accurately record the image 
within the intensity range of the CRT and the photographic emulsion. The maxi-
mum signal level should be controlled only when its value exceeds 256 gray levels 
or more.

The first step is to examine the image’s histogram, in which a curve represents 
the rate of occurrence of pixel strengths. Figure 7.13a, b shows the SE micrograph 
of a ceramic powder and a histogram of their intensities. At low intensities, when 
pixels are absent, we can set a cursor in the histogram to subtract this level (black/
dark level). Another cursor can be positioned at the maximum intensity, expanding 
the intensity scale.

Image processing can also help record images with a multiple detector system to 
reconstruct the surface profile from the dependence of the SE or BSE signals on 
surface tilt and azimuthal angles or map the mean atomic number from the support 
of the backscattering coefficient on atomic number.

An extensive application of image analysis is stereology. For example, the ratio 
of the areas of four phases (features) in polished sections is equal to the ratio of their 
volumes, i.e.:

	 A A A A V V V V1 2 3 4 1 2 3 4: : : : : := 	

where A1, A2, A3, and A4 are the areas, and V1, V2, V3, and V4 are the volumes of 
those particular phases.

Even if analog signal processing methods have been almost entirely replaced by 
digital image processing, many still examine analog techniques, some of which 
have been transformed into digital processing programs.

Fig. 7.13  Examples of digital image processing showing (a) original SE micrograph of a ceramic 
powder and (b) histogram of different intensities
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7.5	 �Applications and Uses

The term nanoscience has gotten its speed in the last few decades. The signal analy-
sis, which results from the interaction of specimens and electron beam SEM is 
being used. The specimen information is obtained in the range of nanometers 
(Auger electrons) and 5 μm (characteristic X-rays). With the help of SEM, one can 
get the following types of contrast:

•	 Topography: It depicts the texture of the specimen. The topographical feature of 
any material can also be related to its materialistic properties.

•	 Image Morphology: The image morphology involves the ductility, strength, reac-
tivity, etc., of samples. The shape and size of particles can observe all these 
features.

•	 Image Composition: Any compound is made up of elements. Different elements 
have different behaviors and, when they combine, they show different properties. 
All the properties such as melting point, reactivity lie in this category.

•	 The arrangement of atoms can be easily identified by getting crystallographic 
information. The crystallographic information also reveals the electrical proper-
ties of metals.

•	 In order to map grain orientation or crystallographic orientation, SEM can be 
used. It also gives information like heterogeneity.
Other than these above applications, there are some other applications of SEM:

•	 Forensic Applications: Laboratories in forensic departments use SEM to exam-
ine evidence like nails, ink, fibers, gunshot residue, paint, hair, surface fractures, 
and jewelry articles. In the case study, careful classification and discrimination of 
evidence material must be performed.

•	 Nanowires for gas sensing: The SEM technique is used to understand gas sens-
ing behavior. Researchers are continuously improving the fabrication methods to 
use nanowires as gas sensors.

•	 Biological Sciences: Entomological sciences offer the study of cells and tissue at 
the microscopic level. In order to study at the microscopic level, SEM is being 
used. Various parts use SEM for vaccination testing, genetic studies, detecting 
the changes in species with changing weather conditions, identifying and study-
ing new bacteria and viruses, and comparing tissue samples.

•	 Soil and Rock Sampling: Geological departments need to study the morphology 
of samples. The morphological study gives information about weathering 
process.

•	 The microanalysis of rocks and soil gives information on the composition of 
elements.

•	 To observe the compositional difference, BSE imaging is used.
•	 SEM also plays a vital role in the identification of ancient human artifacts.
•	 To study the toxicity in soil.
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7.5.1	 �Advantages of SEM

	1.	 The digital image resolution is 15 nanometers, giving microstructural informa-
tion, including fracture, grain boundaries, and corrosion.

	2.	 The instrument works with rapid speed.
	3.	 The data produced is in digital form.
	4.	 This analysis is easily applicable in identifying the thickness of the coating and 

particle size.
	5.	 The instrument requires fewer measures for sample preparation.
	6.	 SEM, when used with Electron Dispersive Spectroscopy (EDS), can analyze the 

specimen qualitatively as well as quantitatively.

7.5.2	 �Limitations of SEM

	1.	 The foremost limitation of SEM is that it is expensive.
	2.	 The SEM is quite a bulky instrument and needs ample space.
	3.	 To operate SEM, a specially trained operator is required.
	4.	 It carries a minute risk that the electrons that scatter will produce radiations.
	5.	 When placed as a sample, insulators have to be coated with gold or carbon, 

which leads to artifacts.
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8Recent Updates on Methods, 
Applications, and Practical Uses 
of Scanning Electron Microscopy 
in Various Life Sciences
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and Akash Marathakam

Abstract

The current abstract explores the basic concepts, fundamental principles, and 
advantages of SEM (Scanning Electron Microscope) over other microscopic 
techniques. SEM is commonly used in physical, materials, and chemical sci-
ences. It is now widely accepted and applied in medical studies, biological sci-
ence, and pharmaceutical sciences. This wide range of SEM utility in biological 
areas has opened up more avenues and opportunities to understand and visualise 
the unknown facts and concepts in biomedicine. Furthermore, advances in SEM 
in various life sciences have aided in the improved imaging and study of a variety 
of biological specimens. The progress of SEM in various life sciences is thor-
oughly discussed in this chapter. Apart from its life science applications, the 
value of SEM in nanotechnology, microchip production, and digital artwork is 
briefly touched upon.

Keywords
Scanning electron microscope · Electron spectroscopy · Biological · Life science

8.1	 �Introduction

Electron microscopes use an energetic electron beam to examine objects on a fine 
scale. The concept of electron microscope was developed due to the limitations of 
light microscopes by the physics of light. This theoretical limit had been achieved 
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by the 1930s, and there was a scientific urge to observe the tiny details of organic 
cell inner structures. Using a directed beam of high-energy electrons, the scanning 
electron microscope (SEM) generates a variety of signals on the surface of solid 
specimens. Electron–sample interactions produce signals that provide information 
about the sample’s exterior morphology (texture), chemical composition, and crys-
talline structure, as well as the orientation of the materials. Data is collected over a 
defined section of the sample’s surface in most circumstances, and a 2-dimensional 
picture is generated to demonstrate spatial changes in these qualities. The traditional 
SEM approach (magnification ranging from 20× to approximately 30,000×, spatial 
resolution of 50–100 nm) will image areas ranging from approximately 1 cm to 5 
microns in width in a scanning mode [1]. The SEM may also conduct studies of 
specific point locations on the sample; this method is particularly effective for quali-
tative or semi-quantitatively identifying chemical compositions, crystalline struc-
ture, and crystal orientations [2].

8.2	 �Fundamental Principles of Scanning 
Electron Microscopy

In Scanning Electron Microscopy (SEM), impacting electrons decelerate in the 
solid sample; they release kinetic energy, which is dissipated as a variety of signals 
induced by electron–sample interactions. Secondary electrons, backscattered elec-
trons (BSE), diffracted backscattered electrons (EBSD), and photons are among 
these signals [3]. For imaging samples, secondary electrons and backscattered elec-
trons are widely used: Backscattered electrons are ideal for illustrating composi-
tional contrasts in multiphase samples, while secondary electrons are best for 
displaying sample shape and topography. Inelastic collisions of incident electrons 
with electrons in isolated orbitals (shells) of atoms in the sample emit X-rays. As 
excited electrons return to lower energy states, they produce X-rays with a specific 
wavelength. As a result, each element in a mineral that is ‘excited’ by the electron 
beam produces distinct X-rays. SEM analysis is called ‘non-destructive’. The term 
‘non-destructive’ refers to the fact that the X-rays produced by electron interactions 
do not cause the sample to lose volume, allowing for many analyses of the same 
materials. By focusing electron beams, SEM creates high-resolution, three-
dimensional images. SEMs are employed in a wide range of industries, businesses, 
and academic institutions. From cutting-edge production procedures to forensic 
applications, the contemporary SEM has a wide range of practical uses. Topography, 
morphology, and composition are all demonstrated in these photographs.

8.3	 �Comparison Between Electron and Optical Microscopy

The difference between electron and optical microscopy can be found in the name 
itself, which is the type of beam applied to the sample [4]. A beam of electrons, 
rather than a beam of light, is used in SEMs.
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Following are the three types of electron sources found in SEM:

Thermionic filament—A tungsten filament is heated within the microscope until it 
releases electrons. Tungsten filaments operate at a white-hot temperature, which 
causes them to slowly evaporate and eventually break, contaminating the elec-
tron column’s upper reaches. Depending on the vacuum, a Tungsten source has 
an average lifespan of roughly 100 hours.

Field emission gun—Create a strong enough electric field to drive electrons away 
from their atoms. Because it provides high-resolution images, this is the most 
popular option in SEMs, but it demands a vacuum design, which can be costly.

Cerium Hexaboride Cathode—Tungsten is ten times brighter, resulting in a greater 
signal-to-noise ratio and resolution. A CeB6 source typically has a service life of 
1500  hours or more, which is more than 15 times that of Tungsten. A CeB6 
source is utilized in the desktop Phenom SEM class of instruments.

8.4	 �Applications of SEMS

SEMs widely used in industrial, commercial, and in many research applications. 
The applications are enlisted as follows.

8.4.1	 �Materials Science

SEMs are used in materials science for testing, quality control, and failure analysis. 
Nanotubes and nanofibres, high-temperature superconductors, mesoporous struc-
tures, and alloy power are all studied with SEMs in modern materials science. SEMs 
have revolutionised nearly every materials science business, from aerospace to 
chemistry to electronics and energy. In materials research, SEM pictures with high 
resolution and magnification are useful for checking material quality and confirm-
ing that they are fit for purpose. They can also be used to predict and prevent mate-
rial failure [5]. Close observation is required for research into the design of new 
materials to obtain a deeper understanding of the new material and its properties. 
Researchers have been able to analyse cell reactions to cryopreservation using 
SEM, which has led to the development of cryopreservation media that reduces 
damage from rapid freezing. SEM has been used to investigate the impact of antibi-
otics on bacterial morphology and ultrastructure in order to fully understand their 
mechanism of action.

8.4.2	 �Applications of SEM Towards Nanowires for Gas Sensing 
and Semiconductor Inspection

Researchers are investigating novel approaches to employ nanowires as gas sensors 
by refining existing fabrication methods and developing new ones [6]. Recent 
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advances in the usage of nanowires to produce new, very sensitive gas sensors have 
been made. Electron microscopy is essential for defining nanowires, measuring 
their gas sensing behaviour, and comprehending their activity in order to improve 
present gas sensor manufacturing procedures. Accurate topographical information 
is needed for semiconductors to work reliably. SEMs generate high-resolution 
three-dimensional images that allow for fast and accurate semiconductor composi-
tion measurements. SEMs are one of three important quality control tools used in 
almost all wafer manufacturing processes. Larger monitors (19 inches) have been 
shown to minimise visual exhaustion for inspectors conducting regular quality con-
trol checks. As the size of new electronics devices shrinks, SEM research into the 
effectiveness of new production and fabrication processes in the construction of 
these tiny electronics has become necessary [7]. Product designers are looking for 
methods to make products more intuitive, cost-effective, and power-efficient as the 
need for electronics in our daily lives grows. The Internet of Things (interconnected 
computing devices having unique identifiers that can transmit information without 
requiring human intervention, such as smart home gadgets) is growing at a break-
neck pace.

8.4.3	 �Microchip Assembly Applications

In semiconductor production, SEMs are frequently utilised to acquire insight into 
the efficacy of modern processing and fabrication processes [8]. As sizes and mate-
rials increase smaller and smaller, as well as the ability of complicated self-
assembling polymers, SEMs’ high-resolution and three-dimensional capacity are 
vital to microchip design and development. As the Internet of Things (IoT) grows 
more widespread in customers’ and manufacturers’ daily lives, SEMs will continue 
to play a vital role in the design of low-cost, low-power chipsets for non-traditional 
computers, and networked devices. Microchips are still an important part of daily 
life around the world, forming the foundation of every electronic subsystem. 
Manufacturers can achieve astonishing levels of finite detail and electronic density 
with new and emerging microelectronic systems, with smaller, lower-cost, and 
more efficient chipsets spearheading the next generation of networked devices. This 
presents its own set of difficulties. SEM imaging’s extremely high resolution makes 
it ideal as a supplementary technique for microchip assembly, allowing for the 
three-dimensional magnifications required for advanced SEM applications on the 
microelectronics manufacturing line.

8.4.4	 �Forensic and Biological Applications

The Scanning Electron Microscope (SEM) is becoming increasingly significant in 
the realm of forensic investigation. Because of its capacity to study detail on a wide 
range of materials in an easily understandable manner, from high to low magnifica-
tion with an incredible depth of focus, the SEM has become an indispensable 
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instrument. With the ability to evaluate the elemental composition of even the finest 
features on specimens, definitive identifications of the origin of some materials can 
be made, adding to the chain of evidence. SEMs are used to discover evidence and 
gain new forensic understanding in criminal and other forensic investigations.

•	 Analysis of gunshot residue
•	 Jewellery inspection
•	 Bullet marking comparison
•	 Handwriting and print analysis
•	 Banknote authenticity examination
•	 Analysis of paint particles and fibres in traffic accidents
•	 Analysis of filament bulbs in traffic accidents
•	 Identification of firearms (bullet markings comparison)
•	 Banknotes that have been counterfeited
•	 Comparison of traces
•	 Non-conducting materials are examined
•	 Surface imaging with high resolution

SEMs use in forensic sciences allows researchers to analyse a broad variety of 
materials at high and low magnification without losing the depth of focus, allowing 
them to conclude, classify material sources, and add to a body of evidence in crimi-
nal and legal cases [9]. The desktop Phenom GSR instrument was developed with 
automated gunshot residue analysis in mind.

SEMs can be used on everything from insects and animal tissue to bacteria and 
viruses in biological sciences. SEM [10] is used in many fields of biology, including 
cell and molecular biology for studying cell morphology, microbiology for studying 
bacteria and viruses and their relationships with surfaces, each other, and other 
cells, and genetics for studying gene expression. Among the applications are:

•	 Determining how ecosystems are affected by climate change.
•	 Discovering new bacteria and dangerous strains.
•	 Vaccine trials.
•	 The discovery of new species.
•	 Genetics research.
•	 Failure investigation.
•	 A comparison of materials.
•	 Evaluation of the process.
•	 Corrosion and fatigue.
•	 Preparing the surface.
•	 Detection of contamination.
•	 Marketing of a product or a process.
•	 Quality assurance.
•	 Defect identification and classification.
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8.4.5	 �Medical Science Applications

SEMs are used in medical research to compare blood and tissue samples to establish 
the origin of disease and the efficacy of treatments on patients (while contributing 
to the design of new treatments). The following are some examples of popular 
applications:

•	 Detecting different types of diseases and viruses.
•	 Helpful in testing new vaccines and drugs.
•	 For comparing tissue samples between patients in a control and test group.
•	 Testing samples during a patient’s lifetime.

Reports on the use of SEM [10–12] in diagnosis are published regularly. These 
studies provide estimates of the utility of SEM in specific fields (heart, kidney, and 
skin pathology, for example), but they are usually only valid for a limited period. 
Because techniques are constantly evolving, it is difficult to predict whether SEM 
will have positive or negative effects.

In general, SEM [13–21] has a high value in the investigation of clinical speci-
mens related to renal diseases, tumour processes, storage disorders, and infectious 
agent identification.

The so-called submicroscopic pathogens, such as virus particles (tobacco virus) 
and bacteria, were among the artefacts observed in the early days of SEM. SEM’s 
[22] magnification power, as well as the ability to detect virus particles and families 
morphologically, were key factors in its adoption in virology.

8.4.6	 �Application of SEM in Nanotechnology

Starting with the last decade of the past century, Nanotechnology, nanoscience, 
nanoparticles, nanostructures, are extremely prevalent in the specialised literature 
of fundamental sciences, engineering, biology, medicine etc. [23, 24]. Nanoscience 
and nanotechnology aim to research, develop, and deploy materials, technologies, 
and systems that can control matter at nanometric or even atomic scales. The sci-
ence and technology’s dimensional range of development is 1–100 nm having con-
sequences in all aspects of human activity in the near future. As a subject of 
nanoscience and nanotechnology development, this dimensional field has upper and 
lower boundaries. These limits may be considered differently in nanoscience and 
nanotechnology, though the causes may be the same. The lower limit in nanosci-
ence, particularly in the case of nanomaterials, is typically fixed at roughly 1 nm. 
This is acceptable because the measured length limit is around 0.3 nm. Quantic-type 
phenomena of position in determination may occur below this detectable limit. The 
upper limit, conventionally set at about 100 nm, is given by the fact that above this 
limit the special properties of these types of materials do not manifest. The modifi-
cation of the properties of the nanostructured materials is principally the conse-
quence of the following factors: The number of atoms within the limits between the 
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grains is much higher (40–50%) than in the classical materials with polycrystalline 
structure. The appearance of quantic effects that begin to manifest within this 
dimension range. Nanotechnology encompasses ultra-precision processing, the cre-
ation of nanometric-scale machines, molecular devices, nanorobots, supercomput-
ers, and applications in medicine and biology. In the nanoscale domain, quantum 
effects, which are insignificant at the macroscopic level, have a major impact on 
material characteristics and the behaviour of mechanical or electrical systems.

8.4.7	 �Scanning Electron Microscopy in Life Sciences

	 (i)	 Imaging with Highest Resolution at Low Voltages
Realised in the ZEISS Sigma and Gemini SEM families, the unique 

Gemini column, along with field emission (FE) technology, provides the best 
resolution and excellent contrast performance. The Gemini column produces 
good contrast images at low voltages, making it ideal for sensitive and non-
conductive biological samples. The FE-SEMs can easily photograph ultrathin 
sections to produce TEM-like pictures with a resolution that can resolve even 
lipid bilayers. A huge range of sample carriers can be mounted in an SEM, 
overcoming the size and number limitations of a TEM grid and TEM grid 
holders, thus supporting the use of a large variety of samples. SEM-based 
imaging is well suited to investigating resin-embedded materials, which are 
common in many biological applications. Cutting the material into ultrathin 
slices is one method that could be used. Different types of SEM detectors, 
including the secondary electron (SE) detector, the backscattered electron 
(BSE) detector, and the STEM (scanning transmission electron microscopy) 
detector, may easily examine single or series ultrathin sections. Even at 
extremely low voltages, the SE and BSE detectors provide images with high 
resolution and contrast. With the limitation of TEM grids as sample carriers 
and the added benefit of loading up to 12 grids into the SEM, imaging sec-
tions on grids with a STEM detector provides the best resolution possible in 
a SEM. The use of indium tin oxide (ITO)-coated cover glasses or silicon 
wafers as sample carriers, on the other hand, allows for the imaging of huge 
numbers of serial sections in a FE-SEM at unparalleled speed for high 
throughput. Furthermore, the individual sections can be much larger, and 
typically, one section alone is similar in or even exceeds the size of a TEM 
grid. TEM grids are enabling access to much larger sample areas than 
ever before.

	 (ii)	 Topographical Imaging under Environmental Conditions
Modern scanning electron microscopes, such as the ZEISS EVO series, 

can image the surface topography of objects like insects and plants in real-
world settings. The biological specimens can be examined in their original 
hydrated form, with increased pressures and water vapour revealing fine sur-
face features without the artefacts typically come with dehydration.
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	 (iii)	 3D Imaging
Single pictures are two-dimensional snapshots of a complex three-

dimensional situation. Volume data is required to completely comprehend 
compartmentalisation and functionality beyond the ultrastructure of the sam-
ple. ZEISS supports a wide range of methods for entering the 3D world. One 
option is ZEISS Array Tomography (AT): Here, a resin-embedded sample is 
cut into ultrathin serial sections. The thickness of the sections determines the 
z-resolution of this z-stack, and the sequencing of the sections determines the 
z-information of a future computationally rebuilt 3D data set. The pieces’ 
thickness ranges from 40 to 100 nanometres. A tape-collecting ultramicro-
tome (ATUMtome) can be used to manufacture and collect sections automati-
cally on a continuous tape, making life considerably easier. Likewise, data 
acquisition, i.e., the imaging of the resulting series of sections, is a highly 
automated process with ZEISS AT. After that, the 2D photos are converted 
into a 3D model. Furthermore, 3D SEM data sets can be connected with 3D 
light microscopic data sets produced with the ZEISS AT solution for 
fluorescence light microscopes of the same sample. The serial sections can be 
saved and used for other imaging and labelling investigations in the future.

	 (iv)	 Large Area Imaging
ZEISS offers a variety of large-area imaging systems that are both depend-

able and rapid. The ZEISS Atlas 5 software provides large-area imaging with 
high resolution and fast imaging speeds up to 32 k 32 k pixels (down to 25 ns 
dwell-time per pixel). Individual photos are then stitched together to create 
incredibly huge fields of vision. After image acquisition, the ZEISS Atlas 5 
allows the user to effortlessly zoom through large image data from nanome-
tres to centimetres, always at the highest resolution. If ultimate acquisition 
speed is required, the unique ZEISS MultiSEM—the world’s fastest scanning 
electron microscope becomes the technology of choice. It is the first and so 
far, only commercially produced multibeam SEM that uses several electron 
beams and related detection channels in one electron optical column. When 
compared to single-beam SEMs, ZEISS MultiSEM accelerates the acquisi-
tion of SEM data by nearly two orders of magnitude. This meets the con-
stantly growing demand for nanoscale-resolution imaging of huge and 
increasingly bigger areas or volumes, as well as the demand for fast electron 
microscopes that can photograph enormous areas or volumes at nanometre 
resolution.

	 (v)	 Imaging Under Near-to-Native Conditions
Freezing biological samples is an alternative to chemical fixation for sam-

ple preparation: The ultrastructure of cells and tissues is preserved during 
vitrification in liquid cryogens. There is no requirement for fixatives or resin 
embedding because the samples are entirely hydrated. ZEISS provides the 
essential equipment for transporting a cryo-preserved sample into an electron 
microscope. This method can also be used in conjunction with a cryo-light 
microscope. The stability of fluorophores under freezing conditions aids the 
correlative cryo-microscopy method. There’s also no need to be concerned 
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about the loss of fluorescence or structural changes that heavy metals and 
chemical fixing, which are commonly employed to fix and stain specimens 
for electron microscopy.

	 (vi)	 Correlative Imaging
The use of a combination of imaging modalities, such as light and electron 

microscopy, can provide new knowledge of biological interdependencies. 
Functional data produced with a fluorescence microscope can be linked to 
structural data obtained with a scanning electron microscope. A sample’s 
regions of interest can be recovered using different microscopes. The connec-
tion of ultrastructural information with analytical techniques such as Raman 
and EDX spectroscopy is one of the many conceivable combinations sup-
ported by ZEISS software solutions.

	(vii)	 Application of Scanning Electron Microscopy in Microbiological Research
The research was done in order to find a promising vaccine for this sick-

ness. To do so, the researchers matched proteins released by bacterial biofilms 
in vitro with human antibodies in vivo to develop a possible vaccine. The 
researchers next utilised a scanning electron microscope (SEM) to observe 
the growth of biofilm on human bone as well as cryo-SEM sections of 
Staphylococcus aureus isolation. This method facilitates understanding of the 
many interactions that take place between the bones and the biofilm, as well 
as between the bacteria themselves. While some researchers are working on a 
way to prevent biofilm formation, another group at Japan’s National Institutes 
of Natural Sciences is utilising Pseudomonas fluorescens to identify the genes 
involved in biofilm formation. The researchers initially detected a messenger-
secreting gene known as c-di-GMP, which plays a role in the formation of 
biofilm. They used a method based on transposons, which are sequences of 
DNA capable of changing their positions inside the genome. This allows 
them to alter genes and thus leads to silencing or overexpression of genes. 
Once the important gene was identified, it was muted and the biofilm-forming 
capacities of the modified bacterial strain were compared against the normal, 
Wild-type strain. The mutant-formed biofilm was found to be less than half 
the size of the Wild-type strain’s biofilm, but there was no change in the num-
ber of cells. This meant that the reduction in biofilm size was related to the 
mutant bacterial cell’s capacity to multiply and form a biofilm, rather than its 
ability to multiply and produce a biofilm. SEM imaging was used on both 
strains to further confirm this notion. The varied sizes of bacteria were then 
measured using ParticleMetric software, and a clear numerical comparison 
was made. The mutant strain was found to be 25–30% smaller than the Wild-
type strain.

	(viii)	 Application of scanning electron microscope in microbiology and diagnosis 
of infectious disease:

Electron microscopy proved crucial in identifying the causal agents of 
infectious illnesses in early research [25–27]. It is still an important technique 
for diagnosing diseases and testing for microorganism identification. Negative 
staining for transmission electron microscopy (TEM) has long been consid-
ered the ‘gold standard’ for imaging microbiological samples in diagnostic 
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virology. Negative-stain TEM, on the other hand, necessitates a sufficient 
concentration of bacterial cells or virus particles, as these are adsorbed to a 
thin support surface. As a result, bacteria must be grown to a higher level, 
which is often unachievable with patient specimens or agents that are not able 
to persist. As a result, for many sorts of microbiological investigations, elec-
tron microscopy has historically had low test sensitivity. For TEM4,5, a mini-
mum concentration of 105–106 particles/ml is required for the detection of 
agents such as poxviruses or polyomaviruses in patient specimens. Virus 
identification employing culture or nucleic acid testing, on the other hand, 
typically ranges between 1 and 50 particles per assay. Because of recent 
advancements in filtration procedures, virus detection by TEM and SEM can 
now be done with as few as 5000 total particles per sample. Furthermore, 
electron microscopy can be used to determine the type of microbe present, 
typically down to the genus level, allowing additional specialised tests (such 
as primers or specific antibodies) to be used to fully identify the agents pres-
ent. In circumstances when a novel or developing pathogen is being researched 
with no a priori knowledge of the sort of agent present, electron microscopy 
is an ideal ‘catch-all’ approach that provides a ‘open view’. The scanning 
electron microscope (SEM) can be used to expose morphological aspects of 
isolated organisms as well as diagnose them, but difficulties with specimen 
preparation methods have limited its usage in routine microbiology in the 
past. Polycarbonate filters of extremely high quality are now available: the 
optimal pore size can be adjusted to collect any virus or bacterial species (the 
pores can be as small as 10 nm, less than the smallest viruses). SEM may 
observe viruses and bacteria on their surfaces with these filters. Obtaining 
high-resolution SEM pictures of bacteria has two major challenges. To begin, 
a conducting surface is required to obtain enough contrast and to decrease 
charge for minute organic particles such as bacteria and viruses at magnifica-
tions greater than 1000×. Second, for the optimum imaging performance in 
the SEM, biological specimens have historically needed to be dried. When a 
moist specimen is placed in the microscope, operation under high vacuum 
conditions tends to dry the specimen out quickly. Both of these conditions 
have the potential to degrade microscope performance by reducing contrast 
and resolution. Drying is a concern during SEM observation, as it frequently 
results in the specimen collapsing, shrinking, and distorting, even after chem-
ical fixing. Previously, a variety of procedures for dehydrating specimens 
prior to SEM viewing were developed, including solvents, critical point dry-
ing, and freeze drying.

8.4.8	 �Miscellaneous Applications

•	 In the disciplines of industrial application and analysis, quality control at micro-
scopic scales is becoming increasingly relevant. Magnified depictions of materi-
als and artefacts aid in putting our environment into context.
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•	 SEM is a type of analytical study that captures items as small as 15 nanometres 
using high-resolution pictures. In scanning electron microscopy, images are cre-
ated by scanning samples with a focused electron beam. The electrons interact 
with the atoms on the surface of the sample, gathering data about its topography 
and composition. All use scanning electron microscopy to analyse the surface 
composition of components and products.

•	 Scanning electron microscopy should be used by companies involved in product 
development or manufacturing to understand more about the composition and 
topography of products and components. For example, certain items, such as 
stainless steel, must be uniformly coated with particular chemicals for optimal 
performance. Scanning electron microscopy can detect cracks, defects, and pol-
lutants on the surfaces of coated items.

•	 Small particle industries, such as cosmetics, can employ SEM [24] to learn more 
about the form and size of the small particles they work with. Large or jagged 
particles, for example, may not flow or mix as well as small, round particles. The 
uniformity and performance of a product might be harmed by particles of the 
wrong size or shape.

•	 Scanning electron microscopy can be used to detect problems with particle size 
or form before items reach the consumer. Finally, scanning electron microscopy 
is frequently used to analyse small components such as fine filaments and thin 
films by companies that create goods with small or microscopic components. 
Weathering processes and sample morphology can be determined using geologi-
cal sampling and a scanning electron microscope [11].

•	 Some versions of SEM are more realistic than others. In the creation of digital 
artworks, SEM micrographs were utilised. Landscapes with strange and familiar 
visual subjects are created using high-resolution three-dimensional photographs 
of various materials [28–30].

8.5	 �Conclusion

The ability of a scanning electron microscope (SEM) to produce high-resolution 
images can provide insight into a wide range of subjects, making SEMs invaluable 
resources in many fields. Scanning electron microscopy has helped scientists and 
non-scientists of all ages learn more about the world around them for decades. 
Scanning electron microscopy is used by scientists in a variety of domains to better 
analyse the structure and topography of man-made and naturally occurring materi-
als. For example, Biologists now can understand a lot more about minute creatures 
like bacteria and viruses because of SEM.  Scanning electron microscopy is fre-
quently used by geologists to understand more about crystalline structures. Scanning 
electron microscopy produces crisp, clear, and stunning high-resolution images, 
making it a great tool for both teaching and scientific research. SEM is also used in 
a variety of industrial settings. Microelectronics, semiconductors, medical devices, 
general manufacturing, insurance, and litigation assistance, as well as food 
processing.
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9Transmission Electron Microscopy: 
A Powerful and Novel Scientific 
Technique with Nanoscale Resolution 
for Characterization of Materials

Navneet Kaur

Abstract

The electron microscopy has brought a revolution in the field of nanotechnology. 
Various electron microscopy techniques with unique possibilities are used to 
study morphology, topography, structures and different phases present in the 
materials. Transmission electron microscope (TEM) is a remarkable scientific 
tool for the imaging of materials at nanoscale. Ruska and Knoll invented the first 
TEM consisted of only two electromagnetic lenses for which Ruska got the 
Nobel Prize. As a result of this invention, it was realized that such lenses are 
capable to get magnified images at nanoscales. Later on in 1970, the best elec-
tron microscopes achieved the resolution of 3.5 Å with several technical improve-
ments and optimizations. This achievement could resolve many columns of 
metal atoms such as oxide structures. The high resolution of sub-Å has been 
achieved with the use of advanced aberrations-corrected lenses. The modern 
TEM’s are capable of attaining resolution of 1 Å at around 300 kV or even less 
than it can be achieved by using high accelerated energy of electrons. The high-
resolution transmission electron microscopes (HRTEM) with high energy and 
spatial resolution provide the deep insight into almost all the atomic structures. 
The most important feature of TEM is that it works in both real and reciprocal 
space. This makes it a unique technique for imaging nanostructures. All samples 
must be prepared before TEM analysis in order to obtain accurate results. The 
sample should be very thin and have thickness around 100 nm so that the interac-
tion with electrons should be weak. Thus, the high accelerated electron beam 
cannot damage the sample. The sample preparation technique for biological and 
non-biological materials is different. TEM has many applications and one can 
easily find out the structure, particle size, particle size distribution, elemental 
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compositions and particle shape under observation using it. This technique 
indeed proved a boon for nanostructures analysis.

Keywords

Electron beam · Microscope · Resolution · Nanomaterials · Diffraction

9.1	 �Introduction

The advancement in technology has brought a revolution in the field of nanotech-
nology by introducing new techniques. These techniques use electron beam of high 
energy to gain insight into the morphology, topology, elemental composition, and 
structure of materials with higher resolutions. Electron microscopes have been 
proved a boon to nanotechnology for the analysis of nanomaterials. Transmission 
electron microscope (TEM) is a significant scientific equipment that determines 
structures at the nanoscale, provides information about their elemental composi-
tions and lattice parameters with excellent image quality. It mainly probes nano-
structures of a perfect crystal, defective structures, and biological entities such as 
viruses, DNAs by generating their 2D images. E. Ruska and M. Knoll were the first 
who built a transmission electron microscope that consisted of two electromagnetic 
lenses [1]. In 1986, E. Ruska got a Nobel Prize for his discovery of microscope. 
This discovery proved that magnified images of small objects can be produced 
using an electron beam and it serves the same purpose as light in an optical micro-
scope but the electromagnetic lenses used provided small magnifications, i.e. 17 
times smaller than modern TEM. This technique has emerged over many years into 
a sophisticated tool with higher resolutions. The highly accelerated electron beam 
of energy 60–300 keV is used in the TEM. Depending on the accelerated voltage, 
the resolution of TEM can be adjusted. In general, the spatial resolution of TEM is 
about 1 Å at an accelerated voltage of 300 kV and has an energy resolution of about 
10 meV. High resolution less than 1 Å can be attained by increasing accelerated 
voltages up to 1000 kV. The use of spherical and chromatic aberrations correctors in 
this instrument makes it more significant for analyzing nanostructures and helps in 
increasing resolution. The sample under investigation must be prepared before anal-
ysis and is the foremost step in the TEM. Sample preparation for biological materi-
als is different from other non-biological specimens [2] and will be discussed later 
on. The thickness of the specimen should be around 1000 Å so that electron interac-
tions with the sample should be very weak and highly accelerated electrons do not 
affect the sample. The appropriate combination of electromagnetic lenses with 
strong magnetic fields is used to focus the electron beam on the sample for the for-
mation of final image. In TEM, one can work in real and reciprocal space to extract 
accurate information of the materials. By adjusting the lenses, one can obtain desir-
able information of the specimen in real and reciprocal space. The simultaneous 
working of TEM in real and reciprocal space makes it an amazing instrument for 
materials characterization. TEM instruments require high vacuum pumps to ensure 
better performance and maintain resolution for high-quality imaging. The electron 

N. Kaur



203

microscopes require special rooms against disturbances from environmental factors 
like temperature, vibrations, electric/magnetic fields, and airflow for their proper 
functioning.

 In this chapter, Sect. 9.2 covers the basics of electrons followed by electron–
matter interactions that are important to understand the functioning of TEM, Sect. 
9.3 demonstrates the principle, working, components of TEM instrumentation, and 
specimen preparation techniques used in TEM analysis along with some examples 
of the micrographs obtained from TEM. Section 9.4 describes the conclusion of the 
chapter (Fig. 9.1).

9.2	 �Basics of Electrons

Transmission electron microscopes make use of electron beam for imaging of speci-
mens. The electrons are used because they can easily be generated and influenced 
by electric/magnetic fields. With the help of a different set of electromagnetic 
lenses, these electrons are allowed to focus along the optical axis or at one spot. A 
good vacuum system that generates pressure less than 10−5 mbar is used so that 
electrons do not scatter or be hindered. The interactions of electrons with thin speci-
mens record images via computer control software. The images formed in the image 
plane provide information from the real space and the electron diffraction pattern 
provides information from the reciprocal space. Before we shed light on TEM 
instrumentation and the formation of images, some basics of electrons and their 
interactions with materials should be understood. The electron–matter interactions 
are quantum-mechanical in sense (wave-particle nature of electron). Therefore, the 

(a)

Specimen

Electron beam

Projec�on

(b) (c)

Fig. 9.1  (a) Model of a transmission electron microscope, (b) representation of imaging mode in 
a transmission electron microscope, (c) a transmission electron microscope image of coronavirus 
taken from a patient in the USA, the green spikes are seen around the surface of cells are virus 
particle (image credits: NIAID-RML and taken from the site of NIH (National Institute of Health), 
USA) [3]
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image formed is a combination of scattering and interference, resulting in a change 
in amplitude, phase, and energy of electromagnetic wave associated with the 
electron.

In 1924, Louis de Broglie postulated the dualism of matter. The wavelength λ of 
the particle is given by,

	
λ =

h

mv
,
	 (9.1)

where h is Planck’s constant given by 6.62 × 10−34 Js, m is mass and v is the velocity 
of the particle. This equation has fundamental importance for electron microscopy. 
We can calculate the wavelength of accelerated electrons using it. If an electron with 
mass me is moving in electric field U, the energy of the electron is given by E = eU 
and the kinetic energy Ekin = mev2/2. These equations give velocity ve of an electron as,
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The momentum p of an electron is given by meve. Using Eq. (9.2) the momentum 
becomes,

	
p m eUe= ( )2

1

2 . 	 (9.3)

Equations (9.1) and (9.3) give wavelength λe of an electron as
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But at high voltages of more than 100  kV, the electrons are accelerated at high 
speeds almost approaching the speed of light. Therefore, a relativistic term must be 
added and given as
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9.2.1	 �Electron–Matter Interactions

Let us understand, how electron–matter interactions take place. When the electrons 
hit the specimen, there occur interactions between the atoms of the specimen and 
incident electrons. These interactions of the electrons with the atoms of the material 
are explained in the diagram shown in Fig. 9.2. The electrons near to nucleus are 
deflected at higher angles are backscattered electrons, scattering of electrons at 
angles less than 90° are due to elastically scattered electrons, electrons scattered at 
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low angles are referred to as inelastically scattered electrons. The electron micro-
scopes provide information of the samples by recording signals from various elec-
tron–matter interactions and can be discussed as follows.

9.2.1.1	 �Elastic Scattering
When electrons interact with the atoms of a specimen with no change in energy, 
then the scattering is elastic. There is no loss of energy of electrons occurs during 
this interaction. Also, the electrons which pass through the specimen without any 
interaction with the specimen, i.e. unscattered electrons, are the same case as well. 
The elastically scattered electrons deflected from their path due to the Coulomb 
interactions and with almost no measurable amount of loss in energy. The following 
effects are discussed:

Incoherent Scattering  An electron beam when enters the electron cloud of an 
atom, the positive nucleus attracts the electron due to Coulombic interactions. Due 
to these electrostatic interactions, its path gets deflected at some angle. The more 
closely the electron to the positive nucleus, the larger is the Coulombic force and the 
higher is the deflection angle. In some rare cases, the deflection causes the electron 
to backscatter. Backscattered electrons deflect their path at an angle of more than 
90° with the incident beam. These electrons have the same energy as the primary 
electrons. The Coulomb forces between an incident electron and the nucleus of an 
atom of the specimen increase with increasing the number of positive charges, i.e. 
protons. Therefore, the materials with higher Z have a higher force which increases 

Heat

Cathodoluminescence

Secondary electrons

Auger electrons

X-rays

Backsca�ered electrons

Elas�cally sca�ered electrons

Unsca�ered electrons
Inelas�cally sca�ered electrons

Primary electrons

Specimen

Fig. 9.2  The most important electron–matter interactions that arise on account of hitting the elec-
tron beam with the specimen
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the backscattered events at high angles. Most electrons are scattered in the forward 
direction, there is a small probability of backward scattering.

Coherent Scattering  When these scattering centres are well arranged, then coher-
ent scattering takes place. On the other side, when the scattering centres are irregu-
larly arranged as in amorphous materials it results in incoherent scattering. The 
constructive interference of the scattered electrons in certain different directions 
results in the formation of the diffracted beams. The diffraction of the beam from 
materials is described by Bragg’s law. This law is given by the following equation:

	
n dλ θ= ( )2 sin , 	 (9.6)

where λ is the wavelength of the incident beam, d is the distance between the lattice 
planes and θ is the diffraction angle. Due to the small wavelength of high-energy 
electron used in TEM, the diffraction angles are quite small and are less than 1°.

9.2.1.2	 �Inelastic Scattering
If the electron loses energy after interacting with the specimen it results in an inelas-
tically scattered electron. The electron transfers its energy to the specimen and dif-
ferent signals are obtained that depend on the material. The following effects take 
place in this case:

Inner-shell Ionization  The incident electron knocked out an electron from the 
inner shell of an atom. This electron either occupies the empty electronic state or 
ejects in the vacuum space. It creates a vacancy in a low-energy shell. This vacancy 
is filled by the electron from the higher energy shell. The energy is released during 
this transition can be emitted as a characteristic X-ray or is transferred to another 
electron with the emission of Auger electron.

Bremsstrahlung  Deceleration of the electron due to the Coulomb forces generates 
uncharacteristic X-rays carrying any amount of energy from the incident beam.

Secondary electrons  The loosely bound electrons with lower work function can 
be easily ejected to vacuum with a little transfer of energy.

Phonons  The generation of collective oscillations in crystal lattice due to the trans-
fer of energy of an incoming electron. This may lead to heating of the sample and 
damage the beam.

Plasmon  The collective oscillations of the free electrons.

Cathodoluminescence  When an electron  leaves the valence band  and jumps 
into the conduction band, the electron-hole pairs generate. To fill the vacancy in the 
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valence band, an electron from the conduction band falls into the valence band. This 
recombination process results in the emission of a photon of energy hν (Fig. 9.3).

All kind of interactions provides specific information about the materials. The 
information about the topography, the elemental composition can be extracted based 
on the type of emitted electrons used for detection. The TEM mainly uses elastically 
or unscattered electrons for the imaging of the specimen. For biological samples, 
elastically scattered electrons are used. X-ray spectroscopy, electron energy loss 
spectroscopy and analytical electron microscopy use inelastically scattered 
electrons.

9.3	 �The TEM

The TEM work similar to light microscopes but with a difference that the light is 
replaced by an electron beam and electromagnetic lenses are used in place of glass 
lenses. Figure 9.4 depicts the similarity of light and transmission electron micro-
scopes. In TEM, an electron beam is produced using a heating filament. These elec-
trons are generally accelerated using voltages of 60–300 kV [4]. The speed of the 
electrons determines their wavelength. It is clear from Sect. 9.2, the wavelength of 
electrons depends upon the energy with which the electrons are accelerated. 
Therefore, the higher the voltage, the higher the speed of electrons leads to their 
smaller wavelength, and thus the resolution of the instrument increases. Generally, 

Backsca�ered electrons

Elas�cally sca�ered 
electrons

Inelas�cally 
sca�ered 
electrons

Unsca�ered 
electrons

Nucleus 

Fig. 9.3  Scattering of incident electrons inside the electron cloud of an atom
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100 kV voltage is used in TEM instrumentation with a resolution of 0.5 nm. This 
resolution can be exceeded by using high voltages.

The transmission electron microscope consists of the following parts: an electron 
source, set of condenser lenses, the main imaging lens called the objective lens, set 
of projective lenses that project images in image plane from real space or form a 
reciprocal image in diffraction mode on a screen. There is a lens above and below 
the sample called twin objective lenses. Along with seven more lenses, there are 
spherical and chromatic correctors which require independently controlled power 
supplies connected with a computer control system and specialized software. This 
larger arrangement of the instrument requires special rooms with proper control of 
environmental disturbances and it works well with no external disturbances. High 
vacuum systems are also required for an electron microscope and discussed later on. 
A simple schematic illustration of the TEM instrument and its comparison with a 
light microscope is shown in Fig. 9.4.

Now, to understand the imaging in TEM we will talk about its features separately 
one by one. But before that, we will discuss the sample holder and the specimen 
preparation which is the necessary and foremost step.

Illumina�on source Electron Gun

Electromagne�c
lens

TEM grid

Electromagne�c
lens

Electromagne�c 
lens

Electromagne�c 
lens

Phosphorescent   
screen

CCD camera

Condenser lenses

Specimen

Objec�ve lenses

Projec�ve lenses

Final image

Lamp

Glass lens

Glass lens

Glass lens

Slide

CCD camera

Fig. 9.4  Comparison of the transmission electron microscope (left) and light microscope 
(right) [5]
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9.3.1	 �Sample Holder and Stages

The specimen used for TEM analysis must be very thin so that it allows electrons to 
pass through it and form an image. Biological samples of thickness ~ 70–100 nm 
are used with a maximum acceleration voltage of 100 kV [6]. For higher accelera-
tion voltages, the sample thickness should be more. The non-biological specimens 
(thickness less than 100 nm) in TEM are mounted on copper grids of a diameter of 
about 3 mm shown in Fig. 9.5 and are available with different mesh sizes and mate-
rials. The grid is attached to the sample holder and is introduced into the goniometer 
through a vacuum lock. The goniometer is a mechanical setup in the TEM instru-
mentation which enables the precise and stable control of the sample. The study of 
material along a certain orientation of the unknown oriented material is achieved by 
tilting the sample in two perpendicular directions using a sample holder and observ-
ing the electron diffraction pattern using double-tilt holders.

Electron microscopes require special care from the surroundings as they are very 
sensitive to vibrations and electromagnetic fields. To absorb these vibrations, an 
electron column is mounted on air cushions. The arrangement of the setup is man-
aged in such a way that it is free from disturbances from the rest of the building.

9.3.2	 �Specimen Preparation

Sample preparation is the foremost step for the TEM analysis. A high vacuum sys-
tem is required for imaging in TEM which will be discussed in Sect. 9.3.4. But, high 
vacuum is not suitable for biological specimens such as cells and tissues. Specimens 
with thickness less than 10 nm are suitable for HRTEM and TEM analysis samples 
should be 70–100 nm thin. The specimen under investigation should pose the fol-
lowing prerequisites:

Fig. 9.5  TEM holder grid of size 3 mm used for sample analysis
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	1.	 Resistant in the vacuum.
	2.	 Providing imaging contrast.
	3.	 Electrons can penetrate through it.
	4.	 Resistant in the electron beam.

Large biological samples do not fulfil any of the above conditions and have to be 
prepared first for the analysis. The sample is converted into solid-state and it 
becomes suitable for high vacuum and electron beam resistance. Moreover, very 
thin sections of the specimen of thickness 70–100 nm are cut for the analysis. The 
image contrast for the biological specimen is not formed because these materials 
have elements like C, H, N, O, P, S, which do not interact with electrons. Contrast 
formation in imaging can be done by selective staining and with heavy metals.

9.3.2.1	 �Preparation of Powdered Specimen
Crystalline samples are ground to a fine powder using an agate mortar and these 
powders are dispersed in suitable solvents for their dispersion in the TEM analysis. 
The suspension of particles is usually prepared in inert solvents like alkane and 
alcohol. A drop of suspension is then dried on a thin carbon-coated grid consists of 
several small meshes as shown in Fig.  9.5. This grid is then placed in a sample 
holder for the analysis.

9.3.2.2	 �Preparation of Cells and Tissues for TEM Analysis
Two types of specimen preparations can be done for biological materials. Classical 
preparation is done at room temperature and cryogenic preparation is performed at 
low temperature. The steps involved in both types of preparation are shown in 
Fig. 9.6. The first step is a chemical fixation, where the specimen is stabilized chem-
ically, the fixatives like glutaraldehyde and osmium tetroxide are used. Fixation can 
lead to artifacts in the sample because it is a slow process and the specimen has 
enough time to react with the chemical and undergoes changes. The specimen is 
then completely dehydrated using a sequence of different concentrations of ethanol. 
The next step after dehydration is the embedding of the sample inside the block 
using monomers. This allows cutting of the blocked specimen into thin sections in 
ultramicrotomy. Dehydration and embedding both are conducted at room tempera-
ture which causes extraction and shrinkage of the sample. The interpretations are to 
be done with extreme care as the thinning of a sample can affect the structural 
chemistry of the sample and there is a risk of generating artifacts. The next step is 
staining of these thin sections which are done with uranyl acetate and lead citrate 
[2]. Uranium, and lead ions are selectively attached to proteins, lipids, and nucleic 
acid and provide the image of the specimen. The mechanism of negative staining is 
illustrated in Fig. 9.7. To ensure the prevention of artifacts, the cryogenic method is 
best. In this process, initially, the specimen is frozen without any chemical treat-
ment. This process generally takes a few seconds. High-pressure freezing is pre-
ferred to avoid the formation of ice crystals. The chemical fixation and dehydration 
are done simultaneously at low temperatures. The rest steps embedding the sample 
in block, sectioning, and staining are done similar to the classical preparation.
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The cleanliness of the sample is also a necessary step. The contamination of the 
samples can interfere with the results during microscopy. The sample is treated 
under vacuum to prevent any contamination or an alternative approach to reduce it 
inside the microscope is done by a method “beam shower” [7]. In this method, the 
large area of the sample is exposed to an intense beam of electrons (Fig. 9.7).

9.3.3	 �The Electron Source

Electrons can be produced by two methods: thermionic emission or cooled field 
emission. During thermionic emission, a filament tip is heated using an electric cur-
rent which produces electrons. Materials with low work function are preferred as 
electron sources. The heating element can be a tungsten filament, LaB6 crystal, or 
Schottky emitter and requires heating temperatures up to 2700 K [8]. These elec-
trons are of low energy and escaped to the electron column by accelerating them at 
desired high speeds using high voltages. These high voltages are applied between 
the cathode (electron source) and anode plate generating an electrostatic field that 
accelerated and guided the electrons. Cold field emission uses tungsten tip at room 
temperature for the generation of electrons. The cold field emission has an advan-
tage over thermionic emission in a way that it yields a high number of electrons and 
has very low chromatic aberration results in high resolution of the instrument. 
Smaller energy spreads are achieved by using cold field emitters [9]. These electron 
sources require high vacuum systems and are cost-effective.

Fixa�on

Dehydra�on

Embedding

Thin Sec�oning

Staining (Uranly-
acetate, lead-citrate)

TEM

Fig. 9.6  Sample 
preparation steps for a 
transmission electron 
microscope
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9.3.4	 �Vacuum System

The electron source was maintained at a high vacuum system of 10−7 to 10−10 mbar 
to prevent burning/oxidation of heated filament. A pressure of 10−5 to 10−7 mbar is 
required for the electron column and specimen area [10]. The collisions of electrons 
with the residual can interfere with the resolution and performance of the instrument. 
Therefore, these are evacuated steadily to avoid any collision of electrons with the 
residual gas in the system. A series of the setup of low and high vacuum pumps, i.e. 
rotary pump, diffusion pump, ion getter pumps are used as shown in Fig. 9.8.

9.3.5	 �Electromagnetic Lenses

The electron lenses are magnetic consisting of a huge bundle of copper windings 
around a soft iron cast and pole pieces as shown in Fig. 9.9. The electric current is 
passed through the windings and a magnetic field is generated. This electric field E 
is weak at the centre and becomes stronger radially outwards. Electron passing 
through the magnetic field B experiences the deflection having velocity v and the 
resultant force acts on it is given by Lorentz force as:

	
F e E v X B= − +( ), 	 (9.6)

Electrons that move closer to the centre are less deflected than those passing far 
away from there because of the weak magnetic field. The focusing effect of the lens 
can be increased or decreased by changing the magnetic field. This magnetic field 
can be controlled by varying the current in the coil.

Fig. 9.7  Mechanism and image formation in negative staining
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10-5 - 10-7 mbar

10-0 - 10-2 mbar

Ion ge�er pump

Turbo molecular pump/Oil diffusion pump 

Rotary pump

Atmosphere: 1000 mbar

10-7- 10-10 mbar
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Specimen holder 
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IGP

TMP/
ODP

Viewing screen

Fig. 9.8  Schematic illustration of a vacuum system for TEM [10]

Fig. 9.9  Schematic illustration of a cross section of the magnetic lens. The brown colour shows 
coils of copper wire inside iron cylinders (black). Grey-coloured arrows show radially inhomoge-
neous magnetic field focussing electron beam (blue). Black arrows represent the rotation of the 
image due to the circular path of electrons
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The transmission electron microscopes consist of a set of lenses. Three types of 
lens systems are used: condenser lenses, objective lenses, and projective lenses. The 
first set of lenses that guide the electrons and control the overall brightness of the 
electron beam is called condenser lenses. These lenses create a parallel electron 
beam. This electron beam transmits through the specimen and passes through an 
objective lens that forms the primary image as well as the diffraction pattern. The 
diffraction lens system set below the objective lens is allowed to switch between the 
imaging and diffraction mode. Figure 9.10 illustrates the imaging and diffraction 
mode. The switching from real to reciprocal space can be done by changing the 
strength of intermediate lenses. This system determines the selected mode for pro-
jective lenses to magnify. Electron diffraction studies are important to investigate 
new and defective structures. The NIST Materials Science and Engineering 
Laboratory, Gaithersburg, found new structures with the help of electron diffraction 
[11]. The information of the reciprocal space belongs to diffraction pattern and the 
image plane gives information about real space. This feature of the TEM to simul-
taneously image real and reciprocal space of the same area of sample makes it an 
outstanding technique. The conversion of real space into reciprocal space is math-
ematically done by Fourier transform. To obtain particular information from the 
same region, one can adjust the electron lenses in the TEM to form an image con-
trast. A selective aperture is placed in the plane of the first intermediate and allows 
to select a region for selected area electron diffraction pattern (SAED). We will 
extend our discussion about electron diffraction in Sect. 9.3.5.1 (Fig. 9.10).

Usually, TEM works in two imaging mode: bright field and dark field imaging. 
The image formed by transmitted electrons with less deflection angles is called a 
bright field image. The scattered electrons are used to construct a dark field image. 
In the Bright field image, the morphology of the specimen appears darker on bright 
background. Whereas in dark field imaging, the brighter image appears on dark 
background. The most specimen has high crystallinity or mass and results in to the 
darker appearance of the image. Some details and visualizations of the specimen 
can be missed in bright field imaging. Even, many staining techniques may harm the 
specimen used for the image contrast. To enhance the contrast, an objective aperture 
is inserted in the back focal plane of the objective lens. The metal plate objective 
consists of holes. The holes in the objective aperture allow the electrons to pass 
through it, but the electron fall on other areas of the metal objective aperture gets 
absorbed. If only the electron beam along the optical axis passes through the aper-
ture then it results in the formation of a bright field TEM image. But if the electron 
beam is tilted at some angle to the sample by shifting the aperture then the electrons 
scattered at the same angle to the tilted beam moves down to the electron column 
and the transmitted beam is blocked gives a dark field TEM image as shown in 
Fig. 9.11. To ensure high-quality results of the imaging, the aperture should stay 
along the optical axis. The large apertures enable interference of the direct beam as 
well as several other diffracted beams with each other in the imaging plane, creating 
the lattice imaging of crystals and the set-up is called high-resolution transmission 
electron microscope (HRTEM). The images obtained from diffraction lenses are 
further magnified using a set of lenses. Therefore, a set of two or three lenses that 
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act in a combination called projective lenses are used to project the final image on a 
fluorescent screen or a photosensitive film.

Alike a glass lens, the electromagnetic lens also creates the problem of chromatic 
or spherical aberrations, astigmatism, or distortion. The design for spherical correc-
tor was proposed firstly by H. Rose [13] and the arrangement was used experimen-
tally around the year 2000. This arrangement of corrector design consists of two 

Image Diffrac�on pa�ern
Viewing screen

Projec�ve lens
2. Intermediate image

1. Intermediate image

Diffrac�on lens
SAED aperture

Objec�ve aperture
Back focal length

Objec�ve lens

Specimen

Fig. 9.10  Schematic ray diagram of imaging mode (left) and diffraction mode (right) in TEM [12]

Fig. 9.11  Bright Field TEM image (left), dark field TEM image (centre), and HRTEM 
image (right)
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hexapoles and two transfer lenses which compensate for the spherical aberration by 
achieving a dispersion effect. This effect is analogous to light optics where concave 
lenses are used to correct spherical aberration of the convex lens. The high resolu-
tion of sub-Å is achieved using spherical correctors by reducing the diameter of the 
electron beam. Techniques and applications of aberration corrections are mentioned 
in some textbooks [14–16].

Astigmatism is caused by several factors such as contamination of lens and aper-
tures, inhomogeneities of the lens, and charging of specimen. Axial astigmatism is 
very common and the inability of the electrons deriving from one point source to 
focus on one and the same point leads to image confusion (Fig. 9.12).

9.3.5.1	 �Selected Area Electron Diffraction
As we stated earlier, the reciprocal image of materials is formed in diffraction mode. 
The crystallographic information, elemental composition, information about the 
symmetry of the crystals, and the presence of defects can be gathered from the dif-
fraction pattern. The schematic illustration of the diffraction pattern of a single crys-
tal consists of well-defined points as well as a polycrystalline sample consisting of 
rings shown in Fig. 9.13. One can observe bright spots for a single crystal in a dif-
fraction pattern and small spotty rings that are reflections from the small number of 
crystallites or grains in materials. For polycrystalline material, i.e. number of grains 
or crystallites is large, ring patterns obtain which is due to the superposition of small 
crystallites that leads to diffraction rings. All the diffracting planes which are at the 
same distance give too many small spots forming rings. The arrays of spots are the 
characteristics of crystal structure and its symmetry, and distances between them 
provide information about the lattice parameters. The diameter of the spots or rings 
gives the d-spacing values and is assigned with the indices. The description of the 
diffraction pattern can be obtained by constructing the Ewald sphere. The radius of 
the sphere is 1/λ, which is very large due to the small wavelength of the electrons 
and it contains the reciprocal points. Each point is located on the Ewald sphere to 
satisfy Bragg’s law and diffraction spots appear. For amorphous materials, diffused 
rings are formed in a diffraction pattern because of short-range atomic order.

Back focal plane

Op�c axis(b) (c)(a)

Fig. 9.12  Ray diagram representing an image formation of (a) an ideal lens, (b) lens with spheri-
cal aberration, and (c) lens with chromatic aberration
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9.3.6	 �Discussions on Some Transmission Electron Micrographs 
of Inorganic Nanoparticles and Biological Specimens

The above discussion has demonstrated that a transmission electron microscope can 
probe structures of small inorganic materials and biological materials. Here are 
some micrographs of some biological and non-biological samples are discusses. 
The discussion is only confined to the information or observations drawn from their 
micrographs so that the readers can interpret the TEM images easily.

Figure 9.14 represents the TEM micrographs of the sample taken from equine 
spleen ferritin. Ferritin is a biological material that is mainly found in the blood of 
mammals and is responsible for the iron regulation inside body. The core-shell 
structure of ferritin has an antiferromagnetic core of around 7–8 nm in size which is 
shielded by a protein shell of 2–3 nm in thickness [18, 19]. This ferritin sample is 
purchased from Sigma Aldrich, USA and is supplied as a suspension in a saline 
solution of NaCl. For TEM analysis, two drops of ferritin suspension are dissolved 
in 2 ml of distilled water. This mixture is dried on a TEM grid. The TEM micro-
graph of ferritin in Fig. 9.14a, b taken at different resolutions only shows the ferritin 
core. The ferritin cores are seen to be almost spherical and uniform in size. These 
particles are well dispersed because of the presence of protein shell which shields 
the ferritin cores and reduces the strength of dipolar interactions among them. The 
average size of the most particles estimated from these micrographs is around 8 nm. 
The protein shell of ferritin core is not observed in these micrographs. To see the 
protein shell, negative staining of the sample has to be done which have already 
been discussed in Sect. 9.3.2.2. Figure 9.14c, d shows the micrographs of same fer-
ritin sample (dried under vacuum to get powdered form) heated at 550° and 1050 °C, 
respectively. The size of the particle is clearly seen to be increased with the increas-
ing temperature of the heating. Figure 9.15 shows the TEM image of negatively 
stained sample of human ferritin [20]. The black coloured cores are seen to be 

Fig. 9.13  Generation of rings by polycrystalline material and spots by the single crystal in the 
selected area diffraction pattern [17]
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encapsulated inside their protein cages. Also, one can easily estimate the particle 
size distribution using transmission electron micrographs by measuring the size of 
each particle seen in the images manually or using different software such as image 
J, Axio vision etc. After measuring the particle size, the distribution of sizes can be 
estimated by plotting the histogram [18, 21]. Thus, the peak of the histogram gives 
the information about the average particle size. This method is more feasible for 
particles with spherical geometry. An example of particle size distributions is shown 
in Fig. 9.16. Figure 9.16 shows transmission electron micrographs and the corre-
sponding particle size distributions of Ag+ (silver) nanoparticles fabricated by modi-
fying on carboxyl functionalized bacterial cellulose (BC + Ag). These BC + Ag 
nanoparticles are reduced by NaBH4 (Fig. 9.16a, c) and sodium citrate (Fig. 9.16b, 
d) [22]. The sample preparation for microscopy is done by obtaining thin slices in 
the presence of liquid nitrogen and dispersing on copper grids. It has been depicted 
from micrographs and histogram that the Ag nanoparticles formed on carboxyl-
functionalized BC reduced with NaBH4 are well-dispersed and have regular shapes 

(a)

(c) (d)

(b)

Fig. 9.14  Transmission electron micrographs of (a) and (b) ferritin core at two different magnifi-
cations. Ferritin sample heated at temperature (c) 550° and (d) 1050 °C
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with much smaller sizes. The peak of histogram gives average particle sizes and 
estimation of particle size distribution. One can conveniently compare the size dis-
tributions and shape of particles from TEM images. The spherical Ag + BC nanopar-
ticles reduced by sodium citrate have larger diameters and standard deviations. 
These observations concluded that the reducing agent has affected the nucleation 
rate of particles to a greater extent. The transmission electron micrographs of 
nanoparticles of ferrimagnetic magnetite at two different resolution scale bars are 
shown in Fig. 9.17. Magnetite is the phase of iron oxide and can be easily synthe-
sized in laboratories using ferric and ferrous salts in the ratio 2:1. The TEM images 
of magnetite nanoparticles are taken from transmission electron microscope model 
Jeol Jem 2100Plus. The nanoparticles are seen to be agglomerated because of the 
interactions between them. The agglomerations can be reduced by decreasing the 
influence of interactions among particles. It can be done by surface modifications of 
the nanoparticles using different coatings such as sodium citrate, sodium metasili-
cate, tetraethyl orthosilicate (TEOS), and oleic acid. One can also easily control the 
shape and size of particles using optimum synthesis conditions. Transmission elec-
tron micrographs of magnetite nanoparticles coated with oleic acid [23], TEOS [24] 
and FePt nanoparticles with Au shell further coated with silica [25] are shown in 
Fig. 9.18. The black coloured dots are the particles and the outer layer is the coating 
resulting in core-shell structures. The author has synthesized controlled sized 
nanoparticles of magnetite by using different amounts of coatings [23, 24]. 
Figure  9.19a shows the HRTEM image of magnetite nanoparticles. The lattice 
fringes are seen to correspond to the reflections from the planes of magnetite crys-
tallites. The interplanar spacing d can easily be calculated by measuring the distance 
between two fringes. The marked circle 1 is a reflection from (311) plane of magne-
tite which corresponds to d equals to 0.23 nm and the marked circle 2 shows reflec-
tion from (220) plane, which corresponds to d value of 0.14 nm. The micrograph 
reveals that the sample consists of several small crystallites of arbitrary shape. Also, 

Fig. 9.15  TEM image of 
negatively stained human 
protein ferritin showing 
cage-like morphology at 
50 nm scale bar [20]
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the TEM and HRTEM images of gold nanorods are shown in Fig. 9.19b, c [26]. 
Figure 9.19b shows TEM micrograph of gold nanorods produced from seeds (in the 

Fig. 9.16  TEM images and particle size distributions obtained for Ag nanoparticles obtained from 
BC-Ag reduced with (a), (c) NaBH4 and (b), (d) sodium citrate [22]

Fig. 9.17  TEM (Jeol Jem 2100Plus) images of magnetite nanoparticles at the two different reso-
lutions (a) 100 and (b) 50 nm. Particles are seen to be of arbitrary shapes and agglomerated
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presence of 0.1 mM AgNO3) irradiated with X-ray radiations. Figure 9.19c is the 
corresponding HRTEM image of those gold nanorods.

Figure 9.20 shows transmission electron micrographs of E. coli bacteria cells and 
the grown bacteria cells on Lauria-Bertani (LB) broth with aeration at temperature 
37 °C. E. coli has an inner and outer membrane with thickness 8 and 12 nm, respec-
tively. The effect of the antibacterial behaviour of ZnO on E. coli has been studied 
through these micrographs [27]. The E. coli bacteria is suspended in ZnO nanopar-
ticles and the micrographs depicted that there is no traces of ZnO found in the inte-
rior of a cell.

The dark field and bright field images of TEM have their own roles to draw dif-
ferent information of the study of the materials. The TEM micrographs in Fig. 9.21 
show the images taken in bright field and dark field modes. The dark field imaging 
proved to be more efficient for biological specimens. The micrograph in Fig. 9.21a, 
b shows the bright and dark field images of gold nanoparticles incubated with 
B. subtilis bacteria [28]. The arrow indicates the brighter spots of gold nanoparticles 

Fig. 9.18  TEM image of (a) oleic acid [23] (b) TEOS (Scale bar: 20 nm) [24] coated magnetite 
nanoparticles, (c) star shaped FePt@Au coated with silica [25]

Fig. 9.19  (a) HRTEM image of magnetite nanoparticles, (b) and (c) shows TEM and HRTEM 
image of gold nanorods [26]
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more clearly in dark field imaging. Some observations like nanoparticle clustering 
at the cellular membrane, the presence of gold nanoparticles in the interior of bac-
teria are left obfuscated with bright field imaging. Figure 9.21c, d shows large gold 
nanoparticles. The variety of facets of gold nanoparticles having same crystallinity 
appear in the dark field imaging mode at various diffraction angles that are not pos-
sible to be clearly visible with bright field imaging mode [28]. Dark field imaging 
provides the noise free and clear images of the particles as compared to bright field 
imaging.

Transmission electron microscopy also enables to study defects inside crystals 
such as planar, point, layered, anti-phase defects, twin defects, and dislocations that 
affects the properties of materials. Study of defects in materials is useful for their 
proper use in applications. TEM allows to image such defects. When the electron 
beam is parallel to the twin plane is incident then a dark twin line is seen across the 
twin boundary, i.e. dark image contrast is formed. A study of twin defect is explained 
here. Figure 9.22 (a) shows HRTEM image with two twin defects in cubic Si nanow-
ires along [112] axis (the growth direction of Si nanowire) and (b) shows the 
HRTEM image after rotating the Si wire by 15° along [112] axis [29]. It is observed 
that after rotation the sharp twin planes disappeared and seems there is a defect free 
single crystal. The tilted angle images are sometimes deceptive in TEM studies and 
does not always mean that there is no defect.

The selected area diffraction pattern always gives information about crystalline 
planes. The interplanar spacing d from these crystalline planes can be calculated 
using this pattern. These SAED patterns also provides the information of other 
phases present in the samples. It means to check the phase purity the SAED images 
are reliable and gives the information of impurity phase less than 5%. Figure 9.23 
shows SAED pattern of single crystals of gold nanoparticles [30] and Co2P nano-
crystals [31] with the corresponding indices of planes. These SAED patterns show 
the dots corresponding to Bragg’s reflection of gold nanoparticles and Co2P nano-
crystals. The indices represents the (hkl) reflections from the planes. The interplanar 

Fig. 9.20  Transmission electron micrograph of (a) E. coli bacteria cells (b) E. coli grown in 
Lauria-Bertani (LB) broth at 37 °C [27]
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spacing can also be calculated using these patterns. Figure  9.24 represents the 
SAED pattern of ferritin and magnetite nanoparticles. It is clearly visible that sharp 
rings or dots are not formed for ferritin sample. There are diffused rings that reveal 
the sample is poorly crystalline or amorphous. On the other hand, there are some 
spots forming rings are seen in the SAED pattern of magnetite nanoparticles. This 
observation depicts that it is consist of a small number of crystallites. The corre-
sponding Bragg’s reflections from planes are indicated in the Fig. 9.24b confirms 
the single phase of magnetite.

Fig. 9.21  (a) Bright and (b) dark field images of Bacillus subtilis bacteria incubated with 4 nm 
gold nanoparticles, (c) Bright and (d) and (e) dark field (at different tilt angles with respect to dif-
fraction ring) images of gold nanoparticles. Dark field images reveals more information about 
specimen [28]
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9.4	 �Conclusion

As the progress in the nanotechnology grows, there is a demand to accurately char-
acterize the materials. Historically, the study of nanoscale structures has been dif-
ficult due to the need for high-resolution techniques. The above discussion concluded 
that transmission electron microscopy is the advance and novel technique of micros-
copy used to characterize nanostructures. It provides information about particle 
size, crystal structures, presence of impurity or other phases, particle size distribu-
tion, particle shape etc. Biological and non-biological samples can be characterize 
using this technique but their sample preparation before analysis is different. The 
proper sample preparation is considered to be the most important part of analysis 

Fig. 9.22  HRTEM image of (a) Si nanowires with two twin defects (b) image taken after rotation 
of Si nanowire around [112] direction by 150 [29]

Fig. 9.23  Selected area diffraction pattern of single crystal (a) gold nanoparticles [30] and (b) 
Co2P nanocrystals [31] with indices of planes

N. Kaur



225

otherwise it introduces artifacts and creates interference in the information. The dif-
ferent results and their interpretations have been discussed in this chapter. The study 
concluded that this technique has been easily adopted in research work and improves 
the visualization of small-scale particles which brings new insight in the topograph-
ical studies. This interesting technique provides an accurate analysis of nanoparti-
cles and biological systems.
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Abstract

SEM analysis attains a special role and wide acceptance in biomedical researches 
as it is helping in the better imaging and analysis of different biological speci-
mens. Preparation of the biological samples is one of the crucial steps which in 
turn affects the result. This chapter briefs the important techniques and proce-
dures involved in the processing and preparation of the biological samples for the 
SEM analysis. The sampling process starts with fixation where it allows the 
sample to adhere properly to the following processes. Various types of chemi-
cals, traditional chemical, physical fixatives are employed for the same along 
with vapour fixation techniques. The sample preparation will be then further 
proceeded with dehydration and drying methods to ensure the complete removal 
of water from the biological samples. Air drying, critical point drying, freeze-
drying, chemical drying etc. are a few such processes before the mounting where 
it provides a firm binding of the sample to the holder. Then the biological sam-
ples can be analyzed for their features based on SEM images generated.
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10.1	 �Introduction

The Scanning Electron Microscope (SEM) has been widely employed in material, 
chemical, and physical sciences. However, it is getting wide acceptance and appli-
cability in biological research, including medical sciences, biotechnology, and phar-
maceutical sciences. This wide range of SEM utility in these biological areas has 
opened up more avenues and opportunities to understand and visualize the unknown 
facts and concepts in biomedicine. Moreover, the advancement of SEM has helped 
in the better imaging and analysis of various biological specimens [1, 2].

Different types of biological samples that can be analyzed using scanning elec-
tron microscopy include:

	1.	 Liquid biological samples such as blood, urine, Cerebrospinal fluid (CSF) and 
synovial fluid.

	2.	 Solid tissue samples such as brain, liver, spleen, lungs and kidney.
	3.	 Cells of the living system like Red Blood Cells (RBC), White Blood Cells 

(WBC), Platelets, macrophages, dendritic cells, cancer cell lines and other tissue 
cells such as hepatocytes and neurons.

	4.	 Microorganisms such as bacteria, viruses and parasites.
	5.	 Miscellaneous (surface morphology of insect wings, ant eyes, antenna, hair fol-

licles, tooth architecture etc.)

Sample preparation in SEM is a crucial step for better imaging and analysis. In 
this chapter, the different techniques and procedures for preparing biological sam-
ples for SEM analysis are explained. All the biological samples need to be pro-
cessed and prepared for analysis using SEM except in the analysis using 
environmental SEM (ESEM). However, the use of ESEM cannot be utilized for all 
biological samples [3].

Various steps involved in specimen preparation are:

	1.	 Fixation.
	2.	 Dehydration.
	3.	 Drying.
	4.	 Mounting.
	5.	 Sputter coating or surface conductivity.

Images are obtained in SEM by scanning the specimen using a high-energy beam of 
the electron. The scanning pattern is called a raster scan. The detailed information 
of the surface, as well as internal structures, can be obtained by this technique [4, 5].

The main problem dealing with biological specimens is that it is primarily com-
posed of water, demanding additional preparatory steps to ensure that the native 
structure is retained and make the sample resistant to high vacuum and electron 
beam. An aqueous/hydrated sample is not suitable for SEM observations.

The major constituent of most of the biological specimens is the non-dense mate-
rial. Hence, a very low number of secondary electrons are produced to be involved 
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in creating an image. That is why a very fine metallic coating layer is there for the 
specimens is facilitated to generate secondary electrons. In turn, the large and deep 
field area is leading to the production of three-dimensional images of great visual 
depth [6].

10.2	 �Preparation of Biological Samples

The highly dynamic living organisms contain the highest water levels and organic 
material. The ideal characteristic required for biological samples is they should be 
rigid, possess stability in the vacuum condition, be conductive and not contain any 
liquid. Every biological specimen should be chemically fixed, dehydrated, and dried 
at the critical point. However, for solid samples, only vapour fixation is done. SEM 
samples are not necessarily cut into thin sections since they usually visualize the 
surface of 3D objects. Nevertheless, to view thin sections, ultra-microtomes, and 
cryotomes can be used, which helps to get the ultra-thin sections of the biological 
specimen. A thin metallic layer coating is required for the samples to make them 
conductive and usually, gold or gold-palladium are preferred. It acts as an electric 
wire which is drawing away from the electrons and they are leading to the bombard-
ing of the sample [6]. The samples will build up electrons without this coating and 
cause charging artefacts which give a false impression regarding the appearance of 
the sample (Figs. 10.1 and 10.2).

Fig. 10.1  Ultramicrotome (a) and cryotome (b) instrument used for ultra-thin and semi-thin sec-
tioning for Electron microscopy (Model: RMC PowerTome PTPC, Picture Courtesy: ACNSMM, 
AIMS, Kochi)
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10.3	 �Fixation

The first and foremost procedure after the selection of a biological sample is rapid 
fixation. It should be done followed by the death of the organism and prior to the 
beginning of decomposition at a cellular level and immediately after the death of the 
organisms. The routine method of fixation composed of chemical cross-linking and 
water removal from the protein and further denaturation. The fixation process will 
help stop the cellular processes and help preserve the specimen with a maximum 
resemblance to its natural state [7].

10.3.1	 �Traditional Chemical Fixation

Stabilization is the primary goal of the step fixation to withstand the SEM examina-
tion and the subsequent steps involved in the process. It is of two types: Chemical 
fixation and physical fixation. The most commonly used method is chemical fixa-
tion, whereas primarily freezing, a physical fixation method, is attaining signifi-
cance nowadays.

10.3.2	 �Chemical Fixation

Chemical fixation involves immersing biological specimens in chemical solvents 
for a short period. These chemical solvents are called chemical fixatives, which 

Fig. 10.2  General outline 
of sample preparation for 
SEM analysis
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include Formaldehyde, Glutaraldehyde, Osmium tetroxide and Protein crosslinking 
reagents. While the effect of this process is dependent upon various factors, includ-
ing the nature of chemical properties of the fixating agent, the vehicle employed for 
dissolving fixative and the physical conditions in the process is also important.

While preparing the samples, one of the primary considerations will be the dif-
ference between fixing and killing. Fixing is sometimes referred to as killing, 
although both of them are not the same. The primary choices of the fixatives are 
aldehyde groups, which allow the cells to respond with the fixative solutions for a 
significant period before death.

10.3.3	 �The Fixatives

The chemical fixating agents can be broadly categorized into two such as:

•	 Fixed by denaturation or coagulation of biological macromolecules.
•	 Fixed by covalent crosslinking of macromolecules.

Denaturing fixatives are exclusively useful for the Light microscope (LM) and 
poorly preserve the ultra-structure. Acetone, methanol, and ethanol are a few exam-
ples of these fixatives. Simultaneously, crosslinking fixatives introduce either inter-
molecular or intramolecular crosslinks between the macromolecules and provide 
excellent preservation for the ultra-structures. Formaldehyde is the most widely 
applicable fixative for light microscope and glutaraldehyde (GA), osmium tetroxide 
(OT) for SEM analysis.

Formaldehyde (FA)  Formaldehyde (CH2O), a mono-aldehyde, reacts with the 
amine groups resulting in the crosslinking of adjacent proteins or macromole-
cules. This crosslinking is based on the methylene bridge formed between two FA 
molecules, and consequently, these crosslinks are short and can be reversed 
through hydrolysis. It is very much supportive of LM, while its utility for high 
resolutions works is limited. SEM fixation by FA requires an additional fixation in 
GA. Only freshly prepared FA from paraformaldehyde powder should be used. 
Commercially prepared FA contains preservative methanol, and therefore not 
recommended.

Glutaraldehyde (GA)  Glutaraldehyde (C5H8O2), a dialdehyde, forms two intra- 
and inter-molecular crosslinks with proteins through the simultaneous reaction with 
two amine groups. GA can also form long, branched, and multivalent crosslinks of 
the molecule through the reaction with itself. It can introduce essentially irrevers-
ible and multiple crosslinks that convert the cells’ cytoplasm into a macromolecular 
gel. It will snap the spaces in-between the nearby proteins. GA is the choice of fixa-
tive as it preserves the macromolecular level resolution of the fine structure and 
possesses high resistance of the sample against various steps involved in SEM anal-
ysis. However, it cannot fix the lipids, but GA will provide well sufficient stability 
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to the biological membrane to resist the extraction by using the detergents. The cells 
which got fixed with GA will retain their osmotic activity for some time after the 
fixation.

Osmium tetroxide (OT)  Osmium tetroxide (OsO4) is a popular SEM fixative that 
can crosslink most lipids. It can help to render their resistance against the extraction 
by using the organic solvents, which dehydrate the samples before drying. OT helps 
to preserve the biological membranes as well as make them osmotically inactive and 
water permeable. In Transmission Electron Microscopy (TEM) analysis of the cell 
sections, osmium generated two black lines parallel to each other, which indicates 
the lipid bilayer location. Osmication of the samples will damage the proteins and 
other cellular components; hence, it is not advised to use OT if an alternative option 
is available.

10.3.4	 �Protein Crosslinking Reagents

Buffers  Various types of buffers can be used as the vehicle that facilitates chemical 
fixation, where these gentle liquid mediums will facilitate the entry of fixatives to 
the cellular components. They will also help to maintain the normal pH levels 
during the fixation of cells to maintain osmotic conditions and to avoid shrinkage or 
swelling. For instance, Phosphate buffer, sodium cacodylate buffer, pipes etc. can be 
employed.

Vapour Fixation  The principle and materials used for the vapour fixation are the 
same as that of the chemical fixation. However, the chemical fixation is not appli-
cable for all types of samples as sometimes the immersion in those fixating agents 
or fluids may damage them. For instance, fungal hyphae and conidia, their fruiting 
bodies may get separated from their parent plants upon touching. A drop of the 
fixating agent will be placed near the sample in a well-sealed container. The sample 
will turn black upon the fixation, and this colour change will help to detect the prog-
ress of the process. Once the sample gets fixed, it will be subjected to freezing by 
placing it in a metal block that is cooled by employing liquid nitrogen and freeze-
dried. Post fixation performed with OT is optional, and it can be omitted as the 
samples with ‘charging problems’ may lead to the image distortion in association 
with this osmication.

Physical Fixation (Cryofixation)  As an alternative to chemical fixatives, heating 
and freezing are the two phenomena employed in the physical fixation to serve the 
same. Both these techniques have their unique contributions to the LM. However, 
cryofixation or freezing is regarded as the best alternative to chemical fixation to 
preserve the high-resolution microscopical evaluation of the biologically fine 
structures.

The rapid freezing technique of the biological specimens will be stopping all the 
molecular motions instantaneously. A wide variety of methods are available for this 
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rapid freezing. The major obstacle to this method is the damage of Ice crystals. This 
ice crystal growth is altered following the freezing speed, the heat transfer rate of 
the coolant and specimen size. To neglect the ultrastructural damage to the speci-
men that arises from the growth of large crystals, this method is very essential. 
Rapid freezing can be applied to individual cells and very thin samples, but the 
slower freezing rate for the tissues and other thicker samples will create a very lim-
ited layer free from ice crystals. It will be of a few micrometres and located near the 
freezing surface or medium.

10.4	 �Dehydration

The complete removal of the water and organic fluids from the sample is a requisite 
for the SEM analysis, where it also favours the process of immobilization before the 
examination and analysis. The term ‘Dehydration’ is indicating the removal of 
water. As water is being the major component of biological materials, the term 
dehydration is applicable for removing fluids. Potentially, it is a problematic pro-
cess as it leads to several concerns such as:

•	 Extraction of molecules present in the sample favoured by the dehydrating 
solvent.

•	 Precipitation induced with the loss of water.
•	 Shrinkage of the sample occurred by the loss of water.
•	 Crushing of the sample aroused by the interface between solvent and air.

Among these issues, shrinkage cannot be avoided as it occurs due to the loss of 
surrounding solvents or water from the macromolecule, making it more tightly 
packed together. Hence, we need to allow the samples to undergo a gradual loss of 
water and shrinkage instead of rapid water loss and shrinkage. In order to combat 
this issue, various methods were introduced such as chemical dehydration and air 
drying. Ethanol, methanol, and acetone are some of the most commonly used chem-
ical dehydrating agents. For preserving the original structure of peritoneal tissues 
and other biological samples, acetone and ethanol were employed in the process. 
The process of dehydration is performed by passing the sample tissue through a 
series of alcohol solutions with serially increasing concentrations. The tissue blocks 
will be transferred to various alcohol concentrations such as 30%, 50%, 70%, 80%, 
90%, and finally 100% alcohol. Finally, the sample is placed in 100% ethanol solu-
tion to ensure the complete removal of water. Ethanol will absorb water vapour from 
the atmosphere as it is hygroscopic. Absolute ethanol will be absolute only if the 
water is completely removed off from it.

Dehydration is different from drying. Tissues are not supposed to be air-dried. 
Dehydration is the process where the water present inside the tissues will be slowly 
substituted with some organic solvents. The speed of the dehydration should be 
adjusted in such a way as of enough speed to prevent the excessive extractions of 
acetone soluble compounds and alcohol and slow enough to avoid the process of 
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plasmolysis. It is very much difficult to control the extraction of the specimen com-
ponents. Commonly carbohydrates possess very poor cross-linking followed by the 
fixation, and hence these low molecular weight carbohydrates were found to be 
susceptible in particular. Proteins prefer GA-induced crosslinking during the pri-
mary fixation, and the lipids follow OT favoured cross-linking at the time of second-
ary fixation. Carbohydrates are essentially unfixed. The problem associated with the 
extraction is shrinkage. These problems were found to be serious at a low concen-
tration during the dehydration series. The best solution to these problems is rapid 
dehydration. Through dehydration with 70% alcohol, the tissues will not shrink as 
much, but they may begin to harden. The prolonged dehydration with higher con-
centrations of alcohol may transform the tissues into a quite brittle texture. For the 
convenience of the practical experiment conditions, if it is required to pause at any 
stage during the dehydration process, mostly the histologists will prefer to stop at 
70–100% alcohol concentrations. If the process of plasmolysis is found to be evi-
dent, meanwhile, then additional dehydration steps should be followed. There may 
be chances of developing osmotic activity by the cell membranes after the short 
period fixation processes. However, lengthy fixations with GA are found to be 
responsible for reducing osmotic sensitivity, i.e. insensitive osmotic alterations may 
be visible after 48 hours of GA fixations.

Living tissues are most sensitive to poor dehydration, and hence they prefer to 
have dehydration at the temperature of a refrigerator. The dehydration process rec-
ommended for the living tissues is as follows, rinse the samples in a fume hood with 
fresh buffer solution free from fixative and be repeated thrice. The buffer solution is 
to be then replaced with the least concentration of ethanol solution as per the dehy-
dration alcohol concentrations fixed and do not disturb that for around 20  min. 
Continue the process until 100% ethanol is employed for the same.

10.5	 �Drying

The presence of water and other fluids in the biological sample is of major concern 
for the SEM analysis. The process of evaporation, which in turn favouring the 
escape of fluids, can negatively affect the machine operations and thus it is always 
suggested to make sure that the specimen is dry before being placed in the chamber 
for analysis. Mostly the sample becomes free of water at the end of dehydration 
itself without undergoing the drying process. If not, the surface tension of any dry-
ing artefacts can be introduced to serve the same. Some of the other approaches to 
perform drying are the usage of transitional fluids, critical point drying (CPD) 
which is a very common method, freeze-drying (FD), employing liquid CO2 or a 
series of various chemical solvents such as freon 113, hexamethyldisilane (HMDS), 
tetramethylsilane (TMS), and PELDRI II. Through these processes, the high sur-
face tension forces can be reduced and consequently the specimen cells will undergo 
collapse and shrinkage to aid drying.

The introduction of surface tension may be a problem to the biological samples 
as it may disturb the surface structures via collapse and shrinkage as it can be led to 
the complete collapse of the hollow specimens (Fig. 10.3).
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Air Drying  The water removal from the sample is initiated by drying in the air, and 
sometimes there may be a few problems associated with it. The water–air interface 
originated will be passed to the bulk from the initial surface, while the surface 
tension associated with it also will rise to high values. Finally, it may end up with 
nearly 45% shrinkage of the cell as it reaches the final phases of the air drying. This 
force will increase to larger figures as the drying make the cell smaller. This drastic 
variation in the surface tension of the specimen cell will distort the structural integ-
rity of the soft specimen cells and create troubles for the specimens that consist of 
inorganic and organic solutes in the dissolved form [3, 4]. An example is illustrated 
in Fig. 10.4.

Critical Point Drying (CPD)  Critical point drying (CPD) is a well-established 
drying method preferred for the biological tissues before the SEM analysis. This 
technique is exclusively introduced for the preparation of SEM specimens in 1970 
by Polaron Ltd. It is one of the traditional approaches for processing the SEM speci-
men samples to avoid the shrinkage effect. Under certain conditions of pressure and 
temperature, a fluid will become indistinguishable from its overlying vapours. This 
point is termed as the critical point at which the surface tension on the specimen in 

Fig. 10.3  Impact of surface tension on drying of the sample
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the fluid phase will become zero. This is the underlying principle of CPD. The phase 
diagram is depicted in Fig. 10.5.

The removal of water will become a major concern for the biological samples; 
however, the critical points of water is found to be inconvenient as it could damage 
the specimen thermally. The critical pressure point for water is 217.7 atm, and the 
critical temperature is +373.9946  °C.  To omit these harsh conditions, a sample 
should be dehydrated to a point of 100% ethanol before placing it in a CPD cham-
ber. Later the chamber will be purged with liquid CO2 repeatedly till the ethanol 
present in it is completely replaced with CO2. The chamber will then be sealed and 
cooled until it attains the critical point for CO2 (31 °C and 72.8 atm).

The chamber is again heated to achieve the critical point where liquid–gas phases 
of CO2 will be in equilibrium. The chamber temperature should be maintained 
above the critical temperature (36–38 °C) so that it can be vented out to expel CO2 
gas without allowing the re-condensation into the liquid state which produces a 
surface tension over the biological specimen. The venting speed should be adjusted 

Fig. 10.4  Air drying of 
Porcini

Fig. 10.5  Phase diagram
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to low, and the temperature gauge should be monitored well. The exit of the gas 
through a small orifice or venting valve at a very high velocity will make a sudden 
fall or drop in temperature. If the temperature became lower than the critical point, 
it might lead to a rewetted surface where surface tension damages are experienced. 
There are chances for shrinking the specimen cells in association with the fixation 
and dehydration processes themselves. The further shrinkage observed due to CPD 
is not favourable, and hence CPD cannot be called a perfect technique (Fig. 10.6).

Freeze-Drying  The fewer chances for the occurrence of shrinkage based on theo-
retical aspects is the attracting factor behind the introduction of the freeze-drying 
(FD) method. FD is identical to that of dehydration in terms of the processing 
schedules. Once the specimen is treated in 100% ethanol, it may be frozen in liquid 
nitrogen-cooled Freon TM 12 or subjected to cryofixation from its native state. The 
sample is placed in a pre-cooled specimen stage under a mild vacuum for a particu-
lar period. The disappearance of frost will indicate the completion of the sublima-
tion process of the fluid present in it. Later the sample is undergoing gradual 
warming followed by venting. It is then mounted and examined at the earliest.

Chemical Drying Agents  The need to have a capital investment in CPD or FD and 
the associated complications can be overcome with the utilization of chemical dry-
ing agents. The previous scientific studies showed HMDS and TMS as effective 
chemical agents to drying solutions. This method is a useful alternative option to the 
CPD for large samples which cannot fit into the CPD chamber. HMDS is not an 

Fig. 10.6  Critical point drying of a sample
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effective agent to induce drying in every sample; hence a trial process is required 
before the standard procedure. Even then, it was effective against many of the bio-
logical sample types and an economical method (Fig. 10.7).

10.6	 �Mounting

The samples should be mounted onto the holders for the SEM analysis, where most 
of the specimen holding mounts are made with brass or aluminium. Particulate sam-
ples and poly-l-lysine-coated coverslips are attached and then joined to stubs. 
Coverslips or the specimens were attached to the stubs with any adherent material 
or colloidal silver paste or paint, colloidal carbon tape or paint, and double-stick 
tape. Coverslips will be acting as insulators. Before being placed in the high-vacuum 
SEM analysis chamber, it should make sure that the pastes or paints are dried 
completely.

10.7	 �Sputter Coating or Surface Conductivity

The two major objectives of the sample coating are:

•	 To make electrically conductive samples while the excess electrons can be 
trapped by the atom and it can be drawn off to the ground.

Fig. 10.7  Differences between Air dry, Critical point dry and Chemical dry methods
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•	 To induce the contrast to render them visible in the microscope.

Once the sample got dried, they should be then mounted onto the specimen stubs, 
coated, and examined at the earliest as possible. If the sample needs to be stored, it 
should be kept well inside the chamber to get rid of atmospheric humidity-associated 
problems and rehydration. The image quality of the specimen will be got affected as 
hygroscopic swelling of the samples may lead to the development of hairline 
fractures.

For the effective interpretation of the high-resolution images of the metal-coated 
specimens, a few major considerations are there such as the thickness of the metal 
coat, uniformity, and its granularity. The coating will add up material to the sample 
surface and thus make them thicker and larger under the microscopic view. The 
uniformity also will vary respectively with each of the microscopic methods. At the 
same time, a uniform coat is very essential to avoid electrical charges. In some 
cases, the granularity of the coast will distort the underlying structures and hence it 
should be considered during the interpretation of the image (Fig. 10.8).

To obtain a high-resolution SEM observation, it is crucial to have a thin and 
grain-free metal coat. Sputter coating is introduced as an alternative to solve all the 
problems. Sputter coating will increase these signals and contrast. Altogether, each 
of the steps during sample preparation for SEM analysis is found to be of signifi-
cance [8].

Preparing Tissue for the SEM
•	 Materials Required
•	 Glutaraldehyde (25%) (cat# 18426 from Ted Pella).
•	 Osmium tetraoxide (cat#18451 from Ted Pella).
•	 NaH2PO4.

Fig. 10.8  Procedure of mounting process
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•	 Na2HPO4.
•	 Scintillation vials.
•	 Stock Solutions

–– 0.1 M phosphate buffer at pH 7.0 (200 ml).
39 ml of 0.2 M NaH2PO4.
61 ml of 0.2 M Na2HPO4.
100 ml of dd water.

•	 Fixative Solution

Working Concentration Amount (50 ml) Stock Solution
25 mM Phosphate Buffer at pH 7 12.5 ml
0.1 M Phosphate Buffer
3% Glutaraldehyde 6.0 ml
25% Glutaraldehyde 31.5 ml
dd water

Procedure
	A.	 Fixation

	1.	 Prepare a fixative solution and fill the scintillation vials with a fixative agent.
	2.	 Cut the tissue and then place it in a tube that is filled with the fixative agent 

solution.
	3.	 Place the tissue on the sides of the tube, to keep the air away from the it.
	4.	 Incubate at 4 °C for 12–24 h. (Overnight is more preferable).

	B.	 Osmium Tetroxide Step
	1.	 Buy 0.5 g capsules.
	2.	 Place 25 ml of water in a bottle.
	3.	 Put the capsule in a bottle and break it down with a glass pipet. This makes 

about a 2% solution.
	4.	 Keep the solution at room temperature.
	5.	 The solution can be stored in a cold room or freezer for about 1 month. If it 

is frozen, then keep it at room temperature. This solution should be straw 
coloured. If it is purple in colour then it indicates that the solution may be no 
longer good.

	6.	 Dilute it to 1% solution in 25 mM phosphate buffer (25 mM is the final con-
centration desired for PB).

	7.	 Pour off the fixative followed by the addition of 1% osmium tetroxide 
solution.

	8.	 Incubate it in a cold room for an overnight to several days. The osmium will 
turn black.

	C.	 Dehydration of Tissue
	1.	 Pour off osmium solution and rinse 3 times with 25 mM PB. Be sure to put 

the first wash into the osmium waste.
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	2.	 Put the tissue through a series of various alcohol concentrations. Allow 
15–30 min for each step. The various concentrations that can be considered 
as follows:

a. 30% g. 100%
b. 50% h. 100%
c. 65% i. 100%
d. 75% J. 100%
e. 89% k. 2 more 100% soak next day
f. 95%

The tissue can be stored in 100% alcohol permanently.

	D.	 Critical Point Drying
	1.	 Put the tissue into baskets for analysis.
	2.	 Fix it with alcohol.
	3.	 Dry the specimen in the SEM facility.
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