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Preface

This volume of Lecture Notes in Mechanical Engineering gathers selected papers
presented at the 7th International Scientific-Technical Conference
MANUFACTURING 2022, held in Poznan, Poland, on May 16–19, 2022. The
conference was organized by the Faculty of Mechanical Engineering, Poznan
University of Technology, Poland.

The aim of the conference was to present the latest achievements in the broad
field of mechanical engineering and to provide an occasion for discussion and
exchange of views and opinions. The conference covered topics in:

• mechanical engineering
• production engineering
• quality engineering
• measurement and control systems
• biomedical engineering

The organizers received 165 contributions from 23 countries around the world.
After a thorough peer review process, the committee accepted 91 papers for con-
ference proceedings prepared by 264 authors from 23 countries (acceptance rate
around 55%). Extended versions of selected best papers will be published in the
following journals: Management and Production Engineering Review, Bulletin
of the Polish Academy of Sciences: Technical Sciences, Materials, Applied Sciences.

The book Advances in Manufacturing III is organized into five volumes that
correspond to the main conference disciplines mentioned above.

Advances in Manufacturing III - Volume 2 - Production Engineering:
Research and Technology Innovations, Industry 4.0 gathers research and prac-
tical solutions aiming at increase the efficiency of production processes. Chapters
are devoted to the analysis of the latest trends in using immersive technologies and
to the applications of Industry 4.0 solutions in manufacturing. Written by scientists
and practitioners around the world, this book is intended to promote the exchange
of views and experiences and contribute to the dissemination and effective appli-
cation. It includes 25 chapters, prepared by 71 authors from 8 countries.
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We would like to thank the members of the International Program Committee for
their hard work during the review process.

We acknowledge all people that contributed to the staging of
MANUFACTURING 2022: authors, committees and sponsors. Their involvement
and hard work were crucial to the success of the MANUFACTURING 2022
conference.

Justyna TrojanowskaMay 2022
Agnieszka Kujawińska
Jose Mendes Machado

Ivan Pavlenko

vi Preface



Organization

Steering Committee

General Chair

Adam Hamrol Poznan University of Technology, Poland

Chairs

Olaf Ciszak Poznan University of Technology, Poland
Magdalena Diering Poznan University of Technology, Poland
Justyna Trojanowska Poznan University of Technology, Poland

Scientific Committee
Ahmad Majdi Abdul-Rani University of Technology PETRONAS, Malaysia
Dario Antonelli Politecnico di Torino, Italy
Katarzyna Antosz Rzeszow University of Technology, Poland
Jorge Bacca-Acosta Fundación Universitaria Konrad Lorenz,

Colombia
Zbigniew Banaszak Koszalin University of Technology, Polska
Andre D. L. Batako Liverpool John Moores University, UK
Stefan Berczyński West Pomeranian University of Technology

in Szczecin, Poland
Alain Bernard Ecole Centrale de Nantes, France
Kristina Berladir Sumy State University, Ukraine
Christopher Brown Worcester Polytechnic Institute, USA
Anna Burduk Wrocław University of Science and Technology,

Poland
Marcin Butlewski Poznan University of Technology, Poland
Lenka Čepová VSB Technical University of Ostrava,

Czech Republic

vii



Nadežda Čuboňová University of Žilina, Slovakia
Somnath Chattopadhyaya Indian School of Mines, India
Olaf Ciszak Poznań University of Technology, Polska
Jacek Diakun Poznań University of Technology, Poland
Magdalena Diering Poznan University of Technology, Poland
Ewa Dostatni Poznan University of Technology, Poland
Jan Duda Cracow University of Technology, Poland
Davor Dujak J.J. Strossmayer University of Osijek, Croatia
Milan Edl University of West Bohemia, Czech Republic
Brigita Gajšek University of Maribor, Slovenia
Mosè Gallo University of Naples Federico II, Italy
Adam Gałuszka Silesian University of Technology, Poland
Józef Gawlik Cracow University of Technology, Poland
Adam Gąska Cracow University of Technology, Poland
Adam Górny Poznan University of Technology, Polska
Filip Górski Poznan University of Technology, Poland
Adam Hamrol Poznan University of Technology, Poland
Mukund Harugade Padmabhooshan Vasantraodada Patil Institute

of Technology, India
Ivan Hudec Slovak University of Technology in Bratislava,

Slovakia
Jozef Husár Technical University of Košice, Slovakia
Aminul Islam Technical University of Denmark, Denmark
Vitalii Ivanov Sumy State University, Ukraine
Andrzej Jardzioch West Pomeranian University of Technology

in Szczecin, Poland
Sabahudin Jašarević University of Zenica, Bosnia and Herzegovina
Małgorzata

Jasiulewicz-Kaczmarek
Politechnika Poznańska, Poland

Wojciech Kacalak Technical University of Koszalin, Poland
Sławomir Kłos University of Zielona Góra, Polska
Lucia Knapčíková Technical University of Košice, Slovakia
Damian Krenczyk Silesian University of Technology, Poland
Jolanta Krystek Silesian University of Technology, Poland
Józef Kuczmaszewski Lublin University of Technology, Poland
Agnieszka Kujawińska Poznan University of Technology, Poland
Ivan Kuric University of Žilina, Slovak Republic,

Slovak Republic
Piotr Łebkowski AGH, University of Science and Technology,

Poland
Stanisław Legutko Poznan University of Technology, Polska
Sławomir Luściński Kielce University of Technology, Poland
José Machado University of Minho, Portugal
Vijaya Kumar Manupati National Institute of Technology Warangal, India

viii Organization



Uthayakumar Marimuthu Kalasalingam Academy of Research and
Education, India

Jorge Martín Gutiérrez Universidad de La Laguna, Spain
Józef Matuszek University of Bielsko-Biala, Poland
Arkadiusz Mężyk Silesian University of Technology, Poland
Dariusz Mikołajewski Kazimierz Wielki University, Poland
Andrzej Milecki Poznań University of Technology, Poland
Piotr Moncarz Stanford University, USA
Manurl Francisco

Morales-Contreras
Universidad Pontificia Comillas, Spain

Keddam Mourad USTHB, Algeria
Leticia Neira UANL, México
Przemysław Niewiadomski University of Zielona Góra, Polska
Erika Ottaviano University of Cassino and Southern Lazio,

Cassino
Eren Özceylan Gaziantep University, Turkey
Razvan Ioan Pacurar Technical University of Cluj-Napoca, Romania
Justyna Patalas-Maliszewska University of Zielona Góra, Poland
Ivan Pavlenko Sumy State University, Ukraine
Lucjan Pawłowski Lublin University of Technology; Polish

Academy of Science, Poland
Dragan Peraković University of Zagreb, Croatia
Alejandro Pereira Universidade de Vigo, Spain
Marko Periša University of Zagreb, Croatia
Pierluigi Rea University of Cagliari, Italy
Ján Piteľ Technical University of Košice, Slovakia
Izabela Rojek Kazimierz Wielki University, Poland
Alessandro Ruggiero University of Salerno, Italy
Dominik Rybarczyk Poznań University of Technology, Polska
Krzysztof Santarek Warsaw University of Technology, Poland
Jarosław Sęp Rzeszow University of technology, Poland
Bożena Skołud Silesian University of Technology, Polska
Jerzy Andrzej Sładek Cracow University of Technology, Poland
Dorota Stadnicka Rzeszów University of Technology, Poland
Beata Starzyńska Poznan University of Technology, Poland
Manuel Francisco Suárez

Barraza
Universidad de las Américas Puebla, Mexico

Marcin Suszyński Poznan University of Technology, Polska
Marek Szostak Poznan University of Technology, Poland
Erfan Babaee Tirkolaee Istinye University, Turkey
Justyna Trojanowska Poznan University of Technology, Poland
Leonilde Varela University of Minho, Portugal
Katarzyna Węgrzyn-Wolska Engineering School of Digital Technologies,

France
Gerhard-Wilhelm Weber Poznan University of Technology, Poland

Organization ix



Edmund Weiss Calisia University, Poland
Dorota Więcek University of Bielsko-Biala, Poland
Michał Wieczorowski Poznan University of Technology, Poland
Hanna

Włodarkiewicz-Klimek
Poznan University of Technology, Poland

Szymon Wojciechowski Poznan University of Technology, Poland
Ralf Woll BTU Cottbus-Senftenberg, Germany
Jozef Zajac Košice University of Technology, Slovakia
Nermina Zaimovic-Uzunovic University of Zenica, Bosnia and Herzegovina

Program Committee

Karla Alvarado-Ramírez
José Angel
Dario Antonelli
Katarzyna Antosz
Erfan Babaee Tirkolaee
Jorge Bacca-Acosta
Diana Baila
Prashanth Bandari
Lucía Barcos-Redín
Andre Batako
Petr Beneš
Kristina Berladir
Marcin Białek
Mikołaj Bilski
Matej Borovinšek
Anna Borucka
Cristina Borzan
Sara Bragança
Daniel Brissaud
Christopher Brown
Paweł Buń
Anna Burduk
Bartłomiej Burlaga
Jacek Buśkiewicz
Marcin Butlewski
Massimiliana Carello
Fernando Castillo
Robert Cep
Miroslav Cisar
Olaf Ciszak
Felipe Contreras
Tomáš Coranič
Eric Costa

Margareta Coteata
Dorota Czarnecka-Komorowska
Reggie Davidrajuh
Mario del Valle
Boris Delibašić
Jakub Demčák
Jacek Diakun
Magdalena Diering
Grzegorz Domek
Ewa Dostatni
Radosław Drelich
Jan Duda
Luboslav Dulina
Eduard Franas
Paweł Fritzkowski
Brigita Gajšek
Mosè Gallo
Bartosz Gapiński
Katarzyna Gawdzińska
Adam Gąska
Dominik Gojdan
Arkadiusz Gola
Fernando González-Aleu
Adam Górny
Filip Górski
Cezary Grabowik
Marta Grabowska
Jakub Grabski
Damian Grajewski
Patrik Grznár
Aleksander Gwiazda
Michal Hajžman
Adam Hamrol

x Organization



Mukund Harugade
Amalija Horvatić-Novak
Stella Hrehová
Jozef Husár
Vitalii Ivanow
Carmen Jaca
Rajat Jain
Michał Jakubowicz
Małgorzata Jankowska
Andrzej Jardzioch
Małgorzata Jasiulewicz-Kaczmarek
Anna Karwasz
Jakub Kaščak
Sławomir Kłos
Lucia Knapčíková
Adam Koliński
Elif Kongar
Boris Kostov
Kateryna Kovbasiuk
Arkadiusz Kowalski
Tomasz Kowaluk
Damian Krenczyk
Grzegorz Królczyk
Józef Kuczmaszewski
Agnieszka Kujawińska
Panagiotis Kyratsis
Georgios Lampropoulos
Peter Lazorík
Stanislaw Legutko
Andrzej Loska
Czesław Łukianowicz
José Machado
Marek Macko
Ján Majerník
Vitalii Maksymenko
Damjan Maletič
Matjaž Maletič
Vijaya Kumar Manupati
Sven Maricic
Jorge Martín Gutiérrez
Thomas Mathia
Maciej Matuszewski
Dariusz Mazurkiewicz
Jakub Michalski
Dariusz Mikołajewski

Janusz Mleczko
Ladislav Morovic
Keddam Mourad
Leticia Neira
Zdeněk Neusser
Magdalena Niemczewska-Wójcik
Przemysław Niewiadomski
Czesław Niżankowski
Nejc Novak
Filip Osiński
Erika Ottaviano
Eren Ozceylan
Ancuta Pacurar
Kyratsis Panagiotis
Jason Papathanasiou
Waldemar Paszkowski
Justyna Patalas-Maliszewska
Ivan Pavlenko
Paweł Pawlus
Jarosław Pempera
Dragan Peraković
Alejandro Pereira
Dariusz Plinta
Florin Popister
Evangelos Psomas
Paulina Rewers
Francisco Gabriel Rodriguez-González
Michał Rogalewicz
Izabela Rojek
Mirosław Rucki
Biserka Runje
Dominik Rybarczyk
Michał Rychlik
Milan Saga
Alžbeta Sapietova
Filip Sarbinowski
Holger Schlegel
Armin Schleinitz
Dariusz Sędziak
Robert Sika
Zbyněk Šika
Varinder Singh
Bożena Skołud
António Lucas Soares
Ewa Stachowska

Organization xi



Dorota Stadnicka
Sergiu Dan Stan
Roman Starosta
Beata Starzyńska
Krzysztof Stępień
Tomasz Stręk
Manuel Suárez-Barraza
Marcin Suszynski
Grażyna Sypniewska-Kamińska
Marek Szostak
Jiří Tengler
Samala Thirupathi
Francisco Torres
Justyna Trojanowska
Piotr Trojanowski
Krzysztof Tyszczuk
M. Uthayakumar
Leonilde Varela

Nikola Vitkovic
Adrián Vodilka
Sachin Waigaonkar
Tomasz Walczak
Łukasz Warguła
Gerhard-Wilhelm Weber
Katarzyna Węgrzyn-Wolska
Radosław Wichniarek
Michał Wieczorowski
Dariusz Więcek
Hanna Włodarkiewicz-Klimek
Szymon Wojciechowski
Adam Woźniak
Ryszard Wyczółkowski
Nermina Zaimovic-Uzunovic
Ivan Zajačko
Magdalena Żukowska
Krzysztof Żywicki

Special Sessions

Manufacturing and Management Approaches and Tools for Companies
in Era of Digitalization

Special Session Organizing Committee

Leonilde Varela University of Minho, Portugal
Justyna Trojanowska Poznan University of Technology, Poland
Vijaya Kumar Manupati Mechanical Engineering Department, India
Paulina Rewers Poznan University of Technology, Poland

Operational Innovation and Excellence in Organizations of 21st Century.
Lean Thinking, Kaizen Philosophy, and Toyota Production System

Manuel F. Suárez-Barraza Universidad de las Américas Puebla, Mexico
Manuel F. Morales-Contreras Universidad Pontificia Comillas, Spain
Agnieszka Kujawińska Poznan University of Technology, Poland
Marta Grabowska Poznan University of Technology, Poland

Cyber-Physical Production Systems: From Design to Applications

Katarzyna Antosz Rzeszow University of Technology, Poland
José Machado University of Minho, Portugal
Erika Ottaviano University of Cassino and Southern Lazio, Italy
Pierluigi Rea University of Cagliari, Italy

xii Organization



Augmented, Virtual and Mixed Reality Systems

Jozef Husár Technical University of Košice, Slovak Republic
Jakub Kaščak Technical University of Košice, Slovak Republic
Paweł Buń Poznan University of Technology, Poland

Intelligent Methods Supporting Manufacturing Systems Efficiency

Anna Burduk Wroclaw University of Science and Technology,
Poland

Andre Batako Liverpool John Moores University, UK
Dorota więcek University of Bielsko-Biala, Poland
Ivan Kuric University of Žilina, Slovak Republic

Sustainability on Production in the Aspect of Industry 4.0

Ewa Dostatni Poznan University of Technology, Poland
Izabela Rojek Kazimierz Wielki University in Bydgoszcz,

Poland
Jacek Diakun Poznan University of Technology, Poland
Dariusz Mikołajewski Kazimierz Wielki University in Bydgoszcz,

Poland

Design and Rapid Manufacturing of Customized Medical Products

Filip Górski Poznan University of Technology, Poland
Magdalena Żukowska Poznan University of Technology, Poland
Razvan Pacurar Technical University of Cluj-Napoca, Romania

Metrology and Statistical Analysis of Measurement and Control Systems

Alejandro Pereira Domínguez University of Vigo, Spain
Lenka Čepová VSB - Technical University of Ostrava,

Czech Republic
Magdalena Diering Poznan University of Technology, Poland
Bartosz Gapiński Poznan University of Technology, Poland

Analytical and Computational Methods in (Bio-) Mechanical and Material
Engineering

Tomasz Stręk Poznan University of Technology, Poland
Roman Starosta Poznan University of Technology, Poland
Nejc Novak University of Maribor, Slovenia
Pavel Polach University of West Bohemia, Czech Republic

Organization xiii



Contents

Production Engineering

Modeling Production Systems as Modular Systems: A Petri Nets
Based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Reggie Davidrajuh, Damian Krenczyk, and Bozena Skolud

Solving Scheduling Problems in Case of Multi-objective Production
Using Heuristic Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Kamil Musiał, Artem Balashov, Anna Burduk, Andre Batako,
and Andrii Safonyk

Robust Adversarial Reinforcement Learning for Optimal Assembly
Sequence Definition in a Cobot Workcell . . . . . . . . . . . . . . . . . . . . . . . . 25
Alessandro Alessio, Khurshid Aliev, and Dario Antonelli

Designing an Automated Assembly Workplace
in a Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Kateryna Kovbasiuk, Michal Balog, and Kamil Židek

Integrating the Assessment of Sustainability and an ERP System
in Small and Medium Manufacturing Enterprise - A Case Study . . . . . 50
Justyna Patalas-Maliszewska, Sławomir Kłos, and Ewa Dostatni

Comparative Analysis of the Environmental Assessment of an
Exemplary Product in Selected IT Tools . . . . . . . . . . . . . . . . . . . . . . . . 61
Marcin Radzki and Jacek Diakun

The Environmental Analysis of a Product Manufactured
with the Use of an Additive Technology . . . . . . . . . . . . . . . . . . . . . . . . . 76
Anna Dudkowiak, Ewa Dostatni, Izabela Rojek, and Dariusz Mikołajewski

Development Process of Customised Products, Supported by
Technologies, a Case of Tailor-Made Furniture . . . . . . . . . . . . . . . . . . . 90
Wiesław Urban, Krzysztof Łukaszewicz,
and Elżbieta Krawczyk-Dembicka

xv



Pick Performance System as an IT Support for Order
Completing – A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Norbert Kawęcki and Arkadiusz Gola

Declarative Models of Periodic Distribution Processes . . . . . . . . . . . . . . 116
Grzegorz Bocewicz, Izabela Nielsen, Robert Wójcik,
and Zbigniew Banaszak

Analysis and Improvement of the Foreman’s Work Methods . . . . . . . . 130
Paulina Rewers and Przemysław Paluszyński

The Overall Labour Effectiveness to Improve Competitiveness
and Productivity in Human-Centered Manufacturing . . . . . . . . . . . . . . 144
Andrea Bonci, Dorota Stadnicka, and Sauro Longhi

Relationships in the Human Lean Green Areas for the Benefit
of Sustainable Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Mariusz Bryke and Beata Starzyńska

Industry 4.0 Solutions

Product Lifecycle Management (PLM) in the Context
of Industry 4.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Jan Duda, Sylwester Oleszek, and Krzysztof Santarek

Product Co-design Supported by Industry 4.0 in Customized
Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
Wiesław Urban, Elżbieta Krawczyk-Dembicka,
and Krzysztof Łukaszewicz

Design of Customized Sea Container House in the Context of Industry
4.0 - A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Jacek Frątczak and Justyna Patalas-Maliszewska

Digital Maturity of the Enterprise as an Assessment of its Ability
to Function in Industry 4.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
Alla Polyanska, Svitlana Savchuk, Ivanna Zapukhliak, Yaroslav Zaiachuk,
and Irina Stankovska

The Experimental SMART Manufacturing System
in SmartTechLab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
Jakub Demčák, Natalia Lishchenko, Ivan Pavlenko, Ján Pitel’,
and Kamil Židek

AR/VR/MR Applications in Manufacturing

Conceptual Use of Augmented Reality in the Maintenance
of Manufacturing Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
Jakub Kaščak, Jozef Husár, Lucia Knapčíková, Justyna Trojanowska,
and Vitalii Ivanov

xvi Contents



Augmented Reality as a Didactic Resource: A Proposal
for Computer Equipment Maintenance Training . . . . . . . . . . . . . . . . . . 253
Fernando Banda, Martín Luna Lázaro, Leticia Neira-Tovar,
Ana Karen Luna Torres, and Said Gonzalez

Augmented Reality - A Tool to Support Learning in Engineering
Schools. Automation Practice Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Fernando Banda, Francisco Javier Esparza, Jesús Melendéz,
and Melany Ascacio

A Design Proposal: Virtual Reality Environment for Safety
Training in Electrical Substations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
Edson E. Castañeda-Mancillas, Eduardo Sanchez-Rentería,
Francisco Torres-Guerreo, and Paweł Buń

Implementation of Virtual Reality for Training in Education
and Industry: A Forklift Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
Leticia Neira-Tovar, Edson E. Castañeda-Mancillas, Guillermo Rossano,
Jorge Cupich, and Hector Cruz

Mixed Reality Training in Electrical Equipment
Operating Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
Paweł Buń, Jakub Gapsa, Jozef Husár, and Jakub Kaščak

Hand Tracking in Extended Reality Educational Applications . . . . . . . . 317
Paweł Buń, Jozef Husár, and Jakub Kaščak

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Contents xvii



Production Engineering



Modeling Production Systems as Modular
Systems: A Petri Nets Based Approach

Reggie Davidrajuh1(B) , Damian Krenczyk2 , and Bozena Skolud2

1 Faculty of Science and Technology, University of Stavanger, Kristine Bonnevies vei 22,
4021 Stavanger, Norway

reggie.davidrajuh@uis.no
2 Faculty of Mechanical Engineering, Silesian University of Technology, Konarskiego 18A,

44-100 Gliwice, Poland

Abstract. Modern Production systems are large, and the mathematical models
of these become huge. Hence, the models become useless as they are challenging
to analyze and perform model verification. Moreover, some of these production
systems are inherently discrete (e.g., discrete production systems), while others
can be discretized (e.g., Robotics). Petri nets are useful for modeling discrete pro-
duction systems. But the resulting Petri nets suffer from huge size and infinite
state space. To eliminate huge size, modular Petri nets are proposed. This paper
looks into a modular Petri net and uses it to model a production system (focus-
ing on automatically guided vehicles). The scope of this paper is to show the
benefits of modularization, e.g., smaller modular components that can be inde-
pendently developed and analyzed. Also, the modular Petri net is implemented in
software GPenSIM. Hence, real-life and industrial production systems (such as
car manufacturing, smart microgrids) can be modeled and analyzed.

Keywords: Production systems ·Modular models · Petri nets ·Modular petri
nets · GPenSIM

1 Introduction

Modern Production systems are oversized. Therefore, we need to develop mathemati-
cal models to evaluate and find deficiencies (e.g., bottlenecks). However, mathematical
models of these tend to be huge, so that analyzing these for performance improvement
becomes impossible. Moreover, some of these production systems are inherently dis-
crete, e.g., discrete production systems such as car manufacturing. At the same time,
some other productions systems are continuous systems that can be discretized (e.g.,
Robotics).

Petri nets are useful for modeling discrete production systems due to their graphical
self-documentation property.Also, Petri nets possess a simplemathematical background,
and there exist many analytical tools [1, 2]. However, the Petri net models suffer from
huge size and infinite state space, even for simple production systems [3]. To eliminate
huge size, modular Petri nets are proposed.
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This paper looks into modular Petri nets; literature review (Sect. 2) provides a short
survey on modular Petri nets. And then, in Sect. 3, the focus is given to the newest
modular Petri nets, proposed by the first author of this paper [4]. Section 4 uses the
modular Petri nets tomodel a production system that uses automatically guided vehicles.
Section 5 (conclusion) summarizes the benefits of modularization, e.g., smaller modular
components that are robust, independently developed, and analyzed.

2 Literature Review

Firstly, a formal definition of Petri nets is presented. And then, a concise literature study
on Modular Petri Nets is given.

2.1 Petri Nets

Petri net formalism consists of many classes of Petri nets. The simplest and original one
is the P/T (Place-Transition) Petri nets. Figure 1 presents the definition for P/T Petri
nets.

Fig. 1. P/T Petri nets [4].

2.2 Modular Petri Nets

Ref. [5, 6, 7] are the earlier works on modular Petri nets (MPN). These works provide a
methodology for the compression of Petri netmodules. In [5, 6],modules have to be event
graphs with input and output ports as transitions. In [7], the module possesses a clear-cut
interface. Ref. [8, 9] uses object-oriented programming for realizing Object-oriented
Petri Nets.
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Ref. [10] presents uses fusion places and fusion transitions for modularization. This
study also proves the preservation of the properties of the model in the modules. Ref.
[11] reveals generic modules that are reusable. This study focuses on manufacturing
systems. Ref. [12] is on facing uncertainties in model building and uses reconfigurable
modules as a solution.

Ref. [13] presents “Exhost-PIPE” as a tool for modular Petri nets. Ref. [14] focuses
on molecular nets. Refs. [15, 16] are application papers, focusing on modularization
of “Spanish National Health System.” Ref. [17] is also an application, on control of
traffic intersections. Whereas, [18] uses transitions as interfaces between the modules
for communication between the modules.

Ref. [19] is about elimination of redundancy in virtual enterprises. And [20] presents
Smart Factory Networks (SFN) modeling.

3 Modular Petri Nets

Refs. [3, 4] propose the newest modular Petri Nets. The modular Petri nets proposed in
these two works are implemented in the General-purpose Petri Net Simulator (GPen-
SIM) [21, 22]. Thereby, models of real-life systems can be developed, simulated, and
investigated with GPenSIM as modular Petri Net models.

This section presents a summary of the newest Modular Petri Nets.

3.1 MPN = Petri Modules + Inter-modular Connectors

MPN consists of at least one Petri module and zero or more Inter-Modular connectors
(IMC). Figure 2 presents the formal definition for MPN.

Fig. 2. Modular Petri nets [4].

Figure 3 and 4 define Petri module and Inter-Modular connector (IMC), respectively.
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Fig. 3. Petri module [4].
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Fig. 4. Inter-modular connector [4].

4 Application Example: A Production Systems with AGVs

Figure 5 shows a manufacturing system. This manufacturing system uses Automated
GuidedVehicles (AGV) as themeans of transportationbetweenworkstations. The system
possesses six workstations (named S1-S6). The lanes between the workstations are
marked as T12 to T61.

We want to model the system to find the optimal number of AGVs needed. The
problem is a variation of the circular train problem given in [23], and also presented in
[24]. In these works, neither the modular model nor the solution is given.

The production system has the following characteristics:

– The vehicles move in both clockwise and counterclockwise directions.
– Between the workstations, there is only one lane meaning one vehicle only can travel
on the lane between two workstations. However, any number of vehicles can stay in
a workstation.

– A vehicle can only change its direction (clockwise to counterclockwise and vice versa)
at the workstation S1.
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Fig. 5. Production system involving AGVs.

Fig. 6. Monolithic Petri net model of a production system involving AGVs.
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4.1 Petri Net Model (Monolithic Model)

Figure 6 shows the monolithic model (one whole non-modular model) of the production
system.

In this model:

– Vpool possesses initial tokens (number of vehicles). For example, Cin induces vehi-
cles in a clockwise direction. On the other hand, Ain introduces vehicles in an
anti-clockwise direction at workstation S1.

– Places SiC and SiA represent a workstation Si. SiC for the vehicles in clockwise
direction, and SiA for anti-clockwise direction.

– TmnC represents the travel of a vehicle fromSm toSn in clockwise direction. Similarly,
and TmnA represents anti-clockwise travel.

– pmn is a locking mechanism for the lane Lmn, so that either TmnA or TmnC fires
(transports an AGV), making use of the track Lmn.

– Finally, Cout is for removing an AGV from service in the clockwise movement. At
the same time, Aout removes an AGV from service in anti-clockwise movement. An
AGV can be removed from service only at S1C or S1A.

The P/T Petri net model is shown in Fig. 2. This Petri net can be simplified by the
application of colored tokens:

– Cin and Ain can be combined and represented by one transition Tin. Tin introduces
AGVs both directions. Likewise, Cout and Aout can be combined into one transition
Tout.

– SiA and SiC can be combined into one place Si. Thereby, there is no need for two
logical places to represent a physical station.

Thus, by the application of colored Petri nets, some places and transitions can be removed
from the model, making the model compact.

The monolithic Petri net model (see Fig. 6) has apparent problems:

– Extensible: the model is not extensible; if we need to add more stations, the model
must be redesigned.

– Comprehensibility: Due to many elements, it is not easy to understand the model.
– Robustness: the model assumes that once a vehicle starts from one workstation, it will
end up in the next workstation. There is no way we can include delays in the lane or
stoppage in the lane.

4.2 Modular Petri Net Model

Figure 7 shows a Petri module that represents the movement of vehicles between two
workstations (workstations S0 and S1). In this module, the internals include delays and
stoppage during the movement. Furthermore, any other details can be independently
added to this module without affecting other modules and the rest of the whole model.
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Fig. 7. Petri module representing movement between two workstations S0 and S1.

Hence, this model is extensible (as more details can be added independently), also robust
(can cope with any changes).

Figure 8 shows the overall model. This modular model is obtained simply by adding
the modules together. The IMCs are the places that represent the workstations. The
overall model is also easy to understand (comprehensible). Hence, the modular model
satisfies all three characteristics (extensible, comprehensible, and robust) of modular
model building.

Fig. 8. Themodular Petrimodel of the production system (internals of themodules are not shown).
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5 Conclusion

This paper presents the newest modular Petri net, devised by the first author of this
paper [25, 3]. Also, this paper takes an application example of how modular models
can be developed based on the newest modular Petri nets. Also, the modular Petri net is
implemented in software General-purpose Petri net Simulator (GPenSIM) so that real-
life and industrial production systems (such as car manufacturing and smart microgrids)
can be modeled and analyzed. The modular Petri net model possesses all the necessary
characteristics of modular models, such as extensible, comprehensible, and robust.

Due to space and time limitations, this paper does not show the other properties of
modular model development, such as independent development of themodules & testing
and the analysis of the modules independently. This is considered further work.
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Abstract. The paper raises the issue of production scheduling for various types
of employees in a large manufacturing company. Till now, the decision-making
process has been based on a human factor and the foreman’s know-how, what was
error prone. The presented work aimed at developing a new employee scheduling
system which might be considered as a special case of the job shop problem from
the set of employee scheduling problems. That would make it possible to mini-
mize the costs of employees’ work and the cost of the overall production process.
Solving the problem of optimization is offered by Tabu Search and Genetic algo-
rithms. The modification process of algorithms and the verification of algorithm
performance are reported in the paper.

Keywords: Production scheduling · Decision-making processes · Genetic
algorithm · Tabu search · Meta-heuristics · Intelligent optimization methods of
production systems

1 Introduction

Production process scheduling is a very complex task, which complexity results from
the necessity of taking into account many different factors simultaneously. Thus, in
order to remain competitive, companies are forced to improve and find new methods of
the process organization. Traditional methods are usually based on the knowledge and
experience of process engineers, with the possible use of basic computer tools such as
simple spreadsheets. These techniques are typical particularly for small and medium-
sized enterprises in which employees’ know-how is the basis for the proper functioning
of processes.

In more advanced and often larger enterprises, the ERP (Enterprise Resources Plan-
ning) software is used to support resource planning and management. This solution is
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often fully sufficient for the needs of a given enterprise. However, it requires the pur-
chase of appropriate software and training in its use, as well as often technical support
after the purchase what can be very expensive. Moreover, this kind of systems appears
to be more and more versatile, what is often an advantage. However, in case of produc-
tion processes which require individual solutions, it can be an obstacle. Thus, with the
science and technology development, more and more methods are based on intelligent
solutions, i.e. heuristic algorithms [1–6].

Among the discrete optimization algorithms, two types of methods can be distin-
guished: exact methods, which allow to find the optimal solution, and approximate
methods that do not guarantee to provide the optimal solution. With the current size of
production issues, approximate methods are much more often used [7–10].

It is impossible to single out the best method for a given type of problem. The
following are widely used in production scheduling problems: greedy algorithm, genetic
algorithm, Tabu Search, Scatter Search and SimulatedAnnealing. In the literature a given
problem is often solved with the help of two or more algorithms with different results
[2, 8, 10, 11].

Finding the most beneficial solution to this type of problem can be possible thanks
to the use of artificial intelligence methods [4, 11, 12]. They allow to find the solutions
close to optimal in a relatively short time, what makes them more and more popular.
The application of intelligent algorithms makes it possible to reduce time, labour input
and human errors in processes. Therefore, they can be used to support decision-making
processes [9, 10].

The paper examines the case where various parts are produced by two types of
employees with different skills and permissions. The aim of the study was to build a
program that would allow to obtain a lower cost of a production process by planning
a lower number of employees. The research was carried-out on the example of a large
manufacturing company.

The work consists of five section. Section 1 describes the need to write this work.
Section 2 thoroughly discusses the analysed production problem and the proposed app-
roach to the solution. Section 3 presents the algorithms used to propose the solution to
the problem. Section 4 presents the results of the operation of algorithms and Sect. 5
summarizes the work and presents conclusions.

2 Case Study

In the paper we consider a decision-making problem, inspired by a real company, which
is a global manufacturer of tools and components to produce electric machines. Up to
now, all decision-making processes have been based only on a human factor. Over time
an observation was made that such an approach often generates financial losses. Then,
a possibility was noticed to reduce costs by an implementation of new decision-making
methods.

In the studied production process, each product has its own sequence of processes
that should be carried out in a specific order. However, observing a big manufactory
with a medium to large serial production we might consider the processes schedule
independently by assuming a parallel part production, instead of sequential one (see
Fig. 1).
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Fig. 1. Parallel part manufacturing assumption.

2.1 Decision Making Problem

One of the areas subjected to observation was the main production process on one
production hall. The company produces 80 products in 28 production groupswhatmeans
that several products are assigned to each group and cannot be produced parallelly. Each
Friday company analyses customers’ orders and prepares a production plan for the
whole nearest week as well as it calculates the number of employees needed to fulfil this
plan (consisting of up to 80 products in various volumes). For the described production
process two types of employees are necessary. Both have different skills, permissions
and are allowed to use different workstations.

As a simplified example of different production plans, we can observe another situ-
ation (see Fig. 1), where we have 6 processes, three of which require employee type 1,
and other three requiring an employee type 2. Assuming, in this case, that the factory
has enough machines and workstations for each and every employee, we can consider
two scheduling plans – the one of minimizing overall production time (upper graph) by
considering a new employee for each process, and the one of “minimizing production
costs” (lower graph) by assigning only two employees of different types to work through
these processes sequentially. “Minimizing production costs” is in quotation marks here
because the unit costs of processes remain constant, although auxiliary expenses (such
as insurance, paid breaks and lunches, holiday bonuses) are reduced.

The company does not make a schedule assigning specific employees neither to the
products nor to the workstations. During the production process their decisions are made
quickly by a foreman based only on his subjective opinions.

From the point of view of the company oriented to profit maximisation, the proper
usage of human resources is an important activity. In order to maintain the competitive
advantage, it is necessary tominimize all costs, especially those of production. Therefore,
an employee scheduling management system should be flexible enough to make it able
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to adapt to the ambiguous and changing specificity of production and customer orders.
Considering various conditions of orders, such as delivery deadlines and unit value as
well as some unforeseen factors (sick leaves, birthdays, lateness as well as equipment
failures, delivery delays, etc.), the system should offer various scenarios (which will be
called further “options”) of the production schedule. These variants are based on defining
a specific production program (Fig. 2) for each part being in production in the observed
moment of time.

Fig. 2. Selecting a production plan for a different scheduling variant.

As step one, the programs were calculated - several for each specific product assum-
ing a various number of employees and production time needed. An option is a set of the
selected programs assuming the determined total demand of time and number of employ-
ees. Here, general analytical algorithms were used. In some particular situations, and
for the further evolving of the idea as general, some empirical or statistical coefficients
can be applied in order to achieve more precision.

2.2 Basic Example

In the paper one selected week was analysed. As a basis for the research, historical data
were accepted. For the needs of the research, a group of 80 products was analysed. The
machine park consists of 212 machines divided into 28 groups – one for each product.
Each machine has to be operated by one of the two types of employees (type A or type
B). The company works in 3-shift system. Based on the time of all operations and the
volume of production, a set of employees is planned for shifts for the next week.

For example: 100 units of product 1, 750 units of product 2 → 20 employees type A
and 15 employees type B are planned for this week. The number of workplaces is bigger
than the number of employees, and the employees operate various machines and various
products.

Considering the above, the problem of decision-making in production scheduling is
complicated and it is impossible to find the optimal or near-optimal solution based only
on a human factor.
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2.3 Parameters, Technical Approach and Details

In the paper different approaches of scheduling process were proposed. Instead of the
times of particular operations the thesis focuses on the performance of each product
production process using various sets of employees at various time.

Table 1. Performances.

Product Set 1 Set 2

Employee
type 1
amount

Employee
type 1
amount

Performance
[pcs/h]

Employee
type 1
amount

Employee
type 1
amount

Performance
[pcs/h]

1 3 5 24,4 3 4 19,5

2 2 4 16,4 2 3 11,4

3 4 4 34,9 3 3 28,6

4 5 3 12,3 4 3 9,1

5 6 6 16,4 5 5 13,7

6 5 2 8,1 4 2 6,8

7 4 6 24,8 4 5 21,4

8 4 3 17,7 3 3 13,6

9 5 4 18,4 4 3 11,5

10 4 3 15,7 3 3 12,8

The performances of 10 products production taken under account are presented in
Table 1. For example, product 1 can be produced with the performance/speed of 24,4
pc/h with the set of 3 employees type 1 and 5 employees type 2 or with the speed of 18,5
pc/h with the set of 3 employees type 1 and 4 employees type 2.

“Set 1” was calculated to give the maximum performance. Based on the unit times
of operations, a set of employees was calculated in order to achieve the maximum
production speed. Increasing of the number of employees does not speed up the process.
“Set 2” onwards correspond to a lower number of employees what causes the lower
production performance. Each of 80 products has 4 to 8 “sets” taken under consideration.

3 Optimization Methods

3.1 Selected Algorithms

Many kinds of decision-making problems can be solved by using meta-heuristic algo-
rithms. Their application allows to find a near-optimal solution in a reasonable timewith-
out the transformation into mathematical formulations [9]. For the considered problem
of decision-making process in the selection of suppliers, intelligent algorithmswere cho-
sen to use. For the examined case, Tabu Search and genetic algorithms were considered.
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Both the Tabu Search and genetic algorithm can be used in solving NP (nondetermin-
istic polynomial) optimization problems [8]. Although none of them gives a guarantee
of finding the optimal solution, the solutions proposed by these two algorithms are fully
acceptable [11–13].

The Tabu search algorithm solves optimization problems searching the solution space
created by all possible solutions by means of a specific sequence of movements [12–14].
These movements are used to change the current solution to the new one. The algorithm
checks the neighboring solutions trying to find a better one [9]. There are also taboo
(forbidden) movements [12]. The algorithm avoids the oscillation around the locally
optimal solution with the use of information stored in a Tabu List (TABUl(ik)). Thanks
to thememory functions, the algorithmdoes not consider solutions that have been already
visited or violated the rule [9].

For local search algorithms to work, it is necessary to determine the neighborhood
of the solution. In our case, the neighborhood of the solution ik will be called the set
of solutions N(ik), obtained by a single replacement of the production plan applied to
one product in the current solution ik. We also consider a randomized neighborhood
NP(ik) ⊆ N(ik), where each element of the neighborhood N(ik) is included in the set
NP (ik) with probability 0 � P � 1 independently of other elements. The Tabu Search
algorithm presented in this section performs a probabilistic local search on a randomized
neighborhood, taking steps both to improve the objective function and to deteriorate it.
The general scheme of the algorithm is presented below.

1. Construct the initial solution i0

2. Define TABUl(io):= , i*:=i0, L
*:=L(i*), ir:=i0,

Lr:=L(ir), k:=0, P:=Pmin, flag:=+1.
3. Repeat until the break criterion is met:

a. Execute the loop Nloop times:
i.Define neighbourhood Np(ik),
ii.Find ik+1 thus, that 

iii.If L*>L(ik+1), then L
*:=L(ik+1), i

*:=ik+1. 
iv.Else if Lr>L(ik+1), then L

r:= L(ik+1), i
r:=ik+1,

flag += 1.
v.Define k+=1, update TABUl(ik).

b. If flag = +1, then ik:=i
r. 

c. Define P:=P+ flag ∙∆P 
d. If P ≥ Pmax, than flag -= 1
e. If P ≤ Pmin, than flag +=, Lr:=L(ik), i

r:=ik

4. Result i*, L*

The parameters Pmin, Pmax are the upper and lower limits of the randomization
parameter, �P is the value of incrementing randomization parameter, l is the length
of the TABU list and Nloop is the number of cycle iterations. These parameters are a
set. k is the current iteration number, ik is the current solution, TABUl(ik) is the list of
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prohibitions on the k-th iteration, P is the neighbourhood randomization parameter, flag
∈ {−1, + 1} indicates a decrease or increase in the randomization parameter, i*, L* is
the best solution found and the value of the objective function for it and correspondingly
ir, Lr is the best solution found by a fixed value of the randomization parameter and the
value of the objective function for it. The quality criterion for the current solution is the
production costs for the selected variant – L.

The Genetic algorithm is an example of an algorithm analyzing many samples in each
step, in contrast to Tabu Search based on a simple sample analysis. It has been chosen
because of its successful application and good quality results in previous authors studies
in production scheduling problems [8, 9, 14, 15]. The Genetic algorithm belongs to the
class of evolution algorithms and has been used successfully in many areas [16–19]. A
scheme of genetic algorithm is presented in Fig. 3.

Fig. 3. A scheme of genetic algorithm.

The genetic algorithm consists of several main operations. The first – called initial-
ization – generates an initial population. In the next step, the individual generated before
is evaluated and selected. The chosen individuals can be reproduced or moved with no
changes to the next generation. A reproduction process consists of 2 main activities:
crossover and mutation.

In the scope of this particular case study, we define population as 10 different random
generated production plans. All characteristics of the algorithm, such as the number of
populations, generations, the number of individuals who have not undergone selection
and randomized factor p, were obtained empirically. Result of testing the algorithm with
various parameters shows that direction of increasing qualitatively volume of different
permutation in one generation is more perspective than other options.
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After each permutation population is sorted by the key of maximizing goal function,
then first 60% of population passing selection. Farther, in order of descending, first a
couple of the most promising individuals will give offspring, and along with them will
start new generation, individual then will have a nonzero probability to mutate, remain
unchanged or make a interbreeding with another individual, with what one permutation
does not exclude another one, For probability of permutation, randomization operator P
is responsible, which in this algorithm makes the same as in the Tabu Search. It depends
on the speed of the algorithmand allows it to expand faster at the initial stages, and narrow
at the end. Now, permutations in this scope are defined as follows: mutation is changing
one program of one product randomly. It produces one new individual per one alteration.
Crossover is basicallymutation, although it changes program of one product not random,
but as it is in second “parent” of couple individuals. It generates two individuals (each
for autosomal dominant parent) and requires additional verification of mutated genome
not to alter the one on the same.

The stop conditions are next:

– finding a global or suboptimal solution,
– access to the “plateau”,
– the exhaustion of the number of generations allowed for evolution,
– the exhaustion of the time allotted for evolution.

4 Results Obtained

For the evaluation of the algorithms 8 production plans were analyzed. The company
cost of the employee type 1 is 65 PLN per hour and the cost of the employee type 2 is 45
PLN per hour. The company costs were compared with the costs of solutions calculated
by algorithms.

Table 2. Company production plans.

Production plan Number of shifts Employee type 1
amount

Employee type 2
amount

Employee cost

1 14 27 26 356720

2 15 25 25 360000

3 12 32 28 347520

4 12 19 20 224160

5 15 39 37 548400

6 17 41 40 661640

7 16 37 33 540160

8 15 26 29 394200
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Table 3. Production plans generated by Tabu Search.

Production plan Number of shifts Employee type 1
amount

Employee type 2
amount

Employee cost

1 14 26 26 320320

2 14 27 25 322560

3 12 30 28 308160

4 12 19 21 209280

5 15 37 35 477600

6 16 42 41 585600

7 16 35 33 481280

8 15 26 28 354000

Table 4. Production plans generated by genetic algorithm.

Production plan Number of shifts Employee type 1
amount

Employee type 2
amount

Employee cost

1 14 26 26 320320

2 15 23 24 309000

3 12 30 28 308160

4 12 19 19 200640

5 15 36 37 480600

6 15 45 43 583200

7 16 35 34 487040

8 15 25 28 346200

Table 2 presents 8 company production plans including a number of shifts and a
number of employees taking part in these. The employee cost is presented as well. Table
3 and Table 4 present the calculations of production plans for Tabu Search and genetic
algorithm respectively.
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Fig. 4. Comparison of production costs.

Calculations have been proceeded in polish currency PLN. Accuracy of the calcula-
tion is equal to 1 PLN. As seen in Fig. 4, Tabu Search and genetic algorithms propose
similar solutions that in all 8 cases are better than the production plan up to 12% (Tabu
Search, plan no. 5).

5 Conclusion

Algorithms decreased the production costs by 6% to 12% for different production
scheduling plans. It was an expected improvement considering that the company manu-
ally estimates the demand for employees. Received results will be verified in the produc-
tion process soon. Nowadays, the production process is more advanced, and it becomes
impossible to consider each factor from various possibilities manually. Scheduling algo-
rithms have a long history of implementation in manufactures. This article aimed to
underline their potential and ability to consider various factors. In addition to the deter-
ministic case, algorithms can also be solved quickly in real-time while obtaining an opti-
mal or a close to an optimal solution that will help to deal with unexpected changes. It is
highly recommended to continue research at a bigger scale - where process complexity
is way higher than the computing possibilities of current computers.

One of the future directions of improvement is defining and validating the empir-
ical characteristics of algorithms, such as Tabu tenure, randomized factors, number of
populations and generations, selection limit, number of possible iterations, and others.



Solving Scheduling Problems in Case of Multi-objective Production 23

References

1. Tachizawa, E.M., Thomsen, C.G.: Drivers and sources of supply flexibility: an exploratory
study. Int. J. Oper. Prod. Manag. 27(10), 1115–1136 (2007)

2. Rojek, I.: Tooling selection in technological processes using neural networks. Arch. Mech.
Technol. Mater. 35, 1–15 (2015)

3. Olender,M., Kalinowski, K., Grabowik, C.: Practical approach of flexible job shop scheduling
using costs and finishing times of operations. In: Burduk, A., Chlebus, E., Nowakowski, T.,
Tubis, A. (eds.) ISPEM 2018. AISC, vol. 835, pp. 391–400. Springer, Cham (2019). https://
doi.org/10.1007/978-3-319-97490-3_38

4. Kłos, S., Patalas-Maliszewska, J.: An analysis of simulation models in a discrete manufactur-
ing system using artificial neural network. In:Machado, J., Soares, F., Veiga, G. (eds.) HELIX
2018. LNEE, vol. 505, pp. 315–322. Springer, Cham (2019). https://doi.org/10.1007/978-3-
319-91334-6_43

5. Antosz,K., Stadnicka,D.: The results of the study concerning the identification of the activities
realized in the management of the technical infrastructure in large enterprises. Eksploat.
Niezawodn. (Maintenance Reliab.) 16(1), 112–119 (2014)

6. Rosienkiewicz, M., Helman, J., Cholewa, M., Molasy, M., Krause-Juettler, G.: Analysis and
assessment of bottom-up models developed in central Europe for enhancing open innovation
and technology transfer in advanced manufacturing. In: Scholz, S.G., Howlett, R.J., Setchi,
R. (eds.) Sustainable Design andManufacturing 2020. SIST, vol. 200, pp. 119–128. Springer,
Singapore (2021). https://doi.org/10.1007/978-981-15-8131-1_11

7. Gola, A., Kłosowski, G.: Development of computer-controlled material handling model by
means of fuzzy logic and genetic algorithms. Neurocomputing 338, 381–392 (2019)
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Abstract. The fourth industrial (I4.0) revolution encourages automatic online
monitoring of all products to achieve zero-defect and high-quality production. In
this scenario, collaborative robots, in which humans and robots share the same
workspace, are a suitable solution that integrates the precision of a robot with
the ability and flexibility of a human. To improve human-robot collaboration,
human changeable choices or even non-significant mistakes should be allowed or
corrected during work. This paper proposes a robust online optimization of the
assembly sequence throughRobust Adversarial Reinforcement Learning (RARL),
where an artificial agent is deliberately trying to boycott the assembly comple-
tion. To demonstrate the applicability of robust human-robot collaborative assem-
bly using adversarial RL, an environment composed of Markov Decision Process
(MDP) like grid world is developed and a multi-agent RL approach is integrated.
The results of the framework are promising: the robot observation on human activ-
ities has been successfully achieved thanks to a penalty-reward system adopted
and the alternation of human to robot actions for the wrong terminal state is the
one pursued by the human, but due to robot blockage wrong actions, the right
terminal state is followed by human, which is the same as the robot target.

Keywords: Smart manufacturing · Machine learning · Human-robot
collaboration · Industrial assembly

1 Introduction

I4.0 is promoting companies trying to find new solutions to achieve high-quality prod-
ucts by integrating new enabling technologies into the sector. Integration of collabo-
rative robots and machine learning (ML) into the assembly workspaces can improve
and optimize assembly products and processes and reduce human errors during pro-
duction. During assembly processes, human operators tend to do wrong actions and
human-robot reliability is important during collaboration with machines [1, 2]. How-
ever, machine learning tools can serve as thinking tools for machines, especially for
cobots to monitor human actions. Cobots are designed to interact with humans directly
and physically inside a shared workspace [3]. According to some publications, human
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errors generate around 50%–90% of quality problems in assembly manufacturing pro-
cesses [4, 5]. For this reason, the authors of [6] proposed an algorithm to assess individual
memory structures and evaluation methods of human errors in different assembly tasks.
Another research proposed by [7] is a method of analyzing human errors caused by qual-
ity defects on automobile engine assembly lines. A proposedmethod integrates cognitive
reliability and error analysis methods and fault tree analyses. Machine learning method
to detect human error and recovery in assembly is presented by the integration of super-
vision architecture at different levels of abstractions, functions, actions, and execution
monitoring [8]. Above mentioned studies lack online autonomous monitoring of human
actions during assembly processes. Thus, this paper presents a robust human-robot col-
laboration approach based on reinforcement learning (RL) that monitors human errors
during collaborative job execution.

The paper is organized as follows: first human-robot cooperative assembly formal
definition through RL is presented in Sect. 2, RL based assembly framework is described
and explained in Sect. 3, the results of the RL based framework for cooperative assembly
is discussed in Sect. 4 and the conclusion is described in Sect. 5.

2 Human-Robot Cooperative Assembly Definition Through RL

Multi agent reinforcement learning (MARL) is an extension of single agent RL where
multiple agents learn to maximize their individual cumulative rewards by collaborative
interaction. Learning in single agent reinforcement learning is based on the Markov
Decision Process (MDP), which is described by a 5-tuple (S,A,P, r, γ, s0) where, S
is a finite set of states of the environment, composed of agent’s all possible sensing
information about the environment; A is a finite set of actions, including the agent’s all
possible actions; P is the state transition matrix Pa

SS ′ = P
[
St+1 = s′|St = s,At = a

]
, R

is the reward function Ra
S = E

[
Rt+1|St = s,At = a

]
; γ is the discount factor γ ∈ [0, 1]

for the future rewards and s0 is the initial state distribution.
Our proposed MARL system for optimal collaborative assembly can be expressed

as a stochastic Markov game [9], where cobot (supervisor) agent engages to learn the
optimal assembly sequence and we consider human (adversary) as a second agent who is
involved to learn optimal path and have a tendency to do an error in the system.ThusMDP
in this paper can be reformulated as a tuple: (S,Ah,Ar,P, rh, rr, γ, s0)where Ah actions
of the human and Ar robot actions that can be performed. P : S×Ah×Ar ×S → R is the
transition reward and rh : S ×Ah → R2 is the reward of human and rr : S ×Ar → R1 is
the reward of robot. If cobot is performing strategy μ and human is performing wrong
strategy v, the reward function is rμ,v = Ea1∼μ(s),a2∼v(.|s)

[
r
(
s, a1, a2

)]
. In this case

robot is maximizing the γ discounted reward while the human is minimizing it.
A multi-agents cooperative assembly framework has been developed in the next

section to demonstrate the robustness of the proposed human-robot cooperative assembly
through MARL.
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3 Reinforcement Learning-Based Human-Robot Cooperative
Assembly Framework

The assembly task planning is a longtime field of study that has a first practical and
successful solution in the AND/OR graph proposed by de Mello and Sanderson [10].
To produce the optimal assembly sequence, the authors of [11] proposed a simple simu-
lated annealingmethod. Tofind the optimal assembly sequence, several capability factors
were examined. The authors of [12] used a genetic algorithm (GA) to produce optimal
assembly sequences by combining factory information with the evaluation of assembly
sequence plans. The performance of the GAmethod was enhanced further by the authors
[13]. The latest implementations of task planning algorithms, in human-robot, machine-
to-machine collaborative/cooperative assembly applications can be found in the follow-
ing researches [14, 15]. Another key point of the human-robot cooperative/collaborative
assembly applications is task assignment where authors [16] propose dynamic task clas-
sification and assignment approach for human and robot assembly in the collaborative
work-cell.

The theoretical part of the proposed framework has been developed based on the
studies described in [17, 18].

The algorithms discussed above operate in a deterministic assembly work cell in
which the robot or even a human follows the planned job sequence. A degree of uncer-
tainty exists inmanual assembly because an operatormay follow thewrong or alternative
job sequence, either because he knows it is equal to the one intended, or because of a
minor fault, which frequently has minimal implications on the completion time.

To reduce human faults during cooperative assembly, this research proposes a frame-
work that monitors multiple agents’ actions to reach optimal paths using RL during
cooperative assembly jobs.

Interactions between the human, the robot, and the environment take place as repre-
sented in Fig. 1 in which four main parts are distinguished: the environment, the agents,
the reinforcement learning algorithm, and the trained neural networks.

The environment is constituted by the workspace where assembling operations are
performed. For the reason that assembly sequences might vary depending on the job,
performance, workload on the agents, and other factors, all potential combinations are
examined, and each intermediate step in the process represents a different state. Only
certain transitions are admissible from one state because they are sequenced according
to assembly logic and the MDP structure provided in Sect. 3.2.

The agents also must develop the knowledge about the admissible actions for each
state and then find the best assembling sequence to accomplish the task, for this reason,
they are trained following a specific reinforcement learning algorithmwhich is explained
in detail in Sect. 3.1.

Agents trained independently can act according to different policies: in this case
study, we used adversarial MARL directly compared to single agent approach. Since
focus is on robot’s behavior, this agent was trained to perform the best policy while
human attempts to pursue a random objective, thus the robot must correct human’s error
during practice.
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Fig. 1. Reinforcement learning-based framework for cooperative assembly.

3.1 Adversarial RL for Cooperative Assembly

In the adversarial environment assembly process, at every timestamp t both agents (robot
and human) observe the state st and take actions art ∼ μ(st) and aht ∼ v(st). The state
transitions st+1 = P

(
st, art , a

h
t

)
and a reward rt = r

(
st, art , a

h
t

)
is obtained from the

environment. In the human robot assembly process robot gets a reward rrt = rt while a
human is adversary receives a reward rht = rt . Thus, each step of the assembly MDP can
be represented as (st, art , a

h
t , r

r
t , r

h
t , st+1). In the assembly robot protagonist is attempting

to optimize the following reward function,

Ri = Es0∼p,a1∼μ(s),a2∼v(s)

[ ∞∑

t=0

γ tri
(
s, a1, a2

)]

(1)

because policies μ and v are learnable elements, R1 ≡ R1(μ, v). Likewise, the human
seeks to do an error action andmaximize its own reward:R2 ≡ R2(μ, v). In our example,
the assembly path is optimized first using a robot agent, and then with the involvement of
a second human agent. In this case, the human operator’s objective is to pursue a terminal
condition which is not necessary the same of the robot, for this reason if it would be any
mismatch between the agents’ assembly sequences, the robot would correct the human
driving him performing the right action.

3.2 Environment (MDP and GridWorld)

The physical environment is the workspace where the assembly is executed but to train
the agents also a virtual one is needed. As the same as the real world with constrains and
feasible actions, the agents can perform only one operation at time and can only move to
certain states: they are allowed to advance to the next state, to regress to a previous step
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or to wait without doing nothing. This kind of behavior has been simulated by means of
a grid world which has the same structure of the MDP schema represented in Fig. 2. In
the MDP chart arrows indicate the admissible transitions, blue labels indicate whether
that action should be done by the human (ah) or the robot (ar), yellow highlighted states
are terminals and red-colored path is the one that must be learnt by agents thanks to RL
algorithm.

Matlab software was used to create the grid world, which shows the sequence of
potential assembly steps. Black cells indicate constraints that force agents to follow only
approved trajectories by limiting their movement, each white cell in the grid represents a
single elementary operation in the assembly. The same designation was used to indicate
states in MDP and grid world, and the terminals’ background is distinguished with a
light blue tone. Agents in the grid are represented by circles, with red indicating the
robot and green indicating the human; each path covered is marked with the color of the
corresponding agent.

Fig. 2. Human robot collaborative assemblyMDP structure and grid world frame during training.
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The training was performed as a multiple simulation sequence during which the PPO
agent’s neural networks of actor and critic were updated in weights and biases.

An observation is taken at each time step by taking a photograph of the current sim-
ulation. Four channels are supplied as input to the agents for a single observation: The
first channel is for obstacles, which defines the grid world’s structure; the second is the
“self-channel”, which defines the agent’s path; the third is the “other-agent-channel”,
which describes the path covered by the other agent; the fourth is for terminal states.
Agents explored the grid world looking for terminal states according to the environ-
ment’s constraints. Rewards were assigned differently in relation to the reached cells
and regarding the agents, Table 1 shows the rewards in detail for each agent.

Table 1. Rewards and penalties for each agent.

Action Robot reward Human reward

Illegal action (obstacles, out of grid world) −10 −10

Idle −10 −10

Move to already explored cell +0.5 −0.5

Admissible action −1 −1

Collision with another agent +1 −1

Terminal state 10 (row 3, col 4) +1 +5

Terminal state 11 (row 5, col 4) +1 +1

Terminal state 17 (row 9, col 5) +1 +1

Terminal state 20 (row 15, col 5) +5 +1

The penalty to each admissible action was assigned to get the target faster, to make
the robot forces the human to follow the desired path each collision between them was
taken into account to return respectively a penalty for the human and a reward to the
robot, rewards for terminal states were assigned differently to the agents to drive them
through different paths and perform the adversarial RL. Since in this case study the
adversarial MARL approach was used with focus on robot’s behavior, to its final reward
value a 10% of human’s reward value was subtracted. The reason of doing this for the
robot but not for human lies in the fact that assembling task is not the same of standing
up to the adversary in a game for which a classical adversarial approach is needed for
both agents: in assembly tasks human and robot have to reach a common goal but in real
case it can happen that human makes mistakes respect the predetermined sequence; in
those cases, for a robust design, the robot should adjust the next actions according to the
best strategy. Adversarial behavior is realized thanks to the human that “unconsciously”
(with his actions which differs from the ones of the robot) reduces the robot’s reward.
This behavior pushes the robot to hamper human actions when they are wrong. If both
agents were totally adversarial the assembly wouldn’t be possible.

In the single-agent approach rewards assignment doesn’t change except for the
penalty inflicted to the robot in relation to human’s reward which is obviously absent.
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3.3 Actor-Critic Agents’ Network

Proximal Policy Optimization (PPO) agent is an online, model-free, policy gradient
reinforcement learning method [19, 20]. This algorithm alternates sampling data from
interactionwith the environment and optimizing surrogate objective function: PPO agent
estimates the probability to take each action in a specific state and acts with respect to
probability distribution; the current policy is implemented for a determined number of
epochs and then both actor and critic are updated using a minibatch. Using PPO agents
either the observations or the actions can be both discrete and continuous.

Policy and value function are estimated thanks to two function approximators: actor
μ(S) and critic V (S). The actor takes the observations S and returns the probabilities of
taking each action in that state. The critic, from observations S, returns the expectation
of discounted long-term reward. At the end of the training, the optimal policy is stored
in the actor.

Policy gradient methods estimate the weights of the policy using the gradient ascent
algorithm. According to Schulman [19], the loss policy for PPO agents is:

LCLIP+VF+S
t (θ) = E

∧

t

[
LCLIPt (θ) − c1L

VF
t (θ) + c2S[πθ ](st)

]
(2)

where c1, c2 are coefficients, LCLIPt (θ) is the clipped policy gradient objective (“surro-
gate”), S is the entropy bonus to promote the exploration of the agent and LVFt (θ) is the

squared-error loss
(
Vθ (st) − V targ

t

)2
.

The training algorithm, after initialization of both actor μ(S) and critic V (S) with
random parameter values θμ, θV respectively, is in this way executed:

1. N experiences are generated by following the
current policy: Sts,Ats,Rts, Sts+1,Ats+1,Rts+1, . . . Sts+N ,Ats+N ,Rts+N where S are
the states, A are the actions and R the Rewards; N corresponds to a terminal state or
at maximum to the Experience Horizon value.

2. For each episode step compute the return and advantage function.
3. Learn from mini-batches of experience over K epochs:

a. Sample random mini-batch data set from the current set of experience.
b. Update the critic parameters by minimizing the loss Lcritic across all sampled

mini-batch data.
c. Update the actor parameters by minimizing the loss Lactor across all sam-

pled mini-batch data and additional entropy loss is added to this term, which
encourages policy exploration.

Steps are repeated until the training episode reaches a terminal state.

4 Results and Discussions

In this example, the grid world environment was used to visualize the training results.
The grid world was structured to look like the MDP graph for a better interpretation.
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Since they have the same structure, one could expect to have a terminal condition for
each training episode corresponding to each terminal state but in this way, in multi-agent
scenario, no convergence was achieved. For this reason, during multi-agent training only
the desired end condition was set as terminal among all the possibilities.

The robot surveillance on human activities has been successfully achieved thanks
to the penalty-reward system adopted and a step-by-step alternation of human to robot
actions. Terminal state 10 is the one pursued by the human during the very first training
episodes; on the contrary, robot’s target is terminal state 20. Opposite direction between
these terminal states have been exploited to cause agents collision and allow them to
understand how to react on these occurrences to maximize their own rewards.

Assuming that the robot’s aim is right because it leads to a correctly assembled
item, and since the robot’s actions are free of decision-making autonomy compared to
humans’, the robot blocks human’s incorrect movements. Because the single episode
does not terminate if agents are not in the planned final position or the single episode
reaches the maximum number of steps, even if the human reaches a wrong terminal state
without being blocked by the robot, the human’s return value is heavily affected due to
the numerous collisions between agents.

Figure 3 depicts the agents’ learning progress: red marks and lines denote robot
behavior, whereas green marks and lines denote human behavior. The early episodes are
required for each agent to explore, as seen in the graph; nevertheless, rewards are low in
value since they do numerous illegal actions that result in high penalties. Agents begin to
understand the path after a first phase of random actions, and a second phase of training is
visible in the plot by the first “horizontal” trend: agents begin to recognize the goodness
of terminal states that are regularly achieved, but human and robot objectives are still
different. Collisions appear to be considered in the latter stages of training, just before
the convergence asymptote: there are remarkable spikes in rewards values that alternate
between the agents. Given all the above-mentioned rewards and penalties, maximizing
the reward value for each agent causes the human to change its objective and not deviate
from the robot’s optimal path in order to avoid more penalties. Training came to an end
when the agents reached the terminal designated condition in the shortest time possible
at episode 1363.

Fig. 3. Training process diagram: dots represent single episode reward for each agent, lines
represent corresponding average reward computed on a set of 50 episodes.
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5 Conclusions

Flexibility and adaptability in tasks execution are unrivalled characteristics proper of
human nature, anyway, this property can bring the human to execute actions in a different
way from the planned sequence. In collaborative work-cells is then necessary to perform
robust programming to allow the robot to manage every situation to avoid production
slowdowns and stops. In this case studywas demonstrated that the robot can successfully
force the human to follow the assembling sequence thanks to the proper implementation
of MARL.

The use of a grid world environment to simulate agents’ state transitions is both a
strength as well as a limit of the approach: even if it allows to show clearly the achieved
results, respect the real scenario in which one agent’s activity changes the state of both,
in this example agents have their own states, so they can’t be in the same state at the
same time.

For the sake of simplicity, we tested the algorithm on a limited set of operations in a
virtual environment only. This work can be further improved by modifying the training
environment and applying the created algorithm to a real assembly process: extending the
present method to a full assembly derived from an industrial case study will consistently
increase the number of states in the MDP, and it will be interesting to test the real-time
correction of the robot to human errors in the execution of elementary operations.
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Abstract. Assembly is the most complex stage of the production process. This
stage not only affects the quality and reliability of products, but also the ongoing
production time, labor productivity and efficiency of the entire system. Therefore,
any changes or improvements to the assembly phase need to be thoroughly tested
before their implementation. This paper suggests a solution for the transition from
manual to automated assembly using simulation. For this purpose, the manual
assembly of cam switches is chosen. The focus is then on designing the automated
workplace for the cam switches assembly. One of the key points of this paper is
the use of simulation as a tool for production solutions. Using the method of
quantifying assembly tasks complexity, the tasks which are suitable for further
automation are defined, and the appropriate level of automation is defined too.
Then the automated workplace is modelled in Tecnomatix Plant Simulation. The
solution presented in this paper is relevant for process and production managers
involved in planning a new assembly line or redesigning an existing one.

Keywords: Assembly · Automation · Tecnomatix Plant Simulation

1 Introduction

The assembly process very often plays a key role in a production system [1]. Its improve-
ment and optimization are essential for the competitiveness of production: about 50%
of the cost of the product should be attributed to the assembly phase [2]. Flexibility
and agility are the key factors in developing efficient and competitive production sys-
tems. Nowadays global competition is forcing companies to reduce production costs and
production time while improving quality. The solution can be the automation of assem-
bly processes which results in increased accuracy and repeatability, reduced production
time, workload, staff errors and labor costs [3].

The increasing degree of automation in industrial enterprises is a modern trend in
production. By choosing the right level of automation, a company can still maintain
a high level of flexibility with fewer manual tasks. Identification of the right level of
automation for the best system performance is based on a balanced and holistic approach
to automation. By using simulation software tools, organizations gain opportunities to

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Trojanowska et al. (Eds.): MANUFACTURING 2022, LNME, pp. 35–49, 2022.
https://doi.org/10.1007/978-3-030-99310-8_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99310-8_4&domain=pdf
http://orcid.org/0000-0002-4145-5170
http://orcid.org/0000-0003-1421-7051
http://orcid.org/0000-0003-0176-7433
https://doi.org/10.1007/978-3-030-99310-8_4


36 K. Kovbasiuk et al.

explore how their assembly processes and systems will work before automation imple-
mentation. Due to the fact that the commissioning of new production lines, processes
and production facilities is often costly and capital-intensive, the use of simulation in
production can bring huge benefits. The data obtained through the simulation allow to
test different combinations and scenarios in the virtual environment.

1.1 Simulation

The desire to implement the Industry 4.0 concept leads to the need to use the capabil-
ities of modern simulation, since it is an effective means of researching new processes
and testing new products, devices, technologies and systems. One of the most promi-
nent technologies that drives the fourth industrial revolution is simulation [4, 5]. First
computer simulation was used to solve complex problems in aerospace and steel cor-
porations, however, today it has a great number of application domains, especially in
manufacturing [6, 7].

Simulation can be integrated with almost any other Industry 4.0 technology. It can be
used for pro-active purposes such as designing and evaluating a vertical integration level
before machine integration, as well as it can be used for re-active purposes to evaluate
various “what-if” scenarios resp. alternative solutions [6]. Simulation models may help
improve the performance of manufacturing systems, assess the expected outcomes of
different systems, processes or machines implementation before the actual implementa-
tion and can eliminate planning failures. Moreover, simulation is a cost-effective method
for testing decisions before their realization [8].

1.2 Simulation in Assembly System Automation

Despite the fact that Industry 4.0 has introduced high levels of digitization and automa-
tion, assembly systems still remain manual in most cases, as automation cannot com-
pletely replace human cognitive and problem-solving abilities [9]. However, even though
manual assembly systems (MAS) provide flexibility, they do not offer the same high level
of productivity as automated systems do. In countries with high labour costs, this aspect
affects the cost of the product. Also, automated assembly systems make it possible to
continuously perform the same assembly tasks, taking the same time and using the same
tools [10].

Productivity and revenues can be increased by the reduction in costs. This can be
achieved by implementing robots and autonomous machines in assembly systems. Pro-
ductivity then can be achieved since robots can perform recurrent tasks better than
humans. Apart from common industrial robots, there are also collaborative ones, which
can cooperate with humans with no risks connected to it [11]. This is an optimal alter-
native for assembly system automation since fully automated robotic assembly links are
not always beneficial or even possible. Thus, using a specific simulation software pack-
age, a manufacturing company can prototype and evaluate automated or semi-automated
assembly system to decide whether the automation is needed. The range and variety of
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such software packages is constantly growing.As the dominant basic concepts inmodern
simulation modelling are used [11]:

– discrete-event simulation systems (AnyLogic, Arena, SIMUL8, FlexSim, Tecnomatix
Plant Simulation, WITNESS etc.),

– dynamic systems (MATLAB),
– systems based on network paradigms (ARIS),
– systems based on continuous modelling (AnyLogic, iThink, Powersim, Vensim),
– other.

Discrete-event simulation software packages are themost commonly used for simulating
processes and systems in manufacturing such as assembly ones [12].

2 Methodology

Several steps were taken to model an automated assembly workstation in a simulation
environment: choosing an object which is assembled manually, describing its assem-
bly sequence, identifying the automation potential of each task in the assembly pro-
cess, determining the optimal automation level and modelling the automated assembly
workplace in a simulation environment.

2.1 Manual Assembly Process

The selected device is a cam switch – a device that is designed to switch electrical circuits
(see Fig. 1). Cam switches are usually assembled manually with the occasional use of
electromechanical tools.

Fig. 1. Cam switch.
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Table 1. Components of a cam switch.

Components Number of components

1 Switching chamber I 1

2 Switching chamber II 1

3 Cam switch cover 1

4 Shaft 1

5 Stud 2

6 Latching chamber 1

7 Bolt nut 4

8 Latching star 60o 1

9 Latching slide 2

10 Latching spring 2

11 Flat stop 1

12 Stopper I 1

13 Stopper II 1

14 Screw bolt washer 2

15 Cam 4

16 Circlip 1

17 Insulating tube 2

18 Flat washer 1

19 Plastic button 3

20 Contact spring 3

21 Electrical contact bridge (with 2 precious clad metals stamped
into it)

3

22 Terminal (with a contact riveted on its right side) 3

23 Terminal (with a contact riveted on its left side) 3

Table 1 presents components and number of components needed for one cam switch
assembly:

Each assembly task consists of three or four basic subtasks [14] (Fig. 2):

1. Identification and gripping of the part.
2. Bringing the part to the placement/insertion position.
3. Insertion/fitting.
4. Optionally securing the part.
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Fig. 2. Cam switch components [13].

Table 2 presents the sequence of the cam switch assembly tasks and the average time
needed to perform each task separately. Time is divided intomain (insertion and securing
of the part) and additional (identification and gripping of the part).

Table 2. Sequence of the cam switch assembly tasks.

№ Assembly tasks Main time [s] Additional time [s]

1 Two studs are inserted into a latching chamber with
two bolt nuts already inserted into it under the press

1,3 2,3

2 The latching chamber is placed on a position fixing
base

0,5 0,1

3 A latching star is inserted into the centre of the
latching chamber

1,6 2,7

4 A shaft with the circlip on it is inserted into the centre
of the latching chamber

2,5 1,2

5 Two latching slides are placed in parallel on both sides
of the latching star

3,3 2,7

6 Two latching springs are placed in the latching
chamber perpendicular to the latching rollers

4,1 6,5

7 A stop plate is placed on the top 0,9 2

8 Two stoppers and a flat washer are placed on the shaft 3,9 4,6

9 A switching chamber is placed on the top 0,5 3,3

(continued)
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Table 2. (continued)

№ Assembly tasks Main time [s] Additional time [s]

10 Two cams are placed on the shaft 6,6 3,5

11 Two terminals with contacts riveted on their right side
and two terminals with contacts riveted on their left
side are placed in the corners of the switching chamber

18,6 1,6

12 An electrical contact bridge (with two precious clad
metals stamped) and a contact spring are placed in the
plastic button

5 2

13 The plastic button with the electrical contact bridge
and the contact spring are placed in the upper part of
the switching chamber

1,5 0

14 An electrical contact bridge (with two precious clad
metals stamped) and a contact spring are placed in the
plastic button

5 2

15 The plastic button with the electrical contact bridge
and the contact spring are placed in the lower part of
the switching chamber

1,5 0

16 A switching chamber is placed on the top 3,1 10

17 Two cams are placed on the shaft 3,1 0,2

18 A terminal with a contact riveted on its right side and
a terminal with a contact riveted on its left side are
placed in the upper part of the switching chamber

12 1,1

19 Two insulating tubes are put on the studs 1,9 2,7

20 An electrical contact bridge (with two precious clad
metals stamped) and a contact spring are placed in the
plastic button

5 2

21 The plastic button with the electrical contact bridge
and a contact spring are inserted between the terminals

3 0

22 The switching chamber is closed with a plastic cam
switch cover

4,2 0,2

23 Two screw bolt washers and two bolt nuts are inserted 2,4 2,8

24 The bolt nuts are screwed in 3 4,8

25 The type plate is affixed to the latching chamber 1,6 1,7

26 Contacts are tighten 4,3 2,9

100,4 62,9
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The average time of manual assembly of one cam switch is 2 min 43 s. In percentage
correlation, 40% of the manual assembly time is spent identifying, taking, and placing
the part in the insertion position; 60% of the manual assembly time is spent inserting
and fixing the part.

2.2 Assessment of Task Potential for Human-Robot Collaboration

When the assembly operation is decomposed into separate tasks, by using the method of
tasks-distribution in human-robot collaboration (HRC) the automation potential of each
task can be identified. The HRC automation potential is calculated based on product
complexity model [15].

Table 3 presents the scores which represent the ease of automation. Using this poten-
tial score sheet for robotic assembly in HRC, each cam switch components are evaluated
based on their quantitative and qualitative characteristics to identify the tasks for robotic
automation.

Table 3. Potential score sheet for robotic assembly in HRC.

Component Weight

>12 kg 8–12 kg 3–8 kg 1–3 kg <1 kg

0 Points 1 Point 2 Points 3 Points 4
Points

Sensitivity

Highly
sensitive

Damage in careless handling Damage in
light force

Damage at high force Robust

0 Points 1 Point 2 Points 3 Points 4
Points

Dimensional stability

Shapeless Deformation possible Deformation
under force

Deformation at high force Rigid

0 Points 1 Point 2 Points 3 Points 4
Points

Handling (ease of gripping of the component)

Human hand Custom gripper 2 fingers
gripper

0 Points 2 Points 4 Points

Mounting Direction of mounting of components

Not a straight line Straight line from side Straight line
from above

0 Points 2 Points 4 Points

Tolerance limits

<0,5 mm ≥ 0,5 < 1 mm >1 mm

0 Points 2 Points 4 Points

(continued)
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Table 3. (continued)

Safety Tools increasing safety risks (sharp edged and pointed tools)

The use would increase
the danger to humans

No consequences The use would reduce
the danger to humans

0 Points 2 Points 4 Points

Risk of collision in the head/neck area

The use of HRC
involves the risk of
collision injury

No work at head height The use of HRC would
reduce the risk of
collision injury

0 Points 2 Points 4 Points

Miscellaneous Alignment needed for the part features

Human
dexterity is
required

Can be handled by the robot No alignment is needed

0 Points 2 Points 4 Points

Components attachment

Force required Easy to do No attachment task

0 Points 2 Points 4 Points

Equipment/machine triggering for assembly

Required Not required

0 Points 4 Points

The evaluation process then proceeds with the calculations [15]:

1. HRC potential influenced by the physical properties of the component being
assembled:

HRCCP =
∑J

1 CP

4J
· 100 (1)

CP – a potential score for physical characteristics of a selected part;
J – number of part related attributes.

2. HRC potential based on the assembly characteristics:

HRCMT =
∑K

1 MT

4K
· 100 (2)

MT – potential score for mounting characteristics for assembling of a part;
K – number of mounting related attributes.

3. HRC safety potential:

HRCSF =
∑M

1 SF

4M
· 100 (3)
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SF – potential score for safety related attributes;
M – number of safety related attributes.

4. HRC potential due to miscellaneous characteristics (attachment, alignment, equip-
ment triggering) for the assembly task:

HRCMisc =
∑N

1 Misc

4N
· 100 (4)

Misc – potential score for different assembly characteristics;
N – number of attributes considered in this category.

5. Percentage share of the score for each component:

HRCPart =
∑

AS
∑

AF
· 100 (5)

AS – scores achieved for each factor considered for HRC task evaluation;
AF – the number of all factors considered for HRC potential.

If the automation potential is above 70%, then the task can be assigned to a robot.
Some tasks such as inserting studs, placing an electrical contact bridge and a contact
spring in the plastic button, placing insulating tubes, and affixing a type plate, have to
be performed manually and are not evaluated because they require precision. Ten cam
switch components were evaluated to identify the automation potential for the assembly
tasks in which they are used. The results are presented in Table 4.

Table 4. Results of evaluating the automation potential of the cam switch tasks.

№ Component Potential

1 Latching star 70,4%

2 Shaft 72,7%

3 Latching slide 86,3%

4 Latching spring 31,8%

5 Stop plate 63,6%

6 Stopper 63,6%

7 Flat washer 63,6%

8 Switching chamber 59%

9 Cam 70,4%

10 Terminal (with a contact riveted on it) 72,7%

As it can be seen from the results represented in Table 4, assembly tasks in which a
latching star, a shaft, a latching slide, a cam, and a terminal are used, can be automated,
thus, they can be performed by robots. Thuswise themost appropriate level of automation
is semi-automation.
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2.3 Modelling Assembly Workplace in a Simulation Environment

To test the effectiveness of manual cam switch assembly automation, assembly work-
place is modelled in a simulation environment. For this purpose, a discrete-event sim-
ulation software package, Tecnomatix Plant Simulation, is selected. This software is
considered the most appropriate tool for the computer simulation [16, 17] and one of
the best solved software in the area of production solutions [18, 19].

A semi-automated workplace for cam switches assembly, where collaborative robots
can work with people and share a common workspace without physical barriers, was
modelled in Tecnomatix Plant Simulation program (see Fig. 3).

Fig. 3. A semi-automated workplace for cam switches assembly.

The proposed workplace consists of three stations, where workers assemble cam
switches, while cooperating with collaborative robots, and one assembly station with
one worker. In Fig. 4, each assembly stage is marked with a number, which indicates
the order in which the cam switch is assembled. The components are fed to the robots
with the help of vibratory bowl feeders which are represented by the turnplates.

Fig. 4. The order of the cam switch assembly tasks which are distributed between workers and
collaborative robots.
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A worker at the first parallel assembly station (1) inserts two studs into the latching
chamber, and then at the same parallel assembly station the robot (2) inserts a latching
star and a shaft into a latching chamber. Next, this part of the cam switch is moved by
a conveyor to another parallel assembly station, where the second robot (3) inserts two
latching slides into the latching chamber and the worker (4) inserts two latching springs,
puts a stop plate, stoppers, a flat washer, and places the switching chamber and cams.
Then the cam switch is moved by the conveyor to the last parallel station, where the
robot (5) inserts four terminals with riveted contacts and the worker inserts two plastic
buttons with electric contact bridges and contact springs, places the switching chamber,
inserts two cams, and two terminals. Then the cam switch is moved to the last assembly
station (6), where the worker inserts two insulating tubes, a plastic button with an electric
contact bridge and a contact spring, two screw bolt washers and two bolt nuts. Then the
worker screws in the bolt nuts and then affixes a type plate on the locking chamber and
tightens the contacts.

The processing time is set before starting a simulation. The processing time on each
station is based on the time needed to perform each assembly task on a given station
manually, assuming that the tasks performed by robots will take relatively less time
(Fig. 5).

Fig. 5. Setting the processing time on each assembly station.

After setting the processing time on each station, the simulation of one cam switch
assembly is started (Fig. 6).
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Fig. 6. Ongoing simulation of the cam switches assembly.

After the simulation is finished, the cycle time is found in the Statistics Report.

Fig. 7. Cycle time of a cam switch assembly on a semi-automated workplace.

A simulation time for one cam switch assembly cycle is approximately 1 min 46
s, assuming that the assembly will be performed uninterruptedly and assuming that the
robots will perform assembly tasks 1–4 s quicker than the same tasks are performed
manually (Fig. 7).

3 Results

With the proposed workplace, assembly speed and process quality can be improved
without the risk of injury associated with working in close proximity to machines. The
approximate cycle time is 1 min 46 s, although the workers are still assigned many tasks
(Table 5).
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Table 5. Cycle time on the manual and semi-automated workplaces.

Cycle time

Manual assembly 2 min 43 s

Assembly on a semi-automated workplace 1 min 46 s

Thus, the cycle time of a cam switch assembly at the proposed semi-automated
workplace is shorter than the cycle time of a cam switch assembly performed manually.
Having these results provided, it may be assumed that:

– the companywith the semi-automated workplace for cam switch assembly can assem-
blemore camswitches at the sameperiod of time that is needed to assemble the planned
number of these electrical devices,

– the labor cost can be reduced since the planned amount of cam switches can be
assembled in a shorter period of time.

Semi-automated assembly workplace’s biggest advantage over the fully automated one
is the possibility to implement new assembly methods or the possibility of changing
them, thus, with the automation being adopted, the flexibility is not excluded.

According to the specifications of the product based on which an automated assem-
bly workplace was proposed, the following technical components and their required
charateristics are suggested in Table 6.

Table 6. Technical components of automated assembly workplace and their required character-
istics.

Technical components Number Required characteristics

Collaborative robots (e.g. IRB 14050
Single-arm YuMi collaborative robot)

3 Repeatability: ≤ 0.02 mm
Payload: ≤ 0,5 kg

Robot gripper 3 Since the proposed automated assembly
requires high flexibility, robot grippers
should be adaptive. In fact, these grippers
have to adapt to the shape of the parts

Conveyor belt 3 Conveyor belts have to have sensors for
detecting objects on it, which are then
conveyed to the next station for further
assembly operations

Vibratory bowl feeder 4 It is necessary to evaluate how quickly
the parts will be sorted and how fast the
vibratory feeder will need to convey them
to maintain the required material flow
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4 Conclusion

Assembly systems have to handle a large number of product variations in order to
keep their competitiveness, so in most cases they are manual or hybrid. Automated
assembly systems may offer lower level of flexibility and there are certain complications
concerning the assembly tasks assignment between humans and robots. That’s why
it is crucial to find a proper approach to automation implementation. Discrete-event
simulation software programs allow to test various production systems and lines before
their real implementation and realization.

Firstly, the focuswas on themanual assembly of cam switches. The starting pointwas
to define each assembly task and average time needed to perform each task. This infor-
mation was needed for further automation potential identification of each task based on
the quantitative and qualitative characteristics of the components used in these assembly
tasks.After the evaluation and calculations, the assembly taskswhich could be performed
by the robots were defined. Semi-automated workplace for cam switches assembly was
modelled in Tecnomatix Plant Simulation. The workplace involved three collabora-
tive robots, four vibratory bowl feeders represented by turnplates, and four workers.
After setting the processing time, the simulation was started. As a result of simulation,
it appeared that the cycle time for one cam switch assembly on the semi-automated
workplace is 35% shorter than during the manual assembly. Thus, semi-automated cam
switches assembly can be cost-effective for the company which wants to implement it.
Such assembly workplace still provides the flexibility.

As for the future directions, the next research can be done on the transforming a
semi-automatedworkplace into a fully automated one, making the emphasis on technical
solutions. Another research can be focused on the digitalization of the assembly process
by using digital assistance systems. Itmay include provision of personnelwith interactive
and digital assembly instructions and installation of sensors and industrial controllers
on equipment. Even though there exist multimodal human-machine interfaces, they
all require specific digital assistance system workflow, which is demanding, and thus
new approach can be worked out. Another future research can be aimed at providing
the framework to create and implement a digital twin of the assembly system. This
can appear to be a highly beneficial step in a company with an automated assembly
workplace.
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Abstract. Nowadays, the managers of manufacturing companies from the small
and medium-sized enterprises sector, are looking for some kind of a business
model that would allow the use of information technologies to support processes
while, at the same time, enabling the implementation of actions to increase the
level of sustainable production. The purpose of this paper is to focus on such
business model. The innovativeness of our work is defining the SBM-ERP, com-
bined with a methodology for implementing the ERP system and an approach to
the assessment of sustainability (SA). We have also highlighted the practicality,
for managers, of providing parallel, sustainable manufacturing activities using
information technologies that are already used based on the real-life case study.

Keywords: The assessment of sustainability · The ERP system · Polish small
and medium manufacturing enterprise · A case study

1 Introduction

To be competitive on the market, manufacturing companies need not only to be flexible,
in terms of offering high quality products, in order to satisfy customer needs, but they
must also operate according to sustainable production. Sustainable Manufacturing (SM)
is an integration of the economic, environmental, and social approach of the manufac-
turing enterprise [1]. Research aimed at providing solutions towards more sustainable
development in manufacturing is of the utmost importance today and more urgent than
ever [2]. The driving force in under-taking this research work were the expectations of
managers of manufacturing companies from the small and medium-sized enterprises
sector, to find a such business model that would allow the use of information technolo-
gies, to support processes while, at the same time, enable the implementation of actions
to increase the level of sustainable production.

In the literature, interest in the concept of sustainable business models (SBM) has
increased greatly, in recent years [3–8]. The main objectives of SBM is to create a com-
petitive advantage by improving value as perceived by the customer while contributing
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to the sustainable development of the company [3]. Moreover, the SBM enables a com-
pany’s ethos, vis-à-vis sustainable value, to be described, analysed and managed and
also to be communicated to its customers [6]. The Sustainable Business Model (SBM)
research topic is a relatively new, yet major field of research interest in sustainable pro-
duction [9]. There is now increased research in the role of an enterprise as to how sus-
tainable production impacts on sustainable consumption. New business models become
now a milestone marking the advent of SM [10]. According to Bocken [7], Boons [8]
and Lüdeke-Freund [3] companies need to keep experimenting with their BM to find
new ways to drive sustainable consumption.

We are looking for a new approach to building SBM for manufacturing companies;
this includes integrating the application, using the ERP and assessing the sustainability
(SA) of a manufacturing company; it may also be incorporated into SBM literature
and practice. The ERP system helps employees collect data and information across
business functions. There is also a need to develop a new approach to the assessment
of sustainability (SA), integrated with the processes carried out and supported by the
ERP system within a company [11], namely the new SBM-ERP. The authors focus their
research on the small and medium enterprises sector (SMEs), due to the fact that the
implementation of sustainable development in SMEs is still at a lower level than is the
case in larger enterprises [12].

2 Materials and Methods

The research was carried based on the analysis of the literature of SM and SA and
on the results of empirical research [13, 14] from implementation of the ERP system
in a manufacturing company in order to define the sustainable business model (SBM)
integrated with the ERP system (SBM-ERP). The SBM-ERP (Fig. 1) includes elements
of the businessmodel in line with the approach of Osterwalder and Pigneur [15], namely:
key partners (KP), key activities (KA), key resources (KR), value proposition (VP),
customer segments (CS), channels (CH), customer relations (CR), cost structure (CST)
and revenue streams (RS). Each of SBM-ERP element was detailed described in our
previous work [16].

A detailed description of the SBM-ERP model (Fig. 1) is presented on the example
of a real case study.
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Fig. 1. Overlap of a sustainable business model integrated with ERP (SBM-ERP).

3 A Case Study

The central element of the proposed SBM-ERP is VP. We agree that it should be com-
patible with ethical purchasing [17] and has, therefore, been defined as achieving the
Assessment of Sustainability table integrated with the ERP system and as achieving,
also, the reputation of Sustainable Manufacturing (VP2).

In order to verifying the new approach SBM-ERP the data were received from the
case study - medium sized, Polish, metal manufacturing enterprise. Therefore, each
element of SBM-ERP was detailed defined and implemented.

• KA1. Extension of the functionality of the ERP system by a module supporting the
assessment of sustainability.

Managers have decided to extend the functionality of the ERP system by a module
supporting the assessment of sustainability.

• KA2: Defining Key Business Processes (KBP).
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The business processes realised within an analysed company analysed and supported by
the ERP system were defined:

– KBP1 (Production and Technology Management): analysis of customers’ technical
requirements (design documentation), material specification of products and semi-
finished products (generallyMSExcel files), preparing the technical documentation of
products, specificationof the technologyof products (generallyExcel files), estimation
of the costs of products (based on the weight of the products), description of the
simplified technology and design of the product.

– The business process of Production (KBP2): production planning (generally Excel
files), production scheduling (generally MS Excel files), preparation and completion
of work cards, distribution and completion of production tasks.

– The business process of Sales (KBP4): registration of customers’ enquiries (emails),
preparing of quotations (generally Excel or Word files), preparation of orders (gener-
ally Excel or Word files, sending by emails), preparation of invoices (generally Excel
or Word files, sending by emails),

– The business process of Logistics (KBP6): material orders, service orders, preparation
of documents, regarding the turnover of materials (receipts for materials, the issue
of materials, the movement of materials, etc.), stocktaking (inventory of materials,
products and semi-finished products), preparation of transport orders.

• KA3: Determining the Sustainability Indicators (SI) within the criteria for Sustainable
Manufacturing.

As proposed in our approach, the sustainability indicators in each process were
determined in [16].

• KR1: The Functionality of the ERP System, according to the KBP

The functionality of the ERP System, according to KBP analysed and supported by the
ERP system were defined. Business processes defined by the manager of the company
that supported ERP systemunfortunately do not correspond to sustainability dimensions:
social. In our approach we state, that in order to obtain SI values in the sustainability
dimensions: economic and social, the current database of the implemented ERP system
should be used. Therefore, in further stages of designing and implementing the SBM-
ERP model, this area is not analysed.

• KR2: Database for Measuring the Values of DPI.

The values of the quantitative indicators (Table 1) could be obtained with the help of
the ERP system. The company’s managers decided that the additional functionalities
of the ERP system would include the following indicators: DPIe1, DPIe2, DPIe3, DPIn2
and DPIn3. Therefore, the additional functionalities of ERP the rules for additional
functionality of the ERP and have been defined (Table 1).
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Table 1. Additional functionality of ERP for the company analysed.

Sustainability
dimensions

Processes Sustainability
indicators (SI)

Rules for additional
functionality of the
ERP

Economic: DPe, e ε N KBP1, KBP2 DPIe1 total monthly
production costs

Move the values of
DPIe1, DPIe2,
DPIe3 from the ERP
database to the
sustainability table

KBP6 DPIe2 total monthly
logistic costs

KBP2 DPIe3 productivity

Environmental DPn, n
ε N

KBP1, KBP2, KBP4,
KBP6

DPIn2 energy usage Add:
Share routing of the
product
Define the power
consumption for each
technological
operation
Calculate the power
consumption for
semi-finished
products
Calculate the power
consumption for
finished products
Move the values of
DPIn2 to the
sustainability table, to
DPIn

KBP1, KBP2, KBP4,
KBP6

DPIn3 greenhouse
gas emission
(monthly)

Add:
Share bill of material
for each product
Define the dioxide
emission level for
each material
Calculate the carbon
dioxide emission for
semi-finished
products
Calculate the carbon
dioxide emission for
finished products
Move the values of
DPIn3 to the
sustainability table, to
DPIn
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The following values of the SI are obtained: DPIe1: 820 920 euro, DPIe2: 17 240
euro, DPIe3: moving average productivity (volume EUR/costs EUR for 4 month): 72.3,
DPIn1: 48 020 KWh per month, DPIn1: 354.2 kg per month.

• KR3: The Database of Sustainability Indicators with their Importance

In order to receive the weighted value of the criteria for Sustainable Manufacturing, the
FAHPmethod is used [18–20]. Linguistic variables describe the rules for each SI criteria,
i.e.: DPIe1, DPIe2, DPIe3 (U), DPIn2 (D), DPIn3 (I), according to Nydick and Hill [21],
a fuzzy number can be assigned ã = (l,m, u) o with a triangular membership function.
This number is defined in the range [l, u] with its primary function taking the value of
1 in point m. The owner of the company assessed the importance of each individual
indicator according to the above-mentioned rules. For the SI criteria calculated, the
following results were obtained, based on the marked responses of the business owner
and using the FAHP method (Table 2). Thanks to the FAHP method, each SI criteria
receives different weights based on the table.

Table 2. Importance of SI criteria according to the scale of preferences used in the FAHPmethod.

DPIe1 DPIe2 DPIe3 DPIn2 DPIn3

DPIe1 ã11 = (1, 1, 1) ã12 = (1/3, 1, 1) ã13 = (3, 5, 7) (3, 5, 7) (3, 5, 7)

DPIe2 (1, 1, 3) (1, 1, 1) (3, 5, 7) (3, 5, 7) (3, 5, 7)

DPIe3 (1/7, 1/5, 1/3) (1/7, 1/5, 1/3) (1, 1, 1) (1/5, 1/3, 1) (1/5, 1/3, 1)

DPIn2 (1/7, 1/5, 1/3) (1/7, 1/5, 1/3) (1, 3, 5) (1, 1, 1) (1/3, 1, 1)

DPIn3 (1/7, 1/5, 1/3) (1/7, 1/5, 1/3) (1, 3, 5) (1, 1, 3) (1, 1, 1)

As a result, the weight values for SI criteria: wDPIe1, wDPIe2, wDPIe3, wDPIn2,
wDPIn3 and the weight values after standardization: swDPIe1, swDPIe2, swDPIe3,
swDPIn2, swDPIn3 (Table 3) were obtained.

Table 3. Weight values for each SI criteria.

wDPIe1 wDPIe2 wDPIe3 wDPIn2 wDPIn3

0.4146 0.4853 0.0717 0.1092 0.1282

swDPIe1 swDPIe2 s wDPIe3 swDPIn2 swDPIn3

0.3429 0.4014 0.0593 0.0903 0.1060

Thanks to the FAHPmethod, each sustainability indicator receives different parame-
ter weights, which means that the most important indicators are DPIe1 and DPIe2 (Table
4).
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Table 4. The importance of each SI criterion in the company analysed.

Sustainability
dimensions

Processes Sustainability
indicators (SI)

The value of IS The ranking of SI
according to the
weight of each SI

Economic: DPe,
e ε N

KBP1, KBP2 DPIe1 2

KBP6
KBP2

DPIe2
DPIe3

72.3 1
5

Environmental
DPn, n ε N

KBP1, KBP2
KBP4, KBP6
KBP1, KBP2
KBP4 KBP6

DPIn2
DPIn3

48020 kWH
354.2 kg

4
3

Therefore, the most important indicators for obtaining the status of SM are the
indicators: production costs and logistic costs, followed by CO2 emission. Productivity
is the least significant indicator. By using the FAHPmethod (element ofKRof themodel)
in our approach, it is possible to determine which SI are the most important indicators
for obtaining the status of SM and, thanks to this, define the order of implementation
the actions needed for improving sustainability levels of the company analysed, with
regard to the specific business processes within an enterprise. Based on the data about
the implementation costs of SBM-ERP they are about 14 000 EUR higher than the
traditional ERP system. The cost of adapting the ERP system to a sustainable business
model requires additional analyses, regarding, for example, the environmental impact of
products and certificates. Examples of the costs of additional development and software
design are: data acquisition (water or energy consumption, level of pollutant emissions),
the on-line calculation ofworker andmachinery productivity, etc., the on-line registration
costs of logistics including the daily distance of forklifts and daily gantry operation times,
etc. implementation of the FAHP analytical module.

• KP: Key partners

It is very important that SBM-ERP should be implemented by a partner experienced
in implementing ERP systems and who also has the know-how and experience of the
development of sustainability. The current customers of the company investigated are
mainly the construction companies which order such products as balustrades and bal-
cony platforms, etc. The company produces about 70 constructions, monthly, with each
construction weighing several tons. Due to implementation of the SBM-ERP model,
the company will be able to increase its client base with clients for whom co-operation
with a company with the status of Sustainable Manufacturer is very important; such new
clients will invariably have a bearing on future ordering patterns.

• CS and RS: Customer Segments and Revenue Streams, CR and CH: Customer
Relations and Channels



Integrating the Assessment of Sustainability and an ERP System 57

The SBM-ERPmodel is currently being implemented in the company under analysis; for
this reason, it cannot be stated how any increase in revenue streams in the company will
be affected, as yet, by the implementation of this model. However, it is assumed that if a
company receives the status of SustainableManufacturer, it will gain new sustainability-
oriented clients. Such a company image will also help to develop good relations with
existing clients and the acquisition of new ones.

• VP1: Value Proposition: The Assessment of Sustainability Table integrated with the
ERP System

Finally, anAssessment of Sustainability table has been designed, integratedwith the ERP
system (Table 5). The setting of recommendations for entrepreneurs is possible on the
basis of setting a reference value for the SI indicators obtained. The following data from
the Polish Central Statistical Office in Poland (Statistical Yearbook of Industry – Poland,
2018) was obtained with these values:

– 32% of manufacturing companies in Poland are in western Poland, the company
surveyed is from western Poland. There are 69 347 manufacturing companies in
western Poland.

– for DPIe1 - production costs - annual costs in PLN million for manufacturing compa-
nies from western Poland: 354 527,8 million PLN per year, monthly: PLN 29 543,98
million = 7 385,995 million EUR, per enterprise: 0,106508 million EUR.

– for DPIe2 - logistics costs no data available.
– DPIn2 - energy usage (monthly). Based on the data from the Statistical Yearbook
of Industry – Poland, 2018: energy usage in Polish manufacturing companies: 8392
GWh, manufacturing enterprises in western Poland constitute 32% of all enterprises
in Poland, therefore 32% from the given indicator is assumed, so: 2685,44 per year,
monthly: 223,7867 per enterprise: 0,003227 Gwh.

– for DPIn3 - CO2 emission (monthly). Based on the data from the Statistical Yearbook
of Industry – Poland, 2018: CO2 emissions in Polish manufacturing companies: 339,8
thousand tonnes, manufacturing enterprises in Western Poland constitute 32% of all
enterprises in Poland, therefore 32% from the given indicator is assumed, so: 108,736
annually, monthly: 9.06 per single enterprise in western Poland; 0,000131 thousand
tonnes.

Thanks to the implementation of the SBM-ERP model in the analysed company, it is
possible to define the needed corrective actions that the company must take to increase
its SI level. So, we received the results of the assessment of sustainability, the table
integrated with the ERP system, so-called, (Table 5), which expresses the validity of SI
and at the same time compares themwith reference values of SI obtained from the Polish
Central StatisticalOffice in Poland (StatisticalYearbook of Industry – Poland, 2018). The
most important SI are: production costs and logistics costs, followed by CO2 emission.
These indicators have been appropriately assigned to processes: KBP1: Production and
Technology Management, KBP2: Production, KBP4: Sales, KBP6: Logistics.

For the business process: KBP6: Logistics, where the indicator: DPIe2 (logistics
cost) is located, no actions for the improvement of the sustainable level of the company
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Table 5. The assessment of sustainability table integrated with the ERP system.

The importance 
of criteria in 
Sustainable 
Manufacturing 

Processes The value
of criteria in  Sustainable 
Manufacturing according
to their importance

The reference 
value of criteria 
in  Sustainable 
Manufacturing 

SI 
assessment

1 KBP1,
KBP2

2=346,05 
euro/month 

-

2 KBP6 1= 14074,67 
euro/month= 0,01407 
mln euro/month

0,1065 mln 
euro/month 

3 KBP2 3= 3 542 KG of 
CO2 = 0,0035 thousand 
tonnes

0,0001 thousand 
tonnes 

4 KBP1,
KBP2,
KBP4,
KBP6

2= 48 020 KWh 
/month] = 0,0048 GWh

0,0032 GWh

5 KBP1,
KBP2,
KBP4,
KBP6

3= 72,3 100

─ green - level of SI recommended to be maintained.
─ red - level of SI recommended to be improved.
─ yellow - level of SI recommended to be monitored.

analysed are required, because the sustainable level has been specified as green, which
means that this level is recommended to be maintained. However, within the processes
KBP1: Production and Technology Management, KBP2: Production, KBP4: Sales and-
still in process- KBP6: Logistics where the indicator: DPIn3 (greenhouse gas emission) is
located, defining the actions for improving the sustainable level of the company analysed
is needed. Knowing that the main technological processes in themetal industry company
analysed, are welding and plasma cutting steel components and also that welding and
plasma cutting processes are energy-consuming and cause high CO2 emissions into the
atmosphere, the following activities are proposed:

– the proper preparation of the material prior to welding, in order to reduce deficiencies
and unnecessary corrections.

– the introduction of controls into the parameters for welding and plasma cutting (volt-
age and current, proper selection of shielding gases, etc.) in order to shorten these
processes, reduce energy consumption and reduce the number of shortages (e.g. by
using the metaheuristic algorithms to optimize the cycle time.

– changes to the batch sizes of orders in order to reduce CO2 through external and
internal transport.
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4 Discussion and Conclusions

The added value of our research to the recent state of the research field is our innovative
approach to integrating the assessment of sustainability in an ERP system within small
and medium manufacturing enterprises: SBM-ERP.

This study allowed the state of knowledge about the measurement of SI, integrated
with the ERP system, to be identified as well as to identify the need to implement the
SBM-ERP model in manufacturing companies. The practical significance of our work
is determined in the form of a complex business model, the implementation of which
will allow managers to obtain the status of Sustainable Manufacturer in the context of
obtaining possible benefits for their manufacturing companies. Our approach assumes
that manufacturing SMEs have and use the ERP system, but the need for its expansion
is related to the need to implement activities in the company, leading to “Sustainable
Manufacturer” status.

The proposed approach makes it possible to continuously assess the sustainability
level of an enterprise that uses the ERP system, along with monitoring the effects of the
corrective actions implemented, according to the results including in the Assessment
of Sustainability table. The concept, here presented, of the approach to integrating the
assessment of sustainability with an ERP system, in SME manufacturing enterprises:
SBM-ERP, is part of the broaderwork of the authors. Each stage is appropriately designed
and refined depending on the specificity of the enterprise in which it is implemented.
Therefore, the futureworkswill present an example of the practical implementation of the
proposed model SBM-ERP in a medium-sized, Polish, metal manufacturing enterprise.
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Abstract. The article presents the environmental assessment of an exemplary
product (plastic box). The article outlines the concepts of eco-innovation and eco-
design. The evolution of the product life cycle concept is also presented. The LCA
method, its structure and applied metrics were characterized. The analysis was
carried out in two IT tools that are modules of 3D CAD systems: Eco Materials
Adviser (Autodesk Inventor module) and SolidWorks Sustainability.
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1 Introduction

The aspects of durability and sustainable product design are more and more often the
main topic of discussion in the field of design. The World Commission on Environ-
ment and Development defines sustainable development as development that meets the
present needs for the development of future generations to meet their own needs. The
concept of sustainable development covers social, environmental and economic aspects
and therefore accompanies the entire product life cycle. In practice, sustainable design
is the process of creating a product that allows you to generate profits for the enterprise.
In addition, it must use as little energy as possible, and therefore the minimum amount
of raw material, which is associated with a smaller amount of generated waste, which
can potentially have a negative impact on the environment.

The concept of eco-innovation is associatedwith any formof innovation, both techni-
cal and non-technical. Its purpose is primarily to create new opportunities for companies
and bring benefits to the environment by preventing or limiting the negative impacts of
enterprises on the ecosystem. Eco-innovation is closely related to the methods of using
natural resources and their production and consumption. Eco-innovations make it pos-
sible to minimize the flow of materials and energy going beyond the enterprise as a
result of changes in production methods and materials used, which gives companies the
opportunity to gain a competitive advantage on the market.

The subject of ecodesign has been widely used in economic practice relatively
recently. Currently, enterprises consider it necessary tomonitor the environmental impact
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of their products or services. Ecodesign can be used for existing products, services or
processes, but it is also used for new products.

All kinds of provided services or manufactured products, to some extent, affect the
ecosystem. The scale of this impact depends on several variables, such as: themeans used
to manufacture the product, the materials used, or the product life time. Currently, the
product is required to minimize its impact on the environment throughout its life cycle,
with the greatest attention being paid to the phases with the greatest negative impact on
the ecosystem. In addition to environmental aspects, important are also those related to
the reduction of costs for each stage of the life cycle, which allows a given company to
improve the issue of competitiveness on themarket. There are several methods that allow
a product to be assessed in terms of its environmental impact. The best known method is
the Life Cycle Assessment (LCA). It is believed that this method, due to its complexity,
is one of the most accurate and objective in terms of environmental assessment. It was
developed and popularized at the beginning of the nineties of the twentieth century. It
increasingly influences the ecological assessment of services, technologies or products.
It is supported by various laws and procedures included in the ISO 1404x series.

2 Product Life Cycle

The product life cycle (PLC) should be understood as the period of time from the creation
of the idea of a certain product, then the development of its concept, and then design,
execution, distribution, sale, operation andfinal scrapping [1]. The concept of the product
life cycle is determined by the following principles [1]:

– products have a limited life span.
– the sale of a product consists of several stages. Each of them generates challenges and
problems for the manufacturer.

– depending on the stage of the product life cycle, profits increase or decrease.
– products require the application of human resources strategies and various financial,
marketing, production and purchasing activities at every stage of their life cycle.

With the development of tools for design, manufacturing and computer aided engi-
neering (CAD/CAM/CAE), a new era of introducing the product to themarket has begun.
After the introduction of Computer Integrated Manufacturing (CIM) in the early 1980s,
the commonly used method of proceeding was the cooperation of design and manu-
facturing processes. As a result, terms such as design for production or designed for
production were created [2]. However, the stages of use of the product and its disposal
were still not addressed.

In the mid-1980s, there was a breakthrough in terms of designing the product life
cycle with regard to environmental protection. Many European countries have intro-
duced regulations relating to packaging and packaging waste management. Directive
85/339/EEC was introduced, which made the LCC and LCA subject to tests in order
to modernize the methods of environmental assessment of the life cycle of the product,
so that they meet the latest requirements and conditions of competitiveness, and at the
same time could meet the growing trend of environmental protection [3].
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The E-PLC concept focuses on the whole product life cycle “from cradle to grave”,
i.e. product conception, design, production, sale, use and end-of-life. Due to the fact
that there is currently no specific E-PLC model imposed by standards, scientists con-
tinue to study individual PLC components independently of one another. The result
of these activities has been the emergence of many new perspectives for E-PLC over
the last twenty years. The common element of individual studies was relying on the
same scientific publications. Analyzing the product in terms of design, Alting proposes
a six-phase life cycle: market needs research, product concept development, production,
distribution, use and disposal or recycling [2]. In addition, he believed that each of the
phases should be taken into account and thoroughly analyzed at the stage of creating the
product concept. Based on the work of Alting, the concept of the material life cycle was
introduced, which is an extension of the product life cycle. The sample material analysis
of a product was based on the residual amount of material that was recycled at the end
of its life cycle.

Fig. 1. Closed loop of the engineering product life cycle [4].

Currently, the product life cycle model uses the flow of both information and materi-
als. It is divided into three phases. The first phase of the cycle, called BOL (Beginning of
life) consists of the stages of product design and production. Then the product life cycle
goes to the second phase, in which the customer purchases the finished product. In this
part of the cycle, called the Middle of Life (MOL) phase, the item is used and possibly
repaired. This phase is characterized by the separation of the flow of information and
materials, as well as the return of data to BOL. The final phase is related to the end of
life of the product that is subject to the recycling process. Product decommissioning is
defined as the end of life (EOL). In this phase, the flow of information and materials is
finally separated. Materials and components are passed back to BOL and MOL, and all
information related to the product and its design to BOL. This form of the product life
cycle model enables the free flow of data between BOL, MOL and EOL. The closed
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loop enables designers to constantly improve the product at every stage of its life. This
type of concept is currently the most advanced known model of the engineering product
life cycle [4]. The diagram of the engineering life of the product is shown in Fig. 1.

3 Environmental Assessment of the Product Life Cycle

Among the many available tools and methods for environmental management, the Envi-
ronmental Life Cycle Assessment (LCA) deserves special attention. It is a product anal-
ysis method that covers the environmental aspects and potential environmental impacts
throughout the product life cycle (“cradle to grave”), starting from the raw material
extraction stage, then through production, operation and decommissioning of the prod-
uct. It has been used since the end of the nineties of the twentieth century. Since then,
it has been constantly popularized and developed, which means that it plays an increas-
ingly important role in the ecological evaluation of products, services and technologies.
Additionally, the method was supported by specific procedures described in ISO 14040
[5] and ISO 14044 [6]. Due to the wide scope of application, LCA is considered to be
one of the most accurate and objective methods used for environmental assessment. In
waste management systems or in the assessment of production technology, the use of
the LCA method is necessary to determine the real impact of various types of solutions
on the environment, which is also associated with the selection of the least burdensome
solution for the environment [7].

LCA is one of the available methods used for environmental management, the appli-
cation of which includes the study of all aspects related to the environment as well as the
estimation of potential impacts that may occur during the entire life cycle of the product.
Thanks to the LCAmethod, it is possible to assess the environmental impacts and aspects
that are associated with each stage of the product life cycle. It includes stages such as:
extraction and processing of mineral resources, production, distribution, transport, use,
reuse of the product, recycling and final disposal of waste.

According to the International Organization for Standardization ISO, LCA is defined
as a method for assessing potential impacts and environmental aspects related to a
product [8]. It includes four phases: defining the purpose and scope of research, reviewing
the product system in terms of a set of key inputs and outputs, evaluation of possible
environmental impacts related to the system inputs and outputs, analysis of the obtained
results of the set assessment and impact assessment phases related to research objectives
[5, 6].

LCA is currently treated as a tool supporting decision-making related to the selection
of the most convenient way to design a new product or technology. It can also greatly
contribute to their development. The environmental assessment of the product life cycle
is related to the model system, which consists of unit processes that fulfill one or more
specific functions. These processes are a resource used for material and energy flows
between processes. Due to this fact, it is necessary to collect data related to energy
consumption or raw materials in each phase of the life cycle of a given product [9].

The basic tasks assigned to the LCA method are [9]:

– reporting of possible environmental impacts of the product in each phase of its life,
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– review of the available opportunities for the emergence of related environmental
impacts, so that the implemented remedial measures do not cause the creation of
further environmental problems,

– outlining priorities in improving the production of products,
– a compilation of the different ways in which a given process can be performed or a
comparison of all available solutions to a given problem.

Based on the results obtained as a result of LCA analyzes, the product production
system with the most favorable impact on the ecosystem is selected. The analysis of a
product’s environmental impact starts at the design stage,which ensures that any possible
impacts on the product are anticipated at each stage of its life cycle. This is the stage with
the highest risk for the product or any project, because at this point you need to define
such aspects as: raw materials, base materials, product production process, transport or
disposal. In addition, a preliminary estimate of the life of the product and the possibility
of its repair should be made.

The LCA method additionally determines the so-called the transfer of the environ-
mental impact of pollutants transferred from one phase of the cycle to another, or one
environmental component to another. An example of such a transfermay be, for example,
processing and re-use of a product instead of obtaining a raw material for the production
of a new product [7].

The structure of the LCA consists of several important steps in the assessment.
Figure 2 shows the phases of the life cycle assessment.

Definition of the 
goal  and scope

Data
analysis

Impact
assessment 

Intepretation

Direct applications: 
- product develop-
ment and improve-
ment
- strategic planning
- creating social 
policy
- marketing
- others. 

Fig. 2. Life cycle assessment (LCA) phases and application areas [5].

The first stage of the LCA analysis is to define the purpose and scope, which is
the key level of the analysis, as it both determines the choice of the technique used and
determines its detail. The selection of appropriate quantitative and qualitative parameters
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and the determination of the limits of a given model depend on the adopted goal and
the anticipated manner of using the obtained results. A very important element of each
study using the LCA method is to set the goal and target group of the study for which
the results will be presented. The key in this case is the fact that LCA is only a decision
support tool, and the so-called interested parties. According to the ISO 14040 standard,
they are defined as “units or groups associated with or affected by the environmental
performance of the product system or the results of the life cycle assessment” [5]. The
comment to the standard explains that “the purpose should clearly define the intended
use, the reasons for conducting the research and the intended recipient, ie to whom the
test results are to be communicated” [10].

In the first step of the LCA life cycle assessment, the purpose, the envisaged use of
the study results and the description of the principal, the person carrying out the research
and the target audience should be established and adequately justified. Additionally, the
type of analysis used should also be declared, as two types of analysis can be performed:
non-comparative and comparative.

The scope of research should be understood as a specific type of collected data
and their characterized scope, as well as system boundaries. In particular, the level of
sophistication of the system and the exact stages of the product life cycle to be tested
should be determined.Within the examined stage, the time, geographic and technological
scope of the LCA study to be conducted should be specified. In addition, it is required to
indicate the type of environmental impacts and the methodology used to estimate them,
which is the basis for the correct characterization and classification [9].

Defining the scope of the LCA test involves the characterization of three important,
closely related issues: product system, product system boundary, and functional unit.

A product system should be understood as a set of “materially and energetically
connected unit processes that fulfill one ormore specific functions” [5, 6, 9]. It is possible
to link unit processes when using a product stream. An exemplary description of a unit
process should include:

– elementary input streams (e.g. crude oil, natural gas, water) and output streams
(e.g. water eutrophication, emissions to air), product streams (e.g. electricity) and
intermediate product streams (raw materials),

– type of changes and operations taking place within a given unit process,
– the place where the unit process begins.

The product system boundary is described as “the interface between the product
system and the environment or other product systems” [9]. The main functions of this
stage of the LCA study are the determination of the time period and the definition
of the technological and geographical area. In addition, the accuracy of the entered
data and their completeness are introduced for each phase of the unit process. Defining
the area of the system and its boundaries is crucial as the purpose of this stage is to
determine the energy used in each phase of the process and the necessary sources of raw
materials. When determining the boundaries of a unit process, it is necessary to define
unit processes. Additionally, unit stages of the product life cycle should be considered,
such as [9]:
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– input and output streams in the product production process,
– transport and distribution,
– production and consumption of raw materials and energy,
– exploitation of products,
– consumption of secondary raw materials,
– aspects related to the installation of the product or its additional components.

By the term functional unit it is meant “the quantitative effect of the product system
used as a reference unit in LCA studies”. A functional unit is associated with the entire
product system and is considered in terms of functional properties or functions of the
product. When analyzing a given product in relation to this unit (as a parameter), one
should refer to it quantitatively, ie 1 MW of consumed or received energy, 1 kg of CO2
emissions, etc. [7].

The report prepared by the US Environmental Protection Agency (EPA) prepared a
list of LCA metrics and their characteristics. It complements the general methodology
of the product life cycle, consisting of the three pillars of sustainable development:
environmental, social and economic. These metrics include [11, 12]:

– Cumulative Energy Demand - is the total amount of energy that is consumed during
the entire life cycle of the product.

– Cumulative Fossil Energy Demand - a CED subcategory that describes the amount of
energy over the entire life cycle of a product. This energy comes from the combustion
of raw materials such as oil, natural gas and coal.

– Cumulative Renewable Energy Demand - is a subset of CED, which characterizes the
amount of renewable energy in the entire life cycle of the product. Renewable energy
consists of such energy sources as: hydro, solar, geothermal and wind energy.

– Global Warming Potential - often also referred to as the carbon footprint. It shows the
impact on climate change over time. It is usually presented for the next 100 years. It
shows the emissions of all greenhouse gases into the air. Examples of this type of gas
are: methane (CH4), carbon dioxide (CO2) or nitrous oxide (N2O)

– Ozone Depletion Potential - describes the total impact of emissions of all gases that
negatively affect ozone in the stratospheric ozone layer. The analysis of this metric is
applied throughout the product life cycle and is determined based on the functional unit
delivered to the customer (including product end-of-life management). Stratospheric
ozone occurs as a layer of natural gas to protect living cells, against excessive exposure
to ultraviolet (UV) radiation. Overexposure to radiation can cause, inter alia, cancer
or has a negative effect on agriculture, which results, among others, in lower yields.

– Acidificaton Potential - shows the total impact of all acid gas emissions, such as
nitrogen oxides (NOx), hydrochloric acid (HCl), hydrofluoric acid (HF), sulfur oxides
(SOx) or ammonia (NH4). Excessive emission of these substances causes acidification
of soil and water reservoirs and accelerates the corrosion of building structures.

– Eutrophication Potential - This is a category that illustrates algae overgrowth as a
result of the excessive emission of limiting nutrients such as nitrogen and phosphorus.
Emissions can occur directly or indirectly and target water bodies.
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– Photochemical Ozone Creation Potential - Shows the relative total impact of nitrogen
oxides and VOC emissions to the atmosphere over the entire life cycle of a product.
In the presence of nitrogen oxides and sunlight, when volatile organic compounds
are emitted, for example non-metallic hydrocarbons, chemical reactions take place,
the product of which is ozone (O3). It is produced at ground level, which causes the
phenomenon of the so-called photochemical smog.

– Waste water footprint and water emission - a category that describes the total water
demand at each stage of the product life cycle necessary to provide the customer with
a functional unit. Most often, the category is divided into fresh and salt water.

– Environmental and human toxicity assessment - quantifies the ecosystem fate of emis-
sions of all kinds of chemicals and their impact on human health and the environment
on the basis of possible effects.

– Direct Land UseChange - an indicator relating to the conversion of natural land, such
as forests, pastures or farmland, to a changed state. The aim of this type of activity
is the possibility of producing forest and agricultural products, e.g. raw materials for
the production of biofuels. By-products that arise as a result of this are, inter alia,
greenhouse gases.

– Indirect Land Use Change - an indicator describing the phenomenon of land use
change in the event of a change in the location of the crop and its relocation to another
location, which is associated with a change in the condition of the land. The effect
of this phenomenon is, inter alia, a change in the carbon stock in a given area or an
increase in greenhouse gas emissions.

Examples of environmental analysis can be found in the literature. The paper [13]
presents a comparative environmental analysis of acoustic barriers made of five types
of materials using the LCA method. In the article [14] two approaches to concrete
structures service life modeling in LCA were tested. LCA was performed for 94 CC and
HVFAC mix designs. A number of publications are also devoted to the environmental
analysis of packaging. In the report [15], the environmental analysis of plastic and paper
straws for portion-sized carton packages was presented using the LCAmethod. Another
report [16] presents a comparative LCA analysis of carton packages and alternative
packaging systems for liquid food on the Nordic market. The subject of research is
also the packaging recycling system. In [17], two scenarios were compared using the
LCA method: no packaging recycling system and was compared with two hypothetical
scenarios where all the packaging waste that was selectively collected. The researchers
are also interested in the differences in the results of the analysis performed with the use
of different software. The article [18] presents a comparative analysis of the processes
of exploration and production of oil and gas performed in the SimaPro and OpenLCA
programs.
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4 Environmental Product Assessment in Selected Tools

4.1 Research Methodology

The purpose of this study is to conduct an environmental analysis of the same product
in specialized modules of two popular 3D CAD systems. The research methodology
consists in modeling a real product, conducting an analysis in two 3D CAD systems and
then comparing the results. The choice of the product was dictated by two reasons: the
possibility of performing the analysis in the evaluation versions of both systems and the
material homogeneity of the product.

4.2 Product Being Analyzed

The subject of the analysis will be a 1.5 L storage box (Fig. 3a). It is a product consisting
of four parts, all of them are made of polypropylene (PP). For the purposes of the
environmental analysis, the product was modeled in the 3D CAD environment (Fig. 3b).
The analyzes were carried out in the following tools: Eco Materials Adviser [19] and
SolidWorks Sustainability [20], both in evaluation versions.

Fig. 3. Analyzed product: a) real product, b) 3D CAD model.

4.3 Analysis in Eco Materials Adviser

Using the EcoMaterials Adviser tool, operating in the CAD 3DAutodesk Inventor 2020
environment, the LCA analysis of the product was carried out using the CMLmethod. As
part of the analysis, the product manufacturing process was defined as injectionmolding.
Data on the distribution and installation of the product were not included in the analysis.

The product was analyzed in terms of energy consumption throughout its life cycle.
Particularly important in this case is the part called Pudelko_1: 1, which according to
the program exceeds the acceptable standard at every stage of the life cycle. Parts such
as the handles of the container exceed the permissible value of energy consumption at
the end of life stage of the product. The remaining analyzes are shown in Figs. 4, 5, 6,
7, 8 and 9.



70 M. Radzki and J. Diakun

Fig. 4. Product analysis using the eco materials adviser - values of energy consumption.

Fig. 5. Product analysis using the eco materials adviser - values of carbon footprint.

Fig. 6. Product analysis using the eco materials adviser - values of variants in terms of water
consumption.
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Fig. 7. Product analysis using the eco materials adviser - values of variants in terms of production
cost.

Fig. 8. Product analysis using the eco materials adviser - values of product compliance with the
EU RoHS directive and compatibility in use in contact with food.

Fig. 9. Product analysis using the eco materials adviser - values of the end of the product life
cycle.
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4.4 Analysis in SolidWorks Sustainability

Using the SolidWorks Sustainability tool, operating in the SolidWorks 3D CAD system
environment, the LCA analysis of the product was carried out using the CML method
(Fig. 10). The following assumptions were made as part of the analysis: product life
cycle length 5 years, end of the product life cycle - landfilling, place of production of
the product - Poland, place of use of the product - Poland also. Data on the distribution
and installation of the product were not included in the analysis.

Fig. 10. Product analysis in SolidWorks Sustainability.

The obtained results were obtained in the form of the product environmental impact
window. The analysis broken down into four main environmental categories: carbon
footprint, energy consumption, air acidification and water eutrophication. The obtained
results show that the stages of product production and transport have the greatest impact
on the ecosystem (Fig. 11). The remaining analyzes are presented in Figs. 12–13. The
main indicators are compared in Table 1.

Fig. 11. Product environmental impact in the SolidWorks sustainability program.
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Fig. 12. List of environmental indicators in terms of the negative impact of the product on the
environment with a breakdown into individual stages of its life cycle in SolidWorks sustainability.

Fig. 13. Summary of the parts of the tested product in terms of negative environmental impact in
SolidWorks sustainability.

Table 1. Comparison of indicators from eco materials adviser and SolidWorks sustainability.

Indicator Eco materials adviser SolidWorks sustainability

Energy consumption

Material 9.400 MJ 08.800 MJ

Manufacture 0.730 MJ 02.400 MJ

Transport Not available 00.446 MJ

Use Not available 00.000 MJ

Disposal 0.083 MJ 00.000 MJ

Total 6.700 MJ 12.000 MJ

CO2 footprint

Material 0.370 kg 0.235 kg

Manufacture 0.055 kg 0.124 kg

Transport Not available 0.034 kg

Use Not available 0.000 kg

Disposal 0.0050 kg 0.000 kg

Total 0.4300 kg 0.394 kg
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5 Conclusions

Despite the use of the same method of calculating environmental indicators, the values
obtained from both tools differ from each other. It is therefore advisable to calculate
environmental indicators with the use of several tools and then aggregate the results, e.g.
in the form of calculation of average values.

The use of environmental analysis in the evaluation of production processes and
resulting products is becoming more and more significant. The range of information
processed by it is constantly expanding, which means that the assessment of the product
life cycle is extended over time to new application areas. It is anticipated that in the near
future the environmental assessment tools will be integrated with other tools to support
decisions in situations where environmental aspects will be an important factor. It seems,
however, to mention that in very few cases environmental analysis can be used as the
main factor supporting decision-making.
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Abstract. The use of additive technologies is one of the key elements of the Indus-
try 4.0 structure. An unquestionable advantage of additive manufacturing is the
speed of introducing changes in computermodels, and thus the ease of product cus-
tomization. Examples of such products are orthoses, prostheses and exoskeletons,
which are personalized depending on the requirements of the person for whom
they are intended. Despite the widespread use of additive manufacturing, mainly
for rapid prototyping, there is relatively little information about the environmental
impact of this process. This impact depends on the choice of 3D printer and the fil-
ament used in production. This paper attempts to conduct a comparative life cycle
environmental analysis of two alternative versions of a product that was manu-
factured with the use of additive technologies. The structure of the product was
identical and the research experiments consisted in changing the materials used
in the additive manufacturing (from PLA to ABS). The effects of these changes
on the environmental factors were observed and a direct comparison of the effects
in the different factors was made. SimaPro software with implemented databases
was used for the analysis. Missing information on the environmental impact of
additive manufacturing of PLA and ABS parts was taken from the literature for
the purpose of the study. The results of the research are presented in the paper.

Keywords: Additive manufacturing · Eco-design · Life Cycle Assessment
(LCA)

1 Introduction

Environmental protection is becoming one of the most important assets in the world.
Air pollution contributes to loss of health of many people. Reduction of air pollution
can save millions of lives [1, 2].

Innovative technologies, such as 3D scanning, additive printing, and reverse engi-
neering, integrated into the Industry 4.0 paradigm, can negatively affect the environ-
ment. Innovative technologies are increasingly used in medicine. An example is the use
of additive technologies in the design and manufacturing of assistive devices, such as,
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e.g., exoskeletons. About 15% of the world’s population suffer from various types of
disabilities, of which 110–190 million are persons with reduced mobility, who require
the support of equipment in daily activities [2, 3]. Each assistive device must be adapted
to individual needs of its user. To meet this demand, there is a strong need for flexi-
ble manufacturing processes. Additive manufacturing provides this level of flexibility
- each product can have a unique design. Considering some undeniable advantages,
such as short and simple manufacturing process and relatively low manufacturing costs
depending primarily on the quantity of material used, additive technologies are expected
to keep gaining in popularity.

A CAD model developed in an additive technology becomes a sufficient basis for
the end product. The time- and labour-consuming preparations required to manufacture
a product in a traditional technology are circumvented here. The soaring popularity of
additive technologies is bound to increase their environmental footprint. Key issues here
are manufacturing waste, end of life product recycling, use of non-renewable resources,
emissions in the manufacturing process, and energy consumption. In order to curb the
environmental impact, the size of the problemmust be examined andpreventivemeasures
must follow. The aim of this paper was to discuss the environmental assessment of a
product manufactured with the use of an additive technology. The authors investigate
how the material used in the manufacturing process affects the product’s environmental
parameters. The SimaPro software has been used for the purpose of the study.

The second and the third chapter of this article provides an extensive analysis of
literature. Subsequently, IT tools supporting environmental analysis were presented.
The fifth part describes the steps and the results of the environmental impact study. In
the end, the conclusions were made.

2 Sustainable Manufacturing vs Additive Technologies

Accelerated development of Industry 4.0 brings a number of environmental threats, such
as increasing demand for electrical energy [4] and emissions of harmful compounds, to
mention just a few. Electrical energy is required to operate machines and meet the
growing demand for hardware computing power. Innovative solutions introduced under
the Industry 4.0 framework, such as, e.g., 3D printing, generate emissions of harmful
substances. 3D printers use electrical energy to melt the working material. The envi-
ronmental impact depends on the energy source. It is negligible with solar energy, but
increases with the use of energy from themains supply, depending on the combination of
energy sources engaged by the supplier. In order to minimise the negative environmental
impact of, inter alia, new technologies, in 2015 the World Commission for Environment
and Development [5] defined 17 sustainable development goals and 169 targets. Aimed
to help implement the sustainable development policy, they are accompanied by the con-
cept of sustainable manufacturing, defined as the creation of manufactured products that
use processes that minimise negative environmental impacts, conserve energy and natu-
ral resources, are safe for employees, communities, and consumers and are economically
sound [6].

Sustainable manufacturing encompasses not only manufacturing, but also prepara-
tory and post-manufacturing processes, such as designing, procurement of rawmaterials,
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distribution, use and reuse of the product. One cannot overestimate the importance of
the design process, when decisions are made concerning recyclability of the product,
minimization of dangerous substances, and use of environmentally friendly materials.
At the stage of procurement of raw materials, the supply chain should be considered and
eco-efficient supplies secured. Manufacturing processes should generate zero emissions
and provide for efficient use of resources, including the electrical energy. In compliance
with the sustainable manufacturing policy, distribution should include product returns,
reuse and recycling. While in use by the end consumer, a sustainable product should be
reliable as well as generate low operating expenses and zero emissions. The last stage is
end of life disposal, with various possibilities, such as reuse, disassembly, and landfill
disposal at a low cost [7–10].

For an additive technology to be considered environmentally friendly, it should fea-
ture all the above-mentioned qualities of sustainable manufacturing. No product has
been produced so far which would fully comply with the requirements of sustainable
manufacturing. The key issue are emissions of contaminants, depending primarily on
the type of material used. Gases and particles emitted during 3D printing contaminate
the air [11, 12]. Some of them, such as those emitted by Bisphenol A (BPA), used as
a plasticizer and antioxidant, are presumed to have carcinogenic potential for humans
[13]. Various measures are recommended to mitigate the hazards, such as use of low-
emissionmaterials and low temperatures, installing shieldswith filters around the printer,
and monitoring emissions on an ongoing basis. Wojtyła [14] has established that when
used in 3D printing, PLA is much less toxic than ABS. In an environmental analysis of
ankle foot orthoses, Górski [15] has found out, on the basis of the calculated carbon foot-
print, that a 3D-printed orthosis is much more environmentally friendly than one made
in the conventional technology of plaster cast covered manually with layers of resin
and fiberglass fabric [16]. In CO2eg, the carbon footprint of an orthosis manufactured
traditionally is three times that of a 3D-printed one.

A study of a 3D printer working in the fused deposition modelling (FDM) technol-
ogy has shown that when diverse materials and various extrusion temperatures are used,
emissions of super-micron particles go down to zero and give way to emissions of ultra-
fine (10–30 nm) particles. Emissions increase in line with the increase in the temperature
of extrusion. What is more, even a relatively short, 40-min 3D printing cycle generates
up to 200 mm2 of emissions [17]. Steinle [18] has found out that emissions of ultrafine
aerosol (UFA) are much higher when printing in PLA than ABS. A longer duty cycle of
the 3D printer causes the emission rating to rise. What is important, 3D printing in spa-
cious, well-ventilated rooms does not increase the UFA concentration significantly, as
compared to printing in a confined, non-ventilated room. This is an important hint when
choosing a room for a 3D printing laboratory. Other materials used in 3D printing are
thermosetting photopolymers, which can be reused as materials reforming 3D printed
objects into a new shape. The technology is used for repairing damaged parts [19].

As is the casewithmanyothermanufacturing technologies, the environmental impact
of 3Dprinting depends largely on choicesmade by the user.Model design, energy source,
materials in use, recyclability - all these factors determine the resulting environmental
impact of the product.
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Life Cycle Assessment (LCA) is just one of many tools facilitating the assessment of
the environmental impact. Owing to a standardized analysis process and incorporation
of numerous standards, the method ensures comparable results of analyses conducted in
enterprises and research organizations, and facilitates the creation of a hierarchy ofmany
issues related to the environmental impact of manufacturing processes and product life
cycle.

3 Life Cycle Assessment (LCA)

Life Cycle Assessment (LCA) is defined in the ISO 14040:2006 standard as an environ-
mentalmanagement technique aimed at the assessment of products,materials, processes,
services and systems in terms of their impact on the natural environment. LCA covers
the possible impact on the ecosystem throughout the product life cycle (‘from cradle to
grave’), i.e., from the procurement of raw materials to the disposal of materials at the
end-of-life. Aggregated impact on the natural environment at all the stages of the product
life cycle is assessed, based on the assumption that processes are interdependent, or that
particular manufacturing stages affect one another [20]. LCA ensures a comprehensive
overview of the product’s environmental impact, taking into account processes that are
otherwise excluded, such as extraction of raw materials, transport, etc. [21]. The LCA
method is classified as a quantitative tool not only facilitating the classification of certain
groups of impact, but also determining the impact quantitatively for each of the mea-
sures in use [22]. Owing to the complexity of calculations and sequentiality which can
be easily expressed by means of algorithms, the LCA is widely implemented in software
tools supporting product environmental assessment [23]. According to ISO 14040:2006,
the LCA comprises four stages [24, 25]:

1. Goal & scope definition - definition of the product under analysis and its service life,
scope of study, data source, target group and intended purpose of the study.

2. Inventory analysis - determination of system inputs, outputs and processes, deter-
mination of the raw material and energy balance, creation of the product’s life
cycle.

3. Impact assessment - classification of environmental impacts by a selected method
and determination of their size (categorisation and quantitative analysis).

4. Interpretation - presentation and critical evaluation of results (this stage is in progress
simultaneously with the three other stages).

There are defined methods by which an LCA can be performed, such as, e.g., Eco-
Indicator 99, IMPACT 2002+, or ReCiPe 2016 Endpoint [26]. In this study, the ReCiPe
2016 Endpoint method, described in detail in chapterMethodology of the study, has been
used.
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4 Software Tools Supporting Environmental Analysis

There is a wide choice of software tools which facilitate the environmental analysis
of manufactured products. One group of them are autonomous software tools which
require manual and usually time-consuming implementation of the product life cycle.
Not integrated into any 3DCAD environment, they do not support any data transfer, such
as, e.g., product structure. Their ample databases retrieve proprietary data on processes.
Typically, the analysis is carried out in accordance with the LCA environmental man-
agement technique (discussed in detail in chapter LCA) by a method (e.g., Eco-Indicator
99, ReCiPe 2016 Endpoint) implemented into the software. They support extensive anal-
yses of emissions (positive and negative), and provide numerical values of emitted sub-
stances, gases, etc. Some examples of such software tools are GaBi, SimaPro, Umberto,
OpenLCA. SimaPro is one the most commonly used tools. Data on the product can be
retrieved from the implemented databases, and the calculation methods correspond to
the LCA environmental management technique. Environmental impacts can be imaged
for one product assembly, and alternative product assemblies can be compared [27].

Another group are autonomous tools integrated into a 3D CAD environment or one
of its modules. Some examples are the Eco Materials Adviser environmental analysis
module of Autodesk Inventor and SOLIDWORKS Sustainability of SOLIDWORKS.
Solutions of this type streamline work through automated data interchange between
a 3D product model and the environmental analysis module, thus saving the designer’s
time spent on entering the product structure data. Additionally, other data on the manu-
facturing process can be entered, such as methods of transport, place of production and
use, service life, etc., which - as a standard - is not assigned to a 3D model. Analyses
performed in such systems are trimmed down to the examination of water and energy
consumption, carbon footprint of the manufacturing process, etc. Compared to the anal-
yses performed by the autonomous systems referred to above, these tools are intended
for management purposes. They do not support a thorough analysis of the environmen-
tal impact of designed products throughout the life cycle using the LCA environmental
management technique [28].

Many enterprises develop proprietary environmental analysis software for particular
products, such as, e.g., the Ecodesign Manual by Philips, the Handbook of Volvo, the
Environmental Guidelines by Electrolux, etc. [29].

Changes in manufacturing processes aimed at reducing the environmental impact
of products throughout the life cycle are driven by the pressure put by industry ben-
eficiaries on environmental protection. Accordingly, the number of software programs
supporting environmental analysis, equally customized (adapted for certain products and
enterprises), autonomous and integrated into CAD 3D systems, available on the market,
is growing rapidly.
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5 Environmental Analysis of a Product Manufactured
in an Additive Technology

5.1 Methodology of the Study

A comparative LCA environmental analysis has been performed for a hand exoskeleton
in two alternative versions:

– the base assembly - featuring PLA elements manufactured in an additive technology,
– the alternative assembly - featuring ABS elements manufactured in an additive
technology.

The study has been conducted in accordance with the LCA four-stage environmental
management technique (in compliance with ISO 14040:2006):

Goal & Scope Definition. Ahand exoskeleton developed by scientists of theKazimierz
Wielki University in Bydgoszcz, Poland has been examined. The study is aimed to deter-
mine the environmental impact of the product throughout its life cycle. Two assemblies
of the product, with elements made of two different materials (both manufactured in an
additive technology), have been examined, to find how the change of material affects
the software output, i.e., information about the environmental impact of the assembly.
The final output is a comparative analysis of the alternative product assemblies, shown
as a compilation of graphs generated in the software. The study can support scientists
in the selection of material for the exoskeleton.

The product has been assigned a service life of 5 years - at the end of that period, all
its parts should be replaced with new ones.

The scope of the study has been defined as follows: the manufacturing processes of
equipment, tools and vehicles used throughout the product’s life cycle, such as a lorry,
a drill-driver, a 3D printer and a laptop, have been excluded from the analysis; however,
emissions to the environment in the processes related directly to the manufacturing of
the exoskeleton with the use of the above mentioned equipment, tools and vehicles (e.g.,
transport of sub-assemblies in the lorry) have been included.

The analysis has been performed in the SimaPro software, with data sourced from the
literature and the software databases. Universal substitutes available in databases have
been used in place of the missing data required to create the life cycle of the product
(e.g., linear servo controller - electronics, for control units).

Inventory (inputs and outputs) Analysis. At stage one, processes required to develop
the product structure, which were missing in the software database, were developed.
The focus was put on the additive manufacturing process. All other elements of the two
assemblies under analysis were purchased and identical for both assemblies, so they
had no impact on the outcome of the comparative analysis. Based on data sourced from
[11], a universal additive manufacturing process was entered for both PLA and ABS,
with the respective emissions generated by each material during a one-hour cycle of the
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3D printer. Next, the process of additive manufacturing of the assembly parts, namely,
finger phalanxes, a metacarpus and a carpal joint (connected by means of supports),
a housing for the electronic circuit and fourteen mounting pegs, has been developed.
Energy consumption by the 3D printer and the laptop (necessary to adapt a universal
exoskeleton design to individual needs of the patient) has also been taken into account.
The additive manufacturing process for PLA, implemented into the system, is shown
in the screenshot in Fig. 1. The printing process was of the same duration for both
assemblies, but the energy consumption by the printer was declared higher for ABS than
for PLA.

Fig. 1. Additive manufacturing of elements in PLA.

Similarly, the manufacturing process for the polyester elements - a wrist orthosis
and a LiIon battery case - was developed. The process was identical for both assemblies.
Other subassemblies were simplified (as they did not affect the result of the comparative
analysis) and based on the data retrieved from the SimaPro database. As mentioned in
section a), substitutes (similar processes for parts manufactured in similar technologies)
were used in some assemblies for the data which was missing in the database.

At stage two, the product structure, identical for both assemblies, was developed.
Modification of the alternative assembly relative to the base one consisted in using a
different material (ABS in place of PLA). The product structure is shown in Fig. 2.
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Fig. 2. The most important elements of the product structure.

According to section Goal & scope definition, considering the job production of the
exoskeleton, the manufacturing processes of equipment, tools and vehicles used in the
entire manufacturing process of the product under analysis were excluded from the study
scope. However, certain processes related directly to the production of the exoskeleton,
in which the above mentioned equipment, tools and vehicles were used, were identified,
namely:

– delivery of the purchased subassemblies and the endproduct to the customer - transport
by a lorry (underlying assumption: each subassembly is transported over a distance
of 100 km),

– customization of the exoskeleton - performed on a computer in the active mode;
duration: 5 h; mean energy consumption,

– additive manufacturing of the exoskeleton elements - with the use of a 3D printer;
mean energy consumption,

– assembly of the exoskeleton - energy consumption by a drill driver for 3 h of operation.
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At the next stage of data preparation for the analysis, information about the service
life of the product was entered. The service life was defined as 5 years - after that
period all the parts of the product should be replaced with new ones. The process of
manufacturing of the carton box in which the end product would be delivered to the end
user as well as the transport to the end user by means of a lorry were taken into account,
and the energy consumption during the five years of service life was determined (164.25
kWh, 90 W/day). Consumption of a sanitizer was also added for the entire service life
(182.5 l, ca. 0.1 l/day).

The last stage of the inputs and outputs analysis was determination of the removal
from service strategy. Based on the databases available for both alternatives, landfill
disposal was selected.

The outcome of this stage was the development of life cycles for the base and
alternative assemblies.

Impact Assessment. The analysis was performed by the global ReCiPe 2016 Endpoint
method (one of the methods implemented in the software, compliant with the LCA envi-
ronmental management technique). This is one of the most comprehensive methods of
assessment, which supports an analysis of cause and effect paths linking midpoint char-
acterization factors with endpoint characterization factors [30]. The assessment relies
on 22 indirect impact categories (Fig. 3), which are then assigned to three endpoint area
categories (human health, ecosystems, resources) (Fig. 4).

Interpretation of Results. The analysis leads to a direct comparison (visual - on graphs
and quantitative - in tables) of two versions of the assembly (the base assembly - PLA and
the alternative assembly -ABS).Asmentioned above, the same purchased subassemblies
were used for both assemblies of the product; the only difference between the assemblies
was the material used for the parts produced in the additive technology. The differences
of the estimated environmental impact (midpoint characterisation factors) between the
two assemblies throughout their life cycles are shown in the screenshot below (Fig. 3).



The Environmental Analysis of a Product Manufactured 85

84

86

88

90

92

94

96

98

100

Gl
ob

al 
wa

rm
in

g, 
Hu

m
an

 he
alt

h

Gl
ob

al 
wa

rm
in

g, 
Te

rre
str

ial
 ec

os
ys

tem
s

Gl
ob

al 
wa

rm
in

g, 
Fr

es
hw

ate
r e

co
sy

ste
m

s

St
ra

to
sp

he
ric

 oz
on

e d
ep

let
io

n

Io
ni

zin
g r

ad
iat

io
n

Oz
on

e f
or

m
ati

on
, H

um
an

 he
alt

h

Fi
ne

 pa
rti

cu
lat

e m
att

er
 fo

rm
ati

on

Oz
on

e f
or

m
ati

on
, T

er
re

str
ial

 ec
os

ys
tem

s

Te
rre

str
ial

 ac
id

ifi
ca

tio
n

Fr
es

hw
ate

r e
ut

ro
ph

ica
tio

n

M
ar

in
e e

ut
ro

ph
ica

tio
n

Te
rre

str
ial

 ec
ot

ox
ici

ty

Fr
es

hw
ate

r e
co

to
xi

cit
y

M
ar

in
e e

co
to

xi
cit

y

Hu
m

an
 ca

rc
in

og
en

ic 
to

xi
cit

y

Hu
m

an
 no

n-
ca

rc
in

og
en

ic 
to

xi
cit

y
La

nd
 us

e

M
in

er
al 

re
so

ur
ce

 sc
ar

cit
y

Fo
ss

il 
re

so
ur

ce
 sc

ar
cit

y

W
ate

r c
on

su
m

pt
io

n, 
Hu

m
an

 he
alt

h

W
ate

r c
on

su
m

pt
io

n, 
Te

rre
str

ial
 ec

os
ys

tem

W
ate

r c
on

su
m

pt
io

n, 
Aq

ua
tic

 ec
os

ys
tem

s

%

Fig. 3. Results of a comparative analysis of the base assembly (PLA) and the alternative assembly
(ABS) - midpoint characterization factors (red bars - PLA assembly life cycle, blue bars - ABS
life cycle assembly).

The base assembly (PLA) is marked in red, the alternative assembly (ABS) - in
blue. Values representing the environmental impact of the PLA assembly are higher
than those for the ABS assembly only in three of the 22 categories under analysis. Simi-
larly, it follows from an analysis of the endpoint characterization factors - normalization
(by the ReCiPe 2016 Endpoint method) that for each of the categories (human health,
ecosystems, resources), values for the life cycle of the ABS assembly are higher than
those for the PLA assembly (Fig. 4). All in all, the alternative assembly has a greater
environmental impact than the base assembly (single score - Fig. 5).

Fig. 4. Comparative analysis results (normalization - ReCiPe 2016 Endpoint).
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Fig. 5. Comparative analysis results – single score – ReCiPe 2016 Endpoint (red – resources,
green – ecosystems, blue – human health).

5.2 Discussion

Subjected to the environmental life cycle assessment (LCA), the base assembly (PLA)
shows a smaller environmental impact than the alternative one (ABS). Although three
out of the 22 analyzed midpoint characterization factors (land use, stratospheric ozone,
and water consumption) are higher for the base assembly than for the alternative one,
values obtained in the final damage assessment for each of the endpoint characterization
factors (human health, ecosystems, resources) are lower for the base assembly than for
the alternative one.

A comparative analysis of the manufacturing process exclusively (excluding the
service life and the end of life scenario) shows greater differences between the midpoint
characterization factors for the two assemblies than an analysis of the entire life cycle
(i.e., smaller percentage values for one assembly relative to the other). For instance, the
land use factor for the entire life cycle of the ABS assembly (manufacturing, service life,
and end of life disposal) is equivalent to 86% of the same factor for the PLA assembly;
whereas in the analysis of the manufacturing process only, the land use factor for the
ABS assembly is equivalent to 72% of the same factor for the PLA assembly. Greater
differences between midpoint characterization factors for the manufacturing process
only than for the entire life cycle result from the fact that the share of the additive
manufacturing process (different for each assembly) in the manufacturing process of the
assembly is greater than its share in the entire life cycle of the assembly.

Based on the performed analyses, it can be stated that throughout the life cycle, the
base assembly (PLA) has a smaller environmental impact (as indicated by the endpoint
characterization factors) than the alternative assembly (ABS). Due to a lack of precise
data in the database and the literature, the PLA assembly has not been assigned recycling
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as the end of life scenario. The environmental impact of the difference between PLA
and ABS in terms of the end of life disposal will be examined in another study.

The development of a product concept is such a complex process that it cannot be
stated unequivocally which of the assemblies is optimal. Consideration should also be
given to other properties of the product, such as its functionality, endurance, aesthetics,
ergonomics, etc. Therefore, when performing the environmental analysis, it should be
assessed whether differences in the environmental impact of the life cycle of each of
the assemblies (in quantitative terms) are significant compared to, e.g., endurance of the
compared materials. PLA shows less fragility than ABS. ABS is manufactured based on
crude oil and is more demanding in the process than PLA, which is based on natural raw
materials [31]. When printing in ABS, the 3D printer consumes more energy. ABS has a
higher melting point and shrinkability, and is more harmful, especially to human health.
Considering the concentration of emissions during 3D printing in an enclosed space,
it is recommended that additive manufacturing, especially from ABS, be performed in
ventilated spaces, ideally when nobody is in the room [31].

It follows from the analysis of any assembly that the process of service (energy
consumption necessary for the operation of the exoskeleton) and the processes of man-
ufacturing the Arduino Uno-based electronic circuit and the LiIon battery are of key
importance in terms of the environmental impact throughout the product’s life cycle.
Therefore, particular focus should be given to possible modifications leading to opti-
mization and reduction of the environmental impact without compromising the prod-
uct’s functionality. The study discussed in this paper has not only shown a more optimal
assembly in terms of its environmental impact, but also helped to outline processes
whose environmental impact should be minimized in the first place.

6 Conclusions

The use of software for ecological analysis enabled the selection of more environmen-
tally friendly material from among alternative versions, improving the decision-making
process to a large extent. The analysis also made it possible to identify the negligible
impact of the part manufactured with the use of additive technology in relation to the
production process of the whole assembly. This means that the choice of material from
among the analyzed alternatives does not matter much from the comprehensive point of
view of the environmental impact of the whole product.

The SimaPro software used in the study is a tool supporting a thorough analysis of the
environmental impact of a product throughout its life cycle. The global methods imple-
mented in the software (ReCiPe 2016 Endpoint, Eco-Indicator 99) facilitate calculation
of the environmental impact and streamline clear representation of data. Limitations are
put by databases, which lack some data on particular (often specific) processes necessary
to build a precise representation of the product’s life cycle. Another difficulty is posed by
the fact that manufacturing processes of some subassemblies produced by third parties
are unknown. Meticulous data gathering is required to build a product life cycle in the
software which will truly and accurately represent the real life cycle of the product. Fur-
ther study will focus on minimizing the simplifications made to the product, especially
with regard to the disposal of particular assemblies at the end of life.
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Abstract. There is a noticeable general trend of reorientation of businesses
towards so-called mass customisation of production. Adopting a strategy char-
acterised by mass customisation and customisation of products requires a greater
emphasis on customer interaction and support. In this regard, it is important to have
efficient contact with the customer throughout all the activities related to product
development, especially at the stage setting the production.

The aim of the study is to analyse the process of preparation and performing
of a customised furniture products and to develop the concept of changes in this
process with the purpose of improving its flow and ensuring higher satisfaction
with the end results.

The proposed changes in technological and organisational solutions in the
examined production of furniture units enable much higher customisation of prod-
ucts, also enabling more efficient exchange of information, both with customers
and in the process flow between the particular stages of product and technology
design, andmanufacturing. The concept of process changes includes, among other
things, the use of general purpose IT solutions to support the preparation of pro-
duction. Research indicates that the use of a proposed preparation and realisation
concept enables furniture manufacturers to achieve a high level of cooperation
with their customers.

Keywords: Product development · Customised manufacturing · Communication
with customers · Furniture production

1 Introduction

Today, companies are facing a strong and increasing pressure to reduce costs, shorten
time-to-market and add value to their products by investing in product development.
These pressures have led to an expansion of activities related to the development
and improvement of production processes [1]. However, highly customised produc-
tion requires high flexibility and responding to customer needs in a timely fashion [2].
Close attention must be paid to this particular stage, taking into account that 80% of a
product’s costs are generated at the phase of development [3].
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A number of interconnected digital technologies are emerging within the concept
of Industry 4.0, such as: Artificial Intelligence, Internet of Things, BigData, Cloud Com-
puting and Blockchain, altering the supply chain and remodelling industrial competition
[4]. Manufacturing companies are increasingly often using digital technologies to create
a digitisation strategy [5]. Digitisation is becoming one of the most important strategies
for companies to survive and grow in an increasingly competitive environment [6].

To increase customer satisfaction while reducing development time under these con-
ditions, the product development process (PDP) must become smarter. One of the main
challenges in implementing smart PDPs is to adapt quickly to changing conditions and
requirements [7].

In the case of today’s mechanical engineering companies, however, the increasing
interdisciplinarity of processes and development teams and distributed company loca-
tions lead to longer production times and more complex PDPs, although the required
development times are shortened [8].

In such circumstances, it can be observed that manufacturers looking for competi-
tive advantage often move from offering products to offering advanced product-service-
software systems, a transition referred to as digital servitisation [9–11]. Evolving cus-
tomer needs, financial challenges, increased competition, product commoditisation and
advances in cyber technology and digital systems mean that manufacturers cannot rely
solely on innovative, breakthrough products. Therefore, they need to combine prod-
ucts, services and software into smart solutions to increase customer value and internal
efficiency [10].

Undoubtedly, an extremely important aspect is the implementation of all actions
towards sustainable development. Kuhlman and Farrington [12] emphasise that sustain-
able development concerns well-being of future generations and, in particular, irreplace-
able natural resources - as opposed to the gratification of present needs which they call
well-being. At the same time, they point to the need to find a balance between the two
states. The development of digitisation, by increasing the range and accuracy of data
and generally improving analysis, should favour the achievement of this balance.

Due to the importance of the production preparation stage, as noted earlier, there
is a need to search for and develop methods to improve all activities, including the
development of efficient design methods and successful exchange of information.

The aim of the article is to analyse the customised furniture preparation and realisa-
tion process and to develop the concept of changes that improve its execution and help
better satisfy the needs of customers.

The analysis of the customised furniture production preparation and execution pro-
cess was carried out with particular emphasis on the flow of information with cus-
tomers/users and the support of IT tools. Afterwards, a concept of changes in the exam-
ined process was developed towards improving communication with customers, lead-
ing to increased customisation of products and efficiency of the entire process, which
requires general purpose IT solutions supporting the preparation of production (among
other things). This is because new information technologies are opening up completely
new opportunities for cooperation with customers at the stage of product design and
enable further customisation.



92 W. Urban et al.

For the in-depth study using the case study method, the intention was to analyse the
production of custom-made furniture, since by definition it involves close and repeated
contacts with customers during the execution of each customised order, satisfying the
individual preferences of each customer and installation at customers’ premises. In
this case, the process of product design and manufacture are closely linked due to the
sequence and take a relatively short time. The adopted study object allows cross-sectional
observation of the manufacturer’s interaction with the customer during product develop-
ment; it also allows the creation of the relevant concepts and theoretical generalisations
within the adopted scope.

2 Views on the PDP in Literature

A large amount of complex information is processed during product development activ-
ities. This is not only due to requirements from external and internal sources of the
company. This is also because PDP activities affect and are affected by all areas of the
organisation [13].

The growth of digitisation and simulation processes at every stage of production cre-
ates opportunities for organisations to achieve higher productivity [14]. Zweber et al. [15]
report that intensive use of information technology to design, tweak and then manufac-
ture products (i.e. Digital Manufacturing) potentially enables reuse of older work, more
informed decision making, and more reliable planning and estimation. In other words,
the quality of information is improved, resulting in shorter deadlines and lower costs,
and higher customer satisfaction. Development of computer technology that leads to an
increase in efficiency and the development of information systems enable an integration
of functional tasks.

Improvement of PDPs has been the subject of manufacturing studies for a long time.
Integration, interoperability and sustainability are emphasised throughout the lifecycle
to enhance business agility [16]. As a practical strategic approach, product lifecycle
management (PLM) promises to holistically incorporate product data and information
into design activities and core business processes [17]. In the context of Industry 4.0,
intellectual capital processing is valued increasingly as the key to increasing business
agility and reaping the benefits of smart manufacturing. It is also the basis for product
improvement and innovation. Of course, properly selected IT solutions that play a key
role in the company’s operations are the crucial prerequisite [18, 19].

In practice, successful adaptive design means finding the most reliable and the least
time-consuming ways to design a product that fully meets the customer’s demands
and preferences. The implementation of information-assisted design is based on the
integration of 3D modelling software with parametric design, expert system, computer-
aided analysis and knowledge management [20].

Iaksch and Borsato [21] note that current industry practices still show an isolation
of knowledge domains, as evidenced by a simple transfer of information to the peo-
ple responsible for the subsequent activities within the PDP, which is contrary to the
behaviour advocated by Concurrent Engineering and Design for Manufacturing.
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3 The Furniture Industry and Customised Products

Furniture production is an area of business that generally requires mass customisa-
tion. However, there are significant differences between businesses producing standard,
off-the-shelf furniture and businesses producing bespoke, custom-made furniture. For
the latter, the production process is much longer and more complicated. It starts with
a research anddevelopment phase, followedby sales (business contracting), participatory
design, production, and endswith the delivery and installation at the customer’s premises
[22]. This process faces multiple challenges, from the processing of non-standard orders
to very precise production and management of very large amounts of data, which means
that implementation of appropriate IT systems is indispensable. In order to maintain
information connectivity throughout the furniture manufacturing process, businesses
involved in the production of highly customised products should use Industrial Internet
of Things technologies that connect industrial assets to business processes and informa-
tion systems, providing businesses with real-time data monitoring, collection, exchange
and analysis capabilities [23].

Customised furniture production requires, first and foremost, an individual approach
to design and the use ofmodern and unique designs to create innovative, ground-breaking
and original products. This approach is a characteristic feature of Design-Driven Innova-
tion (DDI), which plays a special role in the furniture industry. This is because industrial
design is considered a major factor of competitiveness and design is a driving force of
innovation [24, 25]. Thanks to DDI, a business can design more valuable products [26]
and expand its capabilities beyond participatory design and broaden its knowledge of
technological and product development, which plays a significant role in both new and
developing markets. However, as noted by De Goey et al. [27], design-driven innovation
requires businesses to develop the communication skills and other capabilities necessary
to create and promote new products.

An important factor for the furniture industry is the current global trend indicating
the responsibility of furniture manufacturers for environmentally friendly production,
which is why environmental criteria are more and more often taken into consideration
with respect to production processes the finished products [28]. They also appear in com-
panies’ production strategies, with the indication of production technology. Among the
advanced methods of furniture production, 3D printing is gaining popularity as an addi-
tive manufacturing technique. Subtractive Manufacturing is another technique. Each of
these techniques has its own advantages and disadvantages [29]. In the context of Indus-
try 4.0, the application of new techniques supporting product realisation and effective
information exchange becomes an extremely important issue due to a great emphasis on
product customisation.

4 Methods

Given the stated study objective, which includes an in-depth exploration of a selected
type of product development process, the case-study method was adopted, which allows
for a detailed exploration of the selected area [30, 31]. One of the assumptions of the
study was to focus on the process intended to provide products with a high degree of
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customisation in unit production, with intense cooperation with the customer, including
information exchange. Therefore, production of custom-made furniture on individual
order was chosen for the in-depth study, since due to its nature, it involves intensive
cooperation between themanufacturer and the customers at each stage of the process. The
subject of the study allows for an in-depth observation of the manufacturer’s interaction
with the customer at all stages of the product development process. The case study
involved tracing all the activities in the process, describing the internal process flows
and the interaction with the customer/recipient. A flow chart was also used for process
modelling.

The second stage of this study is the formulation of concepts based on the identified
process state. Formulation of a conceptual framework is an important research task that
involves identifying structures and relationships between concepts, objects and ideas that
are of interest to the researcher [32, 33]. A precisely identified process of customised
furniture production was the starting point for defining concepts for its operation using
the available information technologies and/or newly emerging technologies that are
being gradually adopted in selected sectors of the economy.

5 A Typical PDP in Customised Furniture Production

The process of designing and manufacturing a custom-made furniture product was
adopted for the research. It is a personalised manufacturing process intended to ensure a
perfect fit into the premises (interior) where the furniture is to be used by the customer.
This type of furniture production is a large and important segment of the industry and
is performed by micro and small enterprises, usually on local markets. This process
was identified at one business of that type. The definition of the product realisation pro-
cess included careful tracing of customer contacts and IT system support. The product
realisation process in the company selected for the study was presented in the form of
a diagram shown in Fig. 1.

valuation moduleproducer libraries

own libraries, structural 
design, visualization 

module 

Determining the 
requirements and 

taking measurements 
of rooms 

Furniture design and 
visualization 

Presentation to the 
client 

Selection of materials 
and technologies Costing and valuation

Customer 
acceptance, 

manufacturing 

Installation at the 
customer's site

Procurement of materials 
and components, 

subcontracting

Fig. 1. A custom-made furniture production process.

The initial contact between the customer and the company representative can be
treated as the beginning of the process. It can be a visit to the company’s premises,
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a phone call or an e-mail. The customer is asked about the vision, preferences and
expectations concerning the designed furniture and preliminary arrangements are made
as to the order completion date. More often than not, the specific characteristics of
the future require taking appropriate measurements at the customer’s premises. In such
cases, a mutually convenient measurement date is agreed. Additional guidelines are
determined in relation to the designed furniture, a preliminary hand-drawn sketch of the
design is made, and an approximate quotation for the product is provided.

Once the design concept is approved by the customer, the actual product design stage
is can begin. The basic product modelling is carried out by the designer, who creates
a model of the product on the basis of the provided guidelines and draws up its design
documentation. Dedicated software for the furniture industry (KD Max) is used, based
primarily on libraries of typical/normalised parts.Work at this stage requires takingmany
aspects into consideration in relation to construction, manufacturing techniques and cost
estimation. At the analysed company, the designer communicates with the production
engineer and the pricing specialist for this purpose. If there is a need for changes due
to the selected of materials and technology, the production engineer provides verbal
and/or written comments to the designer, who modifies the CAD geometric model.

When the presented form of the product meets the customer’s expectations, the
furniture design is sent to the production department. At this company, the production
engineer determines the type and quantity of semi-finished products and decides which
processing methods to choose, or alternatively uses the services of a subcontractor.
The paper-based documentation is also used at this stage – the technical drawings of
the parts to be machined. The company also uses CNC machine tools. In the case of
machining simple parts, the NC program is generally created directly by the machine
operator at the machine control panel. When processing of more complicated parts is
required, such as complex ornamental milling patterns, the operator can use a separate
computer workstation, where they generate a program and transfer it to the appropriate
CNC machine.

During order fulfilment, the company often halts the production process if the cus-
tomers change their preferences with regard to the functionality or look of the furniture
they ordered. Therefore, such changes cause delays that extend the waiting period for
the finished products. Dimensional changes in the designs also often occur in the case
of furniture ordered during ongoing room renovations.

In the product realisation process at the company, standardised/typical elements are
used to a large extent. The company’s software provides broad support for the selection
of such objects, including its own libraries. Clear difficulties arise in the case of non-
standard elements, especially decorative ones, such as non-standard designs of handles,
brackets, worktop milling, cabinet fronts, etc.

Customers are often unsatisfied with the proposed look of the furniture, finding par-
ticular surface structures, decorative patterns or colours unappealing. A known problem
for the company is the proper visual representation of the designed products at the time
when they are shown to the customer. The appearance of the finished product often dif-
fers from the look expected by the customer, indicated at the model presentation stage.
This causes customer dissatisfaction and, in some cases, the need modify the design
accordingly.
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6 Improvement Concept

6.1 Specification of Proposed Modifications

Analysing the current product realisation process at the company (Fig. 1), it seems ben-
eficial to increase the scope of interaction/collaboration between the manufacturer and
the consumer at individual stages of production. From the point of view of improve-
ment of information exchange, it is proposed to establish an efficient contact channel
for two-way exchange of design data, including quick updates and visualisation of the
product.

Figure 2 presents a model of the preparation process of furniture products, including
the use of integrated product design and technology software supporting also selected
manufacturing elements, as well as a proposed module for visual interaction with the
customer and building a virtual model of the object in the premises where the customised
furniture is to be installed.

module of visual interaction with 
customers 

virtualization module 

integrated product design, technology and manufacturing software 
supporting 

Determining the 
requirements and visual 

inventory of rooms 

Designing furniture in an 
integrated environment 

CNC and conventional 
manufacturing 

Visualising and costing in 
interaction with the 

customer 

Procurement of materials 
and components, 

subcontracting 

Installation at the 
customer's site 

Fig. 2. A furniture production process enriched by technologies.

The concept of the process presented in Fig. 2 is based on supplementing the soft-
ware environment that is currently used at the company by general purpose software
with additional modules that enable an appropriate level of product virtualisation and
visualisation. It is important to strengthen the connections between the particular stages
of the process using digital-only information. This also applies to the stage at which
the requirements are determined and the premises are measured. The use of appropriate
technological and software solutions, such as special cameras, allows for an effective
visual inventory of the premises and successful virtualisation of the project. The room
virtualisation module provides not only a dimensioned geometric model of interior areas
with their contents, in which the designed product will be installed, but also a full 3D
graphic visualisation of the current appearance of rooms, including the predominant
lighting conditions. Such a model is the only way to imitate the future user experience
after the product is installed, and also allows the user to be involved in the production
process. Currently, there are IT solutions for the construction of virtual roommodels and
support in selected areas. For example, one of the simplest tools supporting the creation



Development Process of Customised Products, Supported by Technologies 97

of virtual models is an inventory module with laser rangefinder support, which aids the
designer in creating digital models.

By eliminatingdata transfer onpaper,we can ensure uniformity of the digitalmodel in
the entire process of production setup and enable an attractive presentation of the product
with efficient modifications at each stage of production. To some extent, the presented
concept (Fig. 2) allows us to reduce the number of stages of product realisation in relation
to those realised using traditional methods (Fig. 1). Ongoing presentation of progress
for the customer and increasing the level of interaction during the design and quotation
process enables the acceptance (approval) stage to be moved towards the beginning of
the process, which offers more flexibility for introducing changes.

It is estimated that the solution has a large potential in relation to the production
of non-standard articles of furniture, such as unusual decorative milling on furniture
fronts or other custom decorative elements made to order.

Developing an interactive wizard and linking it to the design software can be an
example of streamlining the data exchange process. Such a wizard would be provided to
the customer, for example via the company website. This solution makes it possible to
partially automate the uniform digital model creation process, which serves as the basis
for quotations, construction documentation and planning the processing operations.

A PDP environment and a centralised database can be used to efficiently manage
technical documentation. Such a database can be used for making product variations.
This significantly reduces the time needed to search for previously created designs and
supports making changes according to customer guidelines. These functions enable real-
time collaboration between designers and production engineers. Operations in the CAM
environment connected with generating CNCmachining codes cane be performed along
with designing the structural form of the product and verification of compliance with
the technological process. Thus, generated program can be sent directly to the machine
tools using DNC capabilities. The ability to simulate processing on the computer screen
is an important aspect in this regard.

6.2 Software Selection

Today, the computer software market offers many solutions for the furniture industry.
Specific products support production at the stages of development, preparation, super-
vision, and distribution of finished products. In each area, there are several alternative
products with varying degrees of functionality. The software most often supports such
functionalities as interior design with product libraries, quotation, optimisation of panel
cutting and to preparation of CNC machine tool element processing programs.

The furniture industry seeks to satisfy individual needs of the customers, which
means that custom-madeproducts account for a large portion of production. The capabili-
ties of dedicated furniture design software are constantly expanding, but general-purpose
software is successfully used for manufacturing non-standard products. According to the
consulting agency Apps Run The World, the worldwide PLM and engineering appli-
cations market is practically dominated by 10 companies, with an 80.5% share of the
entire global product lifecycle management and engineering applications market [34].
These companies are: Siemens PLM Software, Dassault Systèmes (DPS), Synopsys,
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Autodesk, Cadence, PTC, SAP-PLM, Ansys, Mathworks, and Oracle-PLM. PLM soft-
ware was developed with particular emphasis on total product definition. The system’s
capabilities includemanagement of design, engineering and simulation data, EBOM, and
quality and document management. PLM is also designed to communicate engineering
changes across the manufacturing and supply chain in real time.

The implementation of a high-end integrated PLM system requires the significant
investments, which is why SMEs are usually not interested in solutions of this kind.
On the other hand, general purpose mid-level modelling programs are popular among
SMEs, such as: Solidworks, Inventor and Solid Edge. Given the adopted study area,
these three most popular systems were taken into account for the purpose of the concept.

Such software offers basic functions ranging from 3D modelling, creation of 2D
drawing documentation, support for material selection, handling of sheet metal and
welded structures, carrying out simple simulations, integration of machining processes
and enabling data import and export.

Due to the similar capabilities of these environments, it is difficult to clearly identify
the right one. The choice of a particular solution is determined by the specific circum-
stances of the company, current and future needs, as well as the characteristics of the
product itself. All things considered, the Inventor Professional software is worth taking
into account in the context of PDPs in the furniture industry, which is analysed here.
It offers a range of possibilities and maintains a high degree of flexibility. Although it is
a general-purpose program, it is suitable for modelling most furniture design solutions.
The software enables the parameterisation of models and also allows easy exchange of
components, which makes it useful for designing non-standard variants of typical furni-
ture products. In order to increase the functionality, it is suggested to use the additional
module Woodwork for Inventor. After installation, this module becomes an integral part
of Inventor software. It ensures preservation of all functionalities of the system and pro-
vides new tools and designmethods. According to the softwaremanufacturer, it allows to
automate work and reduce the time needed to prepare technical documentation by up to
50%. Additionally, there is a possibility of cooperation of the programme with systems
dedicated to optimisation of cutting panels. The program also provides extensive func-
tionality for creating material structures and lists, and for interfacing with the database
environment. The software is relatively user-friendly, with customisable interface and
recurring processes to streamline tasks. Its large number of modules allows for integra-
tion of CAD, CAM and CAE processes, which significantly increases the productivity of
production setup. It also enables real-time collaboration between different departments
by integrating project data in one place.

7 Discussion

It can be generalised thatmany of the tasks performed during the furniture design process
can be considered routine. Software specifically dedicated for the furniture industry is
perfect for this purpose. However, there are a number of components which are designed
from scratch with specific assumptions and design requirements in mind. In such cases,
it is more efficient to use general purpose software. This also supports the realisation
of more customised products. The paradigm of mass customisation currently prevails
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in the Industry 4.0 environment, Ding, et al. [22] conclude that mass customisation is
difficult to achieve on a large scale, since fulfilling individual customer orders can affect
production costs and overall complexity. At the same time, they show a need for new
information technologies. These are the challenges of manufacturers moving towards
mass customisation.

In industrial production environments, where manufacturing requires detailed prod-
uct development, the time taken to prepare production greatly affects the delivery dates.
Grijota et al. [35] present a case study that suggests a very high potential in reduc-
ing product delivery time by approximately 10–20% as a result of reduced PDP lead
times. The traditional custom order processing approach currently used at the company
is very time-consuming. Furniture design and the associated quoting prolong the lead
time. Making changes requires repeating the customer – designer – production engi-
neer – pricing specialist process loop, which is why in practice creating a new variant
additionally extends the time of completion of finished products. In the case of using
paper-based documentation, all the information provided to the customer and the infor-
mation required for the production processes must be minimised to the simplest possible
form.

Table 1 compares the characteristics of the PDP currently used at the company and
expected characteristics with references to proposed concept.

Greater customer interaction in the product creation process allow the furniture
design to be corrected quickly, accelerating the process and reducing the number of
major revisions and delays resulting therefrom. It should be noted, however, that no
typical CAx software is recommended for this task on the customer’s side, since it
requires special skills and high-end equipment, which makes it usable primarily for
professionals.

Constraints on the design of non-standard products may be due to the machines
owned by the company, such as different machine tool software systems. Using CAM
modules eliminate this problem to a certain extent, since they have multiple integrated
drivers for many manufacturers of equipment. The introduction of general purpose soft-
ware can also reduce the number of subcontractors, which enables making some of the
products in-house.

Scientific research provides proposals of methods that faithfully represent objects
in virtual space. For example, Xu [36] and Fu, et al. [37] state that the problem of effec-
tively simulating different interior designs and thereby establishing a coherent vision for
the designer and customer can be solved using VR technology.

Table 1. Comparison of PDP characteristics.

Characteristic variables Current process Proposed concept of the process

Overall process
productivity

High time investment due to
the information exchange used
and designing custom furniture
components

Reduced time spent on customer
contacts and designing custom
furniture components

(continued)
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Table 1. (continued)

Characteristic variables Current process Proposed concept of the process

Degree of product
customisation

Difficult implementation of
non-standard products, e.g. in
terms of ornaments, the need
for subcontracting

Capability of manufacturing
products that satisfy all the
customer requirements

Process efficiency, making
changes and corrections
and the number thereof

A large number of dimensional
and visual changes resulting
from preliminary
measurements of the room and
unmet customer expectations
with regard to the look must be
taken into consideration

The number of changes and
corrections in the final version
of the product is reduced
because of their ongoing
implementation and better
visualisation of the product

User involvement in the
product design

Limited involvement, restricted
to defining the general
assumptions and amendments
to the preliminary design

High level of involvement, with
the ability to suggest changes
at any stage of the product

Meeting the expectations
of users/ordering parties

Fully satisfying customer
expectations is difficult,
especially in terms of the
visual aspect of the finished
product and on-time delivery

Fully satisfying customer
expectations is easier, including
on-time delivery. High customer
involvement

Current process
implementation costs
(excluding materials and
overheads, etc.)

Coordination of activities in
the process is costly, with
downtime between activities,
making corrections and
changes, also after the
installation of the product in
the intended interior

Much more efficient
coordination ensures lower
ongoing costs of the process,
reducing rework

Capital expenditure Moderate inputs, known and
widely used technologies

Advanced software requires
more resources; selected module
functions are not yet available,
high acquisition costs are to be
expected

Swaminathan et al. [38] show methods to compute textured 3D models and measure
real world objects based on single images that clearly reflect the impression of objects
for the purposes of furniture design. Other authors [39] evaluate the results of interior
3D scanning obtained with Matterport, relatively popular software. Although the results
are very promising, the study a number of mapping quality shortcomings. It should be
noted that Matterport is a leader in building virtual twins of architectural objects, but
is not yet used on a larger scale in the design of custom-made furniture.
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Freitag et al. [40] present a use case that enables employees to select new office
furniture using VR/AR technology, stating that the use of VR technology is now becom-
ing increasingly important for manufacturing companies. They help increase customer
interaction in the product development process and reduce market risk.

Canvas provided by tech start-upOccipital is another interesting software for creating
3Dmodels using a camera connected to a tablet, or even just with the smartphone. Canvas
allows users to scan rooms with the camera and send the recorded model in CAD format
for further use in environments using this standard. There is plenty evidence that this
solution is not yet fully stable, but it can nonetheless be an important experience and a
step towards easy, intuitive and highly reproducible virtual roommodels for the furniture
industry. There is reason to believe that a solution consistent with the assumptions set
out in this article that is ready for a wide-scale deployment will appear in the near future.

8 Conclusions

Small furniture manufacturers support the coverage of the existing demand for custom-
made products, which fits well with the current trend towards mass customisation and
one of the paradigms of Industry 4.0.

The introduction of additional general-purpose software with additional modules
that can be adapted to the needs of the furniture industry into the company’s processes
can greatly simplify and better synchronise product realisation.

The presented concept allows for efficient production of primarily non-standard
products, also using standard components. The key is to increase customer interaction
and streamline the data exchange during product development, which enables the project
requirements to be quickly defined and makes it easy to make corrections, which in turn
accelerates the process, reduces delays and increases customer satisfaction. However,
increasing customer interaction requires the development of IT solutions that are more
accessible to the user without requiring software-specific training and engineering skills
in the area of design.

It seems that the direction of development is to ensure full integration of general pur-
pose softwarewith the currently used dedicated software for the furniture industry, there-
fore maximising the use of unified components and typical materials and technological
processes.

In the future, more emphasis should be placed on developing methods that more
faithfully represent the model in the existing interior, for example using AR/VR
technologies.
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Abstract. The main goal of the article is to present a Pick Performance System
(PPS) as an IT support used for order complementing in an example enterprise. The
system helps to keep productivity of employees on a required level and in worst
case scenario it leads to dismissal of employee. It is accurate and provides data
necessary to manage big distribution center. The first part of the work is overview
of the literature written in this matter. Second part will present characteristics of
the order complementation process in the analyzed enterprise. Third part will show
characteristic of the IT support system for the order complementation process. The
last part of the article will introduce summary and conclusion.
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1 Introduction

Logistic centers, distribution centers and warehouses are important parts of logistic sys-
tems, and the success of the their operations affects the entire supply chain performance.
In warehouse operations, order picking is a very costly process and should be carried out
efficiently [1]. In terms of operating costs, the process of picking customer orders is the
most important activity that takes place in distribution warehouses [2]. The picking is
very laborious, forming up to 55% of the costs associated with the warehouse operation,
and up to 50% of the picking time is consumed by the movement of operators to reach
goods localized at picking positions [3, 4]. To make the pick operations more efficient
companies introduce more and more often both automated and robotized equipment [5,
6] and more and more sophisticated IT systems [7, 8].

It must be emphasized that designing orders picking systems, including IT support
systems is one of the most difficult roles of logistics planning because its considerable
complexity [9]. The system performance is depended on availability of resources such
warehouse racking, transport and handling equipment and also of availability of labor
force [10–12]. The effectiveness of orders picking is ensuredby application of the specific
information systems such as the warehouse management system (WMS) [3]. Such class
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of systems provides data and information enabling control of the goods flow from receipt
to dispatch. As a consequence such class of systems become the basis for the other
departments, such as purchase, distribution and sales [13]. To make the proper level of
efficiency all information systems in the company (alsoWMSsystem)must be connected
and able to communicate with other information systems. [14]. Unfortunately classical
WMS systems usually do not provide support for orders picking processes [15, 16].

The goal of this paper is to present an original Pick Performance System (PPS)
developed directly for the purposes of a specific logistic center located in England. The
provided study presents both the functionality and also advantages and disadvantages of
the IT system dedicated for picking processes support.

2 Literature Analysis

The term “peak performance” was firstly used for describing mentoring approach an
individually-based development and that allows to raise the performance of individuals.
This phrase was widely used in in sales, that is typical individual team activity. How-
ever, relatively quickly this concept has been also extended to team-based working, and
organizational [17].

In the 1980-s, C. Garfield defined six aptitudes and capacities of peak performers
[18]:

– mission that motivate to act,
– results obtained in real time,
– self-management and self-mastery,
– team building, team operation and team playing,
– correction of the course,
– continuous change management.

Pan, Shih,Wu and Lin presented in their work a storage assignment problem (SAP) [19].
This work emphasizes that it is not easy to find an effective way for proper localiza-
tion of products in a warehouse to improve the operational efficiency of order picking
process. Because the storage assignment is belongs to the group of NP-hard problems,
many different methods and algorithms have been proposed. At the beginning researches
usually focused on picker-to-parts warehousing systems. Many of them also dealt with
the problems of automated storage and retrieval systems for such purposes. However,
it must be noted that pick-and-pass systems play an important role and allow faster
delivery of small and frequent orders. In this aspect, especially two factors lead to idle
time of pickers: imbalance of picking line and products’ shortage replenishment. In
particular the Authors developed a heuristic method based on genetic algorithms that
allows to solve SAP for a pick-and-pass system with multiple pickers. This method
gives opportunity to balance the workload of each picking zone and to determine the
appropriate storage space for each product. In consequence the system’s performance
can be improved. The proposed heuristic algorithm was implemented as a simulation
model using FlexSim software and was used to compare the throughput for different
storage assignment methods. The obtained results proved the efficiency of the proposed
heuristic policy in a pick-and-pass system.
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R. de Koster presented in his work the analysis of pick-to-belt order picking system
[20]. In particular he developed an approximation method that allows to obtain rapid
insight in the performance of pick-to-belt order picking systems. This method can be
used for evaluation the effects of changing the layout of the system. In particular the
property of the number of pickers, the number of picking stations, the conveyor speed,
the number of order lines per bin, the number of bins to be processed per day, etc. can
be evaluated. This method can be preferably used when goods are prepacked in cartons:
in such case barcodes are easily attached to cartons and therefore can be easily read by
automated stations (Fig. 1).

Fig. 1. Process of picking by PPS [20].

Du et al. described the process of order complementing in an example enterprise [21].
They present, that the order is the foundation of the information flow in the logistics
system. The order fulfillment cycle consists of four basic activities: placing an order,
processing orders, preparing the ordered goods and shipping ordered products. The
first phase is to place the order. The time in this case depends on the choice of the
folding method orders, which means that this stage may last from several days when
placing an order by mail, to several minutes when processing by telephone, or even
up to a few seconds when using the method electronic data interchange. Nowadays,
thanks technological progress, more and more enterprises are taking advantage from
applications that allow you to place orders online, which results shortening the order
fulfillment cycle and increasing quality customer service. Order processing includes
pre-treatment and processing, i.e. all activities related to checking terms of delivery
(price, method of delivery), the customer’s creditworthiness and credibility, providing
information to sales register, checking the availability of goods and sending orders to
the inventory storage area of the warehouse. On this at the level, the carrier, means
and route of transport are selected, the route of transport, costs and delivery date are
determined, and the necessary documents related to the shipment of goods are prepared.
Thanks EDI systems can perform several activities at the same time. Preparation of
ordered goods can be a process simple or complex, depending on the type of goods
prepared for shipment. In this phase, the warehouse documents are issued and the goods
are summarized in the warehouse. Completion The load can be performed manually or
in an automated manner, using auxiliary means and devices, for example forklift trucks,
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which significantly affects the time of completion the entire process. The last element in
the order fulfillment cycle the customer is shipping the ordered goods. This stage covers
the period from placing the load on the means of transport until the order is delivered
to the recipient and the goods are unloaded on site destination. Success in this episode
largely depends on the qualifications of shippers and carriers. Companies today, striving
tomaintain their position on themarket place great emphasis on the course of the contract
that consists of many important factors. In order to achieve results companies aim to
create and execute the perfect order. Execution of a perfect order, i.e. delivered in full,
on time, along with a complete, correctly completed documentation, is possible thanks
to the optimization of logistics and transport processes, i.e. the introduction of solutions
that will improve the course of the process in the best possible way. Optimization is
made due to certain factors, among which they belong others: time, cost, quality.

Papoutskdaki et al. describe in his article standard IT warehouse systems [22]. A
properly designed warehouse IT system - MSI (or otherwise WMS) should take into
account the possibility of carrying out all operations and activities, occurring in the
storage process. A warehouse based on the principles of logistics should function on the
basis of the WMS system supporting warehouse management, which is efficient uses IT
and global devices for automatic identification standards (GS1). The GS1 System is a
set of standards that enable global management supply chains that cover many industries
by unique identification of: products, shipping units, resources, locations and services.
The warehouse process consists of many operations and activities taking place in the
warehouse, which are related to the four main phases of this process:

– receiving,
– storage,
– picking,
– issuing.

In the IT-managed warehouse, each activity is registered in the system information
technology and the course of work is recorded and updated on the present day document
used [23]. Completing the activity is also there confirmed in the IT system. The IT
warehouse system of theWMS type primarily tells us and reminds the warehouse keeper
of the appropriate operating procedures during implementation warehouse activities.
WMS system, taking into account any possible use logistic criteria, he supervises and
improves the work of a warehouse keeper by indicating, for example:

– symbols of storage places of individual logistic units in the warehouse during
receptions and releases,

– ways of issuing goods during picking,
– the order in which the assortments are released from the warehouse.

Technically, the installation model of the WMS system, assisted by techniques ADC
covers all possible types of methods and devices for remote communication with the
use of: scanners, batch or radio terminals, type computers PalmTop using various com-
munication techniques (radio, mobile telephony, Internet). In order for it to function
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well, it must be provided with appropriate technical means and facilities; in the analyzed
company such devices are [24]:

– computer terminals installed on forklifts,
– barcode readers, placed on the handles for safety self-returnees,
– four access points, placed in different parts of the warehouse for the purpose ensuring
a network signal across the entire warehouse area,

– receivers on forklifts, placed to ensure communication a terminal on a forklift truck
with an access point transmitter,

– two printers for printing customer address labels and pallet labels, informing about
the articles and the numbers of these articles placed on a given pallet,

– printer for printing warehouse documents,
– computer network ensuring connectivity with the server.

Wasilewski and Wasilewski described in their article integration of IT systems in an
e-commerce farm which includes [25]:

– sending orders from the online store to the warehouse system,
– sending information about the payment status from the payment operator to the online
store,

– sending information about the availability of products from the warehouse system to
online store,

– sending order fulfillment statuses from the warehouse system to the online store,
– sending a request to generate a consignment note and collecting a consignment note
label from the carrier’s system,

– sending information about sales to the financial and accounting system,
– sending information about changes in stock levels,
– sending information about product price changes.

Hybrid e-commerce farm integration solutions using ESB and iBPMS are already used in
practice, e.g. by Fast White Cat SA, e-commerce farm operator, operating several online
stores, incl. Tchibo Cafissimo, Primamoda, Kari. Currently FastWhite Cat, thanks to the
combination of muleESB and IBM BPM 8.0.1, is able to ensure high quality customer
service and reliability of integration, even with several thousand shipments per day.

According to author the hybrid architecture of integration, using the ESB bus and
the iBPMS class system, is a response to the specific requirements set for integration
of many different IT systems for the purposes of running e-commerce farm. This solu-
tion has the advantages of both combined approaches, i.e. it is fast when data transfer
speed matters, it is trustworthy and reliable, and it gives you full control over multi-
instance support various business processes of end customer service. However, it should
be remembered that such a solution is not - and probably will not - be available to small
companies, because the cost of implementing an iBPMS class system is large and it pays
off investment in such a system requires time and a large scale of operation. Hence, it
should be assumed that the described hybrid integration architecture will only be used
by the largest and most dynamic e-commerce farms [25].
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3 Characteristics of the Order Complementation Process
in the Anlayzed Enterprise

The presented study was provided in a distribution center located in England. The study
was divided into three stages (Fig. 2).

2. Eficciency-oriented observations of provided 
picking processes

1. Initial discuttions with warehouseís managers

3. Selected analysis of statistics obtained from 
analysed PPS

Fig. 2. A logic diagram of provided study.

The analyzedprocess of orders picking is closely related toPickPerformanceSystem.
It contains the following five stages (Fig. 3):

1. label scanning by scanner whilst picking,
2. after scanning label scanner shows the location of goods,
3. the whole order is being picked on the pallet,
4. the ready pallet is ready to be put away,
5. the process of order is closed in the scanner and all data are saved for pick

performance

Fig. 3. Process of orders picking by PPS.

Every single employee, before starting work on its shift, receives a scanner signed
on issue sheet. Once the scanner is on, an employee goes to pick desk where he/she gets
label with order. The label is being scanned and in the scanner location for single item
to be picked is being shown. The employee starts picking directed by info on a scanner
screen. Picking aisles and the route (Fig. 4) is designed to improve picking service.
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Fig. 4. Process of picking by PPS.

All picks are being picked on the pallets. Once the order is ready it is being palletized
and put away to the proper location for each store. Completed order is being closed and
the label with barcode is being issued on each pallet. After all pallets are being put away
and loaded by forklift driver to proper truck ready to go to store.

4 Characteristics of the IT Support System for the Order
Completing Process

Pick Performance System (PPS) is an IT system which was especially designed for
management employees in DHL in Great Britain. The system helps manager to monitor
and manage employees based on empirical data coming from scanners whilst employees
doing picking.

Pick Performance System PPS was especially designed to manage people in big
warehouse distribution inUnitedKingdom. The place employed in total around 700 staff,
which around 85% was managed by PPS. PPS is an IT system which with connection
of scanners and IT team helps to monitor employees whilst they preparing picking for
orders. It is being used in put away, colleting orders in/out, stock taking and tagging.

PPS consists of following elements (Fig. 5):

– scanners,
– IT team,
– PPS IT,
– HR Team,
– employees.
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Fig. 5. Elements of the PPS.

All data base of picking goes to PPS IT system while being checked every 15 min by
IT Team. Manager of the staff is able to monitor employees and speak to them hourly to
increase productivity on every shift. If the issue is much more serious then it goes to HR
Department to take an example employee on Pick PerformanceManagement Procedure.
For this process PPS IT is the most important tool. It helps to generate data base about
employee or employees on every shift (morning AM, afternoon PM, night NI). By input
initials of employee it comes up empirical info about pick performance measures hourly,
daily, weekly and monthly. The system helps to generate data base immediately so the
manager can monitor staff on each shift properly (Fig. 6).

Fig. 6. Pick performance sheet.

Once received individual data the PPS IT system affords to develop empirical infor-
mation about employees on each shift. This data helps to create reports, assess employees
and provide accurate information’s both for supplier and customer (Fig. 7). It helps to
manage employees and in recruitment and selection process to do improvement.

Daily total Pick Performance (Fig. 8) helps to create weekly and monthly reports.
It is used for improvement the whole service for both client and supplier. Manager can
make decision in improvements in picking as whole piece in the warehouse.
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Fig. 7. Pick performance daily stats.

Fig. 8. Daily total pick performance.

All statistics generatedby thePPSare veryuseful formanagers and allows to optimize
the completion process. They supports the process of defining individual norms and to
make the motivation procedures for employed people.

5 Advantages and Disadvantages of PPS System

The Pick Performance System PPS has advantages and disadvantages.
As advantages it can be pointed out as follows:

– hourly, daily, weekly and monthly employees monitoring,
– empirical data for disciplinary procedure,
– based on PPS creating weekly reports for Top Management,
– easy and fast service by login,
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– update of empirical data every 15 min,
– failure rate close to zero,
– large selection of empirical data,
– data necessary to solve pick performance employees issues,
– pie and bar charts,
– very easy data reading,
– clear and simple interpretation of data.

Identified disadvantages for PPS are as below:

– lack of employees photos which in similarity of names can cause a mistake,
– skips – lack of goods in stock decreases employee pick performance,
– special tasks are excluded in PPS which decreases employee pick performance and
manager has to monitor and access employee individually,

– PPS serves only for measuring employee pick performance,
– lack of other options – necessity of using other additional systems,
– PPS do not shows employee location,
– PPS do not show scanner number used by employee.

6 Summary and Conclusions

Manufacturing and service companies confront different challenges to fulfil customer
orders and distinguish between them. Many companies consider reducing and eliminat-
ing costs and improving productivity in their logistic system important improvement
activities. Moreover more and more sophisticated equipment and software is developed
and implemented to increase the level of effectiveness of provided processes. The com-
bination of human capital management in outsourcing in cooperation with an IT system
specially designed for this type of activity is an element of supporting effective manage-
ment for the manager and the speed of access to information as well as making accurate
and quick decisions. It helps to keep productivity of employees on required level and in
worst case scenario it leads to dismissal of employee. The system is accurate and pro-
vides data necessary to manage big distribution center. Continues improvement through
IT systems should be developed tomanage big volume of peoplewhilst achieving targets.

In future research we are going to provide more detailed analysis of the presented
PPS system. In particular we will try to focus on its weaknesses and identify problems
and bottlenecks that could be eliminated. Moreover, the future works that are going to
improve the system are planned.
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Abstract. The presented approach employs a declarative modeling-based
methodology to assess possible mesh-like distribution networks carrying out mul-
timodal processesflow. Inorder to accomplish this study, the grid network topology
concept is used to model, analyze, and design supply distribution networks incor-
porating the multimodal processes paradigm. To guarantee the congestion-free
flow of multimodal processes, encompassing the movement of items following
delivery routes, a grid network free of deadlocks is required to support them.
The functionality of a network consisting of different modes of local transporta-
tion processes has to be guaranteed. A declarative model of a mesh-like network,
describing the network’s local use and multimodal processes, provides a frame-
work enabling us to determine the conditions sufficient to guarantee its cyclicity
(i.e., blockage-free course. The main problem lies in determining the conditions
guaranteeing assumed processes’ performance while matching the topological
constraints encountered by the network structure and examining the constraints
resulting from different speeds at which local processes are supported. The results
are illustrated in case studies concerning AGVS and milk-run systems operation
in different mesh-like layouts of distribution networks, including grid and fractal
topologies.

Keywords: Multimodal process · Mesh-like structure · Concurrent cyclic
processes · Declarative modeling

1 Introduction

The main objective of this chapter is to propose a declarative modeling-based method-
ology aimed at assessing possible mesh-like distribution networks, carrying out multi-
modal processes flow. Themesh network topology concept is used tomodel, analyze, and
design supply distribution networks incorporating a multimodal processes paradigm. A
feature of multimodal processes [4] is that their flows (e.g., following delivery routes)
comprise fragments of local flows supported by different means of modalities. Examples
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of such processes can be found in different domains covering AutomatedGuidedVehicle
Systems (AGVS); train networks, ship and airline, and also data and supply media flows
[1, 4, 9, 10, 12, 14, 20].

The smooth (undisturbed) flow of multimodal processes is conditioned by the
deadlock-free implementation [2] of the local unimodal processes supporting them.
Deadlocks in processes cause conflicts in other situations due to their simultaneous
access to shared resources, e.g., bus and train stations, transportation hubs, worksta-
tions, and warehouses. Consequently, to avoid blockages, it is necessary to introduce
appropriate mechanisms, e.g., employing dispatching rules that synchronize the pro-
cesses while guaranteeing a cyclic steady-state behavior of concurrently executed local
processes. In the context of cyclic flow being deadlock-free, the NP-hard problem of
deadlock handling may be treated as equivalent to the problem of cyclically-executed
local processes synchronization. The delivery period in a network formed by a set of
local carriers depends on the cycle of this network.

The distribution network structure under consideration adopts topological assump-
tions based on numerous reports concerning commonly found regular networks, widely
observed in different application domains (intercity and urban passenger transport).
These kind of networks have been considered for over twenty years and to be
gained from their layout being vital to improving manufacturing (public transport) [3,
5, 6, 15, 19].

The above mentioned process classes and synchronization problems are represented
in a declarative modeling framework. Assuming that a given distribution network’s
mesh-like structure limits the local cyclical processes carried out in it, the main prob-
lem is defining the conditions that guarantee that the local processes are deadlock-free
and support their flow of multimodal processes. The task of searching for conditions
matching the topological constraints of the network structure, and constraints resulting
from different speeds of the local processes carried out in them, is aimed at uncovering
assumed performance measures.

To summarize, the new contributions provided to the currently available literature are
(i) presenting a declarative modeling-based methodology aimed at assessment of mesh-
like distribution networks carrying out multimodal processes flow, (ii) elaborating a
declarative referencemodel formesh-like distribution networks and conditions sufficient
to guarantee a congestion-free flow of delivery processes, and (iii) developing methods
that allow planningmultimodal deliveries in the distribution networkswith grid or fractal
topological structures.

The paper is organized as follows. Section 2 elaborates on modeling and control-
ling concurrently-flowing discrete processes, focusing on both cyclic and multimodal
processes. Section 3 presents the declarative approach to performance modeling of the
mesh-like distribution networks, focusing on periodicity conditions. Section 4 provides
the conclusions followed by the description of future research.

2 Concurrent Discrete Processes

Processes occurring in many manufacturing areas, such as product flows in factories,
city traffic flow, data flow, etc., have one common feature—they need to be executed
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concurrently.This propertymeans that concurrency is a common feature in these systems,
where several processes can execute different actions simultaneously; however, their
actions often overlap in time. In cases when the processes’ routes share the common
resources, the blockade and (or) congestion-free flow of interacting processes depends
on assumed dispatching rules controlling (synchronizing) their access to such resources.

2.1 Systems of Concurrently Flowing Cyclic Processes

The railway system is an example of the class of Systems of Concurrently Executed
Cyclic Processes (SCCP) [1, 15, 17, 18]. Local cyclic processes correspond to partic-
ular vehicles circulating in the connection network, stopping according to a specified
timetable, at the stations deployed along the route traced in the network.

The timetable determining the arrival/departure time of the vehicles stopping at a
given station is a solution to a cyclic scheduling problem and has been a subject of many
studies [7, 8, 13].

Consider the system shown in Fig. 1a and its graph model Fig. 1b. A solution rep-
resenting a workstations’ delivery services order while minimizing the total production
cycle is sought.

Fig. 1. a) Exemplary layout of flexible manufacturing system and b) its graph model represen-
tation.

Deadlock-Freeness. For deriving the cyclic conditions of SCCP class systems, let’s
consider the structure of an example shown in Fig. 1. Assumed allocation of processes
carried out in a given instance of SCCP is represented by the sequence (PAi(Rk), …,
PAj(Rl), …, PAw(Rd)) describing the current resource allocation, where:

PAi(Rk) =
{
Pi if the i-th process is allocated to the k-th resource
� if no process is allocated tothe k-th resource
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Processes allocation (see Fig. 1b) illustrates the following sequence PA0, where the
symbol � indicates no resource assignment.

R1, R2, R3, R4, R5, R6

PA0 = (P2, �,�,P1,�,P3)

Assuming that PA0 = (P2,�,�, P1,�, P3) sequence is the initial allocation of processes
in the system under consideration, it can be shown that it leads to a deadlock allocation
[2] in which the process P1 requests access to the resource R3, that the process P2
requests access to the resourceR1 etc.. The closed-loop ofmutual requests is illustrated in
Table 1. In the considered case, processes block results from the adopted method of
resource conflicts resolution defining the order of processes allocation to each of the
i-th shared resources. The priority dispatching rule controls the scheme of resource
allocations σi = (Pj, Pa, Pb,…, Pk,…, Pn) and thus determine the order in which, after
execution of an operation performed by process Pj on the resourceRi, then the subsequent
access to Ri is allocated to Pa, and then to Pb and so on. Note that such synchronization
rules can be seen as processes coordinating processes competing for access to shared
resources. Therefore, the set of Priority Dispatching Rules (PDRs) σ2 = (P1, P2), σ3 =
(P2, P3), σ5 = (P3, P1) results in the behavior described by the sequence of processes
allocation collected in Table 1a.

Table 1. The sequence of processes allocation reached from PA0 following priority dispatching
rules: = (P1, P2), = (P2, P3), = (P3, P1) a) and = (P1, P2), = (P2, P3), = (P1, P3).

In general, however, in a given structure of cyclic processes, PDRs may result in
different processes flow, leading or not to its blockade. Therefore, the system cycle
(its cyclicality) is determined by choice of priority rules used in it, and in general, the
adoption of different dispatching rules may lead to periodic behaviors characterized
by different repeatability periods T. The described course illustrates the sequence of
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processes allocations collected in Table 1b. In the considered case, see Fig. 3b for the
initial allocation PA0 = (P2, �, �, P1, �, P3) and the following set of PDRs {σ2 =
(P1, P2), σ3 = (P2, P3), σ5 = (P1, P3)} the cyclic steady state of processes alloca-
tions containing repeating sequence of allocations PA2–PA10 is followed by a transient
period consisting of two allocations PA0 and PA1, respectively. Because processes allo-
cations PA2–PA10 repeat every nine allocations, the system cycle thus calculated is
equal to T = 9.

To sum up, the study of the relationships linking the behavior of the SCCP need to
set conditions enabling the synthesis of distributed control procedures for SCCP.

Mesh-Like Network Structures. As an introduction tomesh-like class structures, let’s
consider structures as shown inFig. 2, composedof clusters,which are identical repeating
substructures, called Elementary Marquing Structures [5]. Each EMCS consists of a set
of cyclical processes representing the means of transport, thus enabling the passenger
flow consisting of the infrastructure of the multi-modal processes system. The protocols
managing processes to access shared resources while guaranteeing its cyclic steady-state
behavior (i.e., resulting in the repetitive character of the material flow) have to follow
the assumptions:

Fig. 2. Grid-like structure a) composed of EMCSs b) created from local processes.



Declarative Models of Periodic Distribution Processes 121

– Each EMCS represents a repetitive substructure performing a non-empty sequence of
pick-up and place operations,

– Only one operation can be executed at a time on each system resource,
– Coupled processes that compete for access to the system‘s shared (non-preemptive)
resources can be either executed or suspended on one of the associated resources.

A particular role in this class of systems is played by the structure of the transport
systems included in them [16, 19]. The advantages of periodic structures are flexibility
and robustness. Moreover, urban agglomerations’ development is subject to the laws
of recursion, which are best modeled by fractal structures. Typical problems aim to
minimize travel costs or the total travel distance required to visit all customers while
following the assumed schedule of frequency visits within a given time horizon. These
kind of problem are an NP-hard [11–14].

According to the current taxonomy, the methods for solving such problems can be
partitioned into twomain categories: approximation and exactmethods [22]. The approx-
imationmethods try to find the best possible solutionwhile providing no guarantees on its
quality, i.e., theyprefer quick solutions over optimal ones. In turn, exactmethods are guar-
anteed to find the best solution to the problem given enough time, i.e., they are oriented
towards the search for the optimal solution at the expense of the time incurred to obtain
it. In the approximation approach, some methods implement heuristic algorithms (e.g.,
metaheuristics driven like Variable Neighborhood Search (VNS), Simulated Annealing
(SA), and Tabu Search (TS)) and population algorithms (such as Particle SwarmOptimi-
sation (PSO), Ant Colony Optimization (ACO), Artificial Bee Colony (ABC) and evo-
lutionary algorithms, e.g., Memetic Algorithms (MMA), Genetic Algorithm (GA)) [21,
24]. Exact approach leverage intelligent forms of enumerative search, such as Dynamic
Programming (DP), Mixed Integer Linear Programming (MILP), Branch-and-Bound
(BB), and Constraint Programming (CP) [4–6, 23].

Transportation processes executed by particular lines are usually cyclic, hence the
passenger flow supported by them also have a periodic character. In consequence, the
period of multimodal passenger flow depends on a period of the relevant transportation
network, i.e., on EMSCs. It should be noted that the passenger travel schedules can be
estimated easily while considering the cyclic behavior.

2.2 Multimodal Processes

As already mentioned, the course of multimodal processes—their cycle and the delivery
takt - depend on the structure and the cycle time of the SCCP supporting them. The
topological structure of a considered SCCP system can be a mosaic of different grid
structures synchronized by appropriately chosen dispatching rules [17, 18].

Distribution Networks. Consider SCCP being of the fractal network, shown in Fig. 3,
which can be seen as composed of “+” shaped EMSC. Two multimodal processes are
considered: mP1, mP2.
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Fig. 3. Fractal SCCP.

The transportation route depicted by the red line corresponds to the multimodal
processmP1 and the blue line corresponds to the multimodal processmP2 are supported
by different transportation modes (busses, trams, metro, etc.). This way of operation
means that the transportation routes can be considered composed of parts of the routes
of local cyclic processes. In order to ensure the periodicity of multimodal processes
implemented in the systems considered (EMSC), it is enough to demonstrate amethod to
organize them that guarantees the cyclic behavior of SCCP. In a systemwith the structure
shown in Fig. 3, we are faced with a question: do there exist routes of transportation
means and the associated transport schedules guaranteeing timely and deadlock-free
transport of passengers?

Flow Schedules. Let’s focus on fractal SCCP from the previous section,which is related
to the multimodal process and distinguished by the red line; see Fig. 3. The EMSC cycle
time should be calculated to determine the time needed to travel on the road connecting
points A andB. In the case under consideration, it is 48 u.t. resulting from the value of the
cycle time of the elementary process (equal to 12 u.t.); see Fig. 5. Consequently, the takt
time of the multimodal processmP1 is equal to 48 u.t. The resultant schedule illustrating
the operation of transportation modes and how they provide passengers’ transportation
routes between points A and B is shown in Fig. 5. The travel time between points
A and B (route of the multimodal process mP1), is equal to 126 u.t. (3 × 48 – 18),
where: c ·(i) mα1 − �F1, (i)mα1 – the period of multimodal processes executed by
networks of regular structures. �Fk is the difference between the completion time of a
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trip and the start time of the subsequent one, and c is the number of EMSCs included
in a transportation route. Therefore, the travel time along the route of mP1 is equal
to 437 u.t.

3 Performance Modeling

The quality of the functioning evaluation of a given system depends decisively on which
model is used to assess it. Due to the nature of the research carried out, covering both
the analysis and synthesis of SCCP issues. Available model classes are divided into
those using an imperative method and those based on a declarative approach. Differ-
ences between models rest because imperative approaches focus on how (to solve)
while declarative focus on what (to describe/specify).

3.1 Declarative Modeling

A constraint programming approach (declarative modeling) offers the methods unavail-
able in mathematical programming but efficient for scheduling and other combinatorial
problems. Users declaratively state the constraints on the feasible solutions for a set of
decision variables. In other words, the constraint programming being a representative
of the exact approach can be seen as a paradigm for solving combinatorial problems
(Fig. 4).

Fig. 4. The schedule (i)X ′
1 of SCCP following (i)SC1 from Fig. 3.
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Fig. 5. The Gantt’s chart of a part of the fractal-like network from Fig. 3 including both local and
multimodal processes.

Constraints Satisfaction Problem. The considered problem can be formulated in
terms of constraints satisfaction problems of the following form:

PS = ((X ,D),C), (1)

where: X – a set of decision variables; – a finite domains of decision variable, – a set
of constraints.

The acceptable solution sought is the values X satisfying all the constraints . CP is
more general than MILP, allowing variable types beyond integer and continuous (e.g.,
interval and set variables) and dropping the limitation of linearity in the constraints and
objective function.

The reference problem (1) can be formulated as a analysis or synthesis. For fur-
ther discussion, it is assumed the analysis problem for which the following question is



Declarative Models of Periodic Distribution Processes 125

considered: Is it possible to make supplies satisfying the customer demands? [8] (2):

A = (( , ), ), (2)

where:
X = (X′, Xs′, α′) - a cyclic schedule, where: X′ = (xλ|λ = 1, …, ω), xλ – starting

time of oλ transport operation at resource, Xs′ = (xsλ |λ = 1,…,ω), xsλ – time of the
release of a resource, α′– takt time.

– a finite set of decision variable domains {X ′, Xs′, α′}, where: α′, xλ ∈ {0,…,T},
xsλ ∈ {0,…, 2T}, and T stands for a planning horizon.

ST – the relationships between processes operations.
The resulting schedule X determines the admissible timetable of transportation

means, guaranteeing timely and deadlock-free travel of passengers.
In turn, the synthesis problem is relatedwith the question: Is there a transport network

structure that ensures deliveries satisfying customer demands? [8] (3):

 = (({ , , }, ),  ),  (3)

where:
X – a cyclic schedule, X = (X ′, Xs′, α′), B, F – routes of processes.
– domains of variables: X, B, F: xλ ∈ {0, …, T}, xsλ ∈ {0, …, 2T}, bλ ∈ {0,…,ω},

f λ ∈ {1, …, ω}.
R – the relationships between the processes operations and transport network

structure (procesess routes).
Sought are B, F determining the routes of local processes guaranteeing the schedule

X. In that context the solution of PSRE (3), it is enough to find values of B, F and X, for
which all constraints R are satisfied.

Implementing the above presented CSP-driven approach in an interactive DSS
environment allows for online prototyping of concurrently executed flows.

3.2 Periodicity Conditions

Periodicity or cyclicality shows a system feature whose behavior is described by repet-
itive changes occurring at regular intervals. An example of this type of system is tram
and bus lines running cyclically along closed loop routes and stopping at shared depots.
Similar networks form metro lines, suburban transport, and long-distance rail. Another
system in which intralogistics solutions play a dominant role in manufacturing systems
is inter-operational transport through AGVS and (or) milk-run systems. All these cases
have the same feature: the occurrence of cyclically recurring repetitive processes, shar-
ing common system resources. The consequence of this is the need to guarantee their
admissible, i.e., smooth (congestion and deadlock-free) flow.

Deadlock Prevention Conditions. Deadlock-freeness is a unique property, stating that
the system can never be in a situation where no further progress is possible. In other
words, such a system’s property supposes its capability to run indefinitely. However, the
considered problem belongs to NP-hard class. In this study, assuming that the guarantee
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of deadlock-free system behavior provides a guarantee of its cyclicality, we focusmainly
on the problem of cyclic systems synthesis instead of searching for deadlock-avoidance
control methods. We focus on systems with regular topology structures, searching for
appropriate polynomial computational complexity methods. The acceptable solutions
obtained in thisway do not exhaust all possible ones. This resultmeans that the conditions
under which they were obtained are merely sufficient. They, therefore, correspond to
the deadlock prevention conditions and not to deadlock avoidance conditions, thereby
guaranteeing analysis of all possible cases (i.e., corresponding to necessary and sufficient
conditions).

Let’s consider supply networks of the grid-like structure obtained by clusters aggre-
gation - see Fig. 6. This network EMSC (Fig. 6b) is a connected digraph comprised of
elementary substructures occurring in the regular structure.

Fig. 6. a) Illustration of the covered form of EMSC, and b) a fragment of the delivery network
made of EMSC from Fig. 2c.

The “marqing” form of EMSC (see Fig. 6c) is a result of “joining together” of EMSC
as shown in Fig. 6a. It can be shown that the traffic flow in a given marqing form of
an EMSC is free of deadlocks [7]. The following question can be considered: Does the
schedule X exist that enable timely and deadlock-free travel of passengers? The answer
to the above question is provided by feasible solution shown in Fig. 7 (solution of PSA
(2)). The presented schedule can be determined based on the schedule of its EMSCs.

Thus the cyclic behavior of theEMSC implies cyclic behavior of the regular-structure
distribution network; see Fig. 7.
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Fig. 7. A representation of an MTP performed in an SN given in Fig. 3(a), Gantt’s chart of local
transport processes, and the MTP (b).

4 Concluding Remarks

Chapter shows an alternative way to synthesizing systems that guarantee the expected
behavior. The class of systems under consideration includes cases that are often found in
practice and characterized by concurrent cyclical processes implemented in them.Occur-
ring in this area problems: analysis (searching for conditions that guarantee assumed
system behavior with given constraints imposed by its structure) and synthesis, belong
to NP-hard class of problems. These problems require the need for a laborious and
individualized search for an approximate solution by the specificity of the instance.

The presented approach assumes that the behavior of its elementary structures fully
characterizes the behavior of systems with “regular” structures. In other words, the
behavior of a system established from standard, homogeneous, recursively-combined
subsystems can be described using parameters specifying its constituent elements. This
assumption is confirmed by the examples observed in practice: systems with grid and
(or) fractal structures (typical for the development of urban areas, modular solutions
for electronic equipment structures based on the plug-and-go principle, and others). In
solutions of this type, the abovementioned analysis and synthesis problems boil down
to the following questions: 1) Does a given system structure guarantee its assumed
behavior? 2) Can a given system’s functioning be reachable in its structure (composed
of assumed components)? The computational complexity of problems formulated in
this way allows one to solve them online in situations encountered in practice. This
approach is possible since the small scale of the elementary component problems can be
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resolved online. That is because the polynomial computational complexity of a problem,
composed of recursively related local sub-problems, allows for its quick solution.

Possibilities for using the presented paradigm are encapsulated in the phrase: “From
knowledge of the nature of the elementary components of the system and their rela-
tionships, the behavior of the entire (composed of them) system can be recreated,” as
has been illustrated using selected examples of production systems and public transport.
The declarative modeling paradigm described the distribution networks with grid/fractal
structures under consideration made it possible to formulate the synthesis problem
of multimodal processes carried out in structures of concurrently-flowing cyclic pro-
cess. In that context, the proposed methodology, aimed at assessing possible mesh-
like distribution networks carrying out multimodal processes flow, is used in DSSs
to support the decision-maker in typical logistics management tasks. Examples illus-
trating such possibilities relate to the milk-run planning problems inherent in routing,
scheduling [8].

Of course, the discussed issues do not exhaust all related issues, for example, the
fuzzy nature of the data that specifies the modelled systems. Therefore, we would like
to extend the proposed models by the imprecise data (e.g., traveling times) represented
by Ordered Fuzzy Numbers in future works. This representation allows modeling the
cyclic uncertainty behaviors by applying a mathematical framework based on the SCCP
systems concept. It makes it possible to formulate a new problem that boils down to
the mutual reachability of cyclic steady states in the space of states achieved in a given
system structure [6]. Also, determining the transition states between two given cyclic
steady states remains a challenge. Due to the integers domain, these kinds of problems
can be classified as Diophantine problems.

Acknowledgments. This research was co-founded by the National Science Centre, Poland, grant
number 2019/03/X/ST6/00429.
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Abstract. The article presents the analysis and actions taken to improvework as a
foreman. The literature part introduces the concepts of introducing improvements,
methods and tools used in production management (work standardization) and
quality management (5Why, Ishikawa diagram). The research methodology based
on the analysis of activities performed by foremen, in particular, focus was on
additional activities that do not bring added value. The analysis used the timing
method. An assessment of the reliability in collecting information required in
formal duties was also carried out. The 5Why analysis and the Ishikawa diagram
were performed in order to indicate the root causes of the need for additional
activities by foremen. Proposed actions were aimed at eliminating the sources of
the problems and after it the foremen’s work was analyzed again in order to check
the effects of the improvements.

Keywords: Standardization of work · Ishikawa diagram · 5Why analysis

1 Introduction

In today’s economy, manufacturing companies, regardless of the industry, are struggling
with constantly growing competition and increasing customer requirements. Therefore,
they are looking for ways to increase production efficiency without the need to signif-
icantly invest capital, such as in the case of hiring additional employees or expanding
the machine park [1, 2]. Currently, modern management concepts are gaining more and
more popularity, the purpose of which is to improve the quality of manufactured prod-
ucts, reduce production costs, increase the availability of resources and timely deliveries.
In order to achieve the above goals, quality management tools and methods [3–6] and
Lean Manufacturing (LM) [7–10] are most often used.

In the case of the current market situation, a large turnover of production workers
is observed. This is, of course, associated with many difficulties, ranging from the time
devoted to training a new employee, through the costs of acquiring and learning him,
in many cases with a decrease in the quality of manufactured products and reduced
production efficiency, as well as with the increasing responsibilities of foremen, who
often at the expense of their own duties, spend a lot of time checking and training new
employees. This situation is particularly troublesome in enterprises where there are no
work standards that would allow new employees to learn to work in a given position
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on their own. The work of a foreman most often consists in controlling employees and
the flow of products from production, reporting the state of production to superiors and
helping production workers in emergency situations. It often happens that foremen are
the only people who are able to perform complex machining or retooling. The foreman
is also a representative of production employees, who often has a great impact on the
employee’s assessment, bonuses, awards and dismissals. In many companies, the work
of a foreman is based on the employee’s list of duties. Unfortunately, due to the lack
of work standards and high rotation of production workers, the foreman, instead of e.g.
retooling or reporting, is forced to “put out fires” at a workstation [11–13].

The purpose of this article is to analyze and improve the work of foremen in a certain
production company. The formal scope of responsibilities of the foreman was discussed.
An analysis of all performed activitieswas carried out, including additional activities that
are not included in the duties of this employee. The analysis used the timing method. An
assessment of the reliability in collecting information required in formal duties was also
carried out. The 5Why analysis and the Ishikawa diagram were performed in order to
indicate potential reasons for the foreman to perform additional activities. Successively,
improvement actions were proposed and the foreman’s workwas analyzed again in order
to check the effects of the improvements.

2 Analysis of the Literature

Lean Manufacturing is recognized as a modern production management concept. The
goal of LM is to eliminate any waste occurring in production, i.e. to reduce losses in
human effort, in inventories, during the introduction of products to the market and the
proper organization of the production space. Actions aimed at improving production
processes are undertaken in order to be able to quickly respond to changing customer
needs, while producing high-quality products in the most efficient and economical way
[14, 15].

Waste elimination is understood as all the events that involve an employee ormaterial
and do not bring added value. In the context of work improvement, it is associated with
the indication of an additional, extra-compulsory activity, which disturbs the work flow.
One of the tools that is used to analyze and measure the time of activities is timing
method. In its basic, it is a method consisting in measuring the times of an operation or
its elements (procedures, activities, working movements) in order to determine, on the
basis of a certain sample, the proper, standardized duration, rational for the normal pace
of work [16]. Nevertheless, thanks to the possibility of adapting this tool to individual
needs, it has found a much wider application than just standardizing working time. It
is suitable for determining the time-consuming nature of processes or studying process
variability. In the enterprise where the processes are tested and improved, the aim is to
determine the conditions for the stability of the activities performed, as they bring better
results [17].

The timing is also a source of a lot of valuable information about the activities
performed.However, it does not show the root causes and themain focus of the problems.
Therefore, an in-depth analysis leading to their determination is necessary. For this
purpose, you can use quality improvement tools - the Ishikawa diagram [18, 19] and the
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5Why technique (five questions why) [20, 21]. They allow you to find the real causes of
problems and effectively eliminate them.

The LMconcept also includes a number ofmethods and tools that support enterprises
in the process of eliminating waste. These include, among others, work standardization,
Poka Yoke, 5S, SMED or the workplace control process [22].

Standardization of work is one of the commonly used Lean Manufacturing tools in
production plants and defines the best practices in performing a given activity [23–25].
In many cases, a well-defined standard implies the correct course of the process. Correct
applicationof the standard supports safeworkperformance, reduces costs and the number
of errors, allows to maintain high quality of products and allows new employees to adapt
faster to the performed process [26]. By documenting the best practices, information
is created about the course of the process, which is the basis for further continuous
improvement. The standard is not set once and for all, it is modified with changes in
product technology and changes proposed by employees.

Introducing any improvements on the basis of the conducted analyzes, specific root
causes, or the applied tools for improving processes and positions, is associated with the
need to apply the mainstream, which is a kind of rhythm of actions for problem solving
- the PDCA cycle, developed by A. Deming [14]. In practice, these are the next stages
of the procedure, starting from identifying the problem (P - Plan) through the use of
available resources to solve it (D - do) and assigning process elements to the decision
made (C - Check), to increasing the level and quality of work thanks to the applied
solution (A - Act) [27, 28].

3 Characteristics of the Foreman’s Work

The analyzed company manufactures ventilation ducts and fittings made of galvanized
sheet. Modern machines equipped with PLC controllers and numerical control are used
for the production of products. The company’s production is based on the principles of
production to order (MTO). This forces a high pace of work and significantly hinders
the symmetrical distribution of the load on individual machines.

The role of people supervising the work of production line employees is played by
foremen. They assign duties to employees and control the way tasks are performed,
taking into account the even division of work, health and safety and the current load on
the line. The foremen work in shifts according to the production shifts. The company
has formally defined key responsibilities for foremen, which form the basis for further
research.

1. Pay particular attention to bottlenecks (on each line) and their monitoring and report-
ing of production runoff. In particular, identifying activities ensuring the continuity
of their work, including to appoint operators who are to handle the bottleneck during
scheduled breaks, or to move the operator from another position to achieve a specific
production goal.

2. Control of overproduction and preventing the generation of excessive inter-
operational stock. To prevent overproduction, it is important to gather relevant infor-
mation when walking around the hall, anticipate events that could have a negative
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impact on production, and report data collected during the walk to leaders and man-
agement. Three critical questions are distinguished here, to which the foreman must
be able to answer each time: Does the welding machine operator have material for
the current and next order? Is there a stock of gaskets on the ROE machine? When
will retooling occur?

3. Production runoff control. When the production runoff is too low, and there are no
problems in production, the foreman is obliged to react by issuing a red report. This
is the first level of the employee warning, the next red report results in the withdrawal
of the employee’s bonus. However, if the process generates more than 10% of waste,
the foreman is obliged to stop the production.

In the further part of the article, an analysis of the current state will be presented, a
proposal for improvements and an analysis of the foreman’swork after the improvements
have been implemented. The reason why the topic of analysis and improvement of
foremen’s work is important for the analyzed company is the foreman’s frequent lack
of knowledge about the current operation of the line, and also problems with the flow
of products from production caused by stoppages on the line. This entails delays in
deliveries to customers, as well as the accumulation of materials in inter-operational
warehouses and finished goods in the warehouse.

4 Current State Analysis

4.1 Research Methodology

Before starting the research, the scope of responsibilities of foremen was carefully ana-
lyzed. Then it was assumed that all measurements would be performed for four different
foremen. They were given numbers from 1 to 4. Foreman 1 and 2 control area 1, while
foreman 3 and 4 supervise area 2. Due to the fact that they work in shifts, the measure-
ments were carried out so that the production load was as similar as possible and that
each of themwork with the same leader - that is, during the first shift from 6:00 to 14:00.
The image of 3 full working shifts for each foreman was adopted as the appropriate
sample for the research. The research scheme is shown in Fig. 1.

Fig. 1. Scheme of performing the test.

The research began with recording and measuring the time of activities undertaken
by foremen during the analyzed period. In the next stage, based on the observations and
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available materials of the company, a list of key information that the foreman should
collect during the line control was developed and it was checkedwhether it was obtained.
The regularity of the hourly monitoring of the runoff was checked in a similar way. If
the workstation was inspected within a specified period, it was referred to as correct
inspection, if not - incorrect inspection. In the third stage, analyzes were made regarding
the identification of the sources of the problems. For this purpose, the 5Why analysis
and the Ishikawa diagram were used. Then, solutions were proposed. Their aim were
eliminating the causes of the problems. At the last stage, the activities performed were
analyzed again to check whether the proposed solutions brought the expected results.

4.2 Record of Performed Activities

In the first stage of the research, a detailed record of activities performed by foremen
1–4 was made. The research was carried out until a total of twelve entries of a full
eight working hours were achieved (3 entries for each foreman). The timing method
was used for this purpose, and 1 min was taken as the unit of time. Additionally, during
the measurements, the popular Endomondo application was used, which counts the total
distance traveled during the day. During the data collection, no steps were taken that
interfered with the natural behavior of the foremen. The results obtained in this way
were analyzed in terms of their compliance with the official duties of the employee. Any
tasks not included in the schedule of responsibilities were considered as having no added
value, i.e. additional activities. In addition, the route of the foreman during his work in
a given hour is presented. Table 1 shows the obtained results for foreman 2.

Table 1. Record of the foreman’s working time 2.

Foreman 2

Hour of work Time for additional activities
[minutes]

Distance traveled [kilometers]

Day 1 Day 2 Day 3 Day 1 Day 2 Day 3

6:00–7:00 17 11 11 2,2 2 1,8

7:00–8:00 16 13 14 1,7 1,6 1,7

8:00–9:00 23 13 8 1,9 1,4 1,5

9:00–10:00 19 13 16 1,5 1,9 1,9

10:15–11:00 13 12 10 1,5 1,1 1,4

11:00–11:55 9 18 16 1,6 1,7 1,6

12:00–13:00 13 15 13 1,8 1,6 1,6

13:00–14:00 11 12 15 1,9 1,8 1,7

Average 15 13 13 1,76 1,64 1,65

Daily [minutes] 121 106 103 14,1 13,1 13,2

The data collected for all foremen show that thewaste of time amounts to up to 30%of
the total working time. The measurements showed that it is not dependent on the person
and the environment, because in all the measurements carried out, the average value
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did not drop below 17.7% - Fig. 2. Information about the time of additional activities
may be helpful when implementing improvements, as focusing on the biggest problems
generates the greatest potential for improvement.

Fig. 2. Average daily time spent on additional activities.

4.3 Assessment of Information Gathering

The next step was to assess the reliability in collecting information from the subordinate
production area. For this purpose, an auxiliary tablewith questions related to the duties of
the foreman was made. The evaluation criterion was zero-one. If the foreman collected
the information, 1 was recorded, if not - 0. For each foreman, 50 single assessments
were made. The values in Table 2 were then calculated as the ratio of the number of
ratings “1” to “0”. Consequently, the higher the percentage in the cell, the more often
the information has been correctly collected. Columns marked as B1, B2, B3 and B4
refer to individual foremen, as previously numbered.

Table 2. Key information collected by the foreman.

No Question Result [%]

B1 B2 B3 B4 Average

1 Is the production plan for the workstation up-to-date? 64 60 67 65 64

2 Does the operator know the production sequence and the
number of products that should be made?

54 49 53 41 48

3 Is material available for the next production order? 40 38 67 61 55

4 Has information been collected on a potential
changeover?

72 80 68 78 75

5 Is there a stock of gaskets on the ROE machine? 100 91 96 94 94

6 Does the bottleneck employee know the rules of work of
his workplace?

63 69 75 72 72

7 Has the order of the workstation been noted? 81 90 74 85 83

8 Is the amount of waste monitored? 89 78 81 86 82

9 Has the table for hourly monitoring of product run-off
been completed?

58 56 54 57 56

10 Have the data for hourly monitoring of product run-off
been read from the meter?

36 27 41 35 35
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The data in the table shows that, regardless of themonitored area, the biggest problem
is the clear completion of the cards with the production plan, i.e. informing employees
about the work sequence, finding materials and planning production changeovers. The
fields that require only minimal correction are the care for the order of the machine’s
working area and the re-explanation of the bottlenecks to the operators of the rules of
working at these positions.

5 Defining Problems

Two tools were used to identify the sources of the problems: 5Why and the Ishikawa
diagram. The analyzes began with identifying all the problems that occurred during the
monitoring of foremen’s work. Then, based on the time allocated to them, the most
time-consuming ones were distinguished.

Table 3 summarizes all additional activities that were noted during the recording
of activities performed by foremen and completing the checklist. However, in order to
select the most important activities that constitute an obstacle to the correct and efficient
fulfillment of duties, the time spent on each of them should be analyzed, therefore each
of the listed activities was assigned a sum of minutes allocated to them by all foremen.

Table 3. Additional activities of the foremen.

No Additional activity, which is an obstacle to
the efficient fulfillment of duties

Total time spent on a task by all foremen
[min]

1 Ordering missing components from a
warehouse

88

2 Long waiting time for the machine set up 140

3 Organizing components needed for
production

83

4 Re-filling an unreadable production plan 129

5 Updating the production plan at the
operator’s place

87

6 Repeated need to instruct employees on the
bottleneck

171

7 Cleaning the inter-operational warehouse 98

8 Ordering missing sheets for production 140

9 Multiple checking of material availability 122

10 Contact with the Leader in making basic
decisions

82

11 Chaos in movement, unnecessary walking 100

Each of the above-mentioned activities was analyzed using the 5Wmethods (Fig. 3)
and the Ishikawa diagram (Fig. 4). To illustrate the problem analysis process, an example
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analysis will be presented for additional activity No. 6: Multiple necessity to instruct
employees in the area of work of the bottleneck, marking cartons and labels for products.
This activity was chosen because of the greatest labor-consumption.

The main conclusion from the analysis of all activities/problems is the lack of work
standards, both for foremen and operators. This determines the need to prepare training
materials covering all the most important elements of the operator’s work, so that the
operator can perform the indicated activities himself, without the interference of the
foreman and the introduction of clear and accurate standards for the work of foremen.
Important elements will also be the correct placement of the instructions and informing
the management about the current knowledge of the operators, as a consequence of
carefully paying attention to the training of new employees.

Fig. 3. 5W analysis of additional activity no. 6.

Fig. 4. Ishikawa diagram for activity no. 6.

6 Solutions of Defined Problems

The key factor determining the occurrence of additional activities in the work of foremen
is the lack of work standards and information/training materials for operators, and the
lack of clear and legible standards of foremen’s work.
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In order to eliminate the longest additional activity performed by the foreman (addi-
tional activity no. 6, Table 3), information sheets for positions were proposed, containing
key information for the job, such as work rules or information on packaging materials.
Pictures of labeled items that operators know from their daily work and surroundings
have also been added.

As part of the elimination of additional activity no. 2 (see Table 3), an instructional
video on retooling was prepared for machine operators. The instructions are based on
descriptions of the activities performed and a video showing the step of changing the
tools. The substantive part was consulted with the most experienced toolmaker and the
company’s technical department and prepared in accordance with the SMED method.
An excerpt from the video is shown in Fig. 5.

Fig. 5. An excerpt from instructional video on retooling.

As part of the elimination of most of the remaining additional activities, the standard
of foremen’s work was prepared. The work standardization card was based on a daily
schedule that includes all activities that should be performed by the foreman during
the working day. It includes activities such as: checking the presence of employees,
receiving a shift, meetings with the leader and supplementing production plans for the
next shift.

In addition, an optimal, both in terms of the route covered and the sequence of
controlled positions, pattern of the foreman’smovement around the areawas established.
According to the assumptions, the foreman will walk this route every full hour, filling
in the tables for hourly kayaking monitoring. During such a round, he will also pay
particular attention to the parameters of key importance for the operation of the line.
The collected information will be recorded by the foreman, thanks to which, after the
inspection is completed, he will receive a clear picture of the hall and all the most
important problems. Figure 6 shows a fragment of the foreman’s work standardization
card, showing the scheme of moving around the hall.
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Fig. 6. A fragment of the foreman’s work standardization card.

In addition to the guidelines contained in the work standardization cards, a basic
decision-making scheme was prepared in consultation with the production leader, so
that the actions performed by the foremen were carried out in the same way in each case.
The diagram shows the steps to be taken when inspecting the position. By influencing
the process in this way, the difference in problem-solving skills of individual people was
also limited.

In addition to the above-mentioned improvements, the additional activity no. 4 was
also leveled by implementing the standard of completing the production plan. The stan-
dard also took the form of an instruction that contains the individual steps of completing
the production plan and guidelines for the most common problems.

7 Analysis of the Impact of Improvement Actions

After the improvementswere implemented, the activities performed by the foremenwere
re-analyzed. These studies are intended to determine how much influence the applied
solutions had on the work of foremen. The observation pattern remained unchanged.

The analysis shows that the foreman 2 supervising area 1, for which the results of
the current state of analysis were presented in the previous chapters, after introducing
all the improvements and standards, changed his work so much that the results of the
analyzes were similar to those of Foreman 1, who achieved the best results in initial
analyzes. On average, during the day, he spends 8 min an hour on additional activities
and travels about 10 km. Compared to the original condition, this represents an improve-
ment of approximately 40 min and 13 km per day. Table 4 shows the obtained results
for foreman 2.
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Table 4. Record of working time of foreman 2 after the implementation of improvements.

Foreman 2

Hour of work Time for additional activities
[minutes]

Distance traveled [kilometers]

Day 1 Day 2 Day 3 Day 1 Day 2 Day 3

6:00–7:00 4 4 6 1,3 1,5 1,5

7:00–8:00 9 10 10 1,2 1,3 1,4

8:00–9:00 8 9 8 1,4 1,1 1,2

9:00–10:00 10 8 9 1,2 1,4 1,3

10:15–11:00 7 7 6 1 0,8 1,1

11:00–11:55 8 9 10 1,3 1,4 1,3

12:00–13:00 11 11 11 1,4 1,3 1,4

13:00–14:00 7 7 8 1 1,2 1

Average 8 8,13 8,5 1,23 1,25 1,28

Daily [minutes] 64 65 68 9,8 10 10,2

Summarizing the data collected, time iswasted up to 15.9%of the total working time.
Compared to the previous result, this is an improvement by almost half a percentage point
(from 30% to 15.9%). The actions taken affected each of the foremen, which proves that
the problems were correctly defined and that appropriate remedial steps were applied. In
general, for all records of working time, the results are shown in Fig. 7. The percentage
of time spent on additional activities fluctuates around 14%. Moreover, this level for
each of the foremen is very similar, despite the fact that previously the disproportions
were significant.

As discussed earlier, the foreman during the control of individual positions is obliged
to collect information on the production. The most important of them were included in
the work standardization card, no problems were found with obtaining the remaining
ones. The percentage results on how many cases the foremen collected the relevant
information are presented in Table 5.

Fig. 7. Average daily time spent on additional activities.
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Table 5. Key information collected by the foreman.

No Question Result [%]

B1 B2 B3 B4 Average

1 Is the production plan for the workstation up-to-date? 90 87 86 87 87

2 Does the operator know the production sequence and the
number of products that should be made?

86 83 82 83 83

3 Is material available for the next production order? 92 86 80 75 80

4 Has information been collected on a potential
changeover?

95 92 90 81 88

5 Is there a stock of gaskets on the ROE machine? 93 90 88 71 83

6 Does the bottleneck employee know the rules of work of
his workplace?

90 87 85 89 87

7 Has the order of the workstation been noted? 90 87 88 89 88

8 Is the amount of waste monitored? 94 91 92 93 92

9 Has the table for hourly monitoring of product run-off
been completed?

89 89 94 85 89

10 Have the data for hourly monitoring of product run-off
been read from the meter?

68 69 71 83 72

Compared to the status before the improvements, the greatest improvement can be
seen in points 2 and 3, which concern, in turn, the knowledge of the production sequence
and checking the availability of material for the next order. This improvement is 35%
for question number 2 and 25% for question number 3. The measures taken also had a
positive impact on providing operators with an up-to-date production plan - point 1, an
increase of 23%.

The influence of the introduced standards and, above all, the milkman’s way can also
be seen in the systematic control of the hourly monitoring of the runoff. The regularity
of hourly monitoring of the runoff fluctuates around 90%. Compared to the situation
before the improvements, this is an improvement of approximately 30%. Due to the
characteristics of the work and the narrow time window adopted for the measurements,
this value is satisfactory. In addition, the frequency of reading data from the meter
increased significantly, i.e. by about 40%, and thus also the quality of this data.

8 Conclusions

The article concerns the improvement of the foreman’s work, which ultimately also
brought positive results in the efficient operation of production and the work of opera-
tors. The work of production foremen was analyzed, then the areas of work requiring
improvement were identified and improvement actions were introduced. The results of
the work carried out are presented in Table 6. For each foreman, there was an improve-
ment, the average values are 40 min less time per day spent on additional activities and
on average 3 km less per day, doing the same work.
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Table 6. The results of the improvements.

Foreman Average time spent on additional
activities during the day [min]:

Average distance traveled during the
day [km]:

Before the
improvements

After the
improvements

Before the
improvements

After the
improvements

Foreman 1 88 59 12,3 9,7

Foreman 2 110 65 13,3 10

Foreman 3 118 68 13,3 9,8

Foreman 4 102 66 11,7 9,7

Thanks to the introduced improvements, foremen can focus on performing the activ-
ities described in their scopes of duties, and this in turn translates into greater production
control, in particular the work of the bottleneck, and faster ability to react appropriately
to emerging problems.

The conducted research and the introduced improvements also clearly show how
important it is to implement and comply with the standards. This has a positive effect not
only on the company in terms of reducedwaste, but also on employees and foremen. They
gain a calmer working environment, know the guidelines of their work precisely and can
fulfill it satisfactorily.Nevertheless, individual improvement actions are only a temporary
solution, as management control over compliance with the rules and employees’ self-
control are necessary. What’s more, after some time, when the company changes or the
standard is well adopted, there is room for further improvement, in line with the concept
of continuous improvement.
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Abstract. The assessment of labour efficiency is important for manufacturing
companies. Even though employees are a very important resource of the organi-
zation, at the same time they constitute a cost for the company. So, it is vital to
make themost of their operational readiness. In this study, the possibilities of using
the overall labour effectiveness indicator at the level of the entire enterprise are
analysed. The revised OLE (ROLE) indicator is also discussed along with its use
in the evaluation of overall production effectiveness (OTE) to address the monitor-
ing and diagnosis of factory-level performance also considering workforce issues.
It was also proposed to introduce a new LEAN-ROLE indicator, which not only
assesses the effectiveness of human resources, but also identifies the percentage
of work done by employees that creates value for the customer. By introducing
digitization in enterprises and registering the work performed by employees in
databases as well as the duration of these works, it is possible to measure the
effectiveness of employees’ work on an ongoing basis. This will allow to identify
weaknesses in a system. Then, after identifying the causes of decreased efficiency,
appropriate actions can be introduced to improve employee involvement in value
creation.

Keywords: Overall Labour Effectiveness · Key Performance Indicators (KPI) ·
Lean Manufacturing

1 Introduction

Digitization is becoming amust and ubiquitous in all phases of industrial, manufacturing
and craft production. The so-called cyber-physical systems (CPSs) address the integra-
tion of the physical parts of manufacturing systems with the logical and computational
parts (the cyber world) using digital technologies to improve productivity, quality, accu-
racy, flexibility, and efficiency [1]. For example, a Kanban system can be introduced to
facilitate the flow of products in the production system while minimizing the work in
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progress (WIP) [2]. At the same time, there is an emerging need to ensure that the human
operator plays a key role in the digitized and integrated production phases of the new
factories of the future [3]. In this context, human-centered manufacturing focuses on the
role of humans in new production systems and their increasingly close integration and
collaboration with the pervasive intelligent and autonomous entities introduced by new
digital technologies [4, 5]. In the human-centered manufacturing paradigm collaborative
work efficiency, human safety, ergonomics, or advanced applications concerning brain
signals are of utmost importance, e.g., studies on intention detection [6] or applications
of brain computer interfaces [7]. Although at first glance these aspects may seem contra-
dictory, they are only different levels of a future socially responsible automation (SRA)
[8] which is widely recommended to help technology developers and business leaders
drive the evolution of new automation for the good of society. In this vision, principles
to be satisfied includes a) the preservation of the central and fundamental role of humans
in the workplaces of the future, through their ability to control, complement and support
technological solutions; and b) the role of automation, artificial intelligence, machine
learning and related technologies only as tools to improve and enrich human livelihoods
and lives. The SRA identifies four factory automation levels according to their business
goals, which are: (1) cost-focused automation, (2) performance-driven automation, (3)
human-centered automation and (4) SRA. This paper will focus on the second level of
automation, performance-centric automation, with the main goal of incorporating the
human factor into performance evaluation by considering humans as an integral part of
human-machine collaboration systems. Thiswill ensure that overall process performance
is not lost sight of in the next level of automation, human-centric automation, where the
focus is on developing the critical and valuable role of people in human-machine col-
laboration. In the authors’ opinion, the overall evaluation of processes performance still
misses the role of humans in the loop. Common saying states that “you get what you
measure”, so the first step in getting a workforce performance assessment is to introduce
a measurement metric. Surprisingly, even though manufacturers track attendance and
time, they rarely have a method for measuring, or understanding, how workforce actions
directly affect productivity. Identifyingways to help theworkforce becomemore produc-
tive presents both a major challenge and an opportunity to effectively pursue the goals
of human-centered automation and allow manufacturers to find other ways to further
increase competitiveness. To date, most measurement systems focus on machine effec-
tiveness or production output. Powerful tools that can be used to measure performance
and also perform diagnostics at the equipment and factory level are the OEE (Overall
Equipment Effectiveness) [9] andOTE (Overall Throughput Effectiveness) [10] metrics,
respectively. OEE has been recognized as a relevant method for measuring equipment
performance since the late 1980s [11], todayOEE is undoubtedly themost widely known
and accepted key performance indicator (KPI) [12–14] for measuring the productivity
of individual production equipment in a factory. Although relevant, OEE is not sufficient
to assess the efficiency of an integrated equipment system and monitor performance at
the factory level. To this end, OTE metrics were initially proposed in [10, 15] and fur-
ther developed and applied in the CPS context in [16]. OTEs are applied to subsystems
by which the layout of the entire manufacturing system is classified. Such unique sub-
systems include “series”, “parallel”, “assembly” and “expansion” configurations [10].
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Algorithms have been developed to automate the factory level performance monitoring
and diagnostic process using OTE. Although OTE has its own formalization, it is not as
widely used as OEE.

Despite the undoubted usefulness of these indicators, they properly address the
equipment/machinery factor, neglecting any further investigation with respect to the
workforce, energy, or materials factors. Beyond equipment-related operational failures,
problems can often be traced to a variety of workforce issues that accumulated while the
plants were operating at less-than-optimal capacity. Probable causes include difficulty
in scheduling the right resources when and where specific skills were required. Absen-
teeism of some workers, or ineffectiveness or lack of training that limited quality and
slowed production ramp-up, as well as product changes or new product launches. These
factors highlight how labour is an equally critical element of production to be optimized
in both the current and future demand-driven manufacturing systems.

In this regard a further KPI called Overall Labour Effectiveness (OLE) [17–19], and
more recently a revised version of it the Revised OLE (ROLE) [20], have been intro-
duced to consider labour effectiveness. They provide a holistic method for measuring
work-related losses, while maintaining a certain formal similarity with Overall Equip-
ment Effectiveness (OEE). Despite this kind of KPI is a useful tool to help the manager
understand the labour effectiveness with respect to the overall productivity, it has never
been adequately supported by IT (Information Technology) solutions thus it is not yet
widely used to support factory level performance monitoring. Support in making deci-
sions is one of the technological tools that are indispensable in the factories of the future
[21]. Moreover, the indicator can be considered as one of the important indicators in the
IntelligentManagement system [22]. It can be taken into consideration in manufacturing
production and supply planning as one of the important factors [23].

The main goal of the paper is to analyse the labour factor effects on the factory level
indicators (OTEs) and present how the lean concept of taking only those actions that
create value or are really necessary can be included in the indicator calculation.

The remainder of the paper is organized as follow. Section 2 presents a definition
of OLE together with a structure of the loses which influence the OLE value. Then, the
ROLE indicator is explained. Section 3 discusses an influence of ROLE at factory level
and OTE evaluation. In Sect. 4 a LEAN-ROLE indicator as a new indicator is proposed.

2 The Overall Labour Effectiveness and Its Revised Version

The OLE original definition [17], in analogy with the OEE, measures the cumulative
effect and the interdependency of availability, performance and quality, for individuals
(it could be also enlarged to teams). Mainly the ROLE [20] is organised in the same way
but it uses a different structure of losses and a new methodology for both collecting data
and effectively measuring labour effectiveness.

Instead of the classical OEE subdivision, in ROLE the losses are related to four main
categories (Fig. 1): structural losses (SL), abnormal losses (ANL), management-driven
losses (MDL) and machine/workplace losses (MWL), which are in turn composed of
further sub-categories [24, 25].
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Fig. 1. The losses influencing the overall labour effectiveness.

Thus, on the one hand this allows to assess the sources of losses with their related
impact and indicate improvement actions, while on the other hand the process of loss
analysis become rather cumbersome and difficult to automate. For these reasons the
ROLE is currently proposed as a tool to help the manager understand whether correc-
tive actions have solved problems and improved overall productivity. Integrating worker
effectiveness analysis into a cyber-physical system that integrates the cyber world (cal-
culation, forecasting and analysis) with the physical world (processing, planning and
production) requires synthesizing these indices efficiently and effectively.

By considering a generic production effectiveness indicator E, it can be theoretically
defined as follows:

E = Cycle Time · Valuable Time
Cycle Time · Theoretical Time = Valuable Time

Theoretical Time
= VT

Tt
(1)

where the Valuable Time (VT) represents the time in which a work activity is processed
under optimal conditions, while the Theoretical Time (Tt) is the maximum interval of
time that is ideally available for production.

Figure 2 presents temporal relationships between the causes of losses in the
evaluation of the overall effectiveness.

Fig. 2. Temporal relationships between the causes of losses in the evaluation of the overall
effectiveness.
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In practice, as a consequence of many inefficiency factors (i.e. hidden losses), which
have been summarised in Fig. 1, there is a gap between Valuable Time and Theoretical
Time, which progressively deteriorates the portion of time an operator can work at its
nominal capacity. Indeed, due to scheduled and unscheduled stops, only part of the Tt
can be used by operators for production. As a consequence, a smart choice suggested
by [17] was to specialise the labour effectiveness only on controllable losses which
means excluding among the causes of losses those that are due to intrinsic and generally
uncontrolled events, i.e. the structural losses (SL) such as vacation (V), Holidays (H)
and plant stops (PS). This has led to the introduction of a revised OLE indicator (ROLE)
which is defined as follows

ROLE = VT

Tt
= VT

NAT
(2)

where the Net Available Time (NAT) is used as the Tt under the assumption that only
controllable losses can be tackled bymeans of improvement activities (i.e. NAT= POT –
Time(SL), where Time(SL) = Time elapsed for structural losses). By analysing the time
periods that make up the NAT and which are shown in Fig. 2, it is possible to express
Eq. (2) as a function of three main causes of inefficiency, namely worker inefficiencies,
management inefficiencies and worker availability

ROLE = VT

NAT
= VT

OT
· OT

EAT
· EAT
NAT

= OWE ·ME ·WA (3)

where the three termsOWE,MEandWArespectively stand forOverallWorkplaceEffec-
tiveness, Management Effectiveness and Worker Availability, and can be respectively
computed as follows

OWE = OT −MWL

OT
= VT

OT
(4)

ME = EAT −MDL

EAT
= OT

EAT
(5)

WA = NAT − ANL

NAT
= EAT

NAT
(6)

where:
OT is the worker’s operating time and the MWL is the time spent on losses due to

the machine or workspace;
EAT is the effective available time (the time in which the worker is effectively

available in the workplace) and MDL is the time spent on losses due to the management
driven (e.g. poor work organization (PWO), poor workforce training (PWT), waiting
for materials, tools and instructions (MTI) and shift changeovers lateness and delays
(SLD));

ANL is the time spent on losses due to the abnormal situations (e.g., unjustified
absenteeism (A), illness (I), accidents and casualties (AC), lateness and delays (LD)
such as late entries and leaves).

The ROLE thus defined makes it possible to highlight those losses that can be ade-
quately observed and quantified. The formulation of the ROLE allows to evidence the
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losses in two different ways, in the first one the losses are due to the process (OWE
and ME) and to those not dependent from it (WA). In the second one, WA is related
to the worker’s absence at the workplace, while both ME and OWE are related to the
inefficiencies of workers within the workplace.

3 Influence of ROLE at Factory Level and OTE Evaluation

In the 4th industrial revolution, the role of human factor is a relevant topic and how to
measure, on comparablemetrics, the performance of humans andmachines collaborating
to allow an overall improvement is still an open issue. Even if the introduction of the
ROLE can fill a gap at the tools level, it has been already pointed out [9] that the gains
made at equipment level by introducing OEE, although important and still ongoing,
are not enough to evaluate the overall production improvements because it is required
to focus attention on the performance of the whole factory rather than limiting to the
performance of individual tools.

Assuming ROLE as the indicator that provides a methodology to measure labour-
related losses and highlighting its introduction to complement the limitations of the OEE
metric that only measures machine performance, this section investigates the methods to
take the ROLE indicator into account when evaluating aggregate factory-level indicators
such as OTE.

Any factory layout can be thought of as consisting of some commonly occurring sub-
systems, four basic subsystems allow us to represent the most common factory layouts,
these are the series, parallel, assembly and expansion. As a first attempt, the present paper
will investigate the first two subsystems because among the possible combinations, series
and parallel subsystems arewidely used in real-worldmanufacturing systems.Moreover,
the other types of subsystems can be deduced from these two basic types. Therefore, the
formulas for calculating theOTE includingROLE for series and parallel type subsystems
are presented.

Before going into the calculation of the OTE we will introduce some properties of
the OEE that will be useful for introducing the ROLE in the OTE. Conventional or
unit-based OEE is usually defined as:

OEE = Aeff · Peff · Qeff = Tu
Tt

·
(
Tp
Tu

· R
(a)
avg

R(th)
avg

)
· Pg

Pa
(7)

where, Aeff = Availability efficiency (associated losses include non-scheduled down-
time, breakdowns, set-up and adjustments, etc.), Aeff = Performance efficiency (asso-
ciated losses include idle, reduced speed, blockage, etc.), Qeff = Quality efficiency
(associated losses include defects, rework, etc.), Tu = equipment uptime, Tt = total
observation time of the equipment, Tp = equipment production time, R(a)

avg = average
actual processing rate for equipment in production for actual product output (for simplic-
ity in the remainder of the paper it will be addressed as R(a)), R(th)

avg = average theoretical
processing rate for actual product output (for simplicity in the remainder of the paper it
will be addressed as R(th)), Pg = good quality product output (units) from the equipment
during Tt, Pa = actual product units processed by equipment during Tt.
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The Eq. (7) can be further simplified by considering that during TP the equipment
might not be operating at its theoretical speed, so we can assume

R(a)
avg � R(a) = Pa

Tp
(8)

Thus, using Eqs. (7) and (8) leads the following alternative useful expression for OEE

OEE = Pg

R(th) · Tt (9)

Assuming

P(th)
a = R(th) · Tt (10)

where, P(th)
a = actual attainable product output (units) that could have been produced

according to the theoretical processing rate R(th) in total time Tt.
Based on Eq. (10) the OEE can be further simplified and re-defined as

OEE = Pg

P(th)
a

= good product output (units) in total time

theoretical atteinable product output (units) in total time
(11)

By means of this definition, OEE can be directly computed from measured Pg and

P(th)
a without using any other factors. Moreover, by extending the concept expressed in

Eq. (11) to the factory level, it is possible to define the OTE as

OTE = PF
g

P(th)F
a

= actual throughput (units) from factory in total time

theoretical atteinable throughput (units) from factory in tot.time
(12)

Nowwe have all the elements to introduce the ROLE in at the factory level, which means
in the OTE metric.

Similarly, to the OEE described in Eq. (11), the ROLE can be further described in
terms of products processed by labours rather than in terms of time as in Eq. (2), since
we can assume.

ROLE = Pg

P(th)
a

= good product output (units) in net available time

theoretical atteinable product output (units) in net available time
(13)

Thus, by using (13), (10) and (2) and considering NAT as the total observation time, we
have

Pg = ROLE · R(th) · NAT (14)

It is now possible to specialise the OTE for both the formulation of subsystems in series
and in parallel, also considering the ROLE.
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3.1 Series-Connected Subsystem

A series-connected subsystem consists of n individual working stations connected as
shown in Fig. 3.

Fig. 3. Series-connected subsystem.

During the net available time NAT, by applying the theory of material flow conser-
vation, the product output (units) with good quality of the working station n must equal
that of the series process, that is:

PF
g = P(n)

g (15)

where PF
g is the good product output (units) of a factory during the period of NAT,

while P(n)
g is the good product output (units) of the working station n.

Hence, by using (14) for the working station n, and substituting it in (15) we have

PF
g = ROLE(n) · R(th)

(n) · NAT (16)

Since in a series-connected subsystem the working station with the minimum pro-
cessing rate is dominant in the production process, the theoretical processing rate of a
series-connected subsystem in net available time NAT for actual product output (units)
is the minimum between the n-subsystems, therefore Eq. (10) can be written as

P(th)F
a = R(th)

F · NAT = mini=1,...,n

{
R(th)
(i)

}
· NAT (17)

Analogously, in Eq. (16) also the term ROLE(n) · R(th)
(n) is limited by the minimum

processing rate of the series, therefore by taking into account (17), Eq. (16) can be
rewritten as

PF
g = min

{
mini=1,...,n−1

{
ROLE(i) · R(th)

(i)

}
,ROLE(n) · R(th)

(n)

}
(18)

Finally, by substituting (17) and (18) in (12) we have

OTE(s) =
mini=1,...,n

{
ROLE(i) · R(th)

(i)

}
mini=1,...,n

{
R(th)
(i)

} (19)

It should be noted that since the quality of the work performed by the i-th operator
is already included in the assessment of ROLE(i), there is no explicit dependence on the
quality of work in the result.
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3.2 Parallel-Connected Subsystem

A parallel-connected subsystem consists of n individual working stations connected as
shown in Fig. 4.

Fig. 4. Parallel-connected subsystem.

During the observation period ofNAT, based on the theory of conservation ofmaterial
flow, the product output (units) with good quality of all working stationsmust equal those
of the parallel subsystem, while the actual product output (units) of all working stations
must equal those of the parallel subsystem. Therefore

PF
g =

∑n

i=1
Pg(i) =

∑n

i=1
ROLE(i) · R(th)

(i) · NAT (20)

P(th)F
a =

∑n

i=1
P(th)
a(i) =

∑n

i=1
R(th)
(i) · NAT (21)

by substituting (20) and (21) in (12) we have

OTE(p) =
∑n

i=1 ROLE(i) · R(th)
(i)∑n

i=1 R
(th)
(i)

(22)

4 A Proposal of LEAN-ROLE Indicator

In Lean Manufacturing all activities performed by employees can be divided into three
groups: value added activities (VA), non-value added activities (NVA) and non-value
added activities but necessary (NNVA) [26]. VA activities are directly connected with
creating the value, i.e. the product or service, for a customer. NNVA activities are con-
nected with other activities, such as e.g., changeover or trainings, which do not create
value for the customers but are indispensable to realize production or deliver a service.
NVA activities are pure waste. In Lean Manufacturing concept seven wastes are defined
[27]: Overproduction (1), Transport (2), Inventory (3), Motion (4), Defects (5), Over-
processing (6), Waiting (7). Management Operative Effectiveness (MOE) (see Fig. 5)
depends on what tasks will be set to be performed at the operational level and how the
work at the operational level will be planned and organized.
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Fig. 5. Relationships between the Valuable Time and Value Added Time.

The ROLE calculates Overall Labour Effectiveness based on the tasks assigned to
the employees without assessing whether they create value for the customers or not.
The main conclusions that can be drawn from the ROLE value are whether or not the
employee has worked and how effectively he has worked. In other words, it will be
known whether the employee has completed the tasks entrusted to him and at what time.
This time spent on a real work is called valuable time (VT), while this time does not have
to be spent on performing value added activities. Therefore, we propose to improve the
ROLE indicator by including into the equation value-adding activities (VA). The new
equation will look as follow (see Eq. (7)).

LEAN − ROLE = VA

NAT
= VA

VT
· VT
OT

· OT

EAT
· EAT
NAT

(23)

Additionally, for the purpose of data collecting it will be necessary to create a clas-
sification of the activities to indicate which are VA activities and which not. We suggest
to treat as NVA/NNVA activities connected with transport (TR), defect production and
elimination (DPE), changeover (CO).

The implementation of this indicator will not only help to understand how much the
employees were working but also howmuch their work has contributed to creating value
for the customer. We will also discover that only a percentage of employees create value.

5 Concluding Remarks

This paper deals with upcoming issues in implementing human-centered manufacturing
solutions for the next factories of the future. It addresses the issue of performance-driven
automation (the second level of automation)with the aim of incorporating the human fac-
tor in performance evaluation, considering people as an integral part of human-machine
collaboration systems. It addresses how to adapt a well-knownmetric for monitoring and
diagnosing the factory level performance (OTE), when considering problems associated
with a range of workforce issues. For this purpose, the revised OLE (ROLE) indicator is
discussed and a methodology is proposed to take it into account when modelling man-
ufacturing systems for productivity improvement. The proposed methodology has been
investigated with application to two typical subsystems widely used in manufacturing
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such as series and parallel subsystem. The same indicator was also proposed to intro-
duce a new LEAN-ROLE indicator, which not only assesses the effectiveness of human
resources, but also identifies the percentage of work done by employees that creates
value for the customer.

Future researchmay focus on problems thatmay arise in the process of implementing
the indicators into the practice of enterprises.
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1 Kaizen Institute Poland, 13 Koreańska Street, 52-121 Wrocław, Poland
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Abstract. In practical terms, the sustainable development of enterprises means
a necessity to simultaneously achieve economic, environmental and social goals.
These goals can be effectively attained using dedicated management concepts,
e.g. Lean Manufacturing. However, the variety of goals faced by modern enter-
prises led to the creation of hybrid solutions supporting executive activity. One of
such concepts is the Human Lean Greenmethod. The article presents the results of
research carried out using the Human Lean Green audit tool. The set of audit ques-
tions contained in the tool refers to the best of Human, Lean and Green (HLG)
practices. In this way, the HLG method implements the operational concept of
sustainable development involving the simultaneous implementation of all appro-
priately balanced activities of an economic, environmental and social nature. The
newmodel ofmanaging an enterprisemust therefore take into account an appropri-
ate and conscious shaping of relationships between the protection of employees’
interests (Human), elimination of waste from processes (Lean) and environmental
protection (Green). The aim of this article is to try to specify the character of these
relationships on the basis of the results of previously conducted research.

Keywords: Sustainable development · Lean · Green · Human · Best practices ·
Manufacturing company · Services

1 Introduction

According to the Brundtland Commission Report, sustainable development meets the
needs ofmodern societieswithout compromising the ability of future generations tomeet
their own needs [1]. Although sometimes it is still identified only with an environmental
aspect, its other pillars are economic and social dimensions.

The concept of sustainable development can be seen from different perspectives and
related to the functioning of various entities or objects. We can talk about the sustainable
development of economy, an enterprise or sustainable production in a manufacturing
enterprise.

A separate issue is the question whether a development strategy formulated in this
way constitutes an indication of directions of activities or should it be understood as a
certain postulated state sought to be achieved in a given system. In this case, it would be
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more appropriate to speak about obtaining a certain degree of equilibriumof an examined
entity or object.

According to [2], sustainable production is a way of manufacturing products (or
providing services) which are economically feasible, safe for employees and customers,
and socially useful. Their production is carried out by means of economical and envi-
ronmentally friendly processes and technical systems. Therefore, achieving the state of
sustainability of an enterprise (production) requires the simultaneous (parallel) meeting
of challenges of diverse nature: economic, environmental and social [3].

Dedicated management concepts such as Lean Manufacturing, pro-environmental
management or the concept of humanization of work [4–6] are useful in the effective
achievement of the above-mentioned goals. The variety of goals set for enterprises
in the present day resulted in the creation of hybrid solutions supporting executive
(manufacturing) activity. One of such concepts is the Human Lean Green method [7].

2 Research Problem

As previously emphasized, the sustainable development of an organization in practice
means a necessity to “balance” activities in the achievement of economic, environmental
and social goals. The research carried out so far by the authors in Polish enterprises and
a review of the solutions functioning in them [8] indicate the lack of tools that would
provide a comprehensive diagnosis of the condition of the organization, in terms of three
key areas of sustainable development. Without the possibility of making such a diagno-
sis, it is impossible to consciously make decisions about actions aimed at strengthening
effectiveness in terms of improving an enterprise’s processes, its interaction with the
natural environment or caring for a company’s employees. All the more so, it is impossi-
ble to investigate how activities carried out in one of the areas affect the effects achieved
in other areas.

On a macro scale, the new management model assumes appropriate and conscious
shaping of relationships between economic growth, caring for the environment (not only
natural) and quality of life (including human health). In a specific enterprise, this trans-
lates into shaping relationships between the protection of employees’ interests (Human),
elimination of waste from processes (Lean) and environmental protection (Green). The
aim of this article is to try to specify the character of these relationships on the basis of
the results of previously conducted research.

3 Literature Review

Nowadays, more and more enterprises are focusing in their development on obtaining
high process efficiency while reducing the negative impact of an enterprise’s opera-
tions on the natural environment. Process efficiency refers to basic processes directly
related to production or provision of services. Increased efficiency is associated with the
application of Lean Manufacturing principles oriented towards eliminating any form of
waste from processes. An enterprise’s efforts not to harm the environment are geared
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towards a goal that can be defined as “preserving the cleanest possible natural environ-
ment for humankind”, which is obviously associated with the surrounding nature. Such
an integrated approach is known in the literature as Lean Green [5, 9–13].

The literature related to the subject of lean management and pro-ecological man-
agement unanimously emphasizes the importance of integrating a human factor into
systems. The issues related to protecting employees’ interests are dealt with, among oth-
ers, byShah andWard [14, 15].Among the proposed practical activities, they recommend
projects dedicated to increasing the level of work safety, developing multidisciplinary
employee skills, building independent teams, investing in human resources, employee
involvement, etc. A human factor is also considered here in the context of ergonomics -
avoiding hazards in the workplace and losses for a company.

Over time, the basic assumptions of the philosophy of sustainable development have
been implemented in the form of systems related to environmental protection, health
and workplace safety, as well as corporate social responsibility management [16–18].

The analysis of the source literature shows that a human factor is taken into account
to a limited extent as part of the policy related to the leanmethodology and environmental
protection. It is emphasized that managers should not perceive a “human factor” solely
in the context of creating a comfortable and safe working environment for employees
[19–22].

Taking into account thewhole gamut of elements classified under the label of employ-
ees’ interest protection, this area of a company’s activity deserves attention on a par with
lean and environmental protection.

The above suggestions became an inspiration to propose a new audit tool dedicated to
management staff, the implementation of which allows to assess an enterprise declaring
the introduction of the sustainable development strategy.

The analysis of the catalog of currently available methods indicates lack of a solu-
tion that would allow for simultaneous assessment of the organization in all the areas
mentioned above.

It is important to note that the process of combining concepts into hybrid solutions
is the one that comes along with both methodological and organizational difficulties.
Comprehensive review of lean and green literature was conducted [10]. It identifies six
main streamswithin which both conceptual and empirical research in lean and green was
carried out. Recommendations include the search for evaluation methods or indicators.

To provide such a tool enabling efficiency assessment in these three areas, a concept
and a prototype of the Human Lean Green auditing tool have been developed. The
instrument involves main indicators of the organization efficiency in the areas mentioned
above: working environment, process improvement and natural environment [7].

The value of human resources, employees’ awareness and their attitude to process
development and environmental protection cannot be overestimated. The above assump-
tion became another inspiration for enriching the designed audit tool with aspects related
to the creativity of employees and their pro-ecological behaviour. The Lean-Green phi-
losophy was then supplemented with the so-called corporate social responsibility in
which people are the central point [23].

The combination of three goals: protecting employees’ interests (Human), eliminat-
ingwaste fromprocesses (Lean) and environmental protection (Green) is the justification
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for calling it the “Human-Lean-Green” (HLG) approach. The new approach became the
basis for the development of a method and the development of a diagnostic tool that
allows, on the one hand, to analyze an organization in each of the three afore-mentioned
areas, and, on the other hand, to develop a plan to implement necessary solutions and
directions of an enterprise’s development.

The authors also assumed that actions taken in one of the areas (e.g. lean) affect the
value of indicators defined for ecology or work environment.

4 Methods

As the literature review revealed, it was necessary to develop a method for a compre-
hensive assessment of an organization’s condition, the one encompassing three main
areas of sustainable development. As a response to the perceived methodological gap,
the aforementioned Human Lean Green method has been implemented in the form of
an audit dedicated to manufacturing and service companies. A starting point to develop
the method was to find a common ground that would enable evaluations and compar-
isons being made among enterprises irrespective of the type of business, their size, legal
form and implemented management systems. As a result of the search and analysis con-
cerning the relevance of the adopted methodology, 5 main components of the Ishikawa
cause-effect diagram and the related 5M concept were implemented as the evaluation
criterion:Manpower, Methods, Machinery, Materials, Management. The concept claims
that most of the problems potentially occurring in a company are concentrated within
five categories of causes. Therefore, adopting them as evaluation criteria in the adopted
method of assessing sustainable development of enterprises allows covering the most
important areas of each enterprise’s operations (Fig. 1).

The Human Lean Green concept involves adopting well-balanced activities in three
areas:

– efficiency of manufacturing and service processes (Lean),
– environmental impact (Green),
– quality of the work environment (Human).

In order to evaluate the actions taken within each HLG area, it is necessary to de-fine
criteria for measuring each of them.

The selection of measurement criteria in the Lean area was based on the classifica-
tion of waste in the production processes proposed by Masaaki Imai [24]: overproduc-
tion, inventories, shortages and defects, excessive motion, waiting, excessive transport,
overprocessing.

Selectingmeasurement criteria for the Green area (scrap, energy consumption, water
consumption, resource consumption, air pollution) involved the review of popular stan-
dards related to environmental reporting, such as SRG, ISO14000, ISO26000,AA1000.
The choice is based on the Sustainability Reporting Guidelines (SRG) introduced by the
Global Reporting Initiative (GRI) in the USA, considered the industry’s most widely
used reporting standard and compatible with other social responsibility standards (ISO
26000).
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Measurement criteria for theHumandomain (no attention to health, poor ergonomics,
poor health and safety conditions, lost human potential and declining biodiversity) were
chosen based on the assessment of the human workplace environment in terms of ver-
ifying work conditions necessary to protect an employee from premature work-related
loss of biological capabilities as well as conditions for their regeneration at work.

Based on the above presented criteria, the components of the model defined for the
Human Lean Green method are collected and presented in Fig. 1.

Fig. 1. Components of the human lean green method model.

All key measurement values relate to questions in each of the audit areas (HLG)
expressed in terms of sentences describing best practices in the respective area as well
as quantitative parameters describing e.g. energy consumption, waste-related financial
values, etc.

The audit questions were formulated using the best practices observed in modern
organizations with respect to the three main pillars of sustainable development [25–28].
In this way, the method aligns with the company’s sustainability strategy objectives.

Audits take place at the company’s headquarters and begin with the completion of an
organization questionnaire (type of activity, legal form, capital structure, implemented
management systems). Once the audit area is selected, the survey begins by having
employees respond to questions asked (in the form of parameter values). The screen-
ing questions in each area were divided into two groups: “Numerical data” (quantitive
parameters) and “Good practices” (qualitative parameters with possible answers: “Yes”,
“Partially to a great extent”, “Partially to amoderate extent”, “Partially to a small extent”,
“No” and “No data”). All questions are expressed using sentences depicting best busi-
ness practices. Where no answers or data were provided, it was considered that above
the established threshold for such answers in each of the Human, Lean, Green areas
examined, missing data distorted the final audit result making an objective assessment
of the company impossible. Figure 2 reflects an audit result snapshot view in the form
of a graph showing averaged good practice indicators for HLG areas.
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Fig. 2. Audit result in the form of a graph of averaged indicators of best practices for the HLG
areas.

Primary assessment of the company’s condition is made on the basis of measures
taken in the formof indicators obtained through answers to screening questions. Indicator
values aggregate results for each area by applying a computational model developed as
part of the method. They represent compliance with a set of best business practices
representing the content of the audit questions based on a defined scale. Each indicator
takes values from 0–100.

As mentioned before, the audit tool allows both the analysis of the organization in
each of these three areas and the design and implementation plan for the desired solutions
and development directions in the company.

Audit report provides recommendations for improvement as audit questions relate to
best business practices that are critical to sustainable development. By implementing the
activities contained in the post-audit report, the audited organization identifies threats
and opportunities on the way to “sustainability” in the areas of Human, Lean and Green.

5 Results and Discussion

The audit research was conducted in twenty businesses located in the territory of Poland.
These companies declared the introduction of good practices in all areas recognized in
the Human Lean Green method; at the same time they agreed to conduct the audit at
their headquarters.
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Vast majority of the surveyed enterprises are world-class companies providing the
benchmark for other companies. The surveyed group included businesses representing
manufacturing (industrial processing) and service activities. Regarding the enterprise
size, the survey participants represented micro, small, medium, and large companies.
A number of the companies audited implemented systems to support organisational
management in compliance with ISO standards.

The results obtained from the Human Lean Green audits were analyzed using the
Minitab® 19 Statistical Software. The results of the analysis allowed to formulate
conclusions from the first audit of enterprises.

The first step was to test normality of the distribution of average audit results in each
of the three areas of Human, Lean, and Green.

According to the results of the study, the value of test probability p in each of the three
sections, Human p = 0.077, Lean p = 0.643, Green p = 0.733, is greater than the limit
value of p = 0.05. It can therefore be concluded that the study of the averaged results
of audits in the areas of Human, Lean and Green proves that they are characterized by
a normal distribution.

Then, a study was performed which concerned the correlation of the averaged results
of audits in each of the three areas in relation to the others, i.e. in the following sections:
Green vs Lean, Human vs Green and Human vs Lean. The study aimed to determine
how a variable in the form of the audit result in one area affects the audit result in another
area. The study of the correlation of the averaged audit results in all areas concluded
that the higher the audit result in one area, the higher the audit result in another area, i.e.
the audit result in one area of Human Lean Green affects the audit result in another area
(see Fig. 3).

Fig. 3. Study of the correlation of averaged audit results in the Lean and Green areas.

For example, by analyzing the regression graph of averaged audit results in the Green
and Lean areas based on the R-Sq coefficient, it was shown that the variability of the
results in the Green area depends in 61.6% on the results in the Lean area (see Fig. 4).
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Fig. 4. Regression graph of averaged audit results in the Lean and Green areas.

The above study proved not only that the audit result in one area of Human Lean
Green influences the audit result in another area, but also indicated the existence of close
mutual correlations between the examined areas with a high level of significance, which
can also be described by certain functions.

Researchers dealing with the integration of Lean and Green approaches have come
to similar conclusions. In general, research results indicate that lean methodology and
green activities are largely compatible and have the capacity to successfully operate
simultaneously [10, 27], as they benefit from synergies in the areas of waste elimination,
lead time, product development, various concepts and techniques for managing people
as well as from the supply chain organization and relationships.

Due to the emerging Human Lean Green approach, the results were benchmarked
against the results of a study conducted by the Authors in the period prior to the
development of the method.

The results of the research preceding the development of the Human Lean Green
method, obtained as part of the project called Lean Green - caring for the environ-
ment, showed that most of the surveyed enterprises (nearly 750 respondents representing
enterprises from all over Poland) took steps to improve processes, protect the natural
environment and optimize working conditions (including health and safety, workplace
ergonomics, work tools). At the same time, the respondents were to comment on the
relationships they perceived in practice (by answering: yes, no or I don’t know) between
the following areas: Human, Lean and Green. A summary of their opinions is presented
in Table 1. For example, the respondents noticed the impact of improving working con-
ditions (Human) on the improvement of processes implemented in an enterprise. The
analysis of the results showed that there is a relationship between the three distinguished
aspects of an organization’s functioning: actions taken in one of them have a positive
impact - in the respondents’ opinion - on at least one of the remaining areas (Table 1).
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Table 1. Respondents’ indications on the impact of improvement activities undertaken in the
areas of Lean, Green and Human.

Lean Green Human

Process improvement (Lean) x 27% YES
27% NO
46% I don’t know

42% YES
23% NO
35% I don’t know

Natural environment (Green) 27% YES
35% NO
38% I don’t know

x 27% YES
38% NO
35% I don’t know

Working conditions (Human) 35% YES
23% NO
42% I don’t know

31% YES
27% NO
42% I don’t know

X

On the basis of the answers, it was possible to conclude that despite the mutual
influence of each of the three analyzed areas, the positive impact of proecological activ-
ities and measures related to environmental protection on other aspects of a company’s
operation is noticed to a negligible extent.

The next step of the main (leading) study was to check the impact of having a
standardized management system on the audit results in the surveyed companies. Based
on the ANOVA analysis of variance, an analysis was performed for all three areas of
Human, Lean and Green. The results of the analysis allowed to conclude that companies
with implemented standardized management systems do not obtain a higher result in the
Human Lean Green audit.

Another study aimed to check how the size of a company (micro, small, medium,
large) affects the result of the Human Lean Green audit. A research hypothesis was
formulated that the size of a company affects the audit result. The hypothesis turned out
to be true. Large companies achieved the best results in all areas of the Human Lean
Green audit.

Another study was to check how the type of a company (manufacturing, service)
influences the result of the Human Lean Green audit. A research hypothesis was for-
mulated that the type of a company affects the audit result. The analysis of the variance
of the dependence of the average audit result on the type of a company in the Green
area shows a statistically significant difference between the individual elements of the
assessment. By analyzing the graph of the dependence of the average audit result on the
type of a company, it can be concluded that there is a significant statistical difference
and the presented results differ significantly from each other. Service companies present
a higher average result from audits in the Lean and Green areas than manufacturing
companies.

Obtaining the results presented in this paper involved a lot of work, as the presented
HLG method also takes some limitations [7]. Implementation of the presented method
involves collecting a wide range of information across diverse areas of the company’s
activity, which entails the potential participation of subject matter experts. While the
method can be used on a one-time basis, its relevance becomes apparent in periodic
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applications. Sustainable development trends within a company can only be identified
where themethod is applied regularly. Support from an external auditorwhowill conduct
the audit, assisting the company’s employees during the audit and providing post-audit
recommendations is advisable.

6 Conclusions

Based on the results of the research carried out with the use of the Human Lean Green
audit tool and the conclusions of the survey conducted as part of the Lean Green project -
caring for the environment, relationships between three aspects of a company’s operation
- Human, Lean and Green were demonstrated. Actions introduced in one of the three
areas constitute - for the most part - the basis for improvement in the functioning of an
enterprise in the remaining areas. Thus, each decision regarding the introduction of spe-
cific activities (here: best practices) translates into effects in the remaining, paired areas.
The presented results illustrate relationships in the group of the surveyed enterprises.

There are limitations of the proposed model that point the way to future research.
Detailed treatment of the perceived interactions and the character of mutual influence
should be the subject of further research, which will be possible after collecting more
data from audits carried out in subsequent companies representing specific business
lines.

The method will undergo further elaboration to incorporate an integrating aspect to
the assessment. Future research will investigate ways to identify potential connections
between audit areas and shared audit criteria so as to incorporate potential integrated
components into a refined version of the method. By doing so, the Human Lean Green
methodology will enable more advanced monitoring of sustainable development.
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Abstract. The article presents the essence, genesis and development trends of
PLM systems. Currently, these are advanced tools supporting the work of engi-
neers at all stages of the product lifecycle. They are particularly useful, and even
necessary, in the design of products integrating various fields of technology (engi-
neering), i.e. products with mechanical, electrical, electronic, IT components, etc.
The development of Industry 4.0 technology creates new requirements, but also
opportunities for PLMsystems. The article presents the essence, genesis and devel-
opment trends of PLM systems. I also presents the selected examples of the use
of Industry 4.0 technology in PLM systems, including the industrial Internet of
Things, virtual and augmented reality and digital twins.

Keywords: Product Lifecycle Management (PLM) · Application Lifecycle
Management · Service Lifecycle Management · Connected PLM · Industry 4.0

1 Introduction

Enterprises are aware of the importance of developing new products and technologies for
gaining andmaintaining a competitive advantage. The increase in the complexity of prod-
ucts integrating various technologies establishes high demands on engineers - designers
and the design process. This applies in particular to the need to consider various aspects
of a designed product throughout its lifecycle. Meeting these requirements is facilitated
by IT systems of product lifecyclemanagement - PLM (Product LifecycleManagement).
Their history dates back to the early 1970’s. Initially, they were focused on engineering
problems of designing products, mainly mechanical ones. As the applications of these
systems grew, problems arose, loosely related to product design process, butmore related
to the product design management. The example was product information management,
especially in the case of carrying out design works in large, dispersed teams. Thus, PDM
(Product Data Management) systems appeared which gradually evolved towards PLM
systems. Product lifecycle management is the process of managing the entire lifecycle
of a product, from the inception of its concept, through design, production, operation,
to end-of-life, recycling or disposal. PLM systems integrate people, data, processes and
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systems by collecting, storing, integrating and ensuring consistency and up-to-date infor-
mation about the product, delivering it to organizational units of the company and other
participants of the product lifecycle. The article presents the essence, genesis and devel-
opment trends of PLM systems. The development of Industry 4.0 technology creates
new requirements, but also creates many opportunities for PLM systems. The article
presents examples of the use of Industry 4.0 technology in PLM systems, including the
industrial Internet of Things, virtual and augmented reality and digital twins.

2 Integration of Computer-Aided Systems in Product Development

The development of PLM (see Fig. 1) systems results from the evolution and continuous
assimilation of product-oriented computer solutions: from design (design or computer-
aided manufacturing, CAD/CAM systems), to the integration of Enterprise Resource
Planning (ERP) systems, Customer RelationshipManagement (CRM) and Supply Chain
Management (SCM) [3].
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Fig. 1. Integration of computer aided systems used in product development. Own study based on
[9].

In the 1980s, simultaneously with the development of computer aided design, manu-
facturing and engineering tools (CAD/CAM/CAE), there appeared PDM (Product Data
Management) systems for managing product information created by these tools. These
are a special class of workflow and process management systems and were originally
intended to record data on the product structure, design and technological documenta-
tion and its production processes. They also provided system environment to process
and exchange electronic data. In the 1990s, PDM systems based on a web interface
appeared, along with more efficient and user-friendly visualization tools. Web-based
PDM systems have become available throughout the so-called extended enterprise. Two
main limitations made it difficult to further expand PDM systems:
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– a limited range of information data managed by early PDM systems, limited to
engineering data such as geometric models, BOM, and FEA models,

– working with these systems was not always easy and usually required a strong
engineering and technical background.

The core functionality of the early PDMsystemswas, therefore, to provide userswith
the required data via a central repository and to ensure product data integrity through
continuous updating and controlling the way data was created and modified. The next
generations of PDM systems were enriched with new functions such as: change man-
agement, document management, workflow management and project management. It
enabled the implementation of concurrent engineering (CE) strategies and the improve-
ment of product development processes in the enterprise. The first generation of PDM
systems, although very useful and effective in technology-related areas, did not cover
non-technology related areas in the company, such as: sales, marketing, and supply chain
management, as well as external entities such as customers and suppliers.

Corporate applications such as Enterprise Resource Planning (ERP), Customer Rela-
tionship Management (CRM) and Supply Chain Management (SCM) were developed
almost in parallel with PDM systems. These solutions, each focused on a specific prod-
uct lifecycle process, are product information driven. Modern PDM systems enable
data exchange between cooperating enterprises. For a detailed discussion of the PDM
application, see [19].

Later, PDM systems evolved into PLM product lifecycle management solutions,
going beyond the technical aspects of the product, and providing a common platform for
creating, organizing, and disseminating product-related information across the extended
enterprise.

In this approach, PDMsystems are used as a tool that integratesCAxandDFx systems
with ERP (Enterprise Resource Planning), CRM (Customer Relationship Management)
and SCM (Supply Chain Management) systems.

Unlike PDM systems that focus on data management, PLM systems support knowl-
edge management processes that involve capturing, organizing, and reusing knowledge
throughout the product lifecycle. PLM class systems integrate a set of applications
supporting product development, which include [2]:

– Product and Portfolio Management (PPM),
– Computer-aided Technologies, CAx,
– Manufacturing Process Management (MPM),
– Product Data Management (PDM).

The development, integration and improvement of systems supporting product develop-
ment process is still ongoing. Currently, it is a class of the very complex systems that
integrate various tools into coherent, inter-organizational PLM solutions.

3 Evolution of PLM Systems

Systems supporting the management of product development are evolving towards the
concept of Smart Connected PLM and closed loop of the product lifecycle, using, i.a.
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Internet of Things (IoT) technologies. Looking from the perspective of the Industry 4.0
concept, the set of applications included in PLM systems is under the constant process
of extending by:

– solutions for quality management in the product lifecycle (QMS),
– Model-Based System Engineering (MBSE),
– Application Lifecycle Management (ALM),
– Service Lifecycle Management (SLM),
– modules that allow integration with systems of other classes, including ERP systems
(ERP connector).

3.1 Model-Based System Engineering (MBSE)

Oneof themost effective and efficient approaches to carry out design activities is Systems
Engineering (SE). One of its implementations is Model-based Systems Engineering
(MBSE)1. INCOSE2 defines MBSE as [10]:

“[...] the formalized application of modeling to support system requirements, design,
analysis, verification, and validation activities beginning in the conceptual design phase
and continuing throughout development and later lifecycle phases.”

While using MBSE, computer models support design processes that span multiple
technical disciplines, the task of which is to provide both a high degree of clarity and
understandability, the freedom to form complex structures, and the connections required
when expressing complex information in an accessible and easy-to-understand manner.
At the same time, it enables precision, discipline and unambiguity necessary when
defining technical means. For this purpose, it is necessary to use a common language
that would be understandable to participants of the design process representing different
disciplines of science and technology.An example of such a language is SysML (Systems
Modeling Language), which provides tools and supports the specification, analysis,
design and verification of complex systems [11, 15, 18].

MBSE aims to create a holistic model of the whole system that integrates different
sub-models and different modeling activities. A model-based approach that has been
used for a long time in some specific fields such as software engineering (e.g. Unified
Modeling Language models) and mechanical engineering (e.g. Computer Aided Design
models) has replaced the document-based approach as it has many advantages [17]:

– many perspectives on the system model, and thus easier analysis,
– better product quality thanks to consistency,
– the possibility of assessing the correctness and completeness of the product (and its
model),

– knowledge re-use through standard information capture,
– possible reduction of cycle times due to standardization and re-use,
– easier maintenance and synchronization of information compared to document-based
approaches.

1 Also referred to in the literature as Model-driven Systems Development (MDSD).
2 INCOSE – International Council of Systems Engineering.
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There aremany detailedmethodologies to facilitate the use ofMBSE. The design process
is iterative, which means that the activities influence each other and are refined and
improved in subsequent iterations.The tools supporting thismethodof designing include:

– complete toolkits such as IBM Rational, PTC Windchill Modeler or Enterprise
Architect, that are integratedwith specialized tools, e.g. for requirementsmanagement,

– use case modeling and system architecture tools,
– independent tools supporting specific design tasks, e.g. Eclipse Papyrus for defining
the system architecture.

3.2 Application Lifecycle Management (ALM) Systems

In the context of the development of mechatronic products, the capabilities of PLM
systems turned out to be insufficient, as they do not have functionalities related to the
management of the application lifecycle. Instead,ALMsystems are used for this purpose.
The scope of these ALM class systems includes the following applications [20]:

– agile project management,
– release management,
– requirements management,
– document management,
– integration of software development tools,
– source code management (SCM)-ensuring control over versions and re-visions of the
source code of the application and other text files; SCM class systems enable tracking
the development of the source code and prevent its modification by more than one
person at a time [4],

– test management,
– process management,
– software configuration management,
– change management.

Currently, ALM and PLM class solutions are most often used as stand-alone system
environments that must be installed and maintained separately. Selected applications
are present both in PLM class systems and in ALM class systems. However, the actual
implementation of the available functionalities is different as they serve different pur-
poses, e.g. configurationmanagement or processmanagement applications. Others, such
as for managing the source code, are only found in ALM class systems.

For many years, efforts have beenmade to develop an effective method of integrating
both classes of systems in such away that it is possible to effectivelymanage product data
without the need to duplicate them. In the integrated and uniform ALM-PLM system,
all applications should be available in one software environment, the data flow should
be undisturbed, and all functionalities should be available based on a unified, common
user interface. Product development activities separated into ALM and PLM domains
are shown in Fig. 2.
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Fig. 2. Product development activities separated into ALM and PLM domains. Source: own
elaboration based on [20].

3.3 Service Lifecycle Management (SLM) Systems

Throughout their lifecycle products are tied to services. A service is here treated as any
activity or benefit that does not have a material form that one party (service provider) can
offer to the other (recipient). Satisfying the needs of the product buyer also requires con-
tinuous support of the product by services. This applies especially to the use (exploita-
tion) stage of the product. Among the services supporting the operation (use) of the
product, the following can be mentioned:

– warranty and post-warranty service,
– support for users in the field of self-repair and maintenance of products,
– user training in the use of the product and its operational service,
– remote condition monitoring and diagnostics of products,
– collecting and processing information on products in service and making them
available to maintenance services and design engineers, creating a “history” of the
product,

– automatic and remote software update (e.g. computer operating systems, application
software for smartphones, tablets, watches, cameras, etc.).

Services, like products, have their own lifecycle and are becoming more and more
complex, requiring specialist knowledge and high qualifications, special equipment and
proper organization. Figure 3 shows adiagramof the service lifecycle. IT tools supporting
service management are called service lifecycle management systems - SLM.
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The services accompanying products can be broadly classified into two types:

– services whose recipients are product producers, necessary for the production process,
– services aimed at end users of the product.

Service
idea�on

Service 
requirements 

defini�on

Service
design 

Service
implemen-

ta�on

Service
tes�ng

Service
delivery 

Service
improvement

Service crea�on Service engineering Service opera�on

Fig. 3. Diagram of the service lifecycle. Source: [21].

In the first case, services related to the maintenance and repair (operational) service
of machines and production devices are the most important. Among them there are
Computer Maintenance Management Systems (CMMS) supporting the management of
machinery and equipment maintenance. They are a growth area for the application of
many Industry 4.0 technologies, such as: industrial Internet of things, sensors, artificial
intelligence, cloud technologies, big data or virtual or augmented reality technologies.
The systems enabling remote supervision and monitoring of the condition of machines
and devices are called E-maintenance (or web-basedmaintenance). Currently, they cover
a wide class of systems: from simple web applications monitoring the work of machines
and recording key parameters of theirwork, creating statistics presented in a clear graphic
form, machine work and downtime, etc. to advanced solutions that enable forecasting
conditionofmachines and takingpreventive actions, counteracting emergency situations.
The latter category includes Intelligent Maintenance (smart maintenance) or Predictive
Maintenance systems.

The possibilities of systems supporting users (buyers) of products are equally rich.
They offer functions similar to those discussed above, but often in a more accessible
way, which allows them to be used even by users without specialized education and
experience. Usually, services in this form are provided by the manufacturer of the prod-
ucts. Users, especially those of technologically advanced products, can use systems of
remote monitoring and diagnostics of the condition of products, support in learning how
to use the product. A specific type of services is the collection of data on used products
and customer comments from the service network or directly from users and making
them available to the manufacturer so it can be used in the process of further product
development.

The role of SLM systems increases with the creation and development of product -
service systems (PSS). They are a combination of products and accompanying services,
which constitute one offer. Product - service systems are an expression of the so-called
servitization of the economy (including industry), the development of smart products
and the search for new business models by enterprises previously dealing mainly (or
to a large extent) with production activity of physical products. The implementation of
such services usually requires the use of advanced IT tools that enable the service to be
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delivered to the client, most often remotely. A good, although not the only example, are
telecommunications services addressed to smartphone owners.

3.4 Quality Management Systems (QMS)

In general, quality is the degree to which the customer’s needs are met. In other words,
quality is one of the basic requirements that a product must meet. In the course of design-
ing, the majority of product quality parameters are decided, including those that become
important in further stages of the product lifecycle, especially during its production and
operation. The designer has a very rich set of quality assurance tools at various stages
of the product lifecycle, Fig. 4. To varying degrees, PLM systems take into account
the broadly understood quality aspects of the designed products. The emphasis is put
mainly on supporting design (engineering) works aimed at developing products that
meet previously defined operational and functional requirements. Due to the progress
in the development of PLM systems, they more and more often offer quality assurance
tools of varying degrees of complexity.
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Fig. 4. Quality assurance methods and techniques used at various stages of the product lifecycle.

The basic design guideline is to use proven design methodologies, methods and
guidelines. They concern in particular the organization (course) of the design process.
These include ISO9000 standards, methods derived from systems engineering, and oth-
ers. The relatively least susceptible stage to computer support is the one of creative
search for product ideas (product ideation). Product planning consists of searching for
acceptable (feasible) methods of implementing the generated ideas, taking into account
market, economic, organizational, technical, environmental and other criteria. Some of
the relevant tools are supported by IT and can be integrated with PLM systems (e.g.
TRIZ, QFD). When designing a product, the most problems that affect the quality of
the final design (result of the design process), the quality of realization (the result of
the production process) or the quality of use (quality of use of the product). Design-
ers have many effective quality assurance tools at their disposal: design for six sigma,
axiomatic design, failure mode and effect analysis, fault tree analysis, robust design,
value engineering, design for manufacturing, for assembly, for testing, for environment,
etc. The use of these methods is aimed at, inter alia, early detection of weaknesses in the
product structure, improvement of its reliability and resistance to changes in the exter-
nal operating conditions of the product and user errors during product operation. When
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designing products with a particularly high degree of complexity and requirements, a
lot of attention is paid to functional design, within which, among other things, system
architecture it is determined, and thus its structure, decomposition of functions and their
allocation to the indicated subsystems. The evaluation of such projects requires the use of
advanced modeling techniques and MBSE class tools (see Sect. 3.1). Prior to launching
the production, the product design’s models, prototypes, product trial series, etc., must
be examined and tested. Computer (digital) models of the product can be examined. In
many cases, however, it is necessary to conduct research on physical models. The results
of these tests are the basis for making changes in the product structure, hence the need
to integrate the research and testing phases with PLM systems.

The production phase is a typical example of the use of quality assurance tools such
as: acceptance sampling, control charts, 6 sigma, etc. The purpose of using them is
to ensure the stability of the production process and product quality parameters. They
enable identifying and eliminating the causes of process disruptions and continuous
improvements. These tools require the continuous gathering and processing of large
amounts of data from various sources, including sensors, measuring devices, etc. These
tools are often integrated with PLM and ERP systems.

The exploitation phase is an important source of information about the quality in
the actual conditions of the use of the product. The source of this information may be
the service and sales network, as well as complaints and comments submitted by their
users. This information is a valuable source of knowledge about the actual quality level
of products, necessary in the process of improving their design and production methods.
The development of PLM systems indicates the growing importance of the issues of
product quality assurance at various stages of the lifecycle.

4 Influence of Industry 4.0 Concepts and Technologies
on the Development of PLM Systems

4.1 Connected PLM

Carrying out the process of new product development (NPD) or change management
(CM) poses a number of challenges for enterprises. One of them is the need to work in
distributed systems.Thiswayofworking causes additionalworkload andexcessiveuseof
resources for coordinating, supervising and maintaining data consistency. Technologies
related to the Industry 4.0 concept enable significant improvements in this regard. In
general, the essence of Industry 4.0 is the creation of intelligent value chains based
on dynamic, self-organizing and optimizing socio-technical systems, known as smart
factories.

One of the most important principles of the Industry 4.0 concept is interoperability,
defined as the ability of employees, robots, production systems andmachines to commu-
nicate with each other. For this to be possible, common standards, a common integrating
platform, sensors and cloud computing are necessary.

The concept of the so-called connected PLM (cPLM), defined as the association of
data representing the product structure with other relevant data that enable participants in
the product development process to gain easy access to awide range of information about
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the product. This enables the product to be tracked throughout its entire lifecycle. Product
lifecycle management based on the cPLM concept gives enterprises the opportunity to
make better decisions in the early stages of the development process. Thanks to this, it
is possible to limit costly changes/rework and, consequently, to improve the quality of
the product.

4.2 RFLP Requirements Specification

Classic PLM systems (integrated with CAD systems) operate on the basis of the physical
representation of the product and mainly focus on the mechanical area. Simply put, it
can be said that the product definition provided by these systems refers to what we can
see in the physical world. However, in the case of very complex products, consisting of
many integrated and cooperating systems from various areas of engineering (mechanics,
electronics, IT, etc.), it is necessary to provide support for activities in areas other than
mechanical, as well as the formulation and analysis of functional dependencies that
can be expressed at a higher level of abstraction. The complexity of these products
is not only due to the number of interconnected physical components, but also to the
functional relationship between their systems. In other words, advanced products such
as an airplane, computer, or car function properly only when all of their systems work
together correctly [14].

The development of such a complex product must involve specialists frommany dif-
ferent areas of engineering and using tools of different classes. The process of designing
such a product must also be carried out properly.

In order to enable the methodical and systematic implementation of this process and
to ensure the possibility of carrying out complex activities with the use of tools specific
to all required areas of engineering, a concept abbreviated as RFLP (Requirements-
Functional-Logical-Physical) has been developed. It is a new way of organizing the
product structure definition, according to which the traditional (physical) product defi-
nition (P) is supplemented with the requirements concerning the system definition (R),
product functionality definition (F) and logical connections (L). Therefore, higher than
just physical, levels of abstraction are taken into account [8]. The procedure according
to the RFLP methodology is shown in Fig. 5.

One of the main benefits of an environment structured in accordance with the RFLP
concept is the linking of requirements to system components at all abstraction levels
and the possibility of tracing them throughout the product lifecycle. This allows us to
check and understand how the requirements are implemented at each stage and to what
extent they are met. In the case of introducing changes to the requirements, it also makes
it possible to specify all areas in which the change should be implemented. Due to the
fact that the connection provided by RFLP is bi-directional, it is also possible to identify
situations inwhich an element of the systemhas beenmodified in an uncontrolledmanner
and no longer meets a given requirement [1].
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Fig. 5. RLFP process flow. Source: own elaboration.

The concepts presented in Fig. 5 are related to the idea of Vmodel and the systematic
development of complex mechatronic systems according to the VDI Guidline 2206. The
origination and importance of V model of VDI Guidline 2206 has been discussed in [6].

ThePLMsystemoperating in accordancewith the assumptions of this concept should
enable the implementation of the product development process in one integrated system
environment, using tools from many different, also distant from each other, areas, such
as e.g. mechanics, electrical engineering, electronics, software development, hardware
engineering and embedded systems [8]. Nevertheless, the assumptions of the RFLP
concept do not impose that the PLM system should be a monolithic solution or that the
related data should be stored in one database. Therefore, it is possible to use distributed
systems, consisting of components and subsystems of various classes (e.g. PLM, ALM,
MBSE, etc.), provided, however, that the related data will be available whenever the
need arises [1].

4.3 Industry 4.0 Technologies in Product Lifecycle Management

At the core of the Industry 4.0 concept there are technologies such as: PLM (Prod-
uct Lifecycle Management) systems, Industrial Internet of Things (IIoT), Digital Twin
(DT), Augmented Reality (AR) and Virtual Reality (VR), mass customization, cloud
computing or cyber-physical systems.

One of the concepts of using AR techniques in the PLM system was proposed by
PTC and implemented in the commercialWindchill system. In this process, it is possible
to publish data (3D models) stored in the PLM system to a portal managed in a cloud
computing environment. Then 3D models are optimized and converted to a multimedia
format and can be downloaded using a mobile application and displayed through it in
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the 1:1 scale compared to the real world [16]. The described solution is fully automated
and enables a quick preview of the project, e.g. at the stage of developing the initial
concept or at the stage of approving the final project. Due to the fact that the AR portal
is managed in a computing cloud, the access to data - after authentication using personal
credentials (in the form of a login and a password) - is possible from any location, i.e.
also for the customer ordering the product. A dedicated IDE (Integrated Development
Environment) is also available, thanks to which it is possible to create your own mobile
application in which proprietary solutions can be implemented, e.g. additional business
logic. The described solution is schematically shown in Fig. 6.

The method proposed by PTC, although fully automated and able to be quickly
implemented and used, allows only displaying 3D models for the purpose of their pre-
sentation and evaluation, but without the possibility of editing their geometric form
directly in the AR environment.

The technology of the Industrial Internet of Things (IIoT) is very closely related to
the concept of the virtual world. It is mainly thanks to innovations in the IIoT area it
became possible to connect the physical world with the virtual one [5].

The Industrial Internet of Things is a subset of the Internet of Things and focuses on
industrial automation, device integration, communication between devices, data flowand
predictive analytics [5, 23, 24]. IIoT simplifies the level of complexity of communication
between machines and enables the acquisition and analysis of the data obtained from
sensors deployed in machines and devices [13].

Fig. 6. Implementation of the PLM system integration with the AR environment. Source: own
elaboration based on [16].

The concept of an intelligent product is based on the physical and informative repre-
sentation of a product that has a unique identifier, has the ability to effectively communi-
cate with its environment, can record and store information about itself, has a language
to display its functions and is able to participate in the decision-making process related to
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its purpose or arrive at them on its own. The level of intelligence of an intelligent product
ranges from the level of just simple data processing to complex proactive behavior [22].
Smart products can be equipped with RFID sensors and built-in data processing units.

The concept of the digital twin and product avatar is based on the concept of the
so-called “hybrid world”, according to which each material product in the “real world”
has its digital representation in virtual reality [22].

The concept of using “twins” goes back to NASA’s Apollo program. During the
implementation of this program, two identical spacecraft were built. One of them was
launched into space, the other remained on Earth and was called its “twin”. It was used
for many purposes throughout the entire project. In this sense, each type of the pro-
totype that is used to map the real conditions in which another corresponding object
or system is located, in order to perform a simulation in real time, can be understood
as a twin. The constantly growing computing power and the overall efficiency of the
systems and technologies used for simulations make it possible to build more and more
perfect, more realistic and more precise models of physical objects. As a result, phys-
ical components are replaced with virtual ones. This enables engineers to apply this
method at an increasingly early stage in the development cycle, even before the physical
components are available. Extending this concept to all stages of the lifecycle leads to
the use of a complete digital model of a complex physical system known as the Digital
Twin (DT) [7].

A concept related to the digital twin is a virtual twin (VT). While the basis for the
development and use of a digital twin are physical models, the concept of a virtual
twin is primarily related to the visualization of material objects. In general terms, the
implementation of a virtual twin is based on the dynamicmappingof the physical location
of real objects in an environment enabling their visualization (e.g. in a virtual world)
and ensuring continuous real-time synchronization between a real object and its virtual
counterpart [12].

The concepts of a digital and virtual twin are closely related to the concept of a
virtual factory. This term is a virtual, complete equivalent of a real object or system (e.g.
a production system), which is characterized by continuous synchronization between
the virtual and real systems. Thanks to the collected data and connected smart devices,
mathematical models and real-time processed data, such a system can be used for many
different purposes.Due to real-time synchronization and access to data read directly from
the physical counterpart, it is possible to forecast and optimize the real system at every
stage of the lifecycle in almost real time. By providing a virtual graphical representation
of a real factory, the data obtained from the digital twin can be linked and superimposed
on virtual three-dimensional models of machines and devices.

5 Summary

PLM systems are becoming an indispensable and standard workshop and work environ-
ment for designers, especially for products with a high degree of complexity and high
requirements. Like other IT tools, they are constantly evolving as a result of not only
increasing requirements for these systems, but also the development of IT technologies.
The article presents the essence, genesis and development trends of PLMsystems. Partic-
ular attention was paid to the need to expand PLM systems with applications supporting
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product development in all phases of the product life cycle and the use of Industry 4.0
technologies in these systems. The theses of the article are illustrated with examples
of the use of selected Industry 4.0 technologies in PLM systems: industrial internet of
things, virtual and augmented reality, and digital twins. The article is a fragment of a
larger undertaking carried out by the Authors. Its result will be a book entitled “Product
Lifecycle Management”, which will soon be published by PWE.
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Abstract. In an economy faced with new economic and civilisation challenges,
the product development process still plays an invariably important part. Increas-
ingly often it is an area of close cooperation of enterprises with customers who
expect a customized product andwant to have a significant influence on the process
of creation. The analysis of the existing mechanisms of co-design with customers
will help determine the potential of further development of such activity and indi-
cate the tools that boost its efficiency. The research involved case studies of two
small and medium-sized enterprises, the operation of which includes co-design
with the customer, the product development process was shown, with the indica-
tion of the manufacturer’s and customer’s roles. The process of creation of the
production line for animal food packing was analysed, as well as the process of
developing a printable cardboard packaging. The Industry 4.0 technologies meet-
ing the co-design needswere presented. This issue requires further empirical study,
extended over products which are not yet customized to a large extent.

Keywords: Co-design · Industry 4.0 · Product development process

1 Introduction

A gradual evolution of consumption patterns is closely connected with the technological
changes that manufacturing is undergoing. Currently, a trend to re-orient enterprises
towards the so-called mass customization of production [1, 2] is noticeable. The mass
customization of products to the needs of customers is a manifestation of the ‘Long
Tail’ strategy which consists in offering and efficient delivery of non-standard products,
adapted to specific needs of customers, sometimes at higher price, which reflects extra
effort and costs covered by the manufacturer. This strategy is proving to be effective to
such extent, that it is included in business strategies of a growing number of companies.
Anderson [3]makes a hypothesis that this strategy is the future of business, while Fischer
et al. [4] and Imgrund et al. [5] stress the importance of the improvement potential
integrated in the strategy.

The adoption of a strategy characterized by ‘mass customization’ and adaptation
of products to individual requirements of customers requires more pressure on cus-
tomer interaction and service. Increasingly often, the research results indicate that the
boundaries between sectors and the very nature of ‘product’ are becoming blurred.
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One of the reasons for this blur should be searched for in the Industry 4.0 solutions
implemented in the manufacturing and service sectors. The customers’ expectations
shift from buying/consuming products to adopting sophisticated solutions which solve
context problems and generate value in use. Instead of paying for products, business
customers increasingly often want to gain value inherently offered by using the product,
thus consuming it as a service [6, 7]. The ‘Product as a Service’ model assumes a change
in the approach not only to production, but also to entire product design and life cycle.
It stresses the constant interaction with the customer in the long term, not only a one-off
sale and warranty service.

Depending on application, co-design takes on different meaning, but it is always
a process which actively engages the customer in product development [8–10]. It is
a process which ensures the delivery of products more tailored to the preferences and
needs of customers. One of the factors that has a positive impact on new product devel-
opment is the involvement of first-tier suppliers in co-design as soon as on the very early
stage of product development. Despite the fact that the concept of co-design is very
widespread in service provision, the modern design routines pertaining both to process
and product in many industrial sectors only to a small systemic and systematic extent
take into consideration co-design with the customer. There are selected areas, wherein,
to some extent, the end user of the product is involved, however this is not sufficient,
developed methodologies are absent, as are developed theoretical frameworks, there are
many indications that the co-design concept still has potential for broader application.
Therefore, scientific research must define such deficiencies, pinpoint potential benefits
of co-design, provide guidelines for broader application of co-design, including with the
use of emerging new technologies.

The purpose of this study is then to assess the currently used methods of product
design by virtue of co-design with the customer, and then to determine the potential
of co-design development with involving the customer through the use of technologies
referred to as Industry 4.0.However, empirical investigationswill be primarily devoted to
the comprehensive understanding the current role of customers in product development
process, the potentiality of Industry 4.0 implementation will be determined by a concep-
tual work. The Industry 4.0 technologies were treated in the study as a mean allowing
the customer to participate directly in the product development process and to influence
the course of this process at any place and time. The research is based on case studies
of industrial products, in the preparation of which co-design is employed. It allows the
identification of the customers’ participation in product development process, it is also
a starting point for concept works related to the possibility to develop co-design using
emerging technologies.

1.1 Co-design, a Key Point of Co-creation

Co-creation is a concept widely discussed in service research but it is relevant not only to
pure service operation but wider in other business kinds. Value creation along with value
co-creation with customers is the core of business activities on competitive markets [11].
Vargo and Lusch [12] argue that all business activity types are in fact service centric,
collaborative activities of co-creation between parties are the in the heart of market
exchange. The concept of co-creation is mainly on business mindset, the traditional
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approach which might be summarized in a question ‘what can we do for you?’, co-
creation concept climes to be replaced by another question ‘what can we do together?’
[13].

Authors name customers participating in services processes as co-developer, co-
designer or co-producer [14, 15]. Service studies underline service encounter processes
are to develop successful co-creation opportunities during interactions between service
providers and customers [16]. Authors state that even the responsibility for the pro-
cess outcome meant as quality and added value are shared with participating customers
[17]. However, the main issue referred to co-creation in services is gathering knowledge
from customers along with prevision of their expectations, service providers are listen-
ing costumers so that customizing its actions [16, 18]. The study by Chang et al. [19]
taking advantage of knowledge based management concept demonstrate several con-
ditions necessary to occur for effective co-creation of service innovations, companies
need adjusted tools for involving customers also user-friendly co-creation platform for
coordination customers involvement.

Co-design is a specific part of co-creation where the customer is involved in design
processes.However, this notion has different connotations, e.g. in architecture design and
software design the user involvement is called as collaborative design [20]. Co-design
is perceived as an opportunity users can contribute with a unique and latent needs to
viable concepts [21]. Hurley et al. [22] underline that co-design this is a method enabling
users to contribute with their unique knowledge and skills to new service ideas design.
Customer/user ideas emerged during co-design make the starting point for new value
propositions in new service products. Authors tested a co-design procedure composed of
six steps including sensitizing of participants and facilitation leading to open discussion
[22].

On the other hand, scholars see co-design area having still limited insightswith regard
to its benefits for the innovations [23]. Moreover, co-design being a pretty popular con-
cept in service literature has almost no references in the manufacturing product/process
design discussion. Many basic issues need to be deeply studied when it comes to co-
design inmanufacturing industry.Authors [24, 25]mention several conditions in terms of
practical organization issues when cooperating with customers for successful innovation
outcomes, these issues indispensably need studiedwith reference tomanufacturing prod-
ucts design. Customer-driven innovation in any field of business activities need to take
seriously into consideration technology advancements utilized for better collaboration
during co-design process [26], this might have the greatest practical implications.

1.2 Product Development Process in Manufacturing Industries

Literature sources state that manufacturing products development is a long-lasting pro-
cesses bundle which started from initial triggers, as strategic product plan or require-
ments analysis, and it ends at a stage of product withdrawal or utilization [27–29].
Among number of product development process a BIG Picture model [29] proposes
a kind of holistic and integrated view. It is characteristic od of several paths considering
uncertainty and risk, dealing with gathering appropriate information as well as different
types of innovations [30]. However, the design activities meant as different kinds of cre-
ations and innovation making occur in such steps as definition of product assumptions,
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product modelling, prototyping and testing, preparing product for production [27, 28,
31]. Liu and Tsai [32] generalizing with four steps of product design process (1) product
ideas generating along with the assessment, (2) product concept design and its further
development, (3) product testing and trials, (4) launching product manufacturing.

Product development process models presented by the literature show a striving
towards limitation of feedback loops between process steps, which make the process
costly and lasting longer. This is clearly manifested in the stage-gate process model
[33, 34], this approach bases on the belief that formal and structured reviews need to
be implemented and exploited to ensure that the design is ready enough to allow the
transition from one stage to another. Literature model also underline the knowledge
management as a key issue in product development, combining knowledge domains of
companies and clients raises capabilities to create successful innovative products [35,
36].

2 Methodology

Taking into account the research objectives, the use of the case study method was con-
sidered appropriate. The case study is qualitative approach to research which facilitates
exploration of an interested phenomenon taking into consideration its context and by
exploring a variety of data sources [37]. The case study procedure ensures that investi-
gated issue is not explored from one viewpoint, but rather multiple facets are observed,
considered and understood. The case study methodology has very wide application,
scholars encourage to employ it also in exploratory manner, for example for getting
known and understood some phenomenon in its real state [38], possibly to build on it
some theory or a concept. This meets the research expectations set by the purpose of this
study, because it is a multi-faceted research and understanding of the nature of co-design
in the creation of an industrial product. It further allows to find existing challenges which
can be solved by Industry 4.0 technologies exploitation.

The investigation strategy relies upon following the process of product development
on the stages the product is being initiated, formed, its final form and structure decided,
the technology of the product developed and set up, as well as it manufacturing process
established. Special attention is devoted for the customer role and interaction with it dur-
ing this process. The question which is asked is what is the contribution of the customer
to the product development process. The data has been gathered from unstructured inter-
views with managers, documentation analysis and direct observation by investigators.
Several visits were carried out in each of the surveyed companies, and the progress of the
existing production processes was observed and analysed. Discussions were conducted
with the employees indicated by the company’s management board, during which all
doubts were clarified and opinions were collected on the solutions proposed by the
investigators.



190 W. Urban et al.

For a case study procedure, intentionally have been chosen manufacturing processes
having intensive cooperation with recipients on product development stage, one of them
is producer ofmanufacturing lines for food processing industry, who design, produce and
install comprehensive technology solutions for recipients, another one is a packaging
maker delivering premium cardboard packaging at which product design and set-up have
crucial consequences for the process costs and the quality of output. Two manufacturing
cases represent two different manufacturing industries, support the multiple sources of
data postulated by case study methodology. They describe the current state.

The use of Industry 4.0 technologies in the analysed case studies is of a conceptual
nature. In the current state, identified during the research, the research objects were
not equipped with specialized tools enabling, for example, the virtualization of the
production process, such as gogglesAR/VR, but during the observations, a great potential
was noticed for the use of Industry 4.0 technologies at various stages of the process.

3 A Case of Industrial Production Line Co-design

Co-design plays an important role in the operation of the analysed company supplying
customized technologies to manufacturers in the food industry. The company provides
comprehensive services, from technology design to installation of finished product at
the customer’s premises, including maintenance services over a period use agreed on
with the customer. The research production process covers an industrial production line
for animal food packing. It was analysed in terms of cooperation between the company
and the customer in the scope of new product design. From the point of view of the
enterprise (manufacturer), in this case the product is the food packing technology, and
from the customer’s (buyer’s) point of view, is it the production line.

The product development process presented in the flow chart at Fig. 1 starts with
the customer placing a request for quotation, wherein product functionality needs are
initially defined. Having analysed the request, the manufacturer starts developing tech-
nological and structural requirements and then creating a parametric model in the CAD
environment, taking into consideration the customer’s expectations. A period of intense
cooperation between the buyer andmanufacturer follows, in which the product is created
and all technological and structural requirements are specified. This stage has at least a
few iterations, duringwhich themanufacturer presents 3D simulations and consults prod-
uct functionalities to prepare an offer which is perfectly tailored to the customer’s needs.
The offer includes detailed information on the product, workload and costs required
by the technology. Thus, the manufacturer presents the customer with terms of further
cooperation and upon approval, a business agreement is entered into, under which the
enterprise starts the implementation of the production process. In absence of approval,
negotiations are usually started to introduce modifications in the designed product or the
new product design process is interrupted. This stage is important from the enterprise’s
point of view due to the risk that the customermay resign, whichmay lead to the incurred
costs not being recovered.
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Fig. 1. Co-design in development process of industrial production line.

The creation of a production line starts with a prototype, treated also as the first
version of technology. Based on the 3D model a real-time model is built, which usu-
ally requires certain modifications of the technological and structural requirements are
made, impossible to identify on the parametric model. Next, the prototype is tested
in operational conditions. The manufacturer carries out a simulation of food packing
line in their manufacturing facility, and the results are transferred to the customer. The
customer assesses the product functionality and, if necessary, informs of the need to
modify the product. This is the last moment to introduce customer’s modifications in the
technological and structural requirements. The customer’s role is therefore to approve
the prototype’s functionality, which allows the manufacturers to start building the tech-
nology. From the enterprise’s perspective this is the final stage of product (technology)
design, and the initial stage of manufacturing.

Building technology requires considerable creativework from themanufacturer, nec-
essary to solve any previously identified technical problems and to guarantee the proper
operation of the industrial line. It also covers product optimization and full adaptation
to the customer’s requirements, which requires the integrity of activities performed by
mechanics, electricians and control engineers. The finished device is installed in the
customer’s premises and prepared for testing in real-time conditions, which for the cus-
tomer is equivalent to product implementation. From themanufacturer’s view, thismarks
the beginning of co-design of technology at production stage, when the manufacturer
accompanies the customer during tests and assures technical support while ‘teaching’
the technology. The manufacturer carries out necessary training and adjusts the product
to the actual needs of the user, identified during the work in the manufacturing site.
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4 A Case of Printing Product Co-design

The issue of co-design has been also investigated in a printing company, a SME scale
enterprise. Investigatedmanufacturing process delivers premium, highly ennobled, pack-
aging cardboard product for branded products manufacturers in beauty and food indus-
tries. Themanufacturing process consists offset printing, die-cutting, hot-stamping, auto-
matic folding and different handmade operations related to finishing. Setting-up a new
product has been carefully investigated in a company in terms of interactions between
the company and customers referred to development a new product. The packaging
manufacturing is a kind of production having to some extent features of subcontracting,
however the printing manufacturer has a substantial influence of the product, adjusting it
and modifying on account of technology requirements and optimal quality/price effects
for recipients.

Packaging product is being developed in several steps as it presented in Fig. 2 below,
the block chart presents also actions undertaken by a recipient regarding product design.
The beginning of the product design process is the recipient contribution with graphics
of the packaging desired, they are delivered to the company on the initial stage form
business relations – the offering. Now, before the indication of the production costs
along with the price proposal for customer several loops of consultations and creations
between both sides take place. The different options of changes are proposed to the
client, several further creations from the client sides come back to the printing company.
This is a step of “clarifications” for the producer side, however for both sides this step
consists of creations, if they are done well both sides benefit, the recipient has maximally
exploited potential of the technology using by a manufacturer and obtain high and
stable quality at moderate cost, the producer has satisfied customer with minimalised
probability of defects and complaints. This first step is the most intensive when it comes
to creativeness and new creations, many conceptualizations and technical/technological
options are exchanged and considered, and all these are happening before a business
agreement occurred between the parties.
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Fig. 2. Co-design in development process in printing cardboard packaging production

When business terms are finally accepted preceded by consent as to the assumptions
of the product the printing company might start preparing many details referred to the
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technology process, however still some minor changes in the product itself also occur.
The recipient is not interfering in the technology process, it accepts or not some detailed
changes prosed by the manufacturer, they appear when the manufacturer preparing the
production process, it is done with the cooperation with dies producer subcontractors.
Next step is direct preparation to the manufacturing process, usually in this step the
customer is not engaged in any way.

Before the production process is started the machines need to be set-up. One of the
manufacturing processes of the primary importance is printing, in this process all the
visual characteristics of the product are achieved. For many new products, the recipient
is asked/expected to be asked to accept the product appearance, colours and fitness. The
changeover step is for the manufacturer a production process set up, however for the
recipient is still the product design, during this still some variables are changed some
options, not ground-breaking, proposed. After it the final version of the product are
shown for the customer and it say if it is satisfying or not.

5 Discussion: Prospects how Industry 4.0 Technologies Can
Support Product Co-design

There are many indications that the current economies of some countries are at the stage
of the fourth industrial revolution [39–41]. By definition, the fourth industrial revolu-
tion is a concept pertaining to the expansion of automation and robotization, constant
optimization of products and processes, accumulation and real-time processing of large
amounts of data, as well as to quick adaptation to changes in market conditions. Basi-
cally, it aims at full digitalization of production, wherein the equipment and technolog-
ical systems communicate with each other, and intelligent networks connect machines,
processes, systems, products, suppliers and customers. The I4.0 concept may also be
characterized by such terms as: decentralization, cooperation, virtualization, real-time
assessment of capacity, service orientation and modularity [42].

Report data [43] show that printing, as a customer-oriented industry, will be trans-
forming, as the companies are met with constant trend of mass customization. The report
[43] states also that 72% of users are reporting a growing need for quick processing of
orders, 61%have noticed a growing demand for short series, and 59% are seeing growing
expectations regarding just-in-time services. The attention to consistency information
and image in all contact channels and contact points with customer is the fundamental
step to achieve success of the proposed transformation.

In the perspective of Industry 4.0, simulation can be evaluated as a supportive tool
to follow the reflections gathered from various parameter changes and enables the visu-
alization in decision-making. Therefore, simulation tools can be used with other fun-
damental technologies of Industry 4.0 [44, 45]. The simulations are complemented by
AR/VR technologies which allow the designers and customers to ‘see and test’ the
finished product before it is physically manufactured, which carries high value from
the marketing perspective and therefore influences the building of relationship with the
customer.

An important quality of VR/AR which makes them different from traditional com-
puter simulation, is the constant presence of the user in the virtual environment. For
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the discussed case, the VR technology will help place the model of device, created
initially in the CAD system, in any virtual environment, next to other virtual objects.
User immersion in the virtual world may depend on the simulation scenario, as well
as on the applied peripheral devices. The user’s influence on the environment may be
modified to a large extent, also directly during the simulation. Apart from influencing
the senses of sight and hearing of the user, the simulation in virtual reality may also use
touch feedback by means of haptic devices presented in the literature on the topic [46,
47]. Such an approach allows the effective introduction of changes in the design and
facilitates the contact with customer. The AR technology, based on the virtual object
being visualized in the real spatial context, while the view of the object depends solely
on the user’s position against the location of the designed object [48], may be used for
the final presentation of the design and verification of design requirements.

Söderman [49] described the use of the VR technology to assess products with
potential customers. He concluded that the user’s understanding of the representation
of the design depends both on the user’s knowledge of the product (previous experience
in using the analysed product), as well as their knowledge of product representation
(previous experience in the type of design representation used, e.g. 2D/3D sketch, VR,
AR etc.). It suggests that full value of the VR technology will be realized only when the
users, or designers, customers or consumers, gain a reasonable level of knowledge of
these technologies [50].

Many researchers studied the impact the type of design representation has on various
aspects of the design process. As for creating ideas, both Häggman et al. [51] suggested
that the use of CAD tools at an early design stage may at times lead to premature
limitations in the exploration of design space, which results in lower innovativeness
of ideas.

A vital factor that may limit the generation of ideas is the time, effort or cost required
to create design representation. Viswanathan and Linsey [52] discovered, that designers
demonstrate a tendency to favour ideas they investedmore time and effort in, even if they
are less innovative or effective than other concepts.

Both product preparation processes analysed above, wherein the customer’s partici-
pation was tracked, show explicitly that probably the most important factor of co-design
is good communication between the parties, manufacturer and the customer. Commu-
nication challenge does not come down to a comprehensible and responsive exchange
of messages, e.g. through e-mail, in the case of analysed processes it is about communi-
cating visual impressions, including those impressions that are connected with the sizes
and geometry of objects, as well as interaction facilitating creative team work which
yields original solutions.

TheAR/VR technologies presented above are of fundamental importance in this case.
These technologies, connected with on-line team work environments and real-time data
exchange, may have a significant impact on co-design. Such a solution, assuming its
high functionality, may take co-design with customer to a totally new level. The number
of interaction cycles, joint creative works and corrections of product/technology at var-
ious stages of development will be probably larger and limited primarily by the degree
of readiness to involve the customer in achieving a fully satisfying product. The num-
ber of interaction cycles and team work engaging both participants in co-design does
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not determine success, it is the added value manifested by the adjustment, functions
and optimization of products that determines efficiency. It should be expected that these
technologies will considerably boost thesemeasures.Moreover, the reduction of interac-
tion costs through the elimination of personal presence of the customer’s representatives
at the manufacturer’s facility, or vice versa, with be of considerable importance. For
example, El-Jarn and Southern [26] present an interesting solution that fits the con-
cept presented herein, consisting in the integration of software for 3D design with VR
glasses and simulation tools as a means to study the prototypes with active participation
of customers.

One of the major directions of changes in customer service process which will surely
be, in the foreseeable future, implemented by entities operating similarly to the second
of the analysed cases, is the use of AI-based tools which will support the customers
in independent preparation of products, facilitating, e.g. smart tips and suggesting own
‘automatic’ hints as regards printing products. AI-based solutionswill help learning from
experiences of individual orders and then will intelligently guide through the preparation
process and will help/substitute customers in many detailed jobs.

6 Conclusions

In the traditional product development process, manufacturers alwayswork in conditions
of limited amount of information and transparency of actual expectations and perceptions
of the designed product by future users. Therefore, apart from handling various types of
research, the manufacturers are forced to fill the concept gaps with their ideas of what
is most important for potential customers, i.e. specific features of products, cost level
etc. Without adequate information from customers, both in quantitative and qualitative
aspect, the team working on the product may develop solutions that are in a totally
different area than expected and approved by the future user. The co-design concept,
which has gained considerable popularity in literature, is a direct answer to the basic
problem occurring in each new product development process. Involving the customer
in various stages of the process does not eliminate the problem, but helps contain it
considerably, provided the organization has the possibility and skills to involve the
customer properly. Despite the fact that in the industrial sector the customer is involved
in product development, the scientific literature does not givemuch attention to this issue.
An absence of co-design conceptualization is visible in the area of industrial products,
and as this study shows, it is an important aspect and demonstrates enormous potential for
the future. Therefore, further theorygenic works, conceptual works, as well as designing
organizational and process solutions may be regarded as necessary. It seems that using
co-design in the service perspective, after necessary adaptations, may give new potential
when designing a product and taking into consideration its servitization, i.e. the entire
ecosystem of product-related services.

The research using the case studymethodwas conducted in entities operating onB2B
markets,where high involvement of customers in thewhole product development process
is high. This helped thoroughly trace the co-creation of new product. In the analysed
cases, the customer’s presence is seen almost at each stage of the new product design
and manufacturing process which, on one hand, ensures better product customization,
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and on other helps avoid costly mistakes. The application of co-design for customized
products also distributes the product liability to the manufacturer and the customer. At
the same time, it helps speed up the product design process thanks to shortening the
decision-making processes.

The Industry 4.0 concept may open a totally new potential for co-design. It is esti-
mated that is should primarily lead to the improvement of the product’s value in use for
the future users, and there aremany indications that itmay also reduce the costs of product
development process. However, it requires equipping enterprises with mobile devices
for industrial applications (e.g. tablets resistant to the working environment, AR/VR
glasses/goggles), which will be adapted to work in often difficult conditions, and at the
same time will ensure comfort and safety for employees or customers who use them.
Trends towards hardwareminiaturization should facilitate this. The challenge, especially
in the initial period of use, will be to ‘learn’ how to work with devices and integrate them
with the systems used by enterprises, but in the long run it will improve the activities
undertaken and increase the quality of manufactured products. It may be then expected
that co-design supported by the Industry 4.0 technologies will lead to the improvement
of product competitiveness. It should also be stressed that customer’s involvement in the
analysed cases extends over product design. The customer is actively engaged as far as
the production launch stage, or even production implementation, therefore the notion of
co-development would be more adequate for these areas.

The use of Industry 4.0 with co-design demonstrates a very high potential of benefits.
The presented discussion shows that technologies not only improve the efficiency and
effectiveness of co-design in sectors where it is already in use, but they may also help
expand such activities in sectors where they are not used yet. However, Industry 4.0
is still an area where concepts, experimental works, unique and prototypical applications
intertwine, and where no widely empirically tested and stable solutions are available.
Hence the strong need for research and implementation works in this area, which would
take into account the application of these solutions in the area of broadly understood
co-design of industrial products. The development of procedures and routine actions,
as well as building organizational knowledge to facilitate the proper flow of co-design
using the Industry 4.0 technology is a separate issue.

It seems that attention should also be focused on the global experience related to
the COVID-19 pandemic which forces employees to keep social distance and reduce
direct contact. Undoubtedly it hinders the ‘face-to-face’ co-design process [53]. In this
aspect, the discussed Industry 4.0 technologies bring particularly useful solutions. The
digitalization of process and intensification of remote contacts allow not only not to
restrict direct contact, but, paradoxically, allow to use these technologies faster and to
a broader scale to involve the customers more in the product development process, as
well as including in the process those customers who would not decide or be able to
participate in a ‘face-to-face’ co-design.
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Abstract. One of themost important challenges for the success of manufacturers,
according to the concept Industry 4.0 (I4.0), is to improve the efficiency and
flexibility of production processes. The type of mass production customization
consists in personalizing an offer of an enterprise on a large scale, which is possible
due to the dynamic development of production technology and in-depth knowledge
of customers’ needs and preferences. Designing a new product requires not only
knowledge of the technology itself or product organization, but also the ability to
involve a customer in the design process of a new product. Therefore this article
proposes a model of the customized product design process using virtual reality
(VR). VR is one of the I4.0 technologies, which is an immersion in a completely
virtual environment. The main contribution of this work is an evaluation of this
approach on an actual case study, on the process of manufacturing modular homes
from prefabricated HQ 40-foot shipping.

Keywords: Design · Customized product · Industry 4.0 · A Case Study

1 Introduction

The term Industry 4.0 (I4.0) includes not only the computerization of manufacturing and
the implementation of new network technologies in order to improve the communica-
tion paradigm [1], but also the transformation of current production systems into Smart
Manufacturing Systems (SMS) through automation, deployment of cyber-physical sys-
tems (CPS), cloud computing capability, robotics, big data, artificial intelligence, and
the Internet of Things (IoT) [2]. It is worth mentioning that the concept of I4.0 is also
associated with decentralization, interoperability, and virtualization of real-life manu-
facturing processes, which means that smart factories can effectively use the paradigm
of personalised manufacturing [3]. The flexibility of process reconfiguration in order to
meet individual customer needs is an important parameter in this regard.

The type of mass production customization consists in personalizing an offer of
an enterprise on a large scale, which is possible due to the dynamic development of
production technology and in-depth knowledge of customers’ needs and preferences. It
is somehowavariation of the differentiation strategy,which assumes that every consumer
is unique. This type of production is used in order to optimally meet the needs of buyers
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by including them in the product design process. Product customization is particularly
useful in the construction industry, which is a reason why in this article we conducted
research on the manufacturing process of Customized Sea Container House, specifically
the design stage.De-signing anewproduct requires not only knowledgeof the technology
itself or product organization, but also the ability to involve a customer in the design
process of a new product.

The use of technologies based on virtual objects at a design stage of a personalized
product is significantly beneficial due to the fact that it makes it possible to eliminate
errors and reduce costs related to product testing [4]. Augmented reality (AR) is a
technology that enables the integration of a virtual environment and its objects with a
real environment by interacting with its users using digitally generated images, sounds,
graphics, and Global Positioning System (GPS) data [5, 6]. Virtual reality (VR) is a
system that allows users to interactively explore and simulate the behaviour of a CPS.
Through technology, VR and AR aim to expand an individual’s sensory environment
[7]. VR solutions that are available on the market enable us to prepare immersive and
interactive environmentswith a high degree of realism.This approach prompts customers
to make a quicker decision and engages them in the design process. Another important
advantage of VR technology is the usage of small real areas to visualize large spaces
and objects, such as interiors or building lumps [8].

This paper deals with problems related to mass-customized production of houses
from prefabrication, and especially with the design stage within the production process
of the new product, due to the use of modern technologies, namely VR in the context of
Industry 4.0. Therefore, this article elaborates on the process of designing a new product
in close cooperation with the customer using VR technology. This approach was verified
in a real-life case study: the production of the sea container house from the prefabrication
of used HQ 40-foot transport containers.

2 Model of the Customized Product Design Process Using VR

In themass customisation process, in the design stage and presentation of productswhose
design requires customer acceptance, companies use Industry 4.0 technologies, which
include visualization, i.e. augmented reality (AR), which is associated with graphics,
sounds and haptic feedback; virtual reality (VR), which is an immersion in a completely
virtual environment; and mixed reality (MR), which is an intermediate solution. Other
areas in which elements of virtual reality are used are logistical processes, including pro-
duction site planning and material flow simulation; construction processes, for example,
physico-chemical simulation, processes related to traffic management, such as machine
diagnostics, service, fast parameters reading; and production processes, for example,
work according to manuals, job training, insight into production planning, etc. [8].

Themodel of the newproduct design process using visual-spatial technology requires
establishing boundary conditions for a range of products (i.e. immutable physical param-
eters, such as dimensions of the workspace), creating libraries containing virtual models
of variable components and their material characteristics (e.g. texture, colour, etc.). The
next step is to define product groups that will determine the selection of 3D objects from
the libraries, according to the customer’s preferences or price range. In addition, it is
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necessary to define the dependencies and interactions which can occur between objects
and selected functions. All of these steps described above facilitate creating a presenta-
tion of a product and prepare us for the production of its final version. Depending on the
technologies used, it is necessary to select an appropriate infrastructure enabling immer-
sion in virtual reality. For example, equipment such as glasses, manipulators, cameras,
and software dedicated to the end-user (Fig. 1).

Stage 1: Definicja 

warunków 

brzegowych

Stage 2: Opracowanie 

bibliotek wirtualnych modeli 

oraz komponentów

Stage 3: Definicja wariantów 

produktów oraz przypisanie do 

wariantów komponentów

Stage 4: Definicja zależności między 

elementami stałymi produktu,  

środowiskiem rzeczywistym, a obiektami

Stage 5: Budowa modelu 

gotowego produktu przy 

współudziale klienta

Stage 6: Immersja w wirtualnym 

świecie z wykorzystaniem 

dedykowanej infrastruktury 

(hardware, software)

Stage 7:  Akceptacja do 

produkcji 

Fig. 1. Model of the customized product design process using VR.

The usage of virtual models during the design process is becoming more and more
popular in supporting building information modelling (BIM) and architecture presen-
tation [9, 10]. Wang et al. [11] describe five ways of presenting real estate using this
method, i.e. one-dimensional text, e.g. advertisements; 2Dfloor plan visualization; archi-
tectural model; animation of movement inside the building; and a model showing the
functionality of the building. The product can be adjusted to the customer according to
a completely individual design or as a proposal of certain options [12]. This ability to
adjust the product to the customer gives the company a competitive advantage in modern
times of changing trends, especially when the offered product is innovative [13]. In the
case of prefabricated buildings, the trend is based particularly on reducing construction
time and minimalizing costs at the same time. In order to produce a complex and also
personalized product, it is recommended to use computing solutions, such as virtual real-
ity system for designing of finished product in an intelligent factory, working according
to the I4.0 requirements [14].

3 A Case Study

The usage of VR technology in the production of the sea container houses fits into the
concept of I4.0 as it allows for effective changes in a project and im-proves communica-
tion with a client, as well as lets the company present the final product and verify design
assumptions. The process of manufacturing modular homes from prefabricated HQ 40-
foot shipping containers (Fig. 2) is an exam-ple of an implementation of a concept of
mass customization using VR.
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Fig. 2. A customized product: house from prefabricated HQ 40-foot sea containers.

The production process of a customized home from prefabricated HQ 40-foot sea
containers involves four main stages:

– Stage 1: Designing a new product:

• Step 1: choosing the size variant: one, three, four-module variant,
• Step 2: selection of interior organization, layout of structural and partition walls,
• Step 3: choosing the option of interior design along with their spatial location,
• Step 4: selection of the variant of the organization of internal installations of the
new product: electricity, water and sewage, heating.

– Stage 2: Preparation of the raw material (container) for the next stages
of prefabrication:

• Step 1: mechanical cleaning of rust and other contaminants,
• Step 2: chemical cleaning of biological and chemical contaminants,
• Step 3: cutting holes in structural elements for windows and doors,

– Stage 3: Structural stabilization of the prefabricated element:

• Step 1: stabilization of the construction bywelding closed steel profiles in the places
of the holes from Stage 1,

• Step 2: welding of external and internal wall cladding carriers, as well as
construction of partition walls,

• Step 3: coating all steel elements with a chemical anti-corrosion repellent.

– Stage 4: Assembly, reinforcement and installation works:

• Step 1: installing window and door frames (without wings),
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• Step 2: installing internal systems reinforcements, such as an electrical installation,
water-supply system, and sewer installation,

• Step 3: installing the thermal insulation using the spray method (PUR foam).

In the analysed manufacturing process, the first step is the design stage of a new
product, for which we implement the model of a customized product design process
using VR technology (Fig. 1).

4 Research Results

According to the stages presented in a model of the customized product design process
(Fig. 1), the process of designing ahome fromprefabricatedmarineHQ40-foot structures
using VR is carried out as follows:

– Stage 1: Establishing the boundary conditions.
The step is to determine which real items will be referenced by virtual objects. It is
assumed that one sea container will constitute a single actual accommodation unit. It
is partially covered with PUR foam insulation and finishing material. At this stage, the
basic restrictions related to the modification of the container in accordance with the
art of engineering is declared, e.g. determining the maximum area and number of the
windowopening on the longer and shorter wall, etc. For advertising and demonstration
purposes, the facility is located at the headquarters of the design studio. It is also
provide an insight into the structure of the container body. Using VR the container is
equipped with a number of cameras supporting movement in a completely modeled
space. A finite set of variants and settings for residential units will be proposed. At
this stage, the visualization wizard architecture and the customer-visible interface is
build.

– Stage 2: Creating virtual model and component libraries.
A team of designers and graphic designers collects ready-made 3D solid models and
builds their own. For this purpose, the CAD Inventor software is used. In the first step,
standard solutions for containers are designed to visualize door and window open-
ings, staircase cut-outs and chimneys. Subsequent activities include the preparation
of groups of 3D components for interior fittings, finishes along with the specification
of their attributes: style or price level.

– Stage 3: Product variant definition and component variant assignment.
In order to improve the customer’s choices and the functioning of the product visu-
alization wizard, it is assumed that the container houses will have default variants
depending on the customer’s budget (basic, comfort, premium). In addition, each
version will offer 3 interior styles (scandinavian, industrial, vintage). Component
libraries described with appropriate attributes (stage 2) will be associated with the
selected products. Depending on the price range agreed with the client, the definition
of his style, the starting point is visualization and then the modification of the selected
project.
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– Stage 4: Defining the dependencies between a product’s constant elements, the real
world, and objects.
The interior of the facility is equipped with markers or a grid to which the possibility
of displaying/inserting virtual objects (e.g. cabinets, basic household appliances, etc.)
is assigned. In addition, at this stage, the interaction between the selected branch
of products and the actual customer movements or indications resulting from the
manipulator will be programmed. For example, grabbing the handle of a virtual door
should visualize another interior of a room (e.g. bathroom) or the entire residential
module. However, indicating a specific component will display its attributes, unit
price (e.g. price of a selected object, possible sizes of a set of furniture). Moreover,
individual areas of the housing modules will be associated with the display of a given
family of objects, e.g. markers on the wall of the container activate the options for
inserting/moving the window opening. During the definition of dependencies and
relationships with objects, restrictions resulting from construction art (stage 1) will
be respected.

– Stage 5: Constructing the final product model in collaboration with the customer.
Below is an example of the operation of the configurator application of the finished
product variant (in this case a single-module version house – Fig. 3a, 3b. 3c):

Fig. 3. Configurator application of the finished product: house from prefabricated HQ 40-foot
sea containers, variant A: a) product configuration, b) choice of price level, b) pre-order form.
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– Stage 6: Immersion in VR through the use of dedicated infrastructure.
VR applications allow to visualize and confirm customer choices without the need to
incur additional costs, for example with the creation of real prototypes. In the analysed
case study the software is SketchUp 3D design andmodeling program is used (Fig. 4).

Fig. 4. Use of the sketchup program in the design of a 3D model of a house from prefabricated
HQ 40-foot sea containers.

– Stage 7: Production acceptance.
The purpose of using the VR application assumptions is that the prepared docu-
mentation is equipped with all the necessary drawings based on an architectural 3D
model. Construction details, floor plans, sections, main elevations and views are avail-
able immediately after agreeing the finished product variant with the customer. Pro-
duction teams receive complete, integrated documentation to ensure that no design
assumptions and customized product features are overlooked (Fig. 5).
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Fig. 5. An example of the structural decomposition of a building designed on the basis of 3D
technology with the use of VR – . Source sketchup.com.

Next, the next three stages of the production process of a customized home from pre-
fabricated HQ 40-foot sea containers can be realised. Further work, on the production
process of a customized home should be extended throughout definition of the method-
ology for assessing the effectiveness of the production process in line with the mass
customisation concept under condition of the unexpected changes in the environment
and in customer demands.

5 Conclusions

Modern prefabrication in the Industry 4.0 trend is one of the most important construction
trends of the future, which hasmany applications in the field of housing construction. The
research results illustrate the current work of the customized product: a customized home
from prefabricated HQ 40-foot sea containers design process using VR. By proposing
a model of the customized product design process which addresses the influence of
customer activity on the production process of a customized product using a configurator
application of thefinishedproduct, this study contributes knowledge transfer applications
support within an organization and customer. The observations within a real-life case
study, proposed in this paper, can be a good benchmark for how managers can improve
their production process of the customized product at the design stage in line with the
Industry 4.0 requirements.
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Abstract. The article investigates the digital maturity of energy companies
through an assessment of their ability to operate in conditions of digital era. It
is substantiated that the assessment of digital maturity is a necessary condition
for the digital transformation of the enterprise. The purpose of the article is to
assess the digital maturity of enterprises by applying the methodology of digital
maturity state definition on the example of energy enterprises using fuzzy logic
methods. Based on the analysis of existing models of digital maturity assessment
and identification of their shortcomings, the author’s model of digital maturity
assessment of the enterprise is developed. Proposed model includes such descrip-
tors of enterprise management system: strategy, personnel, organizational culture,
technologies, structure, marketing. The indicators of digital technology used at
energy enterprises of Ukraine were analysed on the base of static data. Using the
questionnaire method, information on digitalization was collected at Ukrainian
energy enterprises. Conclusions about the state of digitalization at the selected
enterprises was made based on the processing of the survey data. The model of
enterprise’s digital maturity assessment was applied using the provisions of fuzzy
set theory and interval scales. There were calculated the levels of digital matu-
rity of Ukrainian energy enterprises by determining the integrated level of digital
maturity and maturity level of its individual components. The obtained results of
energy enterprises digital maturity assessment made it possible to orientate on
specific measures for the digital transformation of energy enterprises.

Keywords: Digital maturity · Digital transformation · Assessment model ·
Energy enterprises · Fuzzy logic method

1 An Introduction

Klaus Schwab, founder and chairman of the World Economic Forum, in 2016 published
his vision for future development on the margin of a technological revolution that will
significantly change our life as well as habits. The digital transformation will change the
focus on resources and capabilities thatwewere not able to experience and explore before
and will be characterized by the growth of innovation, which will achieve significant
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improvements in efficiency, productivity and cost reduction; ensure the growth of data
and opportunities of their use for new technologies with the involvement of different
levels of developers - users - customers and will promote the development in many
fields; will develop artificial intelligence and ways of its application in various spheres
of activity [1]. The conditions inwhich digital changes are taking place in theworld differ
both at the level of countries and enterprises. Globalization opens up new opportunities
for joint decisions, which are made to solve economic problems both at the level of
individual enterprises and within the framework of a strategic partnership. Here there
is a need to study the parameters of readiness and ability to implement these solutions
under conditions of significant environmental influences. The concepts of readiness and
capability in management are associated with the maturity of the organization, which
means that it is ready for a certain model of action to better perform tasks and identifies
necessary improvements by developing a system of criteria that will allow to compare
the results with competitors, strategic partners or customers [2]. Digital maturity is
considered as ameasure of an organization’s ability to create value through the possibility
to predict success for companies launching a digital transformation [3].

Assessing the digital maturity of the enterprise allows it to determine its ability to
achieve better results and occupy a stable position compared to competitors. This is espe-
cially true in an era when the digital environment is subject to constant unpredictable
changes. The benefits of digitalization may be obvious, but relatively few domestic
enterprises are fully realizing their digital potential, losing many opportunities and com-
petitive advantages [4]. This is often due to the complexity of the digital transformation
process itself, i.e., the company cannot assess its current capabilities and choose the
most effective way to implement them.

It worth to note that the processes of digital transformation have already acquired
some practice. In particular, the European Research Centre for Information Systems
(ERCIS) [5] considers activities that an enterprise must take to create the primary
preconditions for digital transformation, namely:

– to assess the current level of digital maturity and existing development skills in this
area,

– to determine the level of current and desired digital maturity of the business,
– to identify the action plan needed to achieve the desired level of digital maturity.

Assessingmaturity as a standardized structure for determining the overall capabilities
and needs of the enterprise helps to prioritize those areas that have the greatest impact
on business and can provide maximum effect in the digitization [6].

Today, most experts describe digital maturity as the level at which an organization
is able to optimize its online presence using data analysis to predict future customer
needs and improve digital performance accordingly [7]. In a study by Capgemini and
the MIT Digital Business Centre [8], digital maturity is considered as a function of two
dimensions, namely:

– digital intensity - is the amount of investment of the enterprise in digitalization;
measured by coordinated areas of digital transformation (for instance, digital project
portfolio),
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– the intensity of digital transformationmanagement or digital support of the enterprise,
measured by the presence of digital vision, the effectiveness of digital strategy, etc.

We consider these dimensions interdependently and complementary, as digital intensity
depends on the intensity of digital transformation management, and the last depends
on investment in appropriate management measures and tools. Despite the fact that
the digital transformation of the enterprise is realized through different processes, in
organizations, digital change can occur differently, in particular, either evolutionarily
or revolutionary. It mainly depends on the current digital maturity of the organization.
That is why understanding the state of digital maturity is the first logical step towards
digitalization.

In this context the purpose of the article is to substantiate the relevance of digital
maturity of enterprises to assess its ability to operate in Industry 4.0, considering a
methodological approach to determining the state of digital maturity on the example of
energy enterprises using fuzzy logic methods. The achieving of declared article purpose
is based on the consequent performance of such steps: an underlining the actuality of
digital maturity investigation in the time of INDUSTRY.4 revolution; backgrounding
the method of fuzzy sets to determine the state of digital maturity in energy companies
as appropriate math tool that uses qualitative results of questionnaire assessments; the
addressing the relative questionnaire for getting relevant information before proceeding
to a direct analysis of the development and usage of digital technologies; conducting
the analysis of energy companies for preconditions determination of digital transforma-
tion; analysing of got results for determining the level of digital maturity of Ukrainian
energy enterprises; discussing of other assessment methodologies on digital maturity
investigation; conclusions and perspectives of future research’s on mentioned field.

2 Research Methods

The task of the enterprise’s digital maturity assessing involves solving problems in the
field of expertise, so it is worthwhile to use methods of fuzzy logic, which provides
an opportunity to set and mathematically solve even such problems for which there
are no full statistics, or when among the informative factors there are only qualitative
indicators, while providing the opportunity to adapt economic and mathematical models
to changing economic conditions [9, 10]. In addition, fuzzy set methods should be used
in cases where the system operates under uncertainty and is characterized by the lack of
an accurate mathematical model by which is possible to describe the functioning of the
system [11]. It should be noted that this technique has been effectively used in the case
of assessing the state of corporate culture in enterprises [12] and to assess the state of
readiness of enterprises for change [13]. All cases involve the processing of analytical
material, which is obtained by conducting qualitative, expert evaluations. Therefore, we
consider it appropriate to use the method of fuzzy sets to determine the state of digital
maturity in energy companies.

To solve this problem, the expression of the fuzzy products rule is as follows:

(i) : �;�;A ⇒ B, S,F,Y (1)
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where (i) is the name of the fuzzy product;� - scope of fuzzy products;� - the condition
of application of the core of fuzzy products; A ⇒ B - the core of fuzzy products; S -
method of determining the quantitative value of the truth of the core; F - coefficient of
certainty of fuzzy products; Y - postcondition of fuzzy products.

By fuzzy products we mean expression (1) except that the condition of the core
(antecedent) A and the conclusion of the core (consequent) B are fuzzy linguistic
expressions.

The main feature of fuzzy rules used in fuzzy inference systems is that the conditions
and inferences of individual fuzzy rules are formulated in the form of fuzzy linguistic
expressions of one of the following types in relation to the values of certain linguistic
variables, namely:

– expression “β ∈ α”, where β - the name of the linguistic variable; α - its value, which
corresponds to a separate linguistic term from the basic term set ϒ of a linguistic
variable β,

– the expression “β ∈ ∇α”, where -∇ modifier, which corresponds to such words as:
“Very”, “More or less”, “Much more” and others.

Based on the above, we propose a model for assessing digital maturity, which will be as
close as possible to the current realities of the energy companies’ operation in Ukraine.
This model involves determining the level of digital maturity in 6 areas of enterprise’s
activity, such as: strategy, staff, structure, technology, marketing, organizational culture.
According to the study of enterprises’ digitalization as well as the analysis of attributes
of digital maturity in different models and characteristics of digital transformation, there
were identified the list of relevant questions, answers to which help to determine the
state of digital maturity. This approach will provide the assess of digital maturity in each
of the enterprise’s activities.

The model is developed in the form of a questionnaire and consists of 61 questions
on 6 components: “Strategy” (13 questions), “Personnel” (15 questions), “Organiza-
tional culture” (10 questions), “Technologies” (10 questions), “Marketing” (6 questions),
“Structure” (7 questions). For each question/statement there are 5 possible answers, from
which you must choose one.

Analysing the internal environment of the enterprise in terms of assessing the state of
its digital maturity, experts do not use quantitative values of various indicators, but make
linguistic assessments of quality (linguistic variables): very good, good, satisfactory, bad,
verybad.Weuse a fuzzy-setsmodel to assess the level of digitalmaturity of the enterprise,
which is presented in the form of a hierarchical relationship between input variables
(X1-X61), integrated characteristics of six elements of the enterprise: strategy, staff,
technology, organizational culture, structure, marketing and output variable - integrated
indicator of digital maturity of the enterprise (Fig. 1).

The fuzzy inference system converts the values of input process variables into output
variables based on the use of fuzzy product rules. To do this, fuzzy inference systems
must contain a base of fuzzy product rules and implement fuzzy inference based on
conditions presented in the form of fuzzy linguistic expressions. The basis of fuzzy
systems design is the construction of a knowledge base (BS) using imaging methods
and knowledge retrieval. In the knowledge base, the expert indicates his answer in each
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situation in the form of products IF… THAT…, many of which make up the knowledge
base. The expert is a qualified specialist who knows the subject area.

In the design of the expert system, considerable effort and time are spent on the
development of the database: the accumulation of knowledge, determining the model of
their presentation, structuring, filling the knowledge base and keeping it up to date.

The set of product rules is a priori knowledge of the process, which is obtained by
experts based on their experience and intuition using logical connections AND, OR, NO
and the implications of “IF… THAT…”. A set of rules for designing a fuzzy system for
assessing the level of digital maturity of the enterprise has been formed separately.

Z – An integrated indicator for assessing the level of digital maturity of the 
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Fig. 1. Block diagram of the interaction of levels of fuzzy variables in assessing the level of digital
maturity of the enterprise.

As defined earlier, themain parameters that determine the level of digital maturity are
selected as follows: input variables (X1−X61), integral characteristics of the six elements
of the enterprise: strategy (Y1), staff (Y2), organizational culture (Y3), technology (Y4),
marketing (Y5), structure (Y6). The output variable is an integral indicator of the digital
maturity of the enterprise (Z).

There is a certain functional connection between these parameters:

Yk = f
(
Xi, ...,Xj

)
, i ∈ (1, 61), j ∈ (1, 61), k = 1, 6,

Z = f (Y1,Y2, ...,Y6),

where k - the number of elements of the enterprise.
Areas of change of parameters that characterize the level of digital maturity:

Xi ∈ [
xi,min; xi,max

]
, (2)

Similarly for the original variable Z we will have:

Z ∈
[(
zi

)
(min);

(
zi

)
(max)

]
, (3)
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where the indices min, max indicate the lower and upper values of the input and output
variables.

Based on the analysis and research, the ranges of these parameters change are
established (Table 1).

Table 1. Areas for changing parameters.

Parameter Change range

Xi [0;1]

Yk [0;1]

Z [0;1]

In the article we consider the input and output variables as linguistic variables that
are given on universal sets (2) and (3). We assign the meaning of linguistic variables
using words or sentences of natural language, i.e. terms. To evaluate linguistic variables,
we will use qualitative terms from the following term sets:

L(f )
i =

{
l(1)i , l(2)i , ..., l

(qf )
i

}
, (4)

Z =
{
z(1), z(2), ..., z(s)

}
, (5)

where L(f )
i , Z - term sets of input and output variables; l(p)i - p- linguistic term of the

input variable x(f )
i , p = 1, qf ; z

(s)
i - s - linguistic term of the output variable | zi, s = 1, bi;

qf , bi - number of linguistic terms of variables x(f )
i i zi; f − variable number.

Thus, linguistic variables differ from numerical variables in that their values are not
numbers, but words and expressions of ordinary colloquial language or, in some cases,
specialized.

To work with such linguistic meanings, their interpretation is necessary. For this
purpose, the apparatus of fuzzy sets is used, where each value of the parameter is asso-
ciated with a membership function. Membership functions can be obtained by specially
developed methods, namely the most common: the method of static information pro-
cessing and the method of pairwise comparisons. In addition, the standard membership
functions can be used [14].

According to the definitions, given by experts in fuzzy logic method, fuzzy sets,
which have to be used in solving practical problems, are unimodal and normal. One of
the unimodal methods of approximation of unimodal normal fuzzy sets is approximation
by means of functions of (L-R) type [15]. However, the use of such functions is asso-
ciated with additional investigations for selecting unknown parameters based on expert
information.

Therefore, there is a target of constructing the membership function in terms of the
minimum of the original data, which include:

– parameter name x(f )
i , f = 1, d , i = 1,m,
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– range
[
x(f )
i

x(f )
i

]
of parameter change x(f )

i ,

– the number of terms qf used to evaluate the parameters x(f )
i ,

– the name of each linguistic term.

There are no specific recommendations in the literature on determining the number of
terms. Their number is chosen from the interval 7 ± 2 [16]. A further increase in the
number of terms leads to the complication of the model without increasing its accuracy.
Considering the above, the task is to choose the number of terms of parameters that
characterize the level of digital maturity of the enterprise.

The number of terms can be determined in two ways [16]:

– setting of some universal sets, and then the transition to real values based on the use
of expert knowledge,

– determining the number of terms, based on the range of change of some value and the
quantization interval �Xi:

r = Xi

�Xi
, �Xi = X ∗

i+1 − X ∗
i , (6)

where X ∗
i is the level of quantization.

In the article the first method was used. The results of the calculations are given in
Table 2.

Table 2. The number of terms required to fuzzify the parameters.

Parameter The required number of terms

Xi 5

Yk 4

Z 4

The membership functions of inputs Xi,Yk and output Z parameters are formed using
several methods [16]: a method based on statistical processing of expert’s statements;
the method of pairwise comparisons performed by one expert; fuzzy clustering method.
The following sets are given: set of terms L = {L,ML,M ,MH ,H } for input parameters,
Y = {O,B,E, I} - for group parameters and - Z = {GI ,A,TK, S} for output parameter,
where L - “Very bad”;ML- “Bad”;M - “Satisfactory”;MH - “Good”;H - “Very good”;O
- “Observers”; B - “Beginners”; E- “Experienced”; I - “Innovators”; GI - “Observers”;
A- “Beginners”; TK - “Experienced”; S- “Innovators”.

In the article, for the input parameters and the output parameter, the function that
based on the results of statistical processing of statements of many experts as well as the
method of pairwise comparisons performed by one expert [13] were used. The following
basic functions were used to approximate the obtained dependences:
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– for terms x1, y1 and z1 - Z-shaped function (L-Function):

fL(h, a, b) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1, h ≤ a,

1 − 2 ·
(
h−a
b−a

)2
, a < h ≤ a+b

2 ,

2 ·
(
b−h
b−a

)2
, a+b

2 < h ≤ b,

0, h > b;

(7)

– for terms x5, y4 and z4 - S-Function:

fs(h, a, b) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, h ≤ a,

2 ·
(
h−a
b−a

)2
, a < h ≤ a+b

2 ,

1 − 2 ·
(
b−h
b−a

)2
, a+b

2 < h < b,

1, h ≥ b,

(8)

– for all other terms - trapezoidal function (Trapezoidal function):

ft(h, a, b, c, d) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, h ≤ a,
h−a
b−a , a < h ≤ b,
1, b < h ≤ c,

d − h

d − c
, c < h ≤ d ,

0, h > d ,

(9)

where a, b, c, d - some numerical parameters that can take arbitrary values, while
a < b ≤ c ≤ d .

3 Questionnaire Results Description

Before proceeding to a direct analysis of the development and implementation of dig-
ital technologies in energy companies, it is advisable to assess their current state of
digitalization (Table 3).

Table 3. Use of digital technologies in energy companies

Indicators Units of measnt Years Growth rate

2017 2018 2019 Chain Base

Number of energy
companies using computers

Units 647 706 714 101 110

The share of energy
companies that used
computers

% 95,5 93,9 93,0 – –

(continued)
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Table 3. (continued)

Indicators Units of measnt Years Growth rate

2017 2018 2019 Chain Base

Number of enterprises that
had access to the Internet

Units 644 701 709 101 110

Number of enterprises that
had specialists in the field of
ICT

Units 238 251 241 96 101

Number of businesses that
had a website

Units 275 317 330 104 120

The number of enterprises
that used social. network

Units 155 174 179 102 115

Number of enterprises that
bought cloud computing
services

Units 77 73 89 121 115

Number of enterprises
engaged in 3D printing

Units – 9 8 88 –

The volume of sold products
(goods, services) obtained
from trade through websites
or applications

Units – 441913 338606 76 –

The share of sold products
(goods, services) obtained
from trade through websites
or applications

% – 0,1 0,1 – –

Source: formed on the base [17], data are given for enterprises supplying electricity, gas, steam
and air conditioning

Table 3 demonstrates positive changes of current state on digitalization at energy
enterprises during 2017–2019, namely: the number of energy companies that used com-
puters have grown on 10.4%; the number of energy companies that had access to the
Internet – on 10.1%; ones that had a website – on 20%; ones that used social networks is
growing – on 15, 5%; ones that bought cloud computing services – on 15.6%. Ukrainian
energy companies start using 3D printing technology, although their number is quite
small. Thus, digital technologies in the energy field are developing in Ukraine.

Using the questionnaire method, information on digitalization was collected at
energy enterprises of Ukraine. The results of survey data processing have allowed getting
the following conclusions about the state of digitalization at selected enterprises (Fig. 2).
Inmost of the surveyed enterprises (45%) the formation of a digital development strategy
is at a satisfactory level and only in 9% it is very well developed.

Estimates of the measures to overcome resistance to changes in the digitalization
process were similarly divided, in particular, there are enterprises with a very poor level
of this indicator (9%). Cybersecurity is positioned at a good level in 45% and at a very
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good level in 27% of the surveyed enterprises. The level of use of SMM technologies
in the work of enterprises is weak: 36% of respondents indicate a poor level of this
indicator.

In the most enterprises there is no position or department for digitalization in the
organisational structure (36%). The implementation of measures for the digital literacy
development, digital skills and staff skills (45%) is sufficiently ensured. According to
the survey, there is potential not only for the implementation of digital measures in
energy companies, but also for improving the management system taking into account
the impact of digitalization on its components.

The results of 96 respondents survey at the investigated enterprises have allowed
to obtain the membership functions of all system parameters (Table 4) on the base of
formulas (7–9).

On the basis of the averaged membership functions of the terms of input and output
parameters, the correspondences between the membership functions μli and the control
rules Pli according to Zade were created.

The value of the digital maturity level was determined due to the results of the
synthesized structure of the Mamdani type in the MATLAB system (Fig. 3). Using
the developed fuzzy structure of Mamdani type, we consider an example of its use at
calculation of digital maturity of the enterprise on the basis of the data collected by a
questionnaire method.

4 Research Results

As a result of solving the problem of fuzzy inference about the state of digital maturity,
the corresponding values are obtained. It is proposed to consider the importance of the
three enterprises of regional electricity distribution. For the first enterprise, the value of
the state of digital maturity corresponds to the number 0.254 (Table 5), which indicates
that the value of the integrated indicator of enterprise’s digital maturity level is equal to
= 0.254, so the level of “Beginners”.

The assessment of digital maturity level for this company allows us to conclude that
the company has “Beginners” level of digital maturity, which indicates that the company
really appreciates the importance of using digital technologies and their advantages over
analogy technologies, but very slowly implements digital technology. The company
devotes enough time and resources to develop a digital strategy and establish a structure
of information communications in the company. However, digitalization in the field of
marketing and operations is not sufficiently developed, strategic planning needs to be
intensified in the conditions of digital economy development. In this regard, there is a
need to develop specific measures to improve the management system in the context of
digitalization of the enterprise.

At the same way the results of other enterprises questionnaires were processed and
determined the integral indicative level of digital maturity for the other two enterprises.
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Fig. 2. The state of digitalization at energy enterprises of Ukraine. Source: formed on the basis
of survey data.
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Table 4. The levels of digital maturity of the enterprise determined on the basis of the method of
fuzzy logic.

Analytical expression of the levels of digital maturity of the enterprise based on
the method of fuzzy logic

Interpretation of
digital maturity levels

x1(H ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1, h ≤ 0.128,

1 − 128 · (h − 0.128)2, 0.128 < h ≤ 0.192,

128 · (0.255 − h)2, 0.192 < h ≤ 0.255,

0, h > 0.255.

Very bad

x2(H ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, h ≤ 0.145,

10 · (h − 0.145), 0.145 < h ≤ 0.245,

1, 0.245 < h ≤ 0.325,
9.8 · (0.427 − h), 0.325 < h ≤ 0.427,

0, h > 0.427.

Bad

x3(H ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, h ≤ 0.318,

8.93 · (h − 0.318), 0.318 < h ≤ 0.430,

1, 0.430 < h ≤ 0.590,
11.11 · (0.680 − h), 0.590 < h ≤ 0.680,

0, h > 0.680.

Satisfactory

x4(H ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, h ≤ 0.560,

7.93 · (h − 0.560), 0.560 < h ≤ 0.686,

1, 0.686 < h ≤ 0.776,
10.989 · (0.867 − h), 0.776 < h ≤ 0.867,

0, h > 0.867.

Good

x5(H ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, h ≤ 0.740,

42.72 · (h − 0.740)2, 0.740 < h ≤ 0.817,

1 − 42.72 · (0.893 − h)2, 0.817 < h ≤ 893,

1, h ≥ 0.893.

Very good

y1(X ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1, x ≤ 0.138,

1 − 125 · (x − 0.138)2, 0.138 < x ≤ 0.248,

125 · (0.359 − x)2, 0.248 < x ≤ 0.359,

0, x > 0.359.

Observers

y2(X ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, x ≤ 0.198,

5 · (x − 0.198), 0.198 < x ≤ 0.322,

1, 0.322 < x ≤ 0.398,
5 · (0.5453 − x), 0.398 < x ≤ 0.5453,

0, x > 0.5453.

Beginners

(continued)
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Table 4. (continued)

Analytical expression of the levels of digital maturity of the enterprise based on
the method of fuzzy logic

Interpretation of
digital maturity levels

y3(X ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, x ≤ 0.396,

5 · (x − 0.396), 0.396 < x ≤ 0.5807,

1, 0.5807 < x ≤ 0.662,
5 · (0.821 − x), 0.662 < x ≤ 0.821,

0, x > 0.821.

Experienced

y4(X ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, x ≤ 0.672,

25 · (x − 0.7722)2, 0.672 < x ≤ 0.7722,

1 − 25 · (0.8724 − h)2, 0.7722 < x ≤ 0.8724,

1, x ≥ 0.8724.

Innovators

z1(Y ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1, y ≤ 0.138,

1 − 25 · (y − 0.138)2, 0.138 < y ≤ 0.223,

25 · (0.3053 − y)2, 0.223 < y ≤ 0.3053,

0, y > 0.3053.

Observers

z2(Y ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, y ≤ 0.15,

5 · (y − 0.15), 0.15 < y ≤ 0.322,

1, 0.322 < y ≤ 0.383,
5 · (0.5579 − y), 0.383 < y ≤ 0.5579,

0, y > 0.5579.

Beginners

z3(Y ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, y ≤ 0.391,

5 · (y − 0.391), 0.391 < y ≤ 0.559,

1, 0.559 < y ≤ 0.64,
5 · (0.8053 − y), 0.64 < y ≤ 0.8053,

0, y > 0.8053.

Experienced

z4(Y ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, y ≤ 0.6465,

25 · (y − 0.6465)2, 0.6465 < y ≤ 0.7313,

1 − 25 · (0.816 − y)2, 0.7313 < y ≤ 0.816,

1, y ≥ 0.816.

Innovators

Source: [19]
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Fig. 3. Mamdani type structure [19].

Table 5. The results of digital maturity level assessment for the enterprise 1.

Elements of the
enterprise

Values for each subsystem General significance

Estimated value Characteristics by
a criterion scale

Estimated value Characteristics by
a criterion scale

Strategy 0,273 Beginners 0,254 Beginners

Personnel 0,505 Experienced

Organizational
culture

0,741 Experienced

Technology 0,453 Beginners Accelerate current
digital effortsMarketing 0,229 Observers

Structure 0,453 Beginners

The results of the calculation indicate that enterprise 2 has, as well, the “Beginners”
level of digital maturity. The estimated value is slightly higher (0.354) in comparison
with the enterprise 1, which indicates a superficial digitalization of the enterprise 2,
that does not cover all activities. The company has a sufficient level of organizational
culture, so it’s expected that digital changeswill bewell receivedwithminimal resistance
(Table 6).
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Table 6. The results of digital maturity level assessment for the enterprise 2.

Elements of the
enterprise

Values for each subsystem General significance

Estimated value Characteristics by
a criterion scale

Estimated value Estimated value

Strategy 0,298 Beginners 0,354 “Beginners

Personnel 0,397 Beginners

Organizational
culture

0,549 Experienced

Technology 0,353 Experienced Accelerate current
digital effortsMarketing 0,489 Beginners

Structure 0,705 Experienced

The development of digital strategy element deserves more attention as well as its
integrationwith the overall development strategy of enterprise. Another important step of
digital maturity level increasing is to the definition and formation of digital competence
and digital literacy of staff, as well as to assess the prospects for the use of digital
marketing tools.

Compared with other surveyed enterprises, enterprise 3 has a higher “Experienced”
level of digital maturity. The company uses the opportunities provided by digital tech-
nologies, has a digital strategy and invests in this area. Some digitization measures can
serve as an example for other businesses. However, efforts to improve the technological
and marketing components need to be intensified (Table 7).

Table 7. The results of digital maturity level assessment for the enterprise 3.

Elements of the
enterprise

Values for each subsystem General significance

Estimated value Characteristics by a
criterion scale

Estimated value Estimated
value

Strategy 0,518 Experienced 0,598 Experienced

Personnel 0,397 Beginners

Organizational
culture

0,619 Experienced Take the
experience of
advanced
companies

Technology 0,253 Beginners

Marketing 0,282 Beginners

Structure 0,409 Beginners

Thus, the result of the digital maturity assessment is the identification of the current
state of digitalization and the selection of those areas of activities that require the devel-
opment of specific measures to improve level of digital maturity, taking into account the
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potential of the enterprise and trends in competitors, countries, economies andmore. Sci-
entists support the idea that the digital economywill allow the usage of newmanagement
methods, including blockchain, big data, expert systems and general decentralization in
all areas and spheres of human life. These methods are promising and in the near future,
taking into account foreign experience, will become widespread in all industrial arears.
For energy companies, newmanagementmethods create both opportunities and can pose
significant threats. They also do not always fit into the framework of existing manage-
ment technologies, in particular strategic and project management, which, according to
scientists, are not always suitable for the digital economy [18].

Studies have shown that many companies don’t transform their digital development
strategy due to the imperfection or lack of a digital maturity. Therefore, one of the
promising areas of continuing the study of digital maturity is to find ways to increase its
level, in particular by developing measures to improve the competencies of management
and employees in the field of digital experience, as well as strengthening psychological
readiness for change.

5 Discussions

Wewould like to admit that there were conducted other researches by Ukrainian and for-
eign scientists in the field of digital maturity investigation and digital transformation. So,
there isn’t universe approach how to make progress in digital world. The analysis of all
enterprises in comparison with the manufacturing enterprises on digital maturity in Cen-
tral and Eastern European (CEE) countries worth to be mentioned. The digital maturity
assessment at the enterprises of CEE country indicated that the dimensions of Internet
of things, big data analytics and artificial intelligence are the most important criteria for
assessing the digital maturity of enterprises [20]. Noteworthy is the example of assessing
the enterprise’s digital maturity, which identifies 4 levels and highlights such important
areas as technology, organization, and social dimensions and considers corporate Strat-
egy [21]. Another research points out such levels of digital maturity: preparation, com-
puterization, connectivity, transparency, predictability, adaptability which depend on the
specific criteria applied to both the developing and implementing systems of the com-
pany [22]. The existing research on digitalization theme propose the elements of digital
transformation – aspects that could be used for further investigation of digital maturity
of company. One of such examples identify technology and actor as the two dimensions
of digital transformation that elaborates on the predominant contextual concepts within
these dimensions [23, 24]. McKinsey Global Survey has confirmed the prior impor-
tance of technology for the future companies’ capabilities in the post pandemic era [25].
Deloitte’s digital capabilities are assessed in 5 key areas: consumers, strategy, technol-
ogy, manufacturing, organizational structure and culture. The five main dimensions are
divided into 28 sub-dimensions, which in turn are broken down into 179 indicators that
measure digital maturity [26]. The German National Academy of Sciences and Technol-
ogy has developed the IndustryMaturity Index 4.0 Acatech, which covers four key areas
of digital transformation: resources, information systems, culture and organizational
structure [27]. The Model of Centre for Digital Business and Capgemini Consulting
conducts analysis of more than 400 large companies from different industries identified
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three key areas of digital transformation, bases on such arears: transforming customer
experience, transforming operational processes and transforming business models [28].
As the result of such a great experience of digital maturity investigation we can dis-
cuss about peculiarity of enterprise management in the context of digitalization that is
projecting on digital alternatives existing in management systems, methods, techniques,
etc. and requires creating a suitable environment for digital changes. Many of opportu-
nities provided by digitalization (development of digital technologies, automation, new
channels of promotion, etc.) require proper management and coordination of actions for
digitalization of the enterprise.

6 Conclusions

The model of enterprise’s digital maturity assessment was proposed using the fuzzy
logic methodological approach. As the result of model implementation, the levels of
digital maturity of energy enterprises were calculated by determining the integrated
level of digital maturity and maturity level of its individual components for considered
enterprises. There was substantiated that the digital maturity of energy companies is
reduced by the following factors: the lack of a software document for planning activities
for the business digitalization; lack of digital literacy training programs and activities;
low speed of introduction of digital technologies in the production process; lack of SMM-
strategy, etc. The obtained results of the energy enterprises digital maturity assessment
make it possible to determine the reasons for their insufficient level, which could serve as
a basis for the development ofmeasures of digital improvement, taking into consideration
the mentioned in the article descriptors of enterprise management system: strategy,
personnel, organizational culture, technologies, structure, marketing.

Studies of energy companies’ digitalization and determining the level of their digital
maturity allow concluding that the introduction of digital technologies in the energy
companies activities is characterized by different levels and directions of digital trans-
formation. This, in turn, requires the development of a theoretical and methodological
basis for the implementation of recommendations that will allow these companies to
identify and implement the necessary changes, improving their management system
taking into account the requirements of the digital economy. This is demanded by the
spread of digitalization trends in Ukraine and in the global energy environment (devel-
opment of Smart Grid, “smart metering” of electricity, etc.), as well as internal problems
of industrial enterprises (high wear of electrical networks and equipment, insufficient
cybersecurity, lack of or low efficiency of digital development strategy, etc.).

The further research requires the construction of the road map visualizing the plan-
scenario of the enterprise’s digital transformation, taking into account alternative ways
and possibilities of digital changes. Thus, the development of a road map for digital
transformation is an important tool of strategic planning makes it possible to visualize
the sequence and intensity of the necessary measures for the digital transformation of
the enterprise.
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Abstract. The laboratory SmartTechLab as a key of experimental SMART man-
ufacturing system based on Industry 4.0 concept is described in the paper. This
laboratory focuses on four research fields: assembly, identification, digitalization
and online monitoring. The laboratory is designed also to improve theoretical
and practical knowledge of students and young researchers. The development of
the assembly is due to use of modern industrial and collaborative robots on the
assembly line, designed to move objects and assemble products. The field of iden-
tification is supported by RFID technology and two machine vision measuring
stations. KEYENCE devices - industrial cameras and laser profilometer are used
as machine vision technology. Digital twins, OPC server, HP server, IoT Data and
Cloud platforms are the basic elements of digitalization research field. The quality
control system in 3D printing for assessment of the product accuracy and surface
quality is based on camera and laser displacement sensor.

Keywords: SMART Manufacturing · Industry 4.0 · Automation ·
Digitalization · Quality control

1 Introduction and Related Works

The assembly workplace named SmartTechLab (Fig. 1) is a laboratory used for teaching
and research in the field of digitalization, automation and implementation of robots into
manufacturing regarding the Industry 4.0 concept [1–4]. SmartTechLab is located at the
Faculty of Manufacturing Technologies of Technical University of Košice with a seat
in Prešov, Slovakia. The laboratory was established to improve the research activity of
university staff and practical knowledge of its students in the teaching-learning process.
The faculty students gain knowledge in the automatization field, which increases their
practical skills.

Today, several types of research and projects that enrich the activities of the faculty
take place in the laboratory. These activities provide for the development of the faculty
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and the improvement of the education process mainly at the Department of Industrial
Engineering and Informatics.

Fig. 1. Photo of SmartTechLab.

The following parts of the paper describe the SmartTechLab, its constituent parts, its
principles of operation, as well as what devices and technologies support the Industry
4.0 concept.

Similar issues (SMART Lab) are dealt with by laboratory in Kielce University of
Technology – Poland, or for example by Laboratory for Industry 4.0 - Smart Mini Fac-
tory from Free University of Bozen-Bolzano – Italy, or Graz University of Technology
- Austria. The authors of the works [1, 3, 4] explore the concept of Industry 4.0 and
SMARTmanufacturing, which presents a considerable challenge for the production and
service sectors. These papers define and discuss the smart manufacturing system and
states it current implementation status and analyzes the gap between current manufac-
turing system and the predicted future smart manufacturing system. There are presented
the challenges of implementation, opportunities and the future directions for smart man-
ufacturing system. Key technologies and their possible applications to Industry 4.0 smart
manufacturing systems are reviewed. In papers [2, 5–8] authors deal with assembly. The
main task was the identification and control of parts with the synchronization of all data
into the digital twin model. This area is open to new research, methodology development
and definition of basic requirements, because real applications in production processes
are currently still limited. Based on the obtained knowledge from the research on diag-
nostics of errors at the component surface by vision recognition systems using machine
learning algorithms they have started to use a convolutional neural network (CNN) for
the recognition of standardized industrial parts. In papers [9, 10] a visual detection plat-
form is built, and several products produced are matched with cloud storage data through
experiments and there is proposed a new approach to creating these data fully automated
based on a virtual 3D model of the standardized parts. In papers [11, 12] methodology
monitors the FDM process and correlates the theoretical 3D model with the manufac-
tured one is proposed. The reconstructed and theoretical point cloud of the test specimen
are building and their correlation are carried out. Numerical estimate is absence.
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2 Assembly

The assembly line (Fig. 2) consists of the conveyor belts, which are in a closed-loop.
The transfer of the objects from one belt to another is ensured by automatic pneumatic
pistons, which are extended after touching the object based on information from the
inductive sensor using a pneumatic control system.

Three robots (Fig. 3) are used in the laboratory – the ABB Yumi collaborative robot
(Fig. 3 - left) for assisted assembly supported by mixed reality [5], the Scara Mitsubishi
(Fig. 3 - middle), which transfers objects between the rotary table and the conveyor belt.
The third robot in the input storage is DOBOTMagician (Fig. 3 - right). Dobot operates
the input and output space with components and moves them to the conveyor belt. These
robots work quickly, accurately and efficiently and can replace in this way the assembly
workers in the production process.

Fig. 2. Scheme of the assembly part.

Fig. 3. Robots for automated assembly.
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PLC-based control system S7-1500 (Fig. 4) is used to control and synchronize data
from all integrated industrial technologies (vision systems, industrial and collaborative
robots, pneumatics valves, RFID, converters for motors, rotary table, CNC, Rapid pro-
totyping). Rapid prototyping is a group of techniques used to quickly fabricate a scale
model of a physical part or assembly using three-dimensional computer aided design
data. Construction of the part or assembly is usually done using 3D printing or “additive
layer manufacturing” technology. The laboratory can be also controlled via Amazon
voice assistant Alexa.

Fig. 4. Control system.

3 Identification

In the field of identification (Fig. 5), SmartTechLab includes RFID technology (Radio-
frequency identification uses electromagnetic fields to automatically identify and track
tags attached to objects) and machine vision systems. Siemens devices are used for
radio-frequency identification. This technology recognizes in which part of the line the
components are located for effective tracking of their movement. The principle of this
technology is that the antenna transmits and receives a signal that captures an RFID tag
oriented on the identification object. The signal is transmitted employing radio frequency
waves and is processed using a reading device.
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KEYENCE devices - industrial cameras (CA-H048MX and CA-H048CX) and laser
profilometer (LJ-X8020) are used as machine vision technology. This system aims to
replace the human in the process of inspecting objects [9, 10]. Product control is thus
faster, more accurate and more reliable. The principle of the machine vision technology
is the automatic scanning of products using lasers, cameras and additional lighting. The
whole system is controlled by a control unit (Fig. 6 – right) connected to a computer,
where various identification tools can be selected in the software.

The software for Keyence CV-X Series camera and LJ-X series profilometer offers
several categories of tools for inspection: 3D Presence/Comparison, Height, Pres-
ence/Absence, Flaw Detection, Alignment, Measurements and Dimensions, Count, ID,
Graphic Display and Mathematical Operations.

Vision Head 1
3D Measuring

RFID 3
Gateway

Conveyor Belt

Conveyor Belt
Assembled/Disassembled product

RFID 5
Gateway

RFID
1

Gatew
ay

Iden�fica�on

RFID 4
Gateway

Fig. 5. Scheme of the identification part.

There are two machine vision measuring stations in the laboratory. One of them
(Fig. 6 – left) is used for 3D scanning (the process of analyzing a real-world object or
environment to collect data on its shape. The collected data can then be used to construct
digital 3D models) of objects using white structured lighting (CA-DQP12X). This light
illuminates the object from eight directions, allowing the camera system to evaluate the
object’s height and other parameters for 3D detection based on light reflection (see Fig. 6
- middle).
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Fig. 6. Machine vision - 3D identification.

The second station uses multispectral lighting (CA-DRM10X), which offers eight
different light wavelengths. It can detect different surface flaws with different colors of
lighting: UV, blue, orange, red, infrared, far-red, green and white (Fig. 7).

Fig. 7. Machine vision - multispectrum identification.

Figure 7 (bottom) shows the identification of the same object, at the same time using
different type of light (white and infrared).

4 Knowledge Extraction and Digitalization

The knowledge extraction and digitalization scheme can be seen in the Fig. 8. Data from
the automatic assembly line are displayed on 6 LCD monitors (Fig. 9), which are used
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to visualize all the necessary information. Workers thus have control over the entire
assembly process in real-time with all relevant data.
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Fig. 8. Scheme of knowledge extraction and digitalization part.

Two servers are used for data collection, the first collects data from the PLC to the
MindSphere platform, and the second provides data collection from sensors, identifica-
tion technologies and IoT devices to the open-source Grafana platform with the Influx
DB database.

Fig. 9. Data visualization.

5 Quality Control

The concept of the quality control system for 3D printing was designed as it is presented
in Fig. 10. This system is divided into consistent in time three parts: preparation stages,
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manufacturing stage, and post-manufacturing stage.Control phase at each stage is carried
out by the user (preparation stages), on-line monitoring system, including cameras, laser
displacement sensor (manufacturing stage) and camera, profilometer, 3D scanner and
Scanning Electron Microscope (post-manufacturing stage).

Fig. 10. Quality control system.

The result of preparation stages is the virtual 3D object with theoretical point cloud,
the result of manufacturing stage is the real 3D object and data base (real point cloud)
characterizing the quality of the object and the change in the size of the object as the
layers are formed. The result of post-manufacturing stage is data base characterizing
the final quality of the object (geometry, surface finish, surface topography, materials
properties). It is known that the object quality is determined by its geometry, surface
finish, surface topography, materials properties [13–15]. The final values of each of
these indicators are formed in the process of printing each layer of the object. Therefore,
to ensure the quality of the 3D object, it is necessary to develop an online monitoring
system at manufacturing stage, at the same time, pay special attention to the diagnostics
of the printing of the 1st layer, since it predetermines the operational characteristics of
the printed object.

The system architecture consists of two parts including the hardware and software
part. As an example of the quality control in 3D printing the system has been proposed
according to the Fig. 11. The hardware part is made up of 3D printer (Creality CR-10
MAX, Shenzhen Creality 3D Technology Co., Ltd), Laser Displacement Sensor (ILD
1420–10, Micro-Epsilon), camera, and PC (Fig. 11).

The 3D printer Creality CR-10 MAX realizes the FDM molding technology for
PLA filament (diameter 1.75 mm). FDM is Fused deposition modeling, also known as
fused filament fabrication (FFF). In FDM, an object is built by selectively depositing
melted material in a predetermined path, layer by layer. After creating a 3D model in
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modeling programs such as SolidWorks or Autodesk Inventor, it is imported to the SW
Cura, which transforms 3D models into 3D printing commands. The outcome of this
stage is the Gcode that contains X, Y and Z coordinates to which the print head and
build platform have to move for building the 3D model. Then the 3D printing process
is simulated using the Gcode. In the next stage a structure containing every path of the
3D printer is created and finally these trajectories are sampled generating a theoretical
point cloud of the 3D model [11].

Fig. 11. Scheme of 3D printing monitoring system.

The fundamental measurement principle of Laser Displacement Sensor is based on
triangulation. For example, for ILD1420–10 the measuring rate is 4 kHz, repeatability
0.5µm,measurement range 10mm, linearity<±8µm, light spot diameter 45× 40µm.
TheLaserDisplacement Sensor is designed tomeasure displacement, distance and thick-
ness of surfaces. In 3D printing process with this sensor it is possible to determine the
change along the axis of the coordinate characterizing the position of the filament relative
to the plane of the table. This sensor is connected to PC with LabVIEW via controller
compatible with USB/Profinet.

In 3D printing it is possible appearance of distortion, forced by changing the tem-
perature or speed of filament feeding; cracks as result of lack of adhesion between
neighboring layers; holes; poor bonding quality between the filament and build platform
or inter-layers; shrinkage; warpage and product position error. For real-time monitor-
ing it is possible to choose the following types of cameras: parallel Digital Camera or
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Camera Link Cameras. National Instruments (NI) hardware and software supports cam-
eras that complies with the USB 3 Vision bus. The NI Vision Development Module is
supported by LabVIEW and is intended for image processing and analysis. In Vision
Development Module there are hundreds of image processing algorithms and machine
vision functions of enhance images, locate features, identify objects, and measure parts.
In 3D printing based on FDM the filament is deposited layer by layer and the stacked
layers are observed from the top and the side, so it is most advisable to choose side
location of cameras.

6 Conclusion

This paper introduced the SMART workplace called SmartTechLab. This laboratory
is built regarding the Industry 4.0 concept. The workplace was disassembled into key
parts - Assembly, Identification, Digitalization and Quality Control in 3D printing. The
modern technologies, sensors and devises at the SmartTechLab were summarized. All
systemswork together to create an experimental automatedworkplace for state-of-the-art
research and the teaching-learning process.

The developed concept of a quality control system for 3D printing is divided
into consistent in time three parts: preparation stages, manufacturing stage, and post-
manufacturing stage. At the manufacturing stage, it is necessary pay special attention
to the diagnostics of the printing of the 1st layer, since it predetermines the operational
characteristics of the printed object. For this purpose, a promising direction is the use
of appropriate software and hardware containing the camera, laser displacement sensor
and LabVIEW.

The future direction of activities in SmartTechLab is focused on the completion of
the digital twin model of the workplace, the transfer of data from the actual assembly to
this model and design and realization of the real-time monitoring system of 3D printing.
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10. Židek, K., Lazorík, P., Piteľ, J., Pavlenko, I., Hošovský, A.: Automated training of convo-
lutional networks by virtual 3d models for parts recognition in assembly process. In: Tro-
janowska, J., Ciszak, O., Machado, J.M., Pavlenko, I. (eds.) MANUFACTURING 2019.
LNME, pp. 287–297. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-18715-6_24

11. Kopsacheilis, C., Charalampous, P., Kostavelis, J., Tzovaras, D.: In situ visual quality control
in 3D printing. In: Proceedings of the 15th International Joint Conference on Computer
Vision, Imaging and Computer Graphics Theory and Applications – IVAPP, pp. 317–324
(2020). https://doi.org/10.5220/0009329803170324

12. Starzynska,B., Szajkowska,K.,Diering,M.,Rocha,A.,Reis, L.P.:A studyof raters agreement
in quality inspection with the participation of hearing disabled employees. In: Hamrol, A.,
Ciszak, O., Legutko, S., Jurczyk,M. (eds.) Advances inManufacturing. LNME, pp. 881–888.
Springer, Cham (2018). https://doi.org/10.1007/978-3-319-68619-6_85

13. Kaščak, J., et al.: Design of an atypical construction of equipment for additive manufacturing
with a conceptual solution of a printhead intended for the use of recycled plastic materials.
Appl. Sci. 11, 2928 (2021). https://doi.org/10.3390/app11072928

14. Ivchenko, O., et al.: Method for an effective selection of tools and cutting conditions during
precise turning of non-alloy quality steel C45. Materials 15, 505 (2022). https://doi.org/10.
3390/ma15020505

15. Wojciechowski, S., Twardowski, P.: Tool life and process dynamics in high speed ball end
milling of hardened steel. Procedia CIRP 1, 289–294 (2012)

https://doi.org/10.3390/app11094269
https://doi.org/10.24425/119538
https://doi.org/10.17402/436
https://doi.org/10.7160/eriesj.2012.050407
https://doi.org/10.1007/978-3-030-43306-2_37
https://doi.org/10.1007/978-3-030-18715-6_24
https://doi.org/10.5220/0009329803170324
https://doi.org/10.1007/978-3-319-68619-6_85
https://doi.org/10.3390/app11072928
https://doi.org/10.3390/ma15020505


AR/VR/MR Applications
in Manufacturing



Conceptual Use of Augmented Reality
in the Maintenance of Manufacturing Facilities
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Abstract. The presented article deals with the possibility of using augmented
reality (AR) technology in the field ofmechanical engineering. In several chapters,
it describes the possibilities of using a specialized software package. It allows the
useofCADmodels assemblies processed into sequences,which serve as a template
for creating AR experiences. The first chapter informs about the possible benefits
of the presented solution, focuses on the selection of equipment and software that
can be used during problem-solving. It also describes the actual work in PTC’s
specialized software package, the addition, and the importance of different parts
of the sequence to streamline selected maintenance steps of the EmcoMill 55. The
second chapter focuses on the part of the software package specializing in AR.
It describes the creation of both parts of the basis for the AR experience, i.e., its
2D and 3D parts. By 2D part, we mean the user interface displayed by the output
device in the user’s field of view. The 3D part displays an interactive AR sequence
connecting the 3Dmodels displayed in the AR, with individual sequence steps and
basic CAD functions. The results described at the end of the publication represent
a comprehensive way of applying AR technology in this area. At the same time,
this solution is one of the ways to reduce the qualification requirements for new
employees in the future and the time required for their successful training and
education.

Keywords: Augmented reality ·Manufacturing ·Machining ·Maintenance ·
Internet of things · IoT

1 Introduction

AR technology is becoming more and more popular nowadays, also due to the interest
in various industries. This interest, resp. the demand for these technologies results in the
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development of new specialized software and hardware solutions, the use and availability
ofwhich is diametrically different compared to the past. Itmainly benefits areaswhere the
integration of these technologies is problematic, it is out of target interest, or financially
demanding [1].

The potential of this technology, whether in the field of IoT and e.g. visual display
of the parameters of production equipment with the interpretation of data into the field
of view of the employee through the AR. Other potential areas of use include increasing
the effectiveness of education and staff training, or direct integration into the educational
process in schools with a technical focus during the teaching of subjects requiring the
ability to read technical documentation. [2] Its use is also possible in other areas, for
example in the publication published by R. Costa et al. “Intelligent mixed reality for the
creation of ambient assisted living” presenting the possibility of using themeans ofmixed
reality in care in the concept of solving an electronically oriented health care monitoring
system. As can be seen, mixed reality technologies, in particular AR technology, have a
wide range of uses [3].

This publication will introduce its possible use in the field of manufacturing, more
precisely it will offer the concept of a possible solution to a situation in which assistance
is required, for a newor insufficiently qualifiedworker in the process of simulated service
intervention [4].

1.1 Technical Illustration Software as a Part of AR Sequence

Regarding the methodology of the simulation solution designed to present the possibili-
ties of implementing the concept of usingAR inmaintenance operations, there are several
model situations to choose from. There is an opportunity to useAR in positioning jigs and
fixtures in the machining process, as described in the publication dealing with the deter-
mination of the position of the workpiece and fixture with the help of AR. [5] Another
possibility is the use of interactive models in the creation of technical documentation [6],
or user training in increasing the effectiveness of manufacturing workshops [7].

In this case, the model situation involves the need to replace the milling mandrel and
remove the electric motor case cover to perform an unspecified inspection. The sequence
thus contains the already mentioned spindle drive model, shown in Fig. 1b. It is then
imported into the technical documentation software, in which the individual parts of
the sequence are arranged chronologically and the necessary effects and warnings are
added. [8] The publication then describes the creation of the UI of the output device and
the unification of all elements of the AR sequence into one unit. The expected result is
therefore to be themodel of the spindle drive displayed in thefield of viewof the user,who
gradually plays back the individual steps of the sequence and thus performs necessary
steps for a service intervention. At the same time, the UI should provide sufficient space
for the interactivity of the CAD model provided by predefined functions, which will be
available within the UI and will allow more effective control over the sequence [9].
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As alreadymentioned, the equipment selected for the application of this technology is
from the Emco mill 55 milling machine, shown in Fig. 1a. Specifically, one part of it, the
spindle drive. As part of creating the sequence, it was necessary to make a dimensionally
and geometrically accurate copy of the sequenced device. This CAD model is visible in
Fig. 1b. and it is a complex set at a scale of 1: 1, containing all the components of real
equipment.

Fig. 1. Emco mill 55 and its spindle drive, selected for the application of AR technology.

Individual stepswill show the sequence preparation, i.e. creation of an accompanying
ARE for the worker. This sequence will then be used to guide the user by the replacement
of the milling mandrel and intervention in the electrical box of the device motor [10].

1.2 Sequence Creation

The presented ARE should also include a sequence that shows the individual steps of
service actions in the field of view of the user. At the same time, it is necessary to achieve
the interactivity of the used CAD models with the user. If only animation was used as a
form of the instructional video, this video would simply play in the user’s field of view
and its interaction would be limited to the basic controls used in the video files. In this
case, however, we want to achieve the playback sequence of the layout of specific parts
of the device, the possibility of its rotation, resizing, zooming, and the implementation
of visual notifications and warnings. These should alert the user to important sections
of the sequence or imminent danger [11].

To create such a sequence, we use the program PTC Creo illustrate. This software
is originally intended for the processing of technical documentation, the creation of
assembly and disassembly plans,manuals, or presentation animations consisting ofCAD
assemblies. In our case, this software is an essential part of the whole process. Thanks
to its compressed PVZ output format. By simple extraction of the PVI format, we obtain
vector data related to themovement and position of individual CADmodels.We can then
assign them to individual models within the AR sequence. This process is necessary to
optimize the sequences for the output hardware. Which is characterized by diverse and
lower performance, which would be difficult to work with complex animations [12].
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Fig. 2. Example of using software for creating technical illustrations.

Figure 2a shows the CAD model of the spindle drive imported into the program
environment, along with all assembly elements. As can be seen, this is an identical
environment to various commercially used CAD software. One of the differences is the
ability to create sequences that are combined with common CAD software features.
Figure 2b, thus, shows an example of a possible arrangement of sequential images when
creating a so-called spindle drive disassembly plan. The layout of the images, the number
of operations on each image, and the various other types of modifications available to
this software can also be included in the content displayed in the AR [13].

1.3 Creation of Animation Sequence for AR Experience

As already mentioned, the creation of individual sections of sequences and their com-
plexity depends on the displayed action. Figure 3 shows the introduction to the creation
sequence, which instructs the employee in two steps to replace the milling mandrel. As
we can see in Fig. 3a, in the first phase, the handle is highlighted and so alerts the user to
notify the model. We achieve this by using the “Flash” function and creating the color
that should be used to highlight the model. In the second step, visible in Fig. 3b, we add
a rotation of the handle in the desired direction. In these two steps, we create the basis
of the sequence to release the milling mandrel.

Fig. 3. The gradual addition of functions to the sequence for AR experiences.

The next phase of the sequence alerts the user to the release of the milling mandrel.
The same highlight function is used as in the first step. The image of the sequence is



Conceptual Use of Augmented Reality in the Maintenance 245

then extended with a translation and a “fade out” function. By adding these changes,
we achieve the display of the user’s warning of the release of the milling mandrel, the
display of direction and distance to which this component must be extended, and its
removal from the user’s field of view. The end of the sequence consists of the rotation of
the spindle drive assembly and the approach of the distribution part of the electric motor
(Fig. 4).

Fig. 4. Adding additional parts of the sequence.

The final part of the sequence is the removal of the electric motor case cover. Four
functions were used in connection with this action. The first was to highlight the screws
that needed to be removed. This was done in the same way as in the previous two steps.
Another step was to add an animation of unscrewing the bolts in a preselected direction
and removing them along with the case cover. The final part of the sequence consists of
displaying the contents of the case and adding alerts, as can be seen in Fig. 5.

Fig. 5. Creation of warning sequence.

After defining all the images in the sequence and adding functions to all the compo-
nents, the file is easily saved. Its output format is PVZ, it is a compressed format con-
taining vector data and individual CADmodels. Due to the hardware performance of the
devices for which the sequence is prepared, especially for Android and iOS devices, the
file in this format is unsatisfactory. For this reason, only the PVI file containing the vector
data is extracted from it. It should be noted that the individual parts of the sequence thus
created are repeatable and the position of each component can be reset [14].
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2 Definition of User Interface Settings for a Specific Type of Device

After successful timing and preparation of the sequence, there are two further steps left.
Those are necessary and described in the following chapters and for the implementation
of ARE. This chapter introduces two characteristic sequence creation steps dealing with
the selection of a suitable device type and UI definition [15].

2.1 Device Customization Options

As alreadymentioned, due to the demand for these technologies, more andmore types of
specialized software are currently appearing. For this publication, the PTCCreo package
is used, containing 3 types of self-operating programs, the result of which cooperates
in an interactive sequence in AR. This software package consists of the CAD software
PTCCreo 8.0, the PTCCreo Illustrate, the principle and use of which in connection with
the solved simulation is described in the previous chapter, the third software is Vuforia
studio.

This stand-alone program focuses on preparing theUI for the devices shown in Fig. 6.
This preparation consists of two parts, which could be named front and back end. The
front end, i.e. the visible part of the UI, contains all the elements of the model controls
ensuring the interactivity of the user with the model in the AR. This part is optimized
for 3 types of devices [16].

Fig. 6. Options for selecting a device before creating a new project.

To be able to see the collected data in real-time in the Vuforia View application,
it is necessary to create an application in the Vuforia Studio program. First, we will
open Vuforia Studio and choose to create a new project. We will see 3 options for a new
project, as can be seen in Fig. 6.We can choose between options for 2D glasses (Fig. 7a),
3D glasses (Fig. 7b), and smart devices (Fig. 7c). For this example, a Mobile - Default
option is chosen.

Fig. 7. Common devices used in combination with the software used.
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The Android device was chosen mainly because of its availability and the possibility
of integration into production and the conditions in which this technology has to be used.
Headset devices, whether in 2D or 3D, project a non-stop image from the sequence into
the user’s field of view. Given that it is not yet known its negative impact, respectively,
there is no defined percentage of the field of view coverage that would be safe in this
case, we choose a device that allows a temporary view, according to the needs of the
worker. This device is Lenovo M10 plus, with a resolution of 1900 ×1200 px. This
resolution is used as the default setting for the UI.

2.2 Vuforia Studio - UI Creation

After naming the project the program’s user interface is displayed. The first part of the
program, its 2D part, which will be visible on our chosen Android device, is visible in
Fig. 8. In this phase of sequence preparation, we adapt theUI by changing its dimensions,
adding buttons and functions that can replace standard CAD functions. In Fig. 8a, we can
see the design of the interfacewith buttons for starting the sequence, resetting the position
of CADmodels, removingwarnings, and rotating the whole assembly. Figure 8b, in turn,
shows a preview of the interface thus created [17].

Fig. 8. The UI creation process for the android AR application.

At the end of this phase, the final part follows. Thus, the use of the program Vuforia
studio on the back-end setting of the sequence, its control, and interaction.

3 Definition of AR Maintenance Sequence

The final phase of sequence preparation consists of the back-end settings performed in
the Vuforia studio. It is a summary and definition of all the previous steps in a complex
application. This chapter covers the individual steps that are necessary to complete this
sequence and uses elements from the preparation described in the previous chapters [18].

The phase of these preparations is quite extensive, starting with importing a CAD
assembly in STEP format, placing and assigning a market, assigning CAD functions to
individual buttons visible on the UI, and importing a PVI file to obtain vector data for
timing and model positions within the sequence. In addition, each of these options is
editable using javascript expression. Although it is specialized software whose features
are user-friendly and intuitive, the process is quite extensive. The following chapter,
therefore, describes the necessary ones to finalize the sequence [19].
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3.1 Assigning a Thingmark to a Specific Model

ThingMark’s placement in Vuforia Studio corresponds directly to where AR Experience
places the model in Vuforia View. This corresponds to its rotation and placement. We
can either rotate the Thingmark in the program, or it is necessary to rotate the printed
ThingMark to the desired position so that our application is displayed correctly in the
Vuforia View program [20].

Figure 9, shows the possibilities of positioning the marker. As can be seen, there are
several variants available. The first that can be seen in Fig. 9a, is the location of the posi-
tion mark in space. In practice, this means that the position mark would be placed some-
where on the frame of the milling machine and the displayed model would be projected
at a specific distance from it. This method is suitable for the use of visualization of inter-
active CAD models over a 2D technical drawing. But due to the complicated shape of
the device in which the sequence is to be run, it is not suitable for this solution. This is
because the position marker must always be in the camera’s range of the output device,
which in this case causes complications in which the positionmarker is out of focus [21].

Fig. 9. ThingMark placement methods for the selected model.

The locations of the position mark shown in Fig. 9b and Fig. 9c are essentially the
same. In the case of the first variant, it is a placement of the position mark directly on
the spindle drive. Such a location will provide us with a position mark in a sufficiently
visible place and overlap of the CADmodel with a real object. Since the CADmodel was
created on a 1: 1 scale, the sequence placed in this way is ideal. Figure 9c, is essentially
the same marker location, except that the position marker is not visible during sequence
display, it is more or less an aesthetic matter, without affecting the desired result.
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Fig. 10. Import and assign of PVI file to the “Play sequence” button.

Figure 10 shows the upload and assignment of the already mentioned PVI file to the
“Play sequence” button, which is displayed on the UI. Because it is specialized software,
the implementation of these functions is relatively simple. In this way, functions are
assigned to all buttons and objects displayed in the AR.

4 Results

The results show the location of the spindle drive of the Emco mill 55 in real state and
using the sequence for the smart device. As can be seen in Fig. 11, the location of the
position mark is on the spindle housing and the CAD model is displayed directly on it.
This placement will allow us to correlate the display in the AR and the real world, thus
achieving a lower percentage of the employee’s field of view. The location is also ideal
concerning the course of the sequence, as the individual components are located in the
same place.

Fig. 11. AR experience launch test on Emco mill 55.

Figure 11 also shows the advanced features of the Vuforia studio software. By adding
additional extensions, it is possible to interpret the operating parameters of the device, or
the outputs from the diagnostic devices, directly into the field of view of the employee.
With this tool, it is, therefore, possible to achieve a form of operational control, where the
individual quantities are displayed directly in the field of view together with warnings.
This procedure, therefore, creates an ideal environment for the use of other elements
of IoT in terms of operational control and predictive diagnostics with the interpretation
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of results in AR in real-time. Figure 11 also shows the possibility of assigning various
other types of information in the form of material sheets, or information about the tools
or preparations used.

The sequences created in this way have a wide range of applications in various tech-
nologies, such as experimental determinations of cutting speed on the surface character
of machined parts described in the publication [22]. The possible use of this technology
also occurs in the case of DMLS technology [23].

5 Conclusion

The use and relentless demand for AR technology in various industries have created
ideal conditions for its use in areas for which it was not entirely ideal in the past. The
use of CAD models with advanced functions is very helpful in various branches of
the educational process, or training of new employees, even in their “static” form. By
integrating various other functions into specialized software, it is now possible to create
fully interactive sequences inAR. The use of this software and the definition of individual
steps is intuitive due to their specialization and their use is therefore satisfactory even in
areas where AR technology is not mainstream.

The publication presents the possibilities of using one of the parts of the Industry 4.0
concept. More specifically, it focuses on creating a virtual training tool for the specific
steps that an employeemay encounter while workingwith themanufacturing equipment.
It chronologically describes the individual steps of model creation, their integration into
individual software up to the final back-end setup. Then present part of the results in the
form of verification of the display of the virtual model in the user’s field of view. The
following steps are currently the subject of research, which promises, the possibility of
using and optimizing these steps in various areas.
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Abstract. The didactic resources are mediators for the development and growth
of the teaching-learning process, they support the interaction between the teacher,
the student and the object of knowledge. Information technologies have come to
transform education, through rapid access to information, and multiple sources
of knowledge, facilitating communication, creativity, and innovation. One of the
technologies that currently has the greatest momentum is extended reality, (XR),
the augmented reality is one of its elements, based on the observation of the real
world augmented with additional information generated by a computer, and with
interaction that makes up the synthetic with images obtained from a real world.
The objective of this work is to develop a didactic resource based on augmented
reality techniques thatmakes it easier for technical high school students to learn the
maintenance and configuration of computer equipment. This work was evaluated
by means of an instrument that contemplates 3 dimensions: usability, design and
satisfaction applying to students from the northeast of Mexico area, obtaining the
following results, usability was evaluated by the students with 95.9%, design with
97.8% and satisfaction with 98.6%. It is concluded that augmented reality is an
emerging technology that can be integrated into the planning as a didactic resource
according to the context of the user and in case of social isolation supports us to
give continuity to the educational process, its development should be with a multi-
disciplinary approach which would allow obtaining a design where elements that
recreate the teaching process - learning are integrated.

Keywords: Augmented reality · Didactic resource ·Mobile learning

1 Introduction

AR is a technology that presents the userwith a combined space of real and virtual objects
using markers that the user can visualize in three-dimensional form through a mobile
device [1–3]. The operation and configuration of computer equipment is the knowledge
base for students of the technical career of Web Programming, these placements are
carried out in laboratories following the teacher’s instructions and with the support of
printed materials to achieve the competences of the learning unit. Currently, they are
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made in a virtual way with the help of videos that the teacher uses as a reference to
develop the practice.

Virtual education is transformed by promoting meaningful learning through the
different strategies and didactic techniques where the teacher must promote digital,
interactive and visual learning [4].

Among the six technologies and practices that will be carried out in 2021 according
to the EDUCAUSE Horizon report, are the Open Educational Resources (OER) which
contemplate materials for courses, learning objects, software, among others. They con-
tribute, according to UNESCO, to quality education through knowledge sharing and
capacity building [5].

The proposal is to make a prototype of an application with augmented reality (AR)
in a technological guide of maintenance and configuration of computer equipment, the
manual will have markers so that the student can visualize the main components of a
computer equipment and the practice of assembly in Unity [6–8].

The purpose is to enrich knowledge and training with immersive experiences that
produce greater interest in students, stimulating interaction and favoring the opportunity
to learn by doing; through practical simulation,which reduces the risks of futuremistakes
in job performance [9–11].

This paper consists of six sections. Section 2 shows the objectives of this paper,
followed by Sect. 3 that presents the methodology implemented for the development of
the application. In Sect. 4, the results of the tests carried out on the use of the application
are shown, followed by Sect. 5, where the discussion of the results is made comparing
them to those of other researchers. The paper was completed in Sect. 6 followed by
references.

1.1 Literature Review

The AR encompasses several technologies that allow user interaction with the world,
integrating the real environmentwith the virtual through the different devices that contain
a camera as a cell phone, laptop, generating a simulated or artificial learning environment
as they allow viewing of images as if they were real also known as immersive learning
[12–14].

Augmented Reality stimulates the human senses and favors virtual environments
through user interaction with information. One of the advantages is not only to have
information, but to create a certain representation of the world that is attractive to the
user [15, 16]. Currently the AR is considered as an educational resource that has a greater
impact on learning teaching processes. One tool that currently supports the educational
process is mobile telephony [17–19].

2 Objective

Based on a previewworkwhere amethod to design tools for teachingwithVirtual Reality
(VR) are expose [20], in the present research the main objective was determined, which
consists of developing an application of augmented reality as a didactic resource that
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facilitates students of technical baccalaureate to learn the maintenance and configuration
of computer equipment.

The specific objectives that support the achievement of the primary objective are
listed below:

– Design the test to evaluate the application of augmented reality.
– Evaluate the functionality of the application of augmented reality in students of
technical baccalaureate.

3 Methodology

The teaching resources currently used in the training of students at upper secondary
level are in printed form as manuals, learning guides and books containing information
and images that support the thematic contents of the computer equipment maintenance
and configuration learning unit. By using augmented reality as a learning resource that
supports the development of competencies through meaningful learning [21].

To this end, literature information was searched in the different databases, using the
different search criteria such as augmented reality, mobile learning, educational resource
based on applications developed in the educational field, where it was demonstrated
that the use of the same allows the acquisition of knowledge and improves the skills
motivating the student and facilitating the learning teaching processes [22].

Based on the context of the technical baccalaureate and according to the needs of
quality educational processes, the implementation of didactic resource in the use of
technology on Augmented Reality is determined.

The Unity platform was chosen as a free-source and documentation platform for
development, the database to be implemented on the platform is Vuforia SDK with
the use of markers for the visualization of 3D models in the application performing
recognition tests [23].

The tool that evaluates the augmented reality application for the maintenance and
configuration of computer equipment, was developed in Google Forms, consists of 15
items which are divided into 3 dimensions: usability which evaluated the interaction in
the management of the application by the user, consists of 4 items which were evaluated
with Likert scale where 1 is represented as poor and 5 as excellent. In addition, 2 short-
answer questions were asked. The design dimension evaluated the aesthetics of the
different components of the application, consists of 5 items which were evaluated with
Likert scale where 1 is represented as strongly disagree and 5 as strongly agree. Finally,
the dimension of satisfaction measured the degree of fulfillment of the objective of the
application, consists of 4 items which were evaluated with Likert scale, considering that
the 1 implies the minimum degree of satisfaction and 5 the maximum [24–26].

It was requested the participation of 11 students of technical baccalaureate in an
individual and personalized way, giving them to know the objective of the application
AR for technological guide, as well as instructions to carry out the interaction at each of
the stages with the app on their Android mobile device, giving each participant a time
of 20 to 30 min, allowing them total freedom in the handling and interaction with the
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application and in case of doubts the pertinent clarifications were made. At the end of the
test, the tool to assess implementation was applied, thanking them for their participation.
The methodology that was implemented is shown in Fig. 1.

Review

Bibliographic review 
of ar�cles and 
search for so�ware 
related to 
augmented reality

Design

Developing the AR 
applica�on in Unity

Applica�on

AR applica�on 
func�onality test

Fig. 1. Methodology used, Source: own elaboration.

3.1 Materials

The tools used for the design of platforms, applications and tests are listed below:

– Unity3D. Software used in the development of applications that incorporate aug-
mented reality. This software allows the design of 2D and 3D scenes, as the application
requires.

– Vuforia Engine is the most widely used platform for AR development, with support
for major phones, tablets and glasses.

– Microsoft Visual Studio is a cross-platform programming environment, compatible
with multiple programming languages such as C#.

3.2 Interface Development

The proposed interface was developed in Unity3D software in a Spanish version, using
different UI elements (user interface) such as text and images, buttons that would be
part of the scene. This interface consists of two buttons that redirect to the practice and
exercise section as shown in Fig. 2.
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Fig. 2. Home screen.

This section displays the buttons that identify the components of a computer, to
redirect to the scene of the selected component. This interface consists of twelve buttons
and an icon to return to the home screen as shown in Fig. 3.

Fig. 3. Components menu.

In Fig. 4, a scan area appears for the student to scan with an Android mobile device
the selected component (found in theMaintenance andComputer Configurationmanual)
from the menu in Fig. 3, to view the associated 3D model as shown in Fig. 5.

Fig. 4. Marker scanner display.
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The screen has 7 buttons, on the left side there are 2 buttons to interact with the
model (rotation of the model from bottom to top and from left to right), on the right side
there are 2 buttons to visualize information (description and the parts that compose it),
1 button which displays a screen with the instructions of the buttons, as shown in Fig. 6.

Fig. 5. Selected component screen.

Fig. 6. Button instruction screen.

In Fig. 7 the two practices to be performed after the review of the components of the
computer equipment are visualized. This interface consists of two buttons and an icon
to return to the home screen.

Fig. 7. Practice menu.
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In practice 1 (see Fig. 8), the student visualizes the essential components of a com-
puter, in which he selects the name of the component and places it in the corresponding
image. This interface consists of 7 labels, 7 models, 1 exit button and 1 button displaying
instructions.

Fig. 8. Practice 1.

In practice 2 (see Fig. 9) the components of the computer equipment are displayed,
where the student will select each one to integrate it into the computer tower in the
position that corresponds to it. This interface consists of a list of 7 components, 1 exit
button and 1 button displaying instructions.

Fig. 9. Practice 2.

The proposal to make this application of augmented reality in the manual of main-
tenance and configuration of equipment, is observed in Fig. 9 as the markers will be
integrated so that the student interacts with the application (Fig. 10).
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Fig. 10. Maintenance and equipment configuration manual incorporating markers.

4 Results

After applying the instrument to know the results for each dimension: usability, design
and satisfaction. The following results were obtained.

Dimension results:

26%

24%25%

25%

Dimension of Usabillity

Rate instructions

Describe the experience and interaction with
the interface
Interaction

Controls Management

Fig. 11. Evaluation of the usability in the AR instrument for the maintenance and configuration
of the computer equipment.
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Figure 11 shows that the item that qualifies the instructions described in the appli-
cation obtains 26% and the item where controls and interface interaction are evaluated
was 25%, with 24% evaluating the interface experience.

When the instrument was applied to the students who participated, it can be seen in
Table 1 that 45.45% did not present any situation, in the practice section they presented
difficulties in 36.36% during the application you can see that they did not interact with
the instruction button.

Table 1. Difficulties in mobile app interaction

Responses Frequency %

No difficulty 5 45.45%

Practices 1 9.09%

Practice 1 1 9.09%

Practice 2 2 18.18%

Failure of marker detection 1 9.09%

Connection failure 1 9.09%

Total 11 100%

The participants identified as a unique experience at the time they observed in the
application exercises and 3Dmodels with 27.27%, the practice scene was evaluated with
27.27% as shown in Table 2, this evaluation is influenced by not having interacted with
the instruction button.

Table 2. Moment you remember most in the interaction of the mobile app.

Responses Frequency %

Display of the marker scanner 1 9.09%

Exercises 3 27.27%

3D models 3 27.27%

Practices 1 9.09%

Practice 1 1 9.09%

Practice 2 1 9.09%

Rotation of 3D models 1 9.09%

Total 11 100%
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21%

19%

19%

20%

21%

Dimension of Design

Friendly and intuitive

Clear and understandable description

Text format

The icons are understood

3D models are representative

Fig. 12. Evaluation of the design in the AR instrument for the maintenance and configuration of
the computer equipment.

Figure 12 shows that the items where the application describes how friendly and
intuitive it was and the 3D models that were captured the result was 21%, with 20%
were evaluated the icons that were used in the application and the text format and the
clear and understandable description with 19%.

24,88

24,4225,35

25,35

Dimension of Satisfaction

The AR application has helped you understand
the concepts of the computer equipment
The use of AR is interesting

Integration of the AR methodology to your
classes
The experience has been easy

Fig. 13. Evaluation of the satisfaction in theAR instrument for themaintenance and configuration
of the computer equipment.

The results of Fig. 13 show that the integration of the ARmethodology in the classes
and the experience that the student refers to is evaluatedwith 25.35%,TheARapplication
has helped you understand the concepts of computer equipment was 24.88% and with
24.42% consider the use of AR interesting.
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95.91

97.82

98.64

94.00 95.00 96.00 97.00 98.00 99.00

Usability

Design

Satisfaction

Domain evaluation

Fig. 14. Domain evaluation in the AR instrument for maintenance and configuration of the
computing equipment.

As can be seen in Fig. 14, usability was evaluated by students with 95.91%, design
with 97.82% and satisfaction with 98.64%.

5 Discussion

Consider AR as an emerging technology that can be used as a learning tool through the
use of ICT and through innovation in education [27].

The satisfaction of the users in our study when interacting with the application in the
tests that were carried out was obtained a result of 97.82% with the design, unlike the
studies carried out by Veledo [28] where the failures were due to network connectivity,
for Bezares Molina [25] the design was not intuitive which caused difficulties in the
tasks that the students had to perform. In the usability domain, the results obtained
in this research were 36.36% where there were difficulties in the practice section, these
results are similar to those obtained by EncarnaciónDe Jesús [24] where it was expressed
difficulty to carry out the activities in Mixed Reality (MR) with 35%.

In order to carry out projects where the AR is applied, the context, the contents,
as well as the design that best suits and can fulfill the purpose when using ICT must
be considered [29]. Didactic resources alone do not guarantee learning, it is important
that the teacher becomes familiar with the application, to share the experience with the
students and make sure how it is used [30].

6 Conclusion

Technology plays an important role in our lives, it has permeated all areas so the edu-
cational environment is no exception, educational institutions must be transformed and
prepared for the challenges of the future [9]. Situations of social isolation wheremobility
is not allowed and the educational process must be continued [31].

The tools or materials that make the development of the application possible are
available, some are for free use and others have to be acquired which facilitates and
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shortens the time to conclude. The AR is an emerging technology that requires a multi-
disciplinary approach that would allow for a design that integrates elements that recreate
the teaching process – learning [32]. The difficulties encountered in interacting with the
application can be resolved as students become familiar with this type of resource. The
practices that were carried out must be attractive to the students which motivate the indi-
vidual or group work, allowing a collaborative work, it is indispensable the feedback
which can be carried out between the group, the system and the teacher.

The AR can be integrated into the planning as a didactic resource according to the
context of the user, in this case the application was directed to the level of Technical
Baccalaureate in Web Programming for the development of competencies in the Unit of
learning of Maintenance and Configuration of Computer Equipment.

The application will be presented to the directors of the Educational Institution to
implement it as a didactic resource in the Learning Unit Maintenance and Configuration
of computer equipment. The continuity of the project will be to evaluate the learning of
the students with the use of the application.

Acknowledgements. In carrying out the present research work by undergraduate students at the
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unconditional support, to MT Hector Francisco Berrones Cortez head of the Technical Bachelor
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Abstract. Augmented reality is a technology that improves user experiences by
allowing digital sensations to be integrated. While virtual reality is an immersive
model based on simulated environments using glasses, these simulated environ-
ments are built through a server. Everything that the user can see or feel is artifi-
cially provoked through images and sounds. Both realities are technological tools
that are adapted to the professional development of engineering learning, which
have been of significant help during mobility challenges due to the global pan-
demic.Although virtual and augmented reality are expensive to implement in some
countries, there are still opportunities to implement them by giving access to new
learning tools and creating opportunities to develop learning even in times of chal-
lenges of learning due to separation and distance. This article collects information
about virtual reality and augmented reality, both of which have been applied with
remarkable success in America and Europe, as well as to propose these means as a
learning tool to be used in the automation laboratory of engineering schools, using
augmented reality techniques to support and improve the competences necessary
for distance education in times of epidemic. The method applied was based on the
observation of students from a high grade level as qualitative research, the results
will support parallel research to include immersing reality.

Keywords: Virtual reality · Augmented reality · Distance learning · Automation

1 Introduction

There has currently been a significant delay in education globally, affected by the closure
of schools at all levels and the economic recession due to measures to control the epi-
demic. In the last update at the end of April, the closure of schools in 180 countries was
detected, causing 85% of students worldwide to be unable to attend schools [1]. Having
school closings creates a delay and losses in learning in the case of engineering, since
there is no access to schools for face-to-face classes, there is no access to laboratories and
practices which are essential in the engineering area since they provide the possibility
to understand and corroborate the hypotheses proposed in the scientific field.
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As a learning tool, it is currently sought to implement virtual reality and augmented
reality in the automation area to be able to observe in a three-dimensional way and
remotely access activities that cannot be felt in person [2].

Virtual reality seeks to recreate the reality in which we live through digital-based
interactions. In the words of Memarsadeghi & Varshney [3] “virtual reality (VR) recre-
ates the sensory world around us entirely through computer-generated signals of sight,
sound, touch (and in some cases smell and taste)” in other words, it separates us from the
reality to a high immersive experience on a digital created world in which we perceive
the sensations as if it were real.

Therefore, augmented reality broadens the perception of what reality looks like
through virtual technology. It is a technology that helps us and allows us to expand extra
information to images when they are viewed on a device. Combining virtual and physical
elements [4, 5].

On the other hand, automation is based on computer science, mechanics, and elec-
tromechanical processes that become functional withminimal human involvement. They
help to optimize the operation of different processes and products [6]. Authors like Car-
rillo &Vásquez [7] define it as the reduction of labor and use of the necessary resources
without wasting them. And the application of mechanical and electronic systems and
computer bases to operate and control production. While it also can be described as a
set of techniques associated with the application of mechanical/electronic systems and
based on computers, whose objective is the operation and control of production.

Analyzing the different conceptual points of view on automation, we finally define
automation as a system that, with the help of technology and command orders, reduces
the use of labor resources. Avoiding a waste of costs and time, increasing the quality [8].

The face-to-face laboratories in this type of class are of the utmost importance since
it is vital to be able to carry out physical tests to support your hypotheses. Many higher
education institutions seek to implement vital strategies in times of pandemic, using
virtual classroommodels seeking greater participation and understanding of the exposed
topics [9].

Currently there has been an increase in this type of virtual classroom, since they
present greater accessibility and flexibility with the use of multiple devices, allowing
similar experiences to be covered with virtual and augmented reality.

With these virtual experiences, it can be corroborated that by carrying them out, the
need for high investments is reduced by substituting those infrastructures with easy-
to-use tools, devices, and applications, giving greater access to the education sector,
providing the same experiences virtually as in person. The virtual reality structures
provide the student with learning tools and experiences that promote the exploration of
information from real data in virtual media. [10, 11].

There have been cases in which the MR (Mix Reality) to learning processes in fac-
tories has been studied [12]. The conclusion reached is that the use of this technology
extends the opportunities for learning significantly. It is well known that physicality of
learning, and thus their connection to hardware, is the cornerstone for effective learn-
ing. While virtual environments on the other hand have a high degree of flexibility and
are quickly adaptable, they are not bound by physical hardware. This allows learners
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to experience processes, methods and scenarios that are not available through conven-
tional means. Combining the advantages of the real and virtual world unlocks enormous
potential for enhancing learning successes. Other [13] authors have corroborated with
the previously mentioned conclusions. They have conducted researched on the differ-
ent areas where these technologies can be used, leading to the conclusion that the AR
(Augmented Reality) technology shows a better use for the learning phase.

2 Methodology

Thisworkwas based on qualitative research that starts fromdocumentary research, based
on related articles, educational links books and didactic material used at the engineering
school.

It is informative in nature because it shows valuable information and research on
virtual and augmented reality. And on how these technologies are applied in the different
learning styles in higher education in the engineering area.

Diverse sources were used for the research of useful teaching material on automati-
zation topic, among which are:

– Printed documentation: books, research projects, case studies.
– Electronic documentation: materials found on the internet, such as books, specialized
magazines and articles that are published in digital format.

– Audiovisual documentation: Videos and audios that contain information from
interviews, presentations, and conferences.

After extensive research based on the hardware and software necessary to develop this
application the ones mentioned below were selected:

– Unity: The version of unity used to develop the app was version 2018.4.15f1, for this
to work it was necessary to use other add-ons like Vuforia and Visual Studio.

– Visual Studio: A programming IDE used to compile and to correct the functionality
of Unity.

– Vuforia: An add-on used with Unity to create the markers and to implement the basic
AR interactions for the app.

– Laptop: This device was used to run Unity with the minimum requirements.
– Smartphone: The smartphone used to run this app which had Android system API 19
(4.4 - KitKat) which is the minimum to run Vuforia and AR apps.

– Solidworks: The 3d models shown in the app were created using this software, they
were chosen based on previous knowledge and experience used in the regular practices
and how the students interacted with them.
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Augmented reality was applied in laboratory practices related to automation through
the developed application called ARLAB (Augmented Reality Laboratory) which a
group of 30 students used to develop their experiments (See Fig. 1). Application of
practical material was compared with theoretical material to support the theories and
interpretations. A satisfaction survey was used based on Likert scale with two questions,
the first one asking how much they liked the app and the second one asking about how
easy it was to understand.

Fig. 1. Example of the app running during implementation in laboratory practices.

Practice one consisted of the student knowing the compact and modular PLC, which
was presented by means of a QR code created using Vuforia packages (See Fig. 2),
when pointing at the target, it showed the PLC 3D model allowing the students to
disassemble its modules, just by dragging them to another location in the screen of their
smartphones, successfully meeting the requirements of the educational programwithout
having to attend their corresponding classes in person (See Fig. 3).

Fig. 2. QR code used.
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Fig. 3. Modular PLC 3D model showed.

In the second practice, in the same way as in the first, we worked with a modular
and compact PLC, the applicable difference in this case was the information displayed
(See Fig. 4), the student had to select the desired PLC.

Fig. 4. PLC selection screen in the app.

After the selection of the desired PLC (See Fig. 5), the student, in addition to viewing
the modular PLC, was able to look at theoretical information such as the I/O distribu-
tion, voltage necessary to make it work and some other technical information about the
selected model.
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Fig. 5. Modular PLC information displayed.

For practice three, the students were asked to turn on different lights by means of
a sensor connected to the PLC, which, thanks to augmented reality, was possible (See
Fig. 6). The only thing that the student had to do was place his finger or hand under the
sensor covering the QR code to turn on the lights.

Fig. 6. Sensor and lamp connections.

Each time the students progressed with respect to their automation practices, the
students were presented with a more detailed and advanced augmented reality case to
be able to successfully develop what was requested. For these previous practices, the
student just pointed at one marker at a time, once they became familiarized with this
type of interaction, the students were asked to use more than one marker.

One case is practice four, which included a video tutorial so that the student could
download different software which would make him capable of programming PLCs by
augmented reality, the students just needed to touch the play icon in theGUI at the screen,
to play the video, as a support the video was also provided to the students through a
URL and shown during theoretical class (See Fig. 7).
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The next step to perform consisted of placing the target image (QR code) in front of
the camera, according to what section of the PLC they wanted to visualize. It should be
noted that tutorial videos were reproduced by the augmented reality view, giving access
to a more advanced type of visualization (See Fig. 8).

Fig. 7. AR view of the tutorial.

Fig. 8. Practical augmented reality view 4.

3 Results

After the use of this application in a group of 30 students, it was found that most of
them believed this method to be more attractive and easier to understand than using the
conventional method of showing the students the physical PLC. Also, the risk for the
equipment to be damaged due to inadequate connections was avoided (See Fig. 9). This
app was developed to be applied on future projects in order to analyze the usability of
AR applications and the student’s level of achievement during their study sessions.
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Fig. 9. Pie Chart showing the students answers to both questions asked in the survey.

Developing automation labs with augmented reality allows high school students and
other educational levels access to additional tools by meeting their needs and imple-
menting them in classrooms. The exception here is that during the pandemic, all the
faculties and universities had been facing problems related to the restrictions of student
access to the facilities. This tool was developed thinking of a hybrid educational plan on
which the students will not be affected if they cannot attend their normal classes.

4 Discussion

Observing the obtained results, we noticed that the practices were carried out in a sat-
isfactory way, where the student was able to see, perform, learn, and interact in a much
more visual and effective way than just reading the theory and trying to understand the
topics seen. In light of the uncertainty being experienced worldwide, this application is
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an extra tool that complements all the practices seen during the sessions of the online
modality and we are convinced that it is an advance for aspiring engineers to have ade-
quate training and not leave the issues seen unfinished, but all the practices to be done
[14, 15]. It will ensure that a university level education be more independent of global
inconsistencies.

It is also important to note that our tool, although it has only been applied in the
automation area, is possible that in the future it will be used for many other subjects and
practices of university colleagues [16].

5 Conclusion

To conclude with all the information that we have obtained so far, we clearly see that
the implementation of augmented reality is necessary so that students can enjoy better-
quality learning during times of unforeseen changes, Taking advantage of the online
modality that is common today due to the pandemic would still remain in force at the
UANL, as well as continuing with the visual aids and especially with the practices that
are most useful if they are carried out interactively. Although the program continues to
function in a stable way with the traditional class method, with the augmented reality,
sessions would be complemented, inspiring more imaginative conceptual thinking, and
knowledge would be better assimilated [17].

With all the results obtained, it should be noted that augmented reality was already in
great development and was already being implemented in different universities around
the world. With the pandemic came a new stage of education where it was no longer
optional to acquire knowledge from a distance but became a necessity where stu-
dents from their homes continued with their purpose of graduating as engineers while
restricted. For that, augmented reality became a great ally that has had very positive
results. It can continue to be part of the daily program post-pandemic in the Face-to-
face modality. Some classrooms will have to be adapted for the implementation of an
academic program that has augmented reality in it [18, 19].

All the information and results obtained have been very satisfactory for us who are
engineering students, since it allows us to see a different panorama of how we perceive
knowledge and we are utterly convinced that it is a particularly useful tool and a great
complement in learning engineering. The greatest learning tool is experience, which
is provided by use of this technology. We know that it will be of significant help to
future generations who will be able to take advantage of this form of learning. It is also
important to mention that its implementation will be a gradual step-by-step and can be
adapted immediately to our needs today [20].

Finally, we would like to thank the Faculty ofMechanical and Electrical Engineering
that allowed us to develop this project, which with this article and its application has a
great positive impact and continues to innovate the way we acquire knowledge and that
it always progresses to be of Best Quality [21].
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Abstract. Virtual reality technology has developed at an exponential rate in the
last decades, increasing in popularity due to itsmultiple benefits in learning and job
training applications. One of these benefits is the ability to offer hands-on learning
in virtual environments, which in real life are highly dangerous for inexperienced
people, so it would be impossible to provide this type of learning through tradi-
tional teachingmethods. In electrical engineering, it is common to encounter these
situations, as is the case with electrical substations. There is a need for a trainer
that allows trainees to acquire knowledge about these infrastructures with a closer
approach. Being substation safety is one of the main factors in the training process
in the electrical field. The trainer must have scenarios that first teach and promote
personal safety, so topics such as personal protective equipment are considered.
This paper introduces the process of a trainer for electrical substations simulator,
specifically on following safety instructions, a development of a virtual practice
using 2D and 3D is shown, which aims to instruct the user on personal protective
equipment in an immersive environment. The process of the three-dimensional
environment is presented, and the flow of the practice is described. The training
tool teaches the users about the proper equipment to wear when going to an elec-
trical substation and then shows what the user will find there. Tests were applied
to the user to measure usability, satisfaction, and efficiency using the training tool.

Keywords: Virtual reality · Training · Electrical substation

1 Introduction

When it comes to the practical knowledge, traditional teaching methods are often insuf-
ficient in many areas, such as medicine [1, 2], construction [3], even chemistry [4] and
engineering in general [5]. Although there are certain approaches to practical instruc-
tion, the lessons are often limited to observation by means of images or elements that
are not in operation, or in their common environment. For subjects such as medicine,
anatomical models that emulate the human body [6], or videos explaining procedures,
are often used. Likewise, for construction [3], diagrams, pictures, and videos are used. It
is very unusual that lessons are given in real situations, since the lack of experience of the
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trainee, and the environments in which these practices should be given would represent a
considerable risk for the trainee, the infrastructure, and other personnel around him/her.

In engineering, specifically electrical engineering, the same situations apply. Trainees
are taught about components and infrastructures that are not in operation or are isolated
components. Such is the case of electrical substations, highly dangerous installations
for inexperienced personnel, where each component is energized with high voltages and
currents that represent lethal risks. In addition, substations are often located in remote
places, which also implies transportation costs in case trainees wanted to be trained
there.

Practical training at real substations is an obstacle for schools and students since there
are some factors that impede his practical realization. There are situations such as safety
of personnel, not being able to make any mistakes in matters of safety, transportation of
personnel, the need to be guided by a host visit, technical requirements to train at real
situations (schedule and times), and the cost of the equipment to train personnel [7].

Virtual reality allows facing the problem of the risks involved in the training of
people with no or minimal training in different areas. In matters of safety, it is also
known that there is a high rate of injuries related to the engineering and construction
sciences that is the reason why the development of new technologies for implementation
and experimentation has been a priority in recent years [8]. A relevant subject is also
to provide the users the capability to assess their knowledge [9]. In the last decade
alone, multiple proposals and projects have been developed for virtual reality systems
for training in different areas. For example, in medicine, [1] describes the development
of a non-immersive virtual reality system, using 3D vision, for the exploration of an
anatomical model in breast cancer situations. In this work the evaluation of the users
suggests an improvement in learning, being able to investigate the human body without
the common restrictions, and being anatomically accurate models, in which it is possible
to explore internally without the need tomake cuts to a real person. In [2] is discussed the
development of a virtual reality system for training in endovascular surgery, specifically
to avoid collisions that could damage blood vessels when manipulating the catheter, due
to the lack of the notion of the force applied in the teleoperated systems. The system
warns beginners about possible collisions and assists the user in eliminating them. The
evaluation of this system shows a reduction in the frequency of collisions and the distance
that represents tissue damage. This means that it allows practical training of novice
physicians in such procedures, without the need for trial and error with real patients,
which would be highly irresponsible and dangerous. In [6] the procedures known as
“T\&S” are described as procedures that require high levels of practice, which evidently
cannot be obtained without real patients. Therefore, a virtual reality system is developed
to facilitate the training of this procedure without the risk of involving patients who
could be negatively affected by a poorly performed procedure. In terms of construction
virtual reality is used to generate learning about safety in construction and engineering
environments. The potential of this technology with HMD’s (Head Mounted Displays)
for visualization and planning in architecture and construction projects is also discussed
[3, 10–12].

In electrical engineering, there are multiple projects focused on the development
of virtual reality systems for training. In [13] a non-immersive virtual reality tool for
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maintenance of high voltage overhead lines is presented, where the non-immersive is
justified because it enables the use of other more common peripherals for the user,
reducing costs and training time in its use. More specifically about electrical substations,
in [14] a virtual reality substation trainer is presented. In it we see great freedom of
interaction and decision making for the user, giving him the ability to make decisions
of free actions, even if incorrect, with visible consequences. The freedom of interaction
translates into more realistic and meaningful experiences, in terms of learning. More
recently in [15] the development of a so-called virtual reality training complex for power
systems is shown. This is aimed at training and practice of personnel actions during
common and emergency situations. It is proposed that the user will gain experience,
eliminating the possibility of electric shock and equipment failure. It precisely states
that if a practical approach to training is impossible due to lack of competence and
potential danger, virtual reality environments can be used to acquire these competencies
in a safe way. To create a trainer, procedures should be modeled in a way user decisions
have to value for training. Instead of following a sequence of static steps, the model of
any software needs to have options depending on the situation [16]. Many specific topics
are addressed in the papers presented, such as maneuvering, exploration, etc.; however,
few proposals focus on the personal safety of the user, who will eventually find himself
personally in electrical substations, facing various lethal hazards.

The objective, given the above, is to develop a virtual reality trainer for electrical
substations, specifically focused on electrical substation safety. The trainer will consist
of multiple practices that will instruct the user in the safety measures to be followed
when working in the facilities.

2 Materials and Methods

2.1 Methods

The method is focused on the development of an environment that the user could relate
to a real workplace, based on different models already implemented [17, 18]. Prior to any
development, the knowledge of experts, electrical engineers with extensive experience
in the field, was sought to obtain a first approach to the environment to be developed as
we can see in [19, 20] with related works. As a result of this approach, information was
gathered on the environment and the development of common procedures in electrical
substations, as well as safety issues corresponding to the environment. Subsequently,
the main concept of the trainer, personal safety, was established.

The construction of different virtual environments began, making use of three-
dimensional models for each object or room present in the trainer inspired also on
models already implemented [21, 22]. In these virtual environments, the user can inter-
act and perform a series of specific activities, which provide practical knowledge on safe
practice.

After the development of the trainer, the proposal scenario has been completed,
usability and heuristic testswere applied.Agroup of users did the virtual trainer exercises
and then answered a survey used as a test. Tests were applied to 12 not experienced users
and to 10 professional users. Both tests had questions designed according to specific
aspects of the interaction between the user and the training tool. Each question used the
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Likert scale, so the user selected one of five possible answers. Usability tests focus on
how simple was for a user to understand what to do and do it. Heuristic tests evaluated
how the user felt while using the task, in terms of satisfaction, motivation and how
effective they could complete the objectives of the task. After development, the training
tool was tested.

2.2 Materials

The scenarios are built in Unity 3D software. The models used for each scenario are
three-dimensionalmodelswith textures andmaterials that provide amore realistic visual-
ization. The 3DSMax software was used. Events and interactions are generated through
C# programming, and through Unity 3D tools, codes are assigned to models to allow
interactions with them. Two platforms were designed, one using a VR Oculus Quest
SDK, to provide greater immersion of the user in the environment. The second platform
was a desktop version that will be maintained for a wider scope. These tools were used
in different projects using Virtual Reality and Virtual Environments [23, 24].

2.3 Definition of Practices

One of the most important parts when performing maneuvers in an electrical substa-
tion is the proper use of personal protective equipment, and it complies with certain
specific characteristics to avoid any accident. The first practice consists of the trainee
becoming familiar with and correctly identifying the personal protective equipment to be
used, selecting the correct equipment from among various models of personal protective
equipment.

For a second practice, in a virtual electrical substation influenced [25], the user will
learn about safe distances to maintain from certain elements of a substation to minimize
the risk of electrical shock [5]. The practice consists of a guided walk through the
electrical substation, in which the user is instructed to go to certain areas but alertedwhen
an area is considered unsafe [26]. The consequences of not respecting these distances,
such as an electric shock, are also included.

3 Results

3.1 Equipment Selection

The exercise for the first practice consists of indicating to the engineers which equipment
they need to go to an electrical substation. The flow of interactions for the first practice
has also been designed, from the start and user prompts to the final evaluation of the
user’s performance. Each part considered can be found listed below. In the beginning,
the trainee will appear in front of a screen, on which he/she will be able to read the
objective of the practice. This screen will change, giving context and indications on how
to proceed.
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The user will be instructed, through the screen, to explore the warehouse in search
of personal protective equipment for an electrical substation, which should consist of
a helmet, goggles, gloves, and boots. The user will find on the shelf distinct types of
equipment for each item, i.e., different helmets, glasses, gloves, and boots. The user
must select from each item the correct one to be used in a substation. Once the user has
finished selecting the equipment, he/she considers appropriate, he/she must trigger the
evaluation through a control (Model that will serve as a trigger for the evaluation).

If all selections have been correct, positive feedback will be given to the trainee,
otherwise negative feedback will be shown. The latter will consist of a message explain-
ing that, due to a bad choice of equipment, a serious accident happened while in the
electrical substation, so that a strong impression is generated in the user about what not
using the right safety equipment could imply.

The scene simulates a warehouse. The user can navigate the room and choose the
equipment he needs to go to a substation. The first exercise teaches the user what to do
before he is in an electrical substation.

In thiswarehouse, you canfind furniture, such as tables, shelves, racks, doors, lockers.
Figure 1 shows a section of the virtual warehouse with tables and lockers. There is also
a screen, on which objectives and instructions are indicated.

Fig. 1. Screen with objective of the first practice.

In Fig. 2 a view of the room is shown from another point. You can see the tables,
some decorative elements, and in the background, you can see shelves containing some
of the models of personal protective equipment. These elements are added to simulate a
real room.
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Fig. 2. View of the warehouse of the first practice.

Thewarehouse has differentmodels of personal protective equipment in 4 categories:
helmets, gloves, goggles, and boots. These are located on shelves and racks. As shown
in Fig. 3 there are multiple models of gloves of different materials and textures, as well
as multiple models of glasses. For the user to have information about the models, when
he focuses on a model, a sign with information and a description of the object appears
(Fig. 4).

Fig. 3. Different models of gloves and lenses.
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Fig. 4. Information signs of the model displayed in front of the user. Spanish version.

As well as gloves and glasses, there are multiple models of safety helmets and boots.
The different helmets represent different class helmets, in accordance with NOM-115-
STPS-2009. Similarly, eachmodel for the boots represents different degrees of protection
or use. Information regarding these elements is given to the user through signage, as
shown in Fig. 5 and Fig. 6.

Fig. 5. Information signage on class E helmet. Spanish version.
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Fig. 6. Information signage of industrial cap boots. Spanish version.

3.2 Electrical Substation Tour

After finishing the first practice, the user could continue at the second practice, which is
a tour in a small transformer substation (Fig. 7). In this exercise, the user walls across
the substation get to know the components of an electrical substation.

Fig. 7. Multiple models for substations.

Although each substation is different, there are a series of common components.
In a substation, the user can find elements as electrical towers, voltage, and current
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transformers, and switches, all modeled and included in the virtual environments. These
elements are shown in Fig. 8. Entries and exits are also included in the scene (Fig. 9).

Fig. 8. Switchgear models, current and voltage transformers, and electrical towers.

Fig. 9. Portal to leave simulator.
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3.3 Evaluation

This step represents the development of the trainer proposal, it has been determined to
apply usability tests to electrical engineers with previous experience in interacting with
electrical substations. In these tests, the users will be trying the interface (Fig. 10), the
different environments, the interactions, and the practices in general. Once the test is
finished, they will be asked to fill out a survey, based on which statistical analysis will
be made. Comments will also be received regarding approaches to be considered in the
simulator. The final objective of this analysis will be to identify areas of opportunity
to improve and to have feedback to subsequently provide the trainer with an industrial
approach.

Fig. 10. Users testing the immersive environment.

To know the acceptance and experience that the simulator could give to the trainee,
three tests using the Likert scale were conducted: usability test, composed of guid-
ance quality and interaction experience, and a heuristic test that evaluated satisfaction,
motivation, efficiency, and effectiveness.

For most users, interactions and guidance were acceptable or better. As shown in
Fig. 11, no users evaluated interactions as poor or worse, and more than 60% of users
answered the interactions were good. In comments the indicated the interface was easy
to use. However, guidance can be improved. Around 30% users evaluated the guidance
was not complete and require additional indications in how to do the exercises.
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Fig. 11. Usability test results.

Thevirtual training environment generated user engagement. Theheuristic test shows
thatmore than 65%users gradedmotivation and satisfaction as very good (Fig. 12). Some
users added to comments that the use of the virtual training environment was entertained.

Fig. 12. Satisfaction and motivation results.

In the case efficiency questions, all users indicated that the game was good or better
(Fig. 13). This indicated the users have no problem doing what the activity required. No
bugs were reported in the comments.
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Fig. 13. Efficiency and effectiveness results.

4 Discussion

The guidance could be improved. After efficiency and usability were evaluated, the
virtual reality tool was easy to use and attractive for the users. Most users enjoyed the
way they interact with virtual elements. However, a group of users felt lost in the second
exercise. In the first one, there is a text with instructions while moving in the warehouse.
On the other hand, the second exercise only indicated what to do at the start of the
actions. For training, indications should be modified in the second exercise.

For a virtual reality simulation to keep improving, developers need to keep track of
how technology changes. New technology generates new methodologies. In fields like
manufacturing, there are constant proposals in how to improve the design of elements
[27]. Electrical substation maintenance can also be affected by new proposals. Although
the results of the current version of the virtual reality environment were considered
effective by the users and are based on current methods, once there are new elements in
the methods, the current version is no longer useful for learning. Changes in how to do
a specific task should be also modified in a virtual environment to keep being useful for
learners.

5 Conclusions

Virtual environments currently represent a solution to support the acquisition of practical
experience, without the need to worry about risks to the health or life of the trainee, or to
produce failures in the installations, caused by poor operation due to lack of experience.
It has been decided to follow a safety approach, because, despite the previous existence
of other works on electrical substations, few consider the user’s safety in the first place.
Ensuring the safety of personnel is fundamental, and many of the accidents that occur
in these environments are due precisely to lack of training or experience. The exposed
VR simulator has allowed the user to learn about safety procedures at an electrical
substation, from the validation of personal protective equipment to interaction with the
equipment in operation in electrical substations. As a result of a good level of acceptance,
represented by the usability results, it is expected to continue the next practice that will
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be of significant help in generating practical learning. Improving the guidance support
and the efficiency, incorporating the next scene will permit to know the level of learning
using an evaluation process that will be store the trainees’ actions into a database.
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Abstract. Virtual reality industry training environments proposals are more com-
mon in recent years. Due to the versatility of a virtual environment, the interaction
with specialized and expensive equipment could be simulated. This type of solu-
tion can be applied to many fields and specific processes. Lots of proposals of
virtual reality usage have similarities in how they aim for learning to be mean-
ingful for a user. In any teaching process, either in industry or school, there are
learning concepts and abilities related to some specific tasks. By a review of pro-
posals in several fields, thiswork identifies concepts and characteristics that should
be taken into consideration when creating a training virtual reality simulator, and
then those concepts are applied to a real case. The case implemented is virtual
reality for forklift operator training. The review showed the advantages of appli-
cations in different fields and highlighted two key concepts to apply in a proposal:
fidelity and flexibility. Based on fidelity and flexibility, there are modifications of
interactions and instructions. Those concepts were applied to the virtual environ-
ment for forklift operation, changing visual elements in the 3D environment and
modifying interactions by adding a driving wheel controller. After the develop-
ment stage, usability and functionality test were applied to a group of students
to evaluate user experience and guidance. Tests also allowed to identify what to
improve in the virtual environment. These types of tools should stick to reality as
much as possible, but extra objects are wanted when those elements improve the
learning process.

Keywords: Virtual reality environments · Industry training · Forklift training

1 Introduction

In the last decades, there have been multiple proposals of virtual reality environments
for education. Specifically, since 2013 there has been a greater amount of virtual reality
projects due to the higher availability of hardware (HMDdevices). These proposals show
an environment focused on a specific field, such asmedicine, school education, industrial
plant operation, etc. Many of those investigations compare traditional teaching (books,
class explanations, and real practice) with these types of solutions. Virtual reality can be
applied in different stages of a process [1]. One of the main scopes of those applications
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is related to the teaching process. In industry, this process occurs in training, when a
user learns needed skills. The person in charge of a task must have the knowledge and
skills required to perform it. A virtual reality application can guide users or help them
have a better understanding of a specific task.

Usually, a virtual reality environment proposal includes a first evaluation of imple-
mentation. The general aim of these solutions is to be proven useful for helping in the
learning process of the task they are designed for. This evaluation can focus on how
the user feels after using the training environments, and a skill evaluation related to
the content of the environment [1–3]. Results show if there is a similar o greater level
of comprehension from the users related to the task he learned about. When the learn-
ing process is good enough, it can be considered that the virtual reality environment is
effective for teaching those tasks.

Although each proposal of virtual reality training environment has its own goal and
approach, there are some general good practices or key concepts that would be useful
for new projects. This paper analyses a set of virtual environments and related reviews
aiming to identify advantages of this type of solution, as well as characteristics an
effective design should consider. Those characteristics are later applied to a real case of
a virtual reality training environment: forklift operation. Good practices from previous
work aim to improve interaction in terms of guidance and ease of use of the interface.
Once the environment is enhanced, a group of users tests the tool to evaluate the user
experience.

2 Method

The project has three main stages: related work analysis, development, and testing. A
review of related work help identifying characteristics of different proposal for virtual
reality training environments in industry. Once there is a definition of good practices,
those practices are applied to the forklift operation training virtual environment. To
evaluate new features of the virtual reality environments, 20 users interacted with the
tool and answered a survey in which they indicated how easy or hard was to use the tool.

2.1 Related Work Analysis

The review process is shown in Fig. 1. In the first step, four different database research
engines were considered: Web of Science, Springer Link, IEEE Xplore, ACM Digital
Library. Most of them are multidisciplinary, so the research would get information from
multiple fields. In the case of IEEE Xplore, most papers are related to engineering,
which is an area highly related to industrial training both in general and to specific used
considered for this paper. In all engines, the search included the next list of keywords:
virtual reality (AND) training, virtual reality (AND) education, and virtual reality (AND)
forklift.
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Fig. 1. Research method applied in this overview.

Part of the aim of this study is to focus on recent applications. Because of it, the
literature research was limited to papers from the previous decade (2010–2020). Another
limitation in the research was to consider only full-text papers, so this review can further
evaluate how each proposal was developed.

For the analysis of information, amulti-step reviewprocesswas applied. Fromseveral
collected papers, there was an initial review of abstracts and conclusions. This initial
review aimed to define if the paper is related to training and is related to this research,
or the virtual reality environment from that paper considered other types of application,
such as monitoring. From papers defined as useful in this first review, a second review of
the entire paper. In total, 25 different papers were fully analyzed with the second review
of this method.

2.2 Development of Interface

To apply the identified characteristics, a functional project was selected. First, interac-
tions are modified to be closer to reality. In the selected virtual reality environment, the
objective was to drive a forklift across a warehouse, move in reverse and stop the fork-
lift. Hardware was updated to improve the simulation of a real forklift. After changing
interactions, instructions were modified. Additional instructions were added in the form
of audios, to simulate someone was explaining in the room. Text instructions are also
included at the beginning of exercises. Most elements that do not exist in real facilities
are removed, such as 3D messages.

2.3 Testing

The modified application was tested by a group of 20 students. Each user of the group
used the virtual environment, only guided by instructions inside the interface. At the
end of the exercise, users filled a survey that contained usability and functionality tests.
Those tests include questions related to provided instructions and how easy was to use
the interface to accomplish the goal of the training environment. To have a numeric
evaluation, the answers options of the survey were either yes/no or use the Likert scale.
There was also an additional question to add a custom opinion on how each user felt and
compile recommendations of how to keep improving the tool.
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3 Characteristics of Virtual Reality Training Applications

3.1 Virtual Reality Applications for Training

The range of virtual reality applications as a training tool is wide. Table 1 shows some
examples of applications that have already been proposed in the literature. Applications
canbe identifiedboth inmedicine and in themanufacturing industry. Similarities between
those areas are they both involve complex tasks and complex equipment. Not only
industry, but universities already look at how this kind of technology would improve
the performance of learners. A tool related to experiment with electrical equipment for
engineering studentswould allow them to assemble anddisassemble complex equipment,
which is an interactive learning experience they are not usually allowed to do [3]. Many
fields are experimenting on how virtual reality can improve the performance of a user
in a certain task.

Table 1. Virtual reality training applications examples.

Field Application examples

Industrial plant Power grid operation [4, 5], Forklift driving [6, 7], Manufacturing [8, 9],
Smart factory [1]

Construction Driving simulator [10], Safety [11]

Medicine Anatomy [12], Surgery [13]

Other approaches Railways [14], Disaster response [15], Familiarization with equipment [3]

One of the reasons for this type of implementation is accident prevention. In a virtual
environment, you can create hazardous situations for the user, and he will not be in real
danger. A constant aim of fields as constructions is the reduce as much as possible the
number of accidents at work [11]. There cannot be driving accidents in an industrial
plant if the user only drives a virtual vehicle in a safe space. The user can learn from
the implications of different accidents and learn how to interact without the need of a
previous real experience [6, 7]. As for a forklift operator, hazardmanagement is based on
a constant awareness of other forklift operators, any user walking, and unsafely placed
items in the warehouse. In a virtual environment the user could learn these specific skills
[16]. A virtual reality environment is a safe environment to learn skills.

Virtual reality is also used to teach more deeply the task the user needs to learn. A
clear example can be identified in medicine, where the traditional approach a traditional
way to teachmedical producerswas through videos. By using a virtual reality simulation,
a student can experiment with complex procedures such a surgery and learn by doing
[13, 17]. At the same time, in industry, it is possible to identify that the initial lack of
interaction with control systems and complex machines is related to the cost of that
equipment. Virtual reality provides an environment in which interaction is close to the
real one, without risking equipment. Those types of interactions are meaningful in a
learning process [8]. In a virtual reality environment, the user can see things he would
not see in the real environment.
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3.2 Virtual Reality Training Advantages

There are several advantages a business considers when implementing a virtual reality
proposal. Although trainee learning would be an important factor in applying this tech-
nology to a specific process, research shows other factors which potential value can be
of great interest for the industry. The two other most significant advantages are increas-
ing safety and minimizing the costs of training. All these factors are considered when
defining the utility of a virtual reality application proposal.

The most relevant advantage of a virtual reality simulator is safety. It is said that that
learners are safewhen using a virtual reality application.When the trainee has just started
to learn how to interact with equipment, it would be risky to be on the operational side
of an industrial plant. One of the main causes of lack of safety in industrial procedures
is lack of training. When training is not enough, it is hard to identify risky situations,
and more accidents a generated [18]. The maintenance of a power station involves tons
of safety procedures related to switching on and off equipment, and by not being careful
both equipment and the user are at risk [5]. There are cases inwhich safety is so important
that the study proposes virtual remote operation environments to avoid any danger from
the workplace [14]. When the users have not enough experience related to the process,
is a risk for them to be near the real process, and a virtual reality environment in a safe
place becomes an interesting solution for training.

In addition, safety is improved also for real life produces. If the content design of a
virtual reality training environment includes safety protocols of the task, the user will
already have experiences about what to do to keep him and his colleagues safe. This is
an advantage of the learning by interaction approach of virtual environments. However,
the safety procedures indicated in a real environment will only be as good that the real
procedures they are based on. Therefore, validation of those procedures in real life is
needed before teaching them to users [19]. In a proposal focused on disaster response
[15], hazards are simulated so the user can train and learn how to respond to those
events in real life. If some of the considered disasters occur, the user would have already
practiced an effective way of how to deal with the problem. Due to the learning by
interaction approach, safety is improved not only by keeping the users in virtual reality
environments where there is no harm possibility, but by facilitating a safe interaction
with hazards.

At the same time, most literature from this review indicated immersion as an impor-
tant advantage in the learning process. The increased immersion in recent years seems
to be compatible with different learning approaches, especially for activities that involve
the user to understand their surroundings and specific interaction with equipment [12,
20]. Virtual reality projects enhance the learning outcome in tasks that require visualiza-
tion or design of objects [2]. By including simulations of surgeries, a learner has a better
view of what steps he should follow in the process and a visual reference of how to do
it [13]. If the facilities in a virtual environment are similar to the real ones, the user will
already be familiar with the location of the different elements of the plant. The trainee
gets a prior knowledge of the real process he could apply once training ends.

In the case of industry, finances benefit from solutions with virtual reality. Although
a virtual reality environment will require a higher initial investment than alternatives,
the benefits shown later as no needing new equipment in the future are an advantage in
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expense. At the same time, the risk is reduced for an improvement of experience in users,
the costs of dealing with accidents also decrease. There is no need to use equipment from
production and production can go on normally [1, 21]. Specialized equipment used for
practical exercises is expensive, so a trainee is not usually allowed to use it [3]. Although
the user will need certain guidance from an expert as an instructor this guidance will
also be reduced compared to a classic teaching method, so the instructor can carry his
operative functions as normal. The expert will invest a higher time in production than in
training.

3.3 Characteristics of Efficient Virtual Reality Environments

Virtual reality projects are often described in terms of two concepts: immersion and
presence. Those concepts relate to the sense of presence and interaction of the user when
using the training environment. From an immersion perspective, this concept indicates
how deep a user is inside the interface: Is the user wearing an HMD or is he looking at
the virtual environment through a computer screen? On the other hand, presence relates
to how similar the user behavior is between the real and virtual environment [9, 20]. How
interaction is produced relates to the complexity of the model. Some studies analyze that
virtual environments should incorporate real data [21]. That way the user will have a
chance to interact safely with complex procedures directly related to a case that happens
in production. Many of the projects mentioned before in the paper require a range of
motor skills, therefore for the user to feel like he is performing the task is necessary
for effective learning. Immersion and presence can help the learning process in virtual
reality training environments.

Although immersion and presence are important characteristics of a virtual reality
design, more characteristics should be considered when creating a virtual environment:
fidelity and flexibility. These concepts are related to the similarities between the real
environment and a virtual one. After training, a user must know how to perform a task
in the real facilities of an industrial plant. These two concepts will be further explored
next.

A virtual reality training environment design needs fidelity to the real environment.
This means the virtual reality environment is based on real facilities. Fidelity can be
analyzed from different perspectives, such as hardware, 3D designs, and content. Hard-
ware selection must be based on how the user interacts with the real components. If the
environment is related to driving, a steering wheel controller is more like the real inter-
action that a keyboard interface [6]. Also, when designing 3D environment fidelity must
be considered. Operators need to know howmuch distance there is between the different
places of a factory involve in the process [5]. The design of 3D elements should be based
as well on real objects. A virtual forklift should have the same type of movement in the
real fabric as in the training simulation: forks move up and down but not sideways. By
that consideration, model design should base on the real elements that the task involves
[1, 22]. By the consideration of this concept, there is a guarantee the trainee will already
be familiarized with the real facilities and processes.

Virtual reality designmust also be flexible. Industry changes over time, whichmeans
the virtual reality training environments must be capable to adapts to those changes and
the different situations can happen in the real process. Virtual reality allows scalable
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designs: if modifications are needed, there is no need to replace equipment [1]. As seen
in the Table 1, there are multiple proposals focused on the driving training industry. In
this field of application, the user needs to be constantly aware of their surroundings,
which involves training for a long time [10]. In traditional methods, machinery would
be required, but with a virtual reality application, there is no need to use real machines
in training. If a step or a tool of the process changes while the user trains, the environ-
ment can be adapted to the new elements without getting new expensive equipment. If
the elements of an industrial plant are reordered, these changes can be adapted in the
environment so is always up to date. On the other hand, virtual reality must be flexible to
hazardous situations. Hazards can occur at any time. These are abnormal situations, to
which a virtual environment should prepare the users for [19]. A linear script of a virtual
environment helps to user to know how to proceed in an ideal scenario but, accidents
are always a possibility in real life. This type of solution should adapt to get the user in
virtual hazard situations so he can learn how to react to the risk. Virtual reality allows
flexibility in terms of adaptation to changes and the interaction with hazard situations.

In content design, these two concepts are integrated as one. On one hand, the content
must be based on the real task. Not only the way things are shown but the way things
are told matter in a virtual reality application. The design of the content of a training
environment involves a definition of what the user can do around the environment, what
can happen after his actions, and what he is supposed to do. An effective content design
allows the user to identify situations that in real life would be harder to understand [23].
Applying real data, such as variables measured by sensors, or experiences from previous
operators helps to improve a virtual reality design. By incorporating this information in
the design of the objects and the configuration of the environment would be useful for
learning when it is time to interact in a real environment. The users get a feeling they
already did the task [23]. However, content must be flexible. To apply the fidelity concept
does not forbid adding nonreal elements to a virtual element. In the analyzed proposals,
some researchers add audio and/or text information if they consider that would improve
learning from the user [9]. Fidelity and flexibility should no be limitations in a virtual
reality environment design, virtual reality is supposed to expand the capabilities of real
training.

4 Results

4.1 Improvements of the Forklift Operator Training Environment

A virtual reality forklift driving training system would need some of the features to
enhance the learning process. Some of those features are indicated in Fig. 2. On one
side, there are elements from the real task that should be recreated in the virtual environ-
ment for the user to be meaningful. The virtual environment would require extracting
features from the ideal operation case. This involves digitizing machines and the rest of
the facilities into 3Dmodels to include in a virtual environment. On one hand, conceptu-
alization should be based on the real procedures the industry follows. On the other hand,
the virtual environment should also create risky situations the user may find in real life.
Fidelity and flexibility can be applied to the virtual forklift training system.
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Fig. 2. Fidelity and flexibility in a virtual training environment for forklift operation.

Fidelity was improved in hardware. As indicated before, for the user to relate the
knowledge from virtual environments to real life, controllers must be similar to what
he is going to use in the real industrial plant. In a first approach, the virtual training
interface could be controlled either by a gamepad controller staring at a screen or by
an HMD headset with the controllers the headset included. The first option made the
training tool portable but was not immersive enough for the learning process. By the
use of HMD, immersion is improved because the user will be able to turn his head as
he would normally do. The user is deep in the virtual reality environment. However, in
terms of presence, it is not meaningful to replace driving movements with a joystick
controller. To increase fidelity, those joystick controllers were replaced was replaced
with a steering wheel controller for the user to feel like driving (Fig. 3). Controllers
should be similar to what the user is going to use in the real task.

Fig. 3. HMD in virtual training environment.
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Instructions were provided only at the beginning of the exercise. Indications showed
the user how to move the forklift and the aim of the exercise. By using audio, the
environment simulated there was someone explaining what to do. For desktop view,
there was also a menu where the user can see all available actions as a new window,
without being part of the virtual environment. The use of elements not available in a real
warehouse was low because the design aim was for surroundings to be close as possible
to the real case. However, at the beginning of the exercise, there is also 3D text on the
virtual room indicating available actions. By providing guidance only at the beginning,
it is aimed for the user to focus on his actions in the virtual tool when doing the exercise.

Flexibility can be added by adding uncertainty to all the features described below.
To add this uncertainty, accidents and risk should be included at nonspecific times of the
training. Also, the 3D design should consider obstacles, such as blocked zones of the
facilities, he would have to deal with when using a real forklift. A virtual reality trainer
can combine the ideal scenario and its flaws to get an effective design.

4.2 Evaluation

Questions in surveys were organized by topic. The two main topics were instructions
and user experience. All results of Likert answers for a topic were sum by category. This
sum results in an overall summary of how good the topic was. Percentages were obtained
from the categories of the answers to express how well or poorly did the improvements
enhance user interactions and learning. User experience and provided guidance were
evaluated tests.

By including all instructions at the beginning of the exercise, the user understating
of what he must do in the virtual environment decreases. Figure 4 shows that only 20%
of users in test group considered provided instructions were complete.

Fig. 4. Results for instruction availability.

When grading those instructions, as shown in Fig. 5 most user graded the interface
instructions lower than acceptable. In a comment section of the surveys more than 50%
of users indicated that they understood how to move in the virtual environment and
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available actions, but specific objectives of each exercise were not clear enough. In this
application, instructions needs improvements.

Fig. 5. Grade for included instructions.

Interaction results shows user felt interactions in the VR interface were better than
instructions. More than half the users in test considered all actions were easy to perform
(Fig. 6). Including the driving wheel help the users feel like they were driving a vehicle.

Fig. 6. Results for interactions in VR environment.

Grade for interactions and user experience, shown in Fig. 7, highlight some missing
elements. The instructions issue caused in some cases a user did not know what to do
next. This caused discomfort to user. Being that the case, user experience can be entirely
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good. The addition of fidelity elements make training feel real, but problems in guidance
can generate bad user experience.

Fig. 7. Grade for user experience and interactions.

5 Discussion

Although immersion and the presence of virtual reality applications can help in the
learning process of motor skills, there are still challenges in terms of implementation. In
some of the studies, there is not a significant improvement in learning outcomes. Some
studies identify the improvement is not significant for the task after evaluation. Some
other studies highlight different issues, such as the long time required for training, and
the inexperience of the user of those technologies [23, 24]. The forklift training tool
interactions using the steering wheel controller were easy for many users of the testing
group. Immersion is helpful for learning, but it requires a proper design of the content
of the virtual environment [20]. In the design process, content is as or more important
than the visual environment. Blümel [4] proposes a design methodology that considered
three levels: a level focused on the 3D design, a level focused on defining the content,
and a level where information is translated into educational steps or lessons. The forklift
warehouse was based on real facilities, and the forklift model was also based on a real
sample of the vehicle. However, including only instructions at the beginning generated
confusion as the user did not have previous experience in the task. In the tests, 60% of
users indicated they forgot at the middle of the exercise what they were supposed to
do. As the training tool was aimed for people with no previous experience, additional
guidance while doing the exercise would be valuable for learning. An effective virtual
reality platform design is not only related to the visual design or the interaction, but the
content design is also an important factor in improving the learning process.

Fidelity would be also helpful in learning improving, but here a time definition for
development is needed. In one case, the 3D design aimed to imitate as best as possible
a real case of a power station. However, this proposal identifies they require more than
1000 h for getting the proposal ready. This type of imitation can take a long time [5].
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An imitation as faithful as possible would always require a higher amount of time, from
the start of the project there must be a defined end time. If someone proposes a faithful
design, there should be a balance between the development needs and the work capacity
a group has. 3D is an important feature but is neither the only one nor themost important.
All other stages of design need time for an effective practice to be designed. Although
the objective of the forklift training tool was to be close to reality, the development stage
focused on the content of the exercise and interactions. A project should focus on being
as close as a real environment depending on how much time the developers have for
implementing a proposal.

Several concepts and advantages of this type of simulation have been defined in
this work. However, the efficiency of each virtual environment relies on the evaluation
the study applies. Even if evaluation is a quiz after using the interface, designing the
evaluation should consider what is important to evaluate in that specific application, how
can that characteristic be evaluated, and a proper number of users to test the information
[25]. This type of test allows research to verify how useful a virtual reality proposal can
be, and how the proposal con improve. For these results to be significant, an evaluation
must be designed based on the most important features of the task.

6 Conclusion

Fidelity and flexibility would help a user have a better understanding of the simulated
task.Onone hand, fidelitywould help the user relate the elements in a virtual environment
with the real ones and know how the elements are set up in the real facilities of an
industrial plant, and how and to where he should go to get the task done. In the additional
comments of users of the forklift training tool, the users indicated they liked how real
the environment feel and that they got the feeling they were driving a vehicle. The user
experience was good for forklift driving due to interaction. However, to be faithful to a
real environment does not mean that the real environment is a limit. Instructions failed to
provide proper guidance tomost of the users of the testing group.When instructionswere
only provided at the beginning, users with no previous experience failed to remember
what the goal of the task was. At the beginning of learning a new skill, supervision is
needed when doing the task. The virtual environment should always add information
and scenarios if they provide important information in the learning process. On the other
hand, flexibility allows the adaptation to change at minimal costs and to prepare the
user for risky situations. A flexible virtual reality environment should introduce possible
hazards of processes so the user will know how to proceed when this type of situation
happens in real life. For future works, flexibility and fidelity are concepts that will be
considered for a model to design a virtual reality application.

Another important factor to keep improving in a virtual simulation is user concen-
tration. Concentration is very important in any type of work, and vital when the activity
impacts directly to the physical integrity of anyone, directly or indirectly. The use of
a forklift is no exception in terms of how important it is to be focused when operating
it, so it is though it was important to consider some technique to help us in this regard.
Approaches that improve the concentration of the user in the specific activity would
facilitate meaningful knowledge.
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Virtual reality has a wide range of possible applications related to training envi-
ronments. Many processes require complex knowledge of procedures, such as a power
station operation, driving trainers for factories, manufacturing lines. Procedures that
involve complex equipment or involve risky situations could benefit from a virtual safe
training environment. When driving a real forklift, there is a risk of hitting something or
someone and the forklift operator must be aware of his surroundings. In virtual reality,
there is no risk for trainees or the equipment. This is useful for people with no previous
experience. Training systems could benefit from virtual reality environments.
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Abstract. The implementation of Industry 4.0 in the enterprise forces increased
digitization, production flexibility, improvement of employees’ competences and
the integration of employees and IT systems. For this purpose, cutting-edge IT sys-
tems and solutions such as Virtual, Augmented and Mixed Reality (VR/AR/MR)
are increasingly used. These technologies can be used, in training processes of
ma-chines and equipment operating procedures. The paper is a case study on the
possibility of using MR applications in training in the use of electrical devices
(ARS 2 Pro switch disconnector). The aim of the work is to compare MR and
standard training and evaluate their effectiveness in this type of training. The
paper briefly describes developed applications and preliminary test-results.

A group of 20 people in the age group 20 to 40. The participants were divided
in-to 2 subgroups in order to properly analyze the effectiveness of individual
training tools.

Keywords: Mixed reality · Industrial training · Operating procedures

1 Introduction

The use of Virtual, Augmented andMixed Reality (VR/AR/MR) in education, industrial
training and as remote assistance tool is becoming common. Integrating those systems
with company Information Technology (IT) systems such as decision support systems,
logistic [1], production planning [2] and design systems [3] in order to support both
factory workers and engineers at the workplace [4] in Smart Factories [5] is one of key
features of Industry 4.0.

The above-mentioned technologies are described as Extended Reality (XR) [6] as
distinction between them is often unclear. The term VR describes a real-time computer
generated, immersive virtual environment with which user can interact using various
interaction devices such as controllers [7], hand and head tracking systems. In most of
VR systems user is completely isolated form real environment. In AR, the real world
is extended (augmented) by the virtual contents displayed by devices such as tablets,
smartphones [8] or smart glasses. The user has the possibility to interact with the real
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world aswell aswith the virtualworld and tomanipulate the virtual con-tents [9].MRcan
be defined as an immersive fusion of the virtual and real world inwhich both user and real
content can interactwith virtual environment [10]. Someof the publications introduce the
concept of reality-virtuality-continuum [11] that goes from real environment to virtual
environment (virtual reality) which with an increasing share of virtual elements.

This paper discusses possibility of using XR technologies to increase effectiveness
of training in electrical equipment operating procedures. The work undertaken was part
of a project to develop a flexible training system for employees dealingwithmaintenance
and service of electrical infrastructure [12]. The authors developed VR and MR training
applications to check how chosen technologies affect process of learning transfer and
how they can be used to improve training process of operating procedures.

2 Materials and Methods

2.1 Learning Transfer in XR

Learning transfer is the amount of knowledge gained during training that can be applied
to a new task when there is task similarity and a given person is able to perceive the
similarity [13]. Properly prepared XR applications can reach a sufficiently high degree
of similarity for learning transfer to occur. At the same time they offer many training
benefits, such as:

– simulating training in circumstances, that exclude traditional methods such as
dangerous situations or situation when there is a risk of damaging equipment [14];

– it allows making mistakes while learning procedural tasks, without any real con-
sequences and at the same time giving feedback to user [15];

– it enables avoiding downtime of machines [16].

2.2 Interactions in XR

Interaction with the virtual environment or virtual elements used to augment the real
environment takes place through software and sensors embedded in the target device.
Depending on the used device, a specific interaction pattern should be adopted that
allows for an impact on the virtual environment. In most of the cases XR interactions
with virtual objects can be divided into: pointing, grasping, moving and releasing of
objects [17]. Many publications [18–20] focus on interactions in VR as controllers used
by VR HMDs and possibility of adding additional input devices such as haptic devices
[21]. In the case of HMDs and controllers compatible with the OpenVR [22] standard,
despite the differences in shape, all of them must meet certain standard which also helps
to develop interactions.
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In most of MR application dedicated for Microsoft HoloLens [23] user can inter-act
with virtual environment using voice commands, pointing at object with ray going from
middle of user’s eyes and Air Tap Gesture which is presented at Fig. 1.

Fig. 1. Interaction using gestures in HoloLens a) AirTap gesture, b) the area in which gestures
should be made [24].

2.3 Hardware and Software

Both applications were prepared in the Unity 3D [25] environment, which is currently
one of most popular game engines, capable of developing XR applications. Interactions
in the VR application were based on SteamVR [26] with additional scripts extending
the range of possible interactions. The use of this solution allows to run the application
on any HMD compatible with OpenXR. For test purposes HTC Vive Pro [27] was used.
The mixed reality application was dedicated to the Microsoft HoloLens [23] and uses
theMixed Reality Toolkit for Unity [28]. Autodesk Inventor [29] and Autodesk 3dsMax
[30] were used for modification of 3D models, such as dividing meshes into separate
objects or simplifying mesh, which was necessary for MR Application.

2.4 MR Application Preparation

TheVirtual Scenewas generated in theUnity 3D environment. Figure 2 presents a virtual
low voltage switchgear that already has all the necessary elements inside (includingARS
2 Pro switch disconnectors) and is a representation of the actual station. Themodels were
previously prepared as part of the project described in [12].

During the preparation of theMRapplication, it was necessary to simplify themodels
of 3D elements. The need to introduce a simplification was dictated by the fact that the
application is intended for HoloLens with incomparably lower computing power than a
VRworkstation. Optimization was performed with the mentionedmodeling software. In
MR, only the ARS 2 Pro switch disconnector is virtual, as well as the information board
and the button terminating the application. Due to the fact that the virtual world overlaps
the real world, it is not necessary to design or use already prepared environment.
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Fig. 2. Base scene prepared for project described in [12].

As theMR applications was developed forMicrosoft HoloLens 1 number of possible
interactions were limited, that is why simplified interactions have been implemented in
the training application. The interactions were developed using Mixed Reality Toolkit
for Unity. In order to grasp an object, indicate it using the pointer coming from the point
between the eyes, then perform the AirTap gesture [24]. The object is now attached to
the pointer. Releasing the object takes place after performing the AirTap again. In case
of objects that should be placed in a specific place, an additional script is attached to
the objects, which allows to identify the type of the object (e.g. a fuse). The zone in
which object should be placed also contains script that takes identifies all objects which
enter zone. As soon as the object is in its zone, which recognizes the script attached to
the object, it will be automatically released by the user and it will take the position and
orientation defined by the zone. The snapping process is presented on Fig. 3. On objects
such as doors or levers, there are scripts that allows to run a predefined animation, which
is triggered by pointing it with head gaze and performing AirTap gesture.

Fig. 3. Object snapping into zone [31].
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During the development ofMRapplication, several elementswere added to this scene
to help throughout the training process, one of the first them was board that presents
user instruction about current task and interaction methods (Fig. 4).

Fig. 4. Information board and z scene models in MR application [31].

The other element added to scene was voltage meter that was used in one of scenario
steps. Model of a voltage meter was very simplified in order to make application run
smoothly.

Fig. 5. Simplified voltage meter and points in which parts of voltage meter should be placed [31].
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2.5 Application Scenario

In developed training application user had to replace defective fuse in electrical de-vice.
The training scenario was divided into steps. Only after correctly preforming current
step the user can go to next step. The instruction were changing automatically. The steps
the user had to take to complete the scenario were as follows:

1. Introduction showing the basics of interaction
2. Assessment of fuse efficiency by looking at the diode
3. Disconnecting the voltage in a given segment of the switch by pulling the lever
4. Removal of the fuse cartridge to which the blown fuse was attached
5. Removing the blown fuse element from the insert and replacing it with a functional

one
6. Putting fuse cartridge back and switching on the voltage by pulling the lever back

to a start position
7. Measure the voltage by placing the electric meter at the two ends of the fuse (as

presented at Fig. 5)

3 Research Plan

The research was conducted on 20 people, aged between 20 and 40 years (teachers
and students from Poznan University of Technology). The participants were di-vided
into 2 groups of 10 people. The first group trained using MR application. Group 2 had
opportunity to try traditional training – watching movie before replacing real fuse and
try MR application.

For each user time of usingMR application and time of performing fuse replacement
was registered. The training questionnaire, basing on System Usability Scale [32] that
the users were asked to fill contained following questions with Likert scale from strongly
disagree to strongly agree (1–5):

Q1. The guidance I received during the training was sufficient to complete it without
any problems.
Q2. Interacting with objects was not a problem for me.
Q3. The quality of graphics and mapping of elements did not have a negative impact on
the training process.
Q4. During the training I felt safe/at ease moving around the stage.
Q5. The training process prepared me for the fuse replacement in real object.
Q6. I believe mixed reality applications work well as a teaching tool.
Q7. I believe that virtual reality applications should be widely used because they work
well as a training tool (for manual tasks).
Q8. The use of mixed reality technology equipment did not cause me any problems
during the training.
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4 Results and Discussion

Table 1 contains average results from user questionnaires that were completed after
trainingwith the use ofMR technology.Basedon the averaged results, it can be concluded
that the reception of the application was positive, and most participants would be happy
to use the XR application for training in the future. It is worth noting that the interacting
with objects (Q2) and ease of use of all the questions (Q8) were evaluated worst. 30%
of study participants said they had problems using Microsoft HoloLens. This could
be due to the small field of view of the device and a relatively small field in which a
AirTap gesture should be made for it to be correctly interpreted by the system. Answers
to questions Q1 and Q3 indicate that both the proposed instructions and the level of
graphics were sufficient to complete the task. Based on the answers to the remaining
questions, it can be concluded that the respondents positively assessed the proposed
solution in the context of training and preparation for per-forming the task in reality.

Table 1. Average questions ratings.

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

MR 4.60 3.5 4.6 4.9 4.3 4.7 4.5 3.9

Fig. 6. Average training completion time of MR application [31].

The average training completion time is presented in Fig. 6. It can be seen here that
group that did traditional training first and replaced the real fuse and then tried the MR
application did training faster, probably because they already knew what to do. Maximal
completion time for MR group was 648 s, while minimum was 248 s, median 369 s. For
control group the maximal time was 552 s, while minimum was 159 s, median 307 s.

Average fuse replacement time, is presented in Fig. 7. The group that first watched
the movie replaced fuse faster that group that trained using MR application. It may be
due the fact, that simplifications in MR application did not represent a complex manual
operation accurately enough.
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Fig. 7. Average training completion time of MR application [31].

Most of the publications on the use of XR technology in training on performing
procedural tasks and manual work focus on the use of VR [33, 34] and AR [35]. The
examples of using MR for training described in the literature focus on medical training
[36, 37]. In case of many VR applications [34] virtual training is not as effective tool
as traditional training, but on the other hand it can be repeated as many times as it is
necessary without additional costs and hazards. The same principle seems to apply for
MR applications.

5 Conclusions

The main problem of using XR technology is the need to simplify some actions by using
gestures to interact with objects (in the case ofMR) and the use of controllers (in the case
of VR). For trainings based mainly on very accurate manual activities, given solution
may not be positively received. However, the continuous development of software and
hardware allow for the wider use of VR and MR as well as possibility of developing
more complex interactions. The dynamic development of these technologiesmakes them
a promising training solution. The new version of HoloLens [38], offers possibility of
doing more complex interactions. Another solution is to connect the MR device to an
external interaction device such as Leap-Motion [39].

The research showed that the forms of training, based on XR techniques, appealed
to the participants and most of them want to try it again in the future. This is probably
due to the fact that it is an interesting and so far not very common solution. The inter-
action requirement means that the user actively goes through the training process [40],
instead of being passive, which means that he or she can acquire knowledge better and
more willingly. Contact in the virtual world with the object and possible presentation
of dangerous events, familiarize the course participant with workplace, which leads to
greater self-confidence and a sense of security in a real environment.

The research was conducted on a relatively small group, and it is planned to repeat
the research for a larger group in the future and compare traditional training to other XR



314 P. Buń et al.

techniques. An interesting direction of research is also the use of gamification elements
in training [41], the authors consider including these elements in future research.
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Abstract. Virtual, Augmented, and Mixed Reality (VR/AR/MR) or Extended
Reality (XR) applications may be used as an innovative educational tool. Devices
such as Oculus Quest 2 offer the possibility of using passthrough view and hand
tracking which enables user to interact with virtual environment and see his sur-
roundings. These functions enable the preparation of training applications, in
which the user is able to simultaneously see his workplace and the number of
generated job instructions or practice work-related activities without losing con-
tact with the environment. This opens up a number of opportunities related to
broadly understood education. The article briefly discusses the developed concept
that allows for training in XR, in which user interactions with virtual elements are
as close to the real ones as possible. The development of interactions using hand
tracking and passthrough are described.

Keywords: Mixed reality · Education process · Object manipulation

1 Introduction

The development of the virtual, augmented and mixed reality (VR/AR/MR) industry in
recent years has focused mainly on games, marketing and sales support [1, 2]. However,
as the technology matured, companies changed the field of application and began to use
it to optimize critical internal processes, a good example of which is Smart Factories
[3]. Many industrial applications focus on production support [4] and training. The
development of both the hardware and software may lead to wide use in the educational
process.

Virtual, augmented and mixed reality are often referred to as Extended Reality (XR)
[5] because they interpenetrate and with the emergence of new solutions, the boundary
between them may blur. Because of that the concept of reality-virtuality-continuum [6]
had been introduced. This concept places applications on the real-to-virtual axis with
an increasing proportion of virtual components. VR is a term that describes a digitally
generated, virtual world that the user can interact with using a variety of devices such as
user tracking systems, controllers [7] and/or hand tracking systems [8]. Most of today’s
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VR solutions are based on HMD, which, completely obscure the real world for the user.
AR solutions can be based on smartphones, tablets [9], smart-glasses, thanks to which
the user can see the real world, which is enriched (augmented) with virtual content. Due
to this, the user can perform activities (interact) with the real world, as well asmanipulate
virtual content [1]. In Mixed Reality virtual and real world are combined and both the
user and the real content can interact with the virtual environment [10].

This paper discusses the possibility of using XR technologies to increase the effec-
tiveness of educational processes. This is the early stage of work aimed at using new
possibilities of devices such as Oculus Quest 2 to enable natural interaction with virtual
content in order to increase effectiveness of classes and industrial training. The use of
new technologies may have a positive impact on the engagement [11] of users in the
education/training process, which in turn may potentially translate into higher efficiency
of the process.

2 Extended Reality Learning Application

2.1 Training in XR

If XR training is to be effective, the user should be engaged, and at the same time
knowledge transfer must take place. It can occur only when the tasks or knowledge in
the field covered by the training are similar to the actual situation and the person is able
to perceive an analogy between them [12]. In the case of XR applications, in order to
ensure the occurrence of this phenomenon, it is necessary to map the actual conditions
as accurately as possible. This can be done both by reconstructing the real environment
in the virtual world and by providing the most natural possible interactions with virtual
elements. A significant contribution to this can be, among others, the use of natural
interaction with the user’s hand thanks to the use of hand tracking.

If the conditions for knowledge transfer are met, the benefits for both education and
industrial training are significant. Training with the use of XR has many advantages,
including the possibility of simulating life-threatening conditions or those with a high
risk of damage to the equipment [13]. Users can make mistakes while performing a
procedural task without consequences [14], such as machine downtime [15].

2.2 Interactions and Object Manipulation in XR

All interactive applications assume the need to influence digitally generated elements.
The method of interaction is primarily influenced by the input devices and interface
prepared in the application, which can be in the form of both Graphic User Interface and
natural interaction. In XR applications, the impact on virtual objects can be divided into
pointing, grabbing, moving, and releasing objects [16]. The development of effective
and natural methods of interaction is extremely important [17]. Manipulation of virtual
objects is difficult for many users, as most XR applications do not offer force feedback
or any other “sense” of a virtual object [18]. The solution to this problem may be the use
of haptic devices [19], however, these devices increase the costs of the station and may
negatively affect the mobility of the station. Most VR applications focus on the use of
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controllers as the default interaction device [20, 21]. Currently, most of these controllers
are compatiblewith theOpenXRstandard.Althoughhand recognition systems integrated
with HMD may change this.

The issue of manipulating virtual objects and the broadly understood interaction
with the virtual environment, whichmay translate into effective knowledge transfer [22],
has been raised many times by the authors. So far, the focus has been on interactions
using controllers [23], tangible GUIs [24], gloves [25], and haptics [19]. This time,
the authors decided to check how the use of hand tracking and passthrough affects the
effectiveness of the educational application. For this purpose, work was undertaken to
adapt the previously prepared educational application [26] to the use of the solutions
mentioned above.

2.3 Hardware and Software

The application was prepared for the Oculus Quest 2 device. They are currently one of
the most popular VR googles equipped with inside-out tracking. Unlike the Oculus Rift
and other devices with outside-in tracking, there is no need to set up additional sensors
or beacons that enable tracking, the whole thing is done by HMD. The device can work
in both standalone mode and when connected to a computer for more demanding VR
applications. These features and the relatively low price contributed to the popularization
of the device. The full specification can be found in the table below (Table 1).

Table 1. Oculus quest 2 parameters [27].

Parametr Value

VR category Standalone and PC based

Tracking Oculus Insight inside-out tracking. 6 DOF

Input Two oculus touch controllers

Resolution 1832 × 1920 per eye

Supported refresh rate 72 Hz (default)

Display panel Fast-switch LCD

Lens distance Adjustable - 3 preset IPD adjustments

Audio Integrated positional audio

Memory (RAM) 6 GB

Processor Qualcomm® Snapdragon™ XR2 Platform

The device allows the user to view the surroundings without removing the helmet,
after turning on passthrough mode. It makes it easier, among others, to raise the con-
trollers even when they are not turned on and tracked. The view of the surroundings
is generated on the basis of the images from the tracking system cameras placed on
the helmet. The image of objects that come too close to the helmet becomes distorted.
A natural step in the development of the software was the use of cameras used in the
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inside-out tracking system for hand tracking and recognition. Due to this, it is possible
to interact more naturally with the virtual environment. Unfortunately, it comes with
some limitations. These restrictions include the fact that the user’s hands must be within
the field of view of the cameras. In addition, it is necessary to adapt the application to
recognize specific gestures that are to replace the standard interactions performed with
buttons on the controllers. One of those gestures can be seen on Fig. 1.

Fig. 1. Pointer pose gesture that can be used to point and select element [28].

Oculus provides an SDK and an integration package for Unity 3D. The package
includes ready-made scripts that allow, among other things, to track the position of the
head and controllers. The package allows to build both an application intended for use
with a computer and a standalone application (Android). It is worth mentioning that
in order to use the passthrough function (which allows you to see the surroundings),
application must be used in standalone mode.

3 Preparation Mixed Reality Application

The application was prepared in the Unity 3D environment on the basis of the appli-
cation described earlier in [24]. It is worth mentioning that the previous version of the
application was prepared with the use of Virtual Reality Toolkit 3.3 in mind, which is not
fully compatible with the new solutions. The assumption was that the newly prepared
application would use all the possibilities offered by Oculus Quest 2, therefore the Ocu-
lus Integration v34 package was used. Among other things, this package allows to get an
image of the surroundings. Thanks to this, the user using the application has the ability
to move freely in the real environment and can pick up real objects without having to
remove the helmet each time. In addition, to ensure the most natural interaction with the
virtual environment and to minimize the need to learn how to use the application, it was
decided to use hand-tracking. During the development of the application, it turned out
that the combination of these two features causes some implantation problems.

Using the application in passthrough mode requires switching it to the OpenXR
backend (as presented in Fig. 2). The software producer is gradually switching to this
solution in his SDK, but in the v34 version not all functions are available there.
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Fig. 2. Changing of backend in OVRPlugin to enable passthrough option.

It is possible to enable hand tracking, but the API for recognizing the bending state
of individual fingers is not available. Therefore, as part of the work on the application,
it was necessary to develop own methods of interaction with the virtual environment
based on hand movements. Simple interaction with objects is possible thanks to collider
objects placed on a virtual representation of the phalanges and the palm of the hand.
Thanks to them, it is possible to move/push objects, but gripping the object causes some
problems. It is related to the aforementioned lack of force feedback. Therefore, in order
to facilitate the manipulation of virtual objects, it was necessary to write scripts and add
Trigger objects to determine if the user is pinching their fingers as can be seen on Fig. 3.

Fig. 3. Trigger area and scripts added to hand in order to determine if user is pinching fingers.
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Scripts and Triggers placed in the virtual representation of the hand recognize when
the hand is clenched sufficiently to trigger an action. The action that will be triggered
is defined by added scripts. In the case of objects that the user wants to grab, such an
object is picked up, in the case of other objects it is possible to define another action,
e.g. switching the slide with the instruction, as on object presented in Fig. 4.

Fig. 4. Hand interaction in mixed reality. In order to interact with cube to change instruction
image user must touch cube and make a fist gesture.

As in the base application, the elements that the user has to grasp are enlarged in
relation to their real counterpart as presented on Fig. 5. In the course of the development
of the application, the authors will try to give them a real size, but you should check
whether such small collision zones will not make it impossible to grasp the element.
However, to determine this, it is necessary to conduct research with a test group and
with real elements.
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Fig. 5. Virtual element grabbed by virtual hand representation and real object grabbed by hand.
Virtual object is enlarged in order to simplify manipulation.

4 Conclusions and Future Work

Due to the pandemic situation and the need tomaintain the sanitary regime, it has not been
possible to test the described solution on a sufficiently large group of students. However,
preliminary results of internal tests suggest that the proposed solution may interesting
to users. Thanks to the significant reduction in the cost of XR devices, it is possible that
in the future most students will be able to participate in the classes in a virtual form, just
as they are participating in them via teleconference now. However, conducting classes
in this form requires properly prepared applications, for this it is necessary to conduct
research and improve the methods of interaction in XR applications. The application
must be prepared in a way that allows it to be used without additional instructions from
the teacher, and the interactions are natural enough for the students to have no problems
with completing the tasks assigned to them. For this purpose, it is necessary to introduce
some simplifications related to interactions. In order to grasp a virtual object, bring the
virtual representation of a hand close to the object, and then press and clench your hand.
Releasing the subject takes place after releasing user fingers. Virtual objects that should
be placed in a specific place have an additional script attached, which is responsible for
marking the position in which the object should be. When the object is in the correct
position and orientation (with the set tolerance), it is automatically released and takes
the desired position. It should be tested how these restrictions will affect the knowledge
transfer process.

Currently the virtual object is 4 times bigger than in reality tomake collision detection
easier.However authors plan to develop other detectionmethod in order tomake elements
real size and check does it affect learning transfer. The future update of Oculus software
may also fix the problemwith finger pinch/gestures detection,whichmay help to improve
application performance.
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The applications that uses both passthrough and hand tracking can be used to teach
both manual skills, procedural task or product inspection tasks [29].

Popularizing XR solutions andmaking the application available to students for home
use may contribute to a better use of time during classroom classes for substantive
analysis of issues and open discussion. Therefore, research on the possibility of usingXR
technology in industrial education and training is planned. It is also planned to develop
a multiplayer version of the application, which will require students to collaborate or
have elements of gamification [30].
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