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Preface

This volume contains the papers presented at the Second International Conference
on Smart Technologies, Systems and Applications (SmartTech-IC 2021) held during
December 1–3, 2021, in Quito, Ecuador. The SmartTech-IC conference aims to attract
researchers, scientists, and technologists from some of the top companies, universities,
research groups, and government agencies from Latin America and around the world
to communicate their research results, inventions, and innovative applications in the
area of smart science and the most recent smart technological trends. SmartTech-IC
2021 was organized by the Universidad Politécnica Salesiana, a private institution of
higher education with social purposes, nonprofit and co-financed by the Ecuadorian
State. The SmartTech-IC conference was conceived as an academic platform to promote
the creation of technical and scientific collaboration networks. The goal of the conference
was to address topics related to smart technologies, smart systems, smart trends, and
applications in different domains in the field of computer science and information
systems that represent innovation in current society.

We would like to express our gratitude to all the authors who submitted papers
to SmartTech-IC 2021, and our congratulations to those whose papers were accepted.
There were 104 submissions. Each submission was reviewed by at least three qualified
reviewers chosen from our Program Committee (PC) based on their qualifications and
experience. We selected the papers based on a series of criteria including the reviewers
average score and comments provided by the Program Committee members. Finally, we
decided to accept 30 full papers.

We would also like to thank the PC members, who agreed to review the manuscripts
in a timely manner and provided valuable feedback to the authors.

December 2021 Fabián R. Narváez
Julio Proaño

Paulina Morillo
Diego Vallejo

Daniel González Montoya
Gloria M. Díaz
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Lightweight Convolutional Neural
Networks Framework for Really Small

TinyML Devices

César A. Estrebou1(B) , Mart́ın Fleming2(B), Marcos D. Saavedra2(B),
Federico Adra2(B), and Armando E. De Giusti1,3(B)

1 Informatics Research Institute LIDI, CIC’s Associated Research Center,
National University of La Plata, 1900 La Plata, Argentina

{cesarest,degiusti}@lidi.info.unlp.edu.ar
2 School of Informatic, National University of La Plata, 1900 La Plata, Argentina

{martin.fleming,saavedramarcosdavid,fedeadra}@alu.ing.unlp.edu.ar
3 CONICET - National Council of Scientific and Technical Research, Buenos Aires,

Argentina
http://www.lidi.info.unlp.edu.ar

Abstract. This paper presents a lightweight and compact framework
designed to perform convolutional neural network inference on severely
hardware constrained microcontrollers. A review of similar open source
libraries is included and experiments are developed to compare their
capabilities on several different microcontrollers. The proposed frame-
work implementation shows at least a three-time improvement over the
Google Tensorflow Lite Micro implementation with respect to memory
usage and inference time.

Keywords: Machine learning · Convolutional neural networks ·
TinyML · Microcontrollers · Framework

1 Introduction

TinyML (Tiny Machine Learning) is an acronym that combines two very inter-
esting areas such as machine learning and microcontrollers, something that was
unthinkable not so many years ago, mainly due to the hardware limitations of
microcontrollers.

TinyML technology is directly or indirectly driven by many factors. Among
them we should mention the production volume of microcontrollers and IOT
devices, which are constantly growing and evolving. Projections such as those
made by Statista [1] and Cisco [2] estimate that the number of IoT devices
connected to the Internet in 2022 will be around 11.57 billion and 12.5 bil-
lion. These numbers reveals a tremendous potential computing capacity with
low costs and reduced power consumption. Another factor that has influenced
TinyML technology is related to drawbacks inherent in cloud computing [3,4].

c© Springer Nature Switzerland AG 2022
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Problems associated with computational and storage cost, power consumption,
network bandwidth, response delays, privacy and security issues, caused part of
cloud computing to move to edge computing. As a result, new solutions for a
wide variety of devices began to emerge from different areas. But undoubtedly
the biggest revolution came from the field of machine learning by enabling the
execution of neural network models directly on microcontrollers [5,6].

There are online platforms available that perform the entire process of devel-
oping a machine learning solution on a microcontroller from end to end with min-
imal user intervention to achieve this. On the other hand, companies that man-
ufacture microcontrollers and/or development boards have tools and libraries
that allow incorporation of TensorFlow/Keras models. Unfortunately, they are
only available for a limited number of microcontrollers (mainly ARM), which
require 32-bit architectures with floating-point, SIMD or DSP instructions sup-
port. This limits the implementation of machine learning solutions on a large
number of microcontrollers despite their popularity, low cost or additional hard-
ware features. In particular, Tensorflow Lite Micro [7] is the most widely used
development framework because it is portable, flexible and can be used on both,
microcontrollers and mobile devices. However, the size of its object-based soft-
ware architecture makes it an unsuitable alternative for microcontrollers with
severe memory limitations. On the other hand, although it could be adapted for
other architectures, it only has implementations for 32-bit microcontrollers.

In this context we have created a group to research and develop machine
learning software for microcontrollers with strong hardware constraints, trying
to cover as many of them as possible regardless of their architecture. This work
presents EmbedIA-NN, a framework to perform Tensorflow/Keras convolutional
neural network model inference for C/C++ and Arduino language platforms. We
propose a simple, highly portable and lightweight solution designed to maximize
the resources of microcontrollers independent of their hardware limitations.

This article is organized as follows. Section 1 contains this introduction.
Section 2 describes the characteristics of microcontrollers for neural networks and
the available open source software. Section 3 describes the framework proposed
in this paper and its general implementation details. Section 4 describes in detail
the 2 experiments to determine the performance of various frameworks/libraries.
Section 5 describes and analyzes the results obtained in the experiments. Finally,
Sect. 6 develops the conclusions and future work.

2 Neural Networks for Microcontrollers

2.1 Microcontroller Characteristics

A microcontroller is a chip that integrates a central processing unit, a data and
program memory and a series of input/output peripherals. In the microcontroller
development field there is a high level of segmentation. A wide variety of hard-
ware characteristics can be found in these devices, such as system clock speed,
number of working bits, memory size, or special instructions that increase per-
formance through specialized hardware. Typical clock speeds can range from 8
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mhz to about 500 mhz. Data memory capacity typically ranges from 8 Kib to
320 Kib, and program memory from 32 Kib to 1 Mib.

In general, microcontrollers are designed for low cost and energy consumption
efficiency, so they do not provide good performance for workload-intensive tasks,
such as neural networks, and in particular convolutional neural networks. Solu-
tions to this problem can be addressed in two different ways. One is related to the
microcontroller hardware and consists of integrating special DSP and/or SIMD
floating-point instructions to boost computational speed. The other approach is
software-related and consists of implementing efficient or optimized models [8,9]
and improved techniques or libraries [10,11] to speed up the computing.

2.2 Neural Networks Software for Microcontrollers

This section briefly describes relevant and available open source libraries and
frameworks for the development of machine learning and neural network appli-
cations for microcontrollers.

Tensorflow Lite Micro. [7,12] for microcontrollers requires 32-bit platforms
and is coded in C++ 11. It primarily supports architectures of the ARM Cortex-
M series and has been ported to other architectures such as Esp32. The frame-
work is available as an Arduino library. It can also generate projects for devel-
opment environments, such as Mbed. It is open source and can be included in
any C++ 11 project.

µTensor [13] is a lightweight machine learning inference framework built in
Tensorflow Lite that is optimized for ARM architecture-based microcontrollers.
It takes a model generated in Tensorflow and produces .cpp and .hpp files con-
taining C++ 11 code to perform the inference. It does not currently support
softmax functionality.

ARM CMSIS-NN. [14] has a library for fully connected and convolutional
neural networks named CMSIS-NN (Cortex Microcontroller Software Interface
Standard Neural Network) that maximizes the performance of Cortex-M proces-
sors with support for SIMD and DSP instructions. It includes support for 8-bit
and 16-bit data types for neural networks with quantized weights.

EdgeML. [15] is a library of machine learning algorithms for resource con-
strained microcontrollers. It allows training, evaluation and deployment on var-
ious target devices and platforms. EdgeML is written in Python using Ten-
sorflow/Keras and supports PyTorch and optimized C++ implementations for
certain algorithms. Convolutional neural networks are not supported at the
moment.
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Eloquent TinyML. [16] is an Arduino library that aims to simplify the deploy-
ment of Tensorflow Lite models for compatible Arduino board microcontrollers
using the Arduino IDE. Starting from a model exported with Tensorflow Lite,
this library exposes an interface to load a model and run inferences.

3 EmbedIA-NN, an Ultralight Framework for MCUs

3.1 Why a Neural Network Framework for Microcontrollers?

When considering software alternatives to incorporate into a machine learning
project, it happens that these tools are of a limited use, with licenses for per-
sonal use, with paid licenses for commercial use or available for a certain type
of microcontrollers. This restricts the implementation of machine learning solu-
tions on a large number of microcontrollers despite their popularity, low cost or
additional hardware features.

There are few open source library initiatives for machine learning and very
few provide support for neural networks and even fewer for convolutional net-
works. In general, these alternatives, besides being incipient, usually lack of sup-
port and present significant limitations for the wide variety of microcontrollers
available in the market. The libraries and frameworks mentioned in the Sect. 2.2,
although they have their advantages, also have some important disadvantages,
especially when dealing with very limited microcontrollers. In particular, Ten-
sorflow Lite (TFL) [7] is the most widely used development framework because
it is highly portable, to the fact that it can be used from microcontrollers to
mobile devices. However, it is not the best alternative for microcontrollers with
severe memory limitations. Although it can be adapted to other architectures,
it has support for 32-bit ARM architecture microcontrollers with instructions
optimized for floating point, DSP or SIMD, excluding devices with other archi-
tectures or without hardware for specialized mathematical computation. The
TFL framework is developed in C++ with an interpreter that gives it flexibility
and portability, interesting features for microcontrollers with significant hard-
ware or for mobile devices. However, the object-based software architecture with
inheritance and polymorphism along with the design of its interpreter consumes
an amount of memory that does not allow implementing models on microcon-
trollers with severe memory limitations and also slows down the inference times
of the algorithms.

For these reasons we decided to develop EmbedIA-NN, an open source1,
simple and ultra-lightweight framework for microcontrollers with severely lim-
ited hardware resources, which aims to minimize the size of data and program
memory regardless of their architectures.

3.2 Development Process on Microcontrollers with EmbedIA-NN

Figure 1 shows a scheme of the steps involved in the development of a neural
network model with EmbedIA-NN for a microcontroller. The process starts with
1 https://github.com/Embed-ML/EmbedIA.

https://github.com/Embed-ML/EmbedIA
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the selection of the model and the configuration of the network parameters. Then
a Tensorflow/Keras model is generated using training data to finally validate the
accuracy of the model with test data. If the result is not satisfactory, the process
is restarted by reconfiguring the parameters.

Once the model is obtained, the parameters of the EmbedIA-NN exporter
are configured. Among these you can select the type of data used in the model
(floating point or fixed point variants), type of project to be generated (C, C++
or Arduino), debugging level to be included in the code, inclusion of examples for
testing or checking the operation, among others. The exporter creates a folder
for the project type generated including files with the necessary functions to
perform the inference, files with the model, files with debugging functionalities
and additional files with functionalities associated with the data type chosen for
the model. Finally, the application is compiled on the platform corresponding to
the project and if the executable code fits the required data and program memory
size, it is deployed on the device. If the executable does not meet the memory
requirements or behaves unstable, it is returned to the model optimization point
or to the initial point of development to reconfigure the model parameters.

Model
Selection

Model
Parameters
Configuration

TF/Keras
Model
Training

Model
Verification

EmbedIA-NN
Exporter

Configuration

C/C++
Arduino
Exporting

MCU
Platform
Compiling

Executable
Verification

MCU
Executable
Deployment

Fig. 1. Development cycle with EmbedIA-NN on Microcontrollers.

3.3 EmbedIA-NN Features

EmbedIA-NN is a compact and lightweight open source library, designed for
microcontrollers that are really limited in both memory and hardware. It is
implemented in C, C++ and Arduino compatible code so it can be compiled on
any platform that supports these programming languages. It provides functional-
ities to perform inference and debugging of the models from the microcontroller.
It supports different neural network layers and activation functions including
convolutional, max pooling, flatten, fully connected, ReLU and softmax.

At the moment, it does not include optimizations to take advantage of
advanced hardware instructions for specific microcontrollers, but there are plans
to incorporate them in the future. However, some optimizations were imple-
mented for fixed-point arithmetic in 32 bits (Q14.18), 16 bits (Q7.9) and 8 bits
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(Q5.3). In particular, the latter version has adaptations implemented in 16 bits to
improve accuracy. In general, these fixed-point implementations speed up infer-
ence, reduce program size and data memory usage for microcontrollers without
specialized computational hardware. To improve data memory usage, a swap
buffer was implemented to minimize the amount of dynamic memory require-
ments. This avoids fragmentation, something indispensable for those microcon-
trollers that do not implement a good management of this type of memory.

In addition, it is provided with a tool that converts a model generated in
Tensorflow/Keras to C code. It also allows to generate a C, C++ or Arduino
project that includes the functions to perform the inference of the converted
model, including options for fixed point usage. It is also possible to include
debugging functions for the model, implemented in the appropriate version of
the project’s target platform.

The contributions and strengths of the Embedia-NN framework can be sum-
marized as follows:

– it is an open source framework with a simple, lightweight and efficient design.
– it facilitates the development of TinyML applications on any microcontroller

architecture with C language support.
– it only uses dependencies and libraries within the C/C++ standards.
– it allows running larger models and faster than other libraries or frameworks.
– it facilitates easy deployment of Tensorflow/Keras neural network models.
– it takes advantage of Tensorflow’s training and debugging tools.
– it generates projects in C, C++ and Arduino with the models.
– its implementation is designed for microcontrollers that do not natively sup-

port floating point, DSP and SIMD instructions.
– the implemented 32, 16 and 8 bit fixed-point representations optimize both

memory usage and inference time.
– it has an efficient memory usage by minimizing the required functionality.

4 Experiments on Frameworks and Libraries

4.1 Description of the Experiments Performed

In order to determine the performance of the EmbedIA-NN library it was decided
to perform two experiments building a convolutional neural network model [17]
in Tensorflow/Keras for each one. The first experiment was designed to test dif-
ferent implementations on microcontrollers with very limited memory capacity.
In this case, the convolutional network was trained to recognize 10-digit hand-
written images with a size of 8× 8. The second experiment was designed to test
the limits of third-party libraries and frameworks on microcontrollers that are
less limited in memory capacity. In this case, the convolutional network was
trained to recognize a total of 36 classes represented by images of 26 letters and
10 handwritten digits with a size of 16× 16.

With the models built, a project was developed for each experiment and
replicated for each third party library and each Embedia-NN implementation
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(8-bit, 16-bit and 32-bit floating-point and fixed-point). The source code for the
project includes the model, the neural network functionalities and a minimum
of serial communication functionality so that each microcontroller can receive a
sample and send the classification result with the accuracy and time required.

As part of each experiment, each project was compiled and deployed on the
selected microcontrollers. Then, each image in the test set was ranked and its
result was computed to determine the performance of the microcontroller-library
combination. The features considered for comparison of the different libraries
were, program memory size, data memory size, inference time in microseconds
(µs), and test data set hit percentage.

All the information related to both experiments has been published in a
Github2 repository. It includes the model used in the measurements, test projects
for each MCU and library, as well as spreadsheets with the summary of the tests.

4.2 Microcontrollers Included in the Experiments

The decision of the microcontrollers used in the experiments was based on
aspects such as local availability of development boards, low cost (US$ 6), low
to medium-low computational capacity and availability of open source software.
Regarding connectivity, it was decided to incorporate both IoT and non-IoT
devices, since from a machine learning and neural network point of view there
are many popular and interesting devices with and without this feature.

Five microcontrollers of varying features were used for testing purpose:
ATmega2560, Stm32f103c8t6 (Arm Cortex-M3), Tensilica L106, Xtensa LX6
and RP2040 (Arm Cortex-M0+). Their technical specifications are shown in
Table 1.

Table 1. Technical features of the microcontrollers used in the experiments.

Development board MCU Clock Memory Flot. Pt. Connectivity

Bits Data Prog

Arduino Mega ATmega2560 16MHz 8 8KiB 256KiB No No

Stm32f103c8t6 Arm Cortex-M3 72MHz 32 20KiB 64KiB No No

NodeMCU ESP8266 Tensilica L106 80MHz 32 80KiB 512KiB Yes Wi-Fi

ESP32-WROOM Xtensa LX6 160MHz 32 320KiB 512KiB Yes Wi-Fi+BT

Raspberry Pi Pico RP2040 133MHz 32 264KiB 2MiB No No

4.3 Experiments Datasets

MNIST Dataset. [18] (Modified National Institute of Standards and Tech-
nology database) is a dataset frequently used to evaluate image classification
algorithms in areas of machine learning, neural networks and image processing.
This dataset is a reduced version of the UCI [19] repository, provided by the
Scikit-learn library. It comprises a selection of 1797 images from the original
gray-scale dataset with handwritten digits centered in an 8× 8 pixel area.
2 https://github.com/Embed-ML/EmbedIA-Comparisons.

https://github.com/Embed-ML/EmbedIA-Comparisons
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For model training and testing of experiment 1, the dataset was divided into
80% and 20%, respectively. The intensity values of the images were normalized
between 0 and 1. An example of the dataset can be seen in Fig. 2a.

EMNIST Dataset. [20] is an extended version of the MNIST dataset. It is
composed of a handwritten character set comprising both digits and lowercase
and uppercase letters derived from the special NIST 19 database and converted
to a 28× 28 pixel grayscale image format. It is further divided into subsets of data
with different combinations of digits and letters both balanced and unbalanced.

The EMNIST dataset selected for testing contains about 100800 images com-
prising 36 balanced classes consisting of 10 digits and 26 uppercase letters. For
training and model testing of experiment 2, the dataset was divided into 80%
and 20% respectively. The images were converted to a resolution of 16× 16 pixels
and the intensity values were normalized between 0 and 1. An example of the
letters incorporated into the dataset can be seen in Fig. 2b.

(a) Digits of MNIST[18] dataset. (b) Letters of EMNIST[20] datasets.

Fig. 2. Datasets used in experiments for training convolutional neural networks.

4.4 Convolutional Neural Network Model for the Experiments

A convolutional neural network (CNN or ConvNet) model was used to test the
experiment [17,21]. This type of networks are multi-layer artificial neural net-
works specialized in handling two-dimensional input data. Typically, their archi-
tecture is composed of combinations of convolutional, nonlinear, pooling and
fully connected layers. The convolutional layer takes an image and decomposes
it into different feature maps. The sequencing of various layers generates different
levels of abstraction as the information progresses through the network. In the
first layers, low level features, such as edges, are obtained, while in the last lay-
ers more complex and abstract structures, such as parts of objects, are detected.
Finally, the features extracted by the convolutional layers are processed by one
or more layers of fully connected neurons that end up classifying the input image.

For training models, Tensorflow/Keras for Python was used. In order to
determine the architecture of the two network models of the experiments, differ-
ent combinations of layers were tested in order to guarantee a good percentage
of accuracy and a low number of hyper-parameters. This last feature is of fun-
damental importance to maintain a small byte size to ensure that the model fits
on all test microcontrollers.
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5 Tests and Results

5.1 Results of Experiment 1

The goal of the first experiment was developed to demonstrate two points about
Embedia-NN. The first is to demonstrate that it can run convolutional neural
network models on very hardware limited microcontrollers. The second is to
show that it significantly outperforms other libraries with respect to memory
footprint and inference speed. To perform the experiment, a test was organized
for each combination between the Google Tensorflow Lite, Eloquent TinyML,
µTensor (microTensor), and EmbedIA-NN (in its four versions) libraries and
the ATmega2560, Arm Cortex-M3, Tensilica L106, Xtensa LX6 and RP2040
microcontrollers.

Table 2 shows a summary of the values generated by experiment 1. The break-
down of these values is omitted for space reasons and because they are similar
to those shown for experiment 2.

Table 2. Summary of experiment 1. For each library/framework the ratio of the mea-
sured value to the value of the worst implementation (100%) is shown.

Average values over microcontrollers for the same model Relationship to worst case implementation (%)

Library/Framework Prog.
Mem.(Kib)

Data
Mem.(Kib)

Infer.
Time (µs)

Acc. (%) Prog.
Mem.

Data
Mem.

Inference
Time

Eloquent TinyML 158.3 20.5 8789 98.89 96.8 100.0 78.3

Tensorflow Lite 145.5 18.1 7735 98.89 100.0 88.5 69.2

µTensor (Quantized) 30.2 10.7 11173 98.89 20.8 52.15 100.0

Embedia NN Flot. Pt. 15.2 6.3 5988 98.89 10.5 30.6 53.6

Embedia NN Fix Pt. 32 13.5 5.0 2865 98.89 9.3 24.6 25.6

Embedia NN Fix Pt. 16 11.7 3.1 1038 98.89 8.0 15.3 9.3

Embedia NN Fix Pt. 8 10.8 2.3 1119 89.72 7.5 11.4 10.0

In Table 2 and in Fig. 3 it can be observed how Embedia-NN outperforms the
other implementations. Regarding the program memory size it occupies about 9
times less than Eloquent TinyML and Tensorflow Lite and 2.5 times of µTensor.
With respect to program memory it is observed that it occupies 3 to 6 times
less Eloquent TinyML and Tensorflow Lite and 0.25 to 3 times µTensor. Finally,
for inference time it can be noted that EmbedIA-NN for floating point clearly
outperforms other implementations and, in particular, the version of EmbedIA-
NN Fixed Point for 16 bits is at least 7 times faster than other implementations.

It is important to note that the tests on the ATMega2560 microcontroller
were only possible for EmbedIA-NN since, for the other libraries, the program
failed to compile because memory was insufficient. As an example of the library’s
potential, a prototype was created for this microcontroller that recognizes hand-
written digits on a 240× 320 pixel graphic display with an integrated touch
screen.
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over all microcontrollers
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EmbedIA NN Fixed Pt. 16
EmbedIA NN Fixed Pt. 8

Fig. 3. Experiment 1. Comparison of the average of the variables measured in the
different microcontrollers for the same model. The units are measured in percentage
with respect to the worst implementation.

This example integrates the experiment model, inference functions, graph-
ics routines code and touch screen handling code into only 24 KiB of program
memory and 6 KiB of RAM (Fig. 4).

Fig. 4. ATMega2560 MCU integrating model, inference functions, graphics and touch
screen functions in 24 KiB of program memory and 6KiB of RAM.

5.2 Results of Experiment 2

The objective of this second experiment was developed to test the limits that
frameworks/libraries can reach with respect to a convolutional neural network
model. This model was carefully generated to maintain the memory requirements
of the less efficient library/framework. The effectiveness result achieved with the
14400 images of the test dataset was 88%. We consider this value as acceptable
considering the constraints posed for the libraries and that the confusion matrix
showed recognition problems for only 3 groups of images with similar character-
istics: number 0 and letter O, number 1 and letters L and I and number 5 with
letter S. Due to the lack of context information, these symbols are often difficult
to identify even by people.

To perform the experiment, a test was created for each combination between
the Google Tensorflow Lite, Eloquent TinyML, µTensor (microTensor), and
EmbedIA-NN libraries (in their four versions) and the Tensilica L106, Xtensa
LX6, and RP2040 microcontrollers. The ATmega2560 and Stm32f103c8t6 micro-
controllers were left aside because of data and program memory limitations.
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It is worth mentioning that two of the libraries mentioned in the Sect. 2.2
were not considered. CMSIS-NN indicates in its official site that it is possible
for the library to work with processors of earlier series than those supported.
However, we were unable to compile the projects because it apparently requires
SIMD or DSP instructions, that the chosen microcontrollers do not have such
support. Another was Microsoft EdgeML which was also left out of the tests
because it does not currently support the convolutional layers included in the
test model. Regarding µTensor, it is important to clarify that since it does not
support softmax layers, the latter was replaced by a fully connected layer for the
tests, in order to maintain the size of the network and the speed of the inference.

The Table 3 shows the values of all tests performed. It contains the name
of each microcontroller, the test target library with its variants, the values of
program memory, data memory, inference time and model effectiveness. Those
combinations that do not appear in the table were omitted because it was not
possible to compile the test project because it does not have support for the
MCU or there is a compatibility problem in the library.

Table 3. Comparison of memory footprint and inference time required by the libraries
in each library-microcontroller combination.

Microcontroller/Development board Library Variant Prog. M. (Kib) Data M. (Kib) Infer. time (µs) Acc. (%)

Tensilica L106 NodeMCU Eloquent TinyML Floating Pt. 144.21 46.68 72145 88.00

Tensorflow Lite Floating Pt. 128.67 44.28 72280 88.00

Embedia NN Floating Pt. 29.98 31.15 49114 88.00

Fixed Pt. 32 bits 27.73 31.10 34019 88.00

Fixed Pt. 16 bits 18.39 15.90 14483 88.00

Fixed Pt. 8 bits 13.83 11.35 16017 75.00

Xtensa LX6 Esp 32 Devkit Eloquent TinyML Floating Pt. 144.21 46.68 72145 88.00

Tensorflow Lite Floating Pt. 128.67 44.28 72280 88.00

Embedia NN Floating Pt. 29.98 31.15 49114 88.00

Fixed Pt. 32 bits 27.73 31.10 34019 88.00

Fixed Pt. 16 bits 18.39 15.90 14483 88.00

Fixed Pt. 8 bits 13.83 11.35 16017 75.00

RP 2040 Raspberry Pico Eloquent TinyML Floating Pt. 91.45 31.13 78633 88.00

Tensorflow Lite Floating Pt. 129.75 28.99 66410 88.00

µTensor Cuantizado 32.47 27.37 110003 88.00

Embedia NN Floating Pt. 10.44 18.58 54752 88.00

Fixed Pt. 32 bits 7.14 14.89 24228 88.00

Fixed Pt. 16 bits 6.89 8.77 10680 88.00

Fixed Pt. 16 bits 6.88 5.70 7829 75.00

In Table 3 and in the graphs of the Fig. 5 a,b and c we observe a notable
advantage of the EmbedIA-NN implementations over the other frameworks and
libraries in all the variables measured. While the 16-bit and 8-bit fixed-point
implementations stand out, the former is better because it maintains the same
effectiveness of the third-party implementations while the latter falls back to
13%. Nonetheless, the latter can be considered as an option for very memory
limited devices as it occupies 4 to 9 times less program memory and 3 to 5 times
less data memory. The Fig. 5d is a summary that averages the measurements
in Table 3 on a scale expressed in percentage with respect to the library that
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obtained the highest value in the evaluated characteristic. A value of 50% is
twice as good as the worst value (100%). Regarding the inference time, it can
be noted that in general the fixed-point versions of Embedia-NN are 3 to 10
times faster than the other implementations. Regarding the amount of memory,
the differences are less significant for the floating-point and 32-bit fixed-point
Embedia-NN implementations. However, for the 16-bit fixed-point version an
improvement of about 3 times can be observed. Finally, in the comparison of
program memory we can notice in general a wide difference in favor of Embedia-
NN of 3 times smaller than µTensor, 7 times smaller than Google Tensorflow
Lite and 9 times smaller than Eloquent TinyML.
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Fig. 5. Experiment 2. Comparison of memory usage and time consumption between
libraries for microcontrollers. The unit is expressed as a percentage with respect to the
library that had the highest value in the evaluated feature.

6 Conclusion and Future Work

This paper presented an ultralight and compact framework for convolutional
neural networks, designed to run on small microcontrollers with severe hardware
limitations. It consists of a library for performing inference on neural networks
and a Tensorflow/Keras model conversion tool for automatic code generation for
C/C++ language. It also has four implementation variants for fixed point and
floating point of 8, 16 and 32 bits.
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It was compared with other similar frameworks and libraries on five different
microcontrollers, measuring required data and program memory size and infer-
ence time consumed. It was found that the four variants of the proposed frame-
work clearly outperformed the µTensor, Google Tensorflow Lite and Eloquent
TinyML implementations. In particular, the 16-bit fixed-point implementation
achieves, on average, a 5 to 10 times improvement in inference time, about 3
times the data memory requirements and 3 to 7 times the program memory
requirements.

The advantage of EmbedIA-NN lies in its combination with the model conver-
sion tool that generates projects in C language incorporating only the strictly
necessary source code, while other C++ libraries implement class-based soft-
ware architectures with inheritance and polymorphism that consume a consid-
erable amount of data memory and program memory, and slow down program
execution.

EmbedIA is an open source framework available on Github3 and is part of
a new emerging project. In the future, it is planned to gradually incorporate:
machine learning and neural network algorithms for really small microcontrollers;
support for taking advantage of the hardware features of microcontrollers with
SIMD or DSP instructions; tutorials and both practical and concrete examples
of the use of the framework on different platforms, something difficult to find in
other libraries.
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Abstract. Wireless communication networks with low energy consump-
tion, a long range and with low transfer rates are used for most applications
associated with the internet of things. Examples of these applications are
smart cities, industrial control applications and communication of data
packets in environments where commercial wireless communication net-
works are not available. A case of interest is the monitoring of environ-
mental variables related with large bodies of water, as it is currently of
special importance to populations both near bodies of water as well as for
the public, as the stability of regional weather systems depends on those
large bodies of water. However, as it is commonly found in uninhabited
areas, the coverage of commercial communication networks (2G-3G-WiFi)
is either limited or non-existent. Hence, chirp spread spectrum (CSS) Long
range technology, known as LoRa, has become a promising and relevant
alternative in recent years in these cases. LoRa allows reaching long dis-
tances with low energy consumption and it can be deployed through low-
cost commercial devices. This paper presents the design and implemen-
tation of a monitoring system for environmental variables in a freshwater
body through a LoRa network. A performance analysis and an estimation
model of the system were performed. The system is made up of 10 nodes, 2
gateways and it uses a star connection topology. Information was acquired
for 10 days. The data obtained by the sensors in the nodes were sent to the
Gateways every 30 min. The RSSI value (Received Signal Strength Indi-
cator) was stored for each node. Additionally, data of atmospheric vari-
ables in the studied area was acquired from local public databases. With
the information obtained, a model was trained using Artificial Neural Net-
works with which it is possible to estimate the RSSI from the parameters of
link distance, relative humidity, temperature, and precipitation level. The
obtained results with this ANN model show that it is possible to estimate
the RSSI with an error of less than 0.82 dBm. Based on this, we consider the
proposed model as a useful tool for the design of wireless sensing networks
or IoT applications.

Keywords: IoT · LoRa · Nodes · Gateways · Antenna · Artificial
neural networks
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1 Introduction

Nowadays, wireless networks with low energy consumption, long link ranges and
low bit rates are of relevance in the industrial sector, especially with the surge of
the applications based on the internet of Things (IoT) [1–3]. These applications
allow a direct connection with different devices for a network capable of sensing
and controlling processes. Additionally, this technology has allowed for better
human-machine interactions in industrial and commercial environments, opti-
mizing processes in these contexts for cost reduction and better response times.
The quality of a wireless information transfer system using IoT is evaluated
throughout three fundamental criteria. First, there is how far the information
can be transmitted. The second one considers a system’s electric power consump-
tion, and the third criterion is how fast the information can be transferred [11].

Different standards are currently being employed: Low Power Wide Area
Networks (LPWAN), Bluetooth, Wi-Fi, 3G, 4G and LoRa (Long Range). These
technologies have relative advantages and disadvantages. For the case of 3G
and 4G Networks, they offer high information transmission rates even over long
ranges. However, they present a continuous and considerable consumption of
power, that is why communication systems based on 4G, and the even more
demanding 5G, are not ideal to be used in remote field applications [2]. On the
other hand, Bluetooth technology offers low energy consumption, but the link
distances that can be achieved are of only a few meters. A promising and rel-
evant alternative developed recently consists in the implementation of systems
based in LoRa. This communication platform allows to reach long communica-
tion link distances with a low energy consumption. Thus, making it appealing for
applications which require monitoring outdoors in or hostile environments like
mountain peaks, Arctic research stations, dense forests, and large water bodies
among others. Some examples of works done about monitoring in these sorts of
environments can be found in [4–7] and [8]. The common factor in those applica-
tions is that they cannot rely on a power grid and thus they used solar panels or
others alternative sources to power the devices. Furthermore, these applications
require long distance communications. Communication systems based in LoRa
are one of the best choices to monitor those environments, with a comprehensive
list of the advantages would be as follows:

– Long distance connectivity.
– Secure connectivity through encryption.
– Data packets bidirectional sending.
– Ultraminimal electric consumption.
– Works in the ISM band (Industrial, Scientific, and Medical)
– High sensitivity to receive data packets

Due to the distinct advantages offered by this technology for Wireless Sensor
Networks (WSN), various works studying the application of this technology have
taken place. For example, in [9] an experiment was developed to observe the
reliability of the received signal (using the Received Signal Strength Indicator
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- RSSI parameter), the number of packets lost and an analysis of the Signal
to Noise Ratio - SNR between the transmitter and receiver. The results shows
that the implementation of an appropriate Spreading Factor (SF) in a LoRa
device greatly improves its performance through different routes and facing signal
fading.

The effects of the temperature and moisture in the radio signal intensity
outdoors have consequences on data transfer as it is shown in [10]. The authors
configured the physical layer (PHY) modifying parameters like bandwidth, SF,
codification speed, transmission power and carrier frequency. These changes were
made to evaluate the performance of this technology experimentally. They sug-
gest faster rate configurations and the use of a signal relay instead of using slower
configurations to increase signal stability. The work concludes thus that the use
faster data rates and a low energy consumption relay, maximizes both packet
reception rate and link quality.

This work is focused on the evaluation of performance and a neural model for
the estimation of performance of LoRa networks implemented in a monitoring
system for freshwater body variables. For 10 days, information like the RSSI
value was sent each 30 min by the sensor nodes toward the Gateways and it
was registered and stored. In parallel, data on atmospheric variables of the local
area where the sensors were deployed was acquired from public databases. As a
result, a training model using artificial neural networks was developed. It allows
to estimate the RSSI value from the values of link distance, relative moisture,
ambient temperature, and precipitation level.

This paper is organized as follows: after this introduction we have the section
on methodology, it explains the implementation of the monitoring system for
environmental variables of a freshwater body. The materials used, network archi-
tecture and the calculations made to get optimal radio links are described as well.
We follow with the results and discussion, ending with a section on conclusions.

2 Methodology

The proposed monitoring system was employed to determine the contamina-
tion levels of a freshwater body, extracted from the measurement of different
physical and chemical parameters. Thus, several sensors are used to measure
turbidity, conductivity, RDO, salinity, pH/ORP, temperature and the content of
chlorophyl, chloride and nitrate. The sensors were connected in twelve modules
to monitor different freshwater body parameters. Eight of these modules had 4
sensors connected to each module to measure: turbidity, RDO, conductivity and
pH/ORP. The remaining four modules, have 4 additional sensors which measure:
chloride, nitrate, temperature and chlorophyl contents on water. Strategic points
were defined to place the modules both inside and on the shore of the freshwater
body at different water slopes. In total, the freshwater body was continuously
monitored on 6 points inside and 6 points outside of it.

The network consists of 10 nodes and 2 gateways, which all use a Lopy4
microcontroller. This microcontroller is LoRa compatible, and it can be config-
ured to work as a gateway. In the set of 6 modules inside the water body, we
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had two modules configured as gateways. The other four were network nodes.
To sample water with the other 6 modules outside of the water body, a cement
base was made, where a 50 mm × 50 mm square steel pipe of 2 m in length could
be buried until it hit water, then the sensor would be placed into the pipe. All
6 points required burying around 50 cm of the pipe to install the modules.

2.1 Component Description

Modules: A module consists of an antenna, a battery and other 4 printed
circuit boards (PCBs): a DFRobot brand Solar Power Manager, a DFRobot
Multiplexer, a Gravity PCB and a Pycom. Those PCBs allow for stable power-
ing of the module. They control the battery charge cycles and allow individual
configuration of the module functions. The 12 modules used have the same base
hardware, they only differ in network configuration and the case of those with
extra sensor heads.

Nodes: There are 10 nodes in total, 6 outside and the rest inside the water
body. All monitor the water quality of the freshwater body independently every
30 min and they store the RSSI value as well. Each node has a set of sensors, 6 of
them have 4 sensors and the remaining have the same set plus an extra 4 sensors
for a total of 8. There are 2 of the nodes with 8 sensors inside the freshwater
body and the other 2 are located outside.

Gateways: Modules defined as a gateway are installed inside of the freshwater
body because it is the central place for the information reception from their
nodes and the transmission of it to their server. Each gateway has a router. The
routers used were both a TP-Link-WR840N.

Power: Modules located in the platforms of the freshwater body are powered
constantly. These platforms were there in fact before starting the present work.
They give 110 VAC through a solar energy module that each platform has and
thus, all devices installed in the platforms are switched on permanently. The
modules located around the freshwater body work with solar energy as well
but operated at 22 VDC. The panels used are Hersic brand, model JC-H08101-
50W18MD.

2.2 Architecture

The Wireless Sensor Network (WSN) used in this work had a star topology with
each node connected directly to one of the gateways.

Figure 1 shows a schematic of the implementation of this work. The first and
third stages consist of the characterization of the antennas and the implemen-
tation of an ANN called multilayer perceptron respectively. The antennas used
in this work are characterized to ensure their performance within the operating
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band of the proposed wireless network and the multilayer perceptron is used
to estimate the RSSI from link distance, relative humidity, temperature, and
precipitation level parameters.

Fig. 1. Schematic of the implementation.

In the second stage of implementation is the wireless sensor network structure
proposed in this work. The network schematic is observed in more detail in Fig. 2.
The left side of the figure shows the connection of the end devices or nodes that
send and receive information to the Gateway, which are responsible for receiving
and sending information to the nodes, while the right side of the figure shows the
interconnection with a client which receives all the information that the wireless
network devices transmit.

Table 2 shows the location (on a platform or at the shore), the relative dis-
tance and the antenna height of each node connected to gateway 2. The other 5
nodes are connected to gateway 1 and their distance to it can be seen in Table 1.
From the Tables, it can be appreciated that it was possible to link the devices
over a large distance, in this case the longest link distance was of 5.4 km.

2.3 Fresnel Zones

At the beginning, the transmitted signals presented a lot of noise and signifi-
cant data loss due to the lack of line of sight, which caused link problems. The
vegetation and/or flora surrounding the freshwater body under study, such as:
reeds, moss, ferns, among other aquatic plants, considerably reduce the received
signal strength, thus increasing data loss in the communication range. When
these inconveniences in the radio link were identified, a Fresnel zone analysis
were made. For this analysis the Eq. 1 was used:
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Fig. 2. Wireless sensor network structure.

Table 1. Nodes addressed to GW1

Node Location GW1 distance Antenna height

GW1 Platform 2 0 3 m

1 Point 2 (shore) 3.5 km 3 m

4 Point 5 (shore) 2 km 3 m

7 Platform 4 2.3 km 3 m

9 Pint 6 (shore) 5.4 km 3 m

10 Platform 3 2.7 km 3 m

Table 2. Nodes addressed to GW2

Node Location GW2 distance Antenna height

GW2 Platform 5 0 3 m

2 Point 1 (shore) 1.5 km 1.5 m

3 Platform 6 1.9 km 3 m

5 Point 4 (shore) 1.5 km 1.5 m

6 Platform 1 3.2 km 3 m

8 Point 3 (shore) 3.8 km 1.5 m

r = 17.32

√
D

4 × f
(1)

Where r is the radius of the first Fresnel zone, 17.32 and 4 are constants, D is
the distance in kilometers between antennas and, f is the transmission frequency
in GHz (in this case it is 922 MHz).

The respective radius of the first Fresnel zone between each gateway and
their nodes are shown in the Tables 3 and 4.

Calculations were then made to place the antennas at a better height: The
60% of the Fresnel radius is calculated because it shows the maximum recom-
mended value where an obstacle should be. The plane connecting a module and
the Fresnel radius of its gateway should not have any obstacles either above or
below it. However, there were obstacles present when placing this plane at 1 m
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Table 3. Analysis of the first Fresnel zone for Gateway 1 and its respective nodes

GW1 distance Fresnel radius 60%

3.5 km 16.9 m 10.1 m

2 km 12.8 m 7.7 m

2.3 km 13.7 m 8.2 m

5.4 km 21 m 12.6 m

2.7 km 14.8 m 8.9 m

Table 4. Analysis of the first Fresnel zone for Gateway 2 and its respective nodes

GW2 distance Fresnel radius 60%

1.5 km 11 m 6.6 m

1.9 km 12.4 m 7.5 m

1.5 km 11 m 6.6 m

3.2 km 16.1 m 9.6 m

3.8 km 17.6 m 10.5 m

above the ground level. So, the antennas should be installed at least at 6 m over
the ground.

The initial height of the antennas was of 1.5 m above the ground level. Despite
the results of our calculations, there were not enough resources to reinstall the
antennas at height higher than 3 m from the ground. However, with LoRa was
possible a good communication among gateways and nodes at 3 m above the
ground level because this communication protocol offers high data transmission
rates and good enough reception sensitivity due to the low weight of the packets
transmitted.

As it was possible to observe in Tables 1 and 2, some antennas were placed
at a height of 1.5 m from the ground. This was made by this way due to the
inconsistent height of the ground around the freshwater body with respect to the
water level. It was possible to get a good line of view for each of those sensors
with respect to the ones placed at 3 m.

2.4 Antenna Characterization

The used antennas in the nodes and gateways were characterized to guarantee
their performance within the band of operation (922 MHz) of the proposed
wireless sensor network. Thus, a FSH8 vector network analyzer (VNA, Rhode &
Schwartz, Germany) is used to validate the performance of the twelve antennas
(ten antennas for nodes and two Gateway antennas). The characterization of
these antennas was carried out from 100 kHz to 2000 MHz, while the antenna
is connected to the VNA using a coaxial cable with a characteristic impedance
of 50 Ω. To avoid reflections and environmental noise, the antenna was isolated
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using acoustic foam. Likewise, the antenna was mounted in a plastic base to
eliminate reflections on the ground.

2.5 Multilayer Perceptron

A multilayer perceptron (MLP) is an artificial neural network (ANN), which is
inspired by the biological nervous system. The MLP is composed of an input
layer, one or more hidden layers, and an output layer. The neurons (or nodes)
of each layer are connected with the neurons of the adjacent layer, so that the
information can only be transmitted in one direction (forward), and it attempts
to imitate the synapses in a biological brain. Usually, a MLP network is trained
by a back-propagation algorithm, and commonly the number of neurons per
layer and the number of hidden layers are found by trial and error. The system
inputs for our application are the link distance, Fresnel height ratio and the
temperature. Between the input and output layers, we change the amount and
number of neurons in the hidden layers. In this experiment, the number of hidden
layers were set between 2 and 4 while the number of neurons in each layer was
varied between 2 and 8, in increments of 2 neurons. The expected output of the
neural network is the link’s RSSI.

3 Results and Discussion

First the characterization of the used antennas is carried out using the methodol-
ogy described in Sect. 2.4. Figure 3 shows the obtained S11 magnitude for three
node antenna and one gateway antenna (the results are limited to these four
devices to improve visualization). The results show that the antenna connected
to node 1 has a central frequency of 911.03 MHz, and a bandwidth of 165.96
MHz. In fact, the return losses of this antenna reached −56.84 dB at the central
frequency. In addition, the impedance of the antenna was also measured using the
VNA. The results reveal that this antenna has an impedance of 47.1− j1.42 Ω.
On the other hand, the Gateway antenna was characterized using the same
experimental setup. In this case, the antenna has three resonant peaks at 474.89
MHz, 909.13 MHz, and 1374.36 MHz with bandwidths of 81.99 MHz, 130.31
MHz, and 170.96 MHz respectively. The antenna was configured to operate at
909.13 for our application. The same protocol was used to characterize the other
antennas. Table 5 summarized the main electrical parameters for all used anten-
nas. Therefore, these results corroborate a correct operation of all antennas used
at 922 MHz as well as their individual performance. On the other hand, the
results reveal that these antennas have a good impedance match with the used
microcontrollers, and it allows for maximal power transmission in the wireless
sensor network.

After that, the free-space path loss model (FSPL), is used to estimate the
ideal propagation characteristics in the absence of obstructions and considering
air as the medium. Reflections, refraction, or other common radio propagation
phenomena are not considered either. Subsequently, to calculate the Link budget,
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it is only necessary to know the transmission power, and the power efficiency
of the respective antennas. For the case presented in this work a frequency of
922 MHz was used and the RSSI was taken as a function of the distance both
without taking into account the gain, that is, with a transmission power of zero
and no gain for the antennas, and in the case of a practical development with a
transmission power of 20 dB, and a gain of 3 dB for each antenna.

Fig. 3. Measured S11 parameter of used antennas.

The graph of each case can be seen in Fig. 4 as “Gain” with the blue colored
curve and “No gain” with the red colored curve, respectively. Additionally, Fig. 4
presents the measured RSSI for each of the nodes. As mentioned above, data was
taken every 30 min for 10 days, for a total of 480 RSSI and temperature data
points for each node, each cluster of either asterisks or hollow squares in Fig. 4
corresponds to RSSI data taken at a given link distance. The asterisks correspond
to the nodes of Gateway 1 and the hollow squares represent the nodes connected
to Gateway 2. As it can be seen, there is a variability of around 5 dB for the RSSI
in all cases, and all values are well below the theoretical line corresponding to the
performance expected for the practical implementation. This can be explained
with the fact that the required Fresnel zone height was not reached by any of the
devices, paired with losses in the RF cables and coupling loses among others.

As a sample of the data, Fig. 5 shows the histogram for RSSI on node 4
of gateway 1 (G1-N4), and node 1 of gateway 2 (G2-N1). They are compared
to see the dispersion of the data, the similarity of both distributions with a
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Table 5. Summarized electrical parameters of the used antennas the proposed WSN.

Antenna Center frequency (MHz) Bandwidth (MHz) Impedance (Ω)

Node 1 911.03 165.96 47.1− j1.42

Node 2 918.97 99.644 51.8− j0.89

Node 3 911.79 145.64 48.5− j1.13

Node 4 918.79 135.64 51.1 + j1.12

Node 5 920.11 112.44 49.1− j1.12

Node 6 915.44 144.64 48.5 + j1.13

Node 7 911.52 132.61 51.9− j0.76

Node 8 919.32 115.54 50.1− j0.82

Node 9 910.42 165.13 49.1 + j1.32

Node 10 916.33 149.42 47.1− j1.21

Gateway 1 909.13 130.31 55.1− j0.21

Gateway 2 911.79 155.11 53.8− j0.32

Fig. 4. Theoretical and measured RSSI (Color figure online)

normal PDF. The difference in the central value arises from the difference in
link distance. G1-N4 has a link distance of 5.4 km, while G2-N1 has a link
distance of 1.5 km.

To develop the RSSI estimation model, a MLP was trained in different con-
figurations. In Table 6, the mean absolute error is shown. The network inputs
are temperature, link distance and the well known as Fresnel index. Since the SF
was constant, it is not part of the analysis presented in this paper. We calculate
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Fig. 5. Histogram RSSI

the Fresnel index by dividing the required height for each node (See the values in
the Tables 3 and 4) over the actual height at which each antenna was installed.
The training error reported in Table 6 is absolute, the RSSI estimate is in dBm,
the rows L1, L2, L3 refer to the number of hidden layers, and the columns H2,
H4, H6 and H8 give the number of neurons per hidden layer in each case. It can
be seen that there is faster improvement increasing the number of neurons per
layer than by increasing the number of layers.

Table 6. Absolute error

H2 H4 H6 H8 H10

L1 1.25 1.15 0.94 0.85 0.85

L2 1.24 1.16 0.92 0.84 0.84

L3 1.26 1.14 0.91 0.85 0.82

The error in Table 6, shows that an estimate of the RSSI can be reached with
an error of less than 0.82 dBm, taking the ambient temperature, the distance of
the link and the Fresnel index as inputs. Finally, the estimates on a portion of the
training data are presented to show the scale of the approximation’s certainty
in Fig. 6.

Finally, in this work it was demonstrated that it is important to characterize
the antennas that are used to communicate sensors that make up the wireless
sensing network to minimize losses in the transmission of information. Thus, the
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importance of the antenna resonating at the operating frequency of the radio
link and the impedance of all the elements being the same to avoid losses due
to coupling was shown. On the other hand, the model presented in this work
constitutes a tool that will allow the optimization of the implementation of
wireless sensing networks since the errors in the RSSI are minimized. Likewise,
it was demonstrated how this parameter depends on link distance, the height of
the antennas and the environmental temperature.

4 Conclusions

The purpose of this work was to demonstrate that with experimental data, a
simple estimation model can be adjusted to estimate important link parameters
such as RSSI. As it could be seen, the difference between the theoretical model’s
prediction and data from the real implementation is significant, the model would
have to compensate for the losses of each of the elements and other radio prop-
agation phenomena that may occur. However, with the proposed ANN method,
real link parameters can be estimated from few points of data with an error
below 1 dB. Thus, showing promise for its use as a calculation tool while imple-
menting Wireless Sensor Networks. Likewise, several common error factors were
controlled as the matched between the used antennas and the microcontroller,
which is very important to guarantee the quality of the obtained results.
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Abstract. Augmented reality technologies present a different experience from
the real thing. Using new technologies for management activities in urban envi-
ronments represents a change of bet on the digital development of a city. This
work presents a prototype of a mobile application for obtaining housing registry
information through augmented reality and QR codes. The objective of the study
is to develop a tool for the generation of authorized public information on housing
in the city of Guayaquil, Ecuador, in an interactive way using a combination of
new technologies as a management strategy in the context of urban planning. The
research methodology is a quantitative, quasi-experimental approach. It uses the
survey technique to determine the perception of the use of the mobile applica-
tion and the levels of satisfaction of 400 inhabitants of the urban sector of the
city of Guayaquil. With a confidence percentage of 95% and a margin of error of
4.905%, the study reveals an 88% interest in the use of the application by the par-
ticipants and an 84% ease of use of the BuildingQR mobile application in its first
version. The data and results are available at https://github.com/mmoraa25/Buildi
ng_QR. The level of satisfaction with the proposal exceeds 90% in the medium.
It is concluded that new technologies allow new experiences that complement the
development of smart cities by breaking the barriers of digitization. The scope of
applicability of this research work to territories or pre-divisions in rural sectors is
foreseen for future works.

Keywords: Augmented reality ·Mobile apps · QR code · Urban planning ·
Smart city

1 Introduction

Involving new technologies that allow experiences in issues concerning the development
of smart cities, urban planning, architecture, cadastral management, among others, are
the premises that researchers have to venture into these fields with highly innovative
proposals [1, 2]. Virtual reality, augmented reality (AR), immersive reality, as well as
mixed reality offer features to see reality in a different way in hybrid virtual spaces [3, 4].
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The use of mobile applications integrating new technologies such as augmented reality
has crossed interdisciplinary barriers and different sectors in the educational sector [5,
6], in the sector of tourism [7, 8], in the architectural [9, 10], in health [11], and others.

The use of augmented reality in specific public informationmanagement institutions,
such as municipal or metropolitan housing registries, contributes to the satisfaction
of user needs when the experience of observing a virtual design and interaction are
intertwined [12]. Adding other technologies, specifically the use of Quick Response
(QR) codes for the identification and presentation of housing registry information results
in a product that allows easier access to information [13, 14]. The importance of the use
of the QR code allows the storage and management of substantial information for a
specific purpose, its ability to be recognized by a reading device, its ability to regenerate
and error correction are characteristics for a restoration of information data from an
image [15].

The provision of public services such as the identification and presentation of housing
registry information in the public administration using new technologies is an important
challenge due to the opportunity to offer new solutions to citizens through services
that facilitate the verification and authentication of data, its corresponding access, and
the proper security of the information. Urban planning within municipal management
programs would provide more focused services with standardized procedures.

The increased use of augmented reality platforms has improved experiences in terms
of information management, especially in housing registry information, it should be
noted that the security of visible information provided by the regulatory bodies keeps the
due legal treatments for its visualization and is protected by access protocols. This area is
new, and augmented reality applications have been developed for different sciences [16,
17] and the public business sector [18, 19], however, no augmented reality applications
applied to the management of housing registry information have been found in Ecuador
[20, 21].

It is important to use augmented reality, specifically QR codes, in housing registry
information, to be able to assign property codes and license plates when carrying out
censuses.

1.1 The Impact of the Use of Augmented Reality and QR Code Technologies
in the Context of Urban Planning

From the point of view of technology and the concept of Augmented Reality (AR), the
Quick Response (QR) codes for the identification and presentation of housing registry
information based onAugmented Reality, has as a starting point the compatibility of new
media (technological, physical and theoretical tools) butmost importantly the interaction
of these media with the users and the proper security of the information generated by
these applications nowadays, as well as to assimilate the results in an accurate way. In
this study, we wish to demonstrate that this technology is perfectly applicable to the
housing registry information in Ecuador allowed for its visualization [22, 23].

The increased use of real estate platforms for housing, in order to link information
from the Property Registry (regulatory body in the city of Guayaquil) so that the common
citizen can consult the status of the property, by real estate registration or code, and
represent it in a 3D model to reflect the information relating to a property, all with
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scanning a QR code through a mobile application, allows to improve communication
between the different parties involved [24] and thus speed up the departmental processes
related to the cadastres [25, 26].

Relevant work using augmented reality applications provides support to land sur-
veyors to visualize cadastral parcels, replacing 2D maps annotated on paper when they
perform field work [27]. The impact of the use of augmented reality technologies varies
according to the characteristics of the applications developed and the levels of access
to information (used by the regulatory body or by the common citizen), since it can
range from the visualization of 3D housing models to georeferenced maps of proper-
ties, parcels and cadastres in general, in which users, cartographers, surveyors and other
interested personnel, can obtain a better visual experience and help in the planning and
data collection process, as long as the application allows the direct modification of the
data associated with such housing.

1.2 Augmented Reality Techniques Applied to Urban Management

The key elements to make augmented reality possible are a camera, a reference marker, a
monitor [29], access to a database, internet connection, hardware and augmented reality
software [30].

Monitors can be of different types, there are head-mounted monitors, hand-held
monitors and space monitors [31]. Head-mounted monitors are installed on the head
and provide a lens at the user’s eye level and use sensors that track the monitor [32].
Handheld monitors are smaller devices such as smartphones that fit in a user’s hand and
use the phone’s camera, can use digital compasses or GPS (Global Positioning System)
to add markers to the video, and nowadays it is possible to add digital information to
video sequences in real time. Space monitors are made possible by digital projectors
that allow the display of graphical information on physical objects to a group of users
without requiring a head or handheld monitor for each user, allowing the viewing area
to be enlarged, which gives it an advantage over other monitors [30]. Monitors can be
combined with augmented reality hardware that allows users to have more immersive
experiences.

There are three augmented reality techniques that can be applied to urban planning
andmanagement [33].One of themost used is using position or referencemarkers such as
QRcodes that are capturedby the camera of amobile device or a computer and interpreted
by an augmented reality software that activates the 3D models previously configured.
Other types of referencemarkers likeQRareDataMatrix andMaxicode that use complex
and moderately complex patterns. Also, others consisting of simpler geometric shapes
such as ARTag, ARToolkit, ARSTudio and Intersense, ideal for pose recognition and
distance/size ratiomeasurement. The following technique does not use referencemarkers
and combines technologies such as SLAM (Simultaneous Localization and Mapping)
to create 3D models of real locations. It projects the 3D content and keeps it in one
point without requiring prior activation [34]. The third technique is geolocation, which
combines technologies such as GPS to display contextual information about specific
geographic points in the outdoor environment [35].
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2 Materials and Methods

The research methodology is a quantitative, quasi-experimental approach. The survey
technique is used to determine the levels of interest and ease of use of the application,
as well as the appreciation of the participants. From a total population of 2’698,077
inhabitants in the city of Guayaquil, 400 people were randomly selected from the urban
sector of the city. With a confidence percentage of 95% and a margin of error of 4.905%.

The objective of this study is to develop a mobile application for the presentation of
housing registry information through augmented reality and QR code as an informative
and interactive tool in the context of urban planning that can be used by land, cadastre and
land registry personnel of theGuayaquil canton,Guayas province, aswell as homeowners
in the urban sector.

Android Studio technology is used for QR code recognition, and Unity and Vuforia
packages are used for 3D information visualization.

To acquire a more precise understanding and a complete approach to the subject, the
following research questions are raised:

Table 1. Research questions

Questions Thematic

Question 1 (Q1): -¿What are the necessary
elements to develop a mobile application with
augmented reality and QR code?

Development platforms, augmented reality
technology, program features, user interface
[36]

Question 2 (Q2) -¿What factors should be
considered for the presentation of housing
information?

Analysis of social, cultural and economic
factors [37]

Question 3 (Q3) - ¿What development tool
will be used to build the mobile application?

Augmented reality development tools
according to compatibility with other
platforms and their performance [44]

Question 4 (Q4) -What experience in terms of
usability and satisfaction does this mobile
application provide to users?

Ease of use, even if users do not have the
necessary 3D modeling experience [38]. That
the application meets the proposed objectives
[39]

The following research questions (see Table 1) are related to the elements, fac-
tors, development tools and user experience after using the QR code augmented reality
application.

In order to determine the necessary elements and factors to be considered for the
development of the mobile application, a bibliographic review was carried out as part
of the documentary research, using guidelines consisting of the phases of planning,
conducting and reporting [40], applied as follows:

– Planning the review: In this phase, the need for the research is identified, the research
questions are posed and the protocol to be followed with respect to the databases to
be consulted, the years and the language to be consulted is drawn up.
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– Conducting the review: In this phase, all the information obtained on the topic of
interest is synthesized.

– Revision report: In this phase, the bibliographic review is carried out according to
the interests of the study, using the search criteria “application” or “mobile” or “web”
and “augmented reality” and “QR code”.

The search for factors that should be considered for the representation of housing
information in 3D models yields social, cultural, and economic factors. The social fac-
tors refer to the communication with the community in the implementation of the new
process [37]. Cultural factors take into account the technological level of the users of the
application and their ability to make use of it after training [41]. Economic factors cor-
respond to the economic capacity of the state to finance an urban planning project using
augmented reality andQRcodes [42]. The agilemethodology is used for the development
of the mobile application [43] under which the following steps were followed:

– Evaluation of processes and company structure: Three departments are identified
that are directly affected with the implementation of the application, the departments:
Land, Cadastre and Registry. The first two departments are responsible for conducting
population censuses and collecting information on site. However, when it comes to
collecting information on lots, they must do it manually, opening the possibility of
errors in the subsequent registration of such lots, for example, when they are registered
as available lots when in fact, they do have owners, which causes conflicts with the
Land Registry department; or when two cadastral codes are assigned for a single
property.

– Suggestions for process improvement and optimization: It is determined that the
implementation of the mobile application will save time for the collaborators of the
three departments, since the information gathering process could be done in a faster
way, by visualizing the exact information of the properties. In addition, errors and
conflicts between the departments that handle this type of information are avoided.

– Design of the application in conjunction with the client:Users of the mobile appli-
cation are constantly involved, according to their information needs and to the errors
that generally occur due to the manual data collection they currently perform.

– Construction and implementation of the application: For the development of the
mobile application, the Android Studio IDE is used, which is based on Java and
provides features for the use of QR codes. Meanwhile, Unity and Vuforia were used
as tools that provide features for the development of augmented reality environments,
as well as a database. The process for the creation of the QR code starts with the
digitalization of the image of each house to which an identifying label is assigned:
house_code_1 or house_code_2. Once each image is generated, it is saved inVuforia’s
database and when the QR code is read from the cell phone, it searches for the 3D
model and matches it with the corresponding label. The information presented in
the application includes the following fields: owner, location of the property, parish,
property code, real estate registration number, registry record.

– Evaluationandmonitoring: In this phase, the user experience of using the augmented
reality software is evaluated. For this purpose, a survey is used as an instrument with
questions related to the use and efficiency of the application.
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As part of the materials used for the development of the mobile application, autho-
rized official documents from the Property Registry of Guayaquil Canton, Guayas
Provincewere used.These documents contain the process diagramsof theLand,Cadastre
and Registry departments.

Fig. 1. Proposed cadastral information of urban dwellings using QR code

In accordance with the phases described above, and following in detail the prototype
proposal, the most appropriate criteria for the development of the methodology in the
description of the design of amobile applicationwith augmented reality, as an interactive
and empowering tool for obtaining information on housing, are specifically specified.
The representation of the QR code in the homes is captured by the application (see
Fig. 1), where each property has a unique QR code assigned to a part of the property that
is easily accessible to the cadastre staff, so that they can scan the QR code from their
cell phones, using an application that activates them and shows them a 3D model of the
property with all the information they need to know.

Fig. 2. Application architecture

In the architecture of the developed application (see Fig. 2) the user interacts with
the application through a mobile device.

Within the application, the QR code is processed once the QR code is captured, the
application recognizes the code from among those stored in the database, then interprets
the pattern and displays the scene associated with that pattern on the screen.
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Fig. 3. Registration information of a first-floor dwelling

In the implementation and testing stage of the application (see Fig. 3), the repre-
sentation of a house can be seen when scanning the QR code corresponding to that
property. The information shown on the side of the 3D model shows the owner’s name,
location, parish, property code, real estate registration number and latitude and longitude
coordinates.

Fig. 4. Registration information of a two-story house, visualization in augmented reality

In a test carried out by the staff of the Cadastre Department (see Fig. 4), The figure
shows a 3D representation of a two-story house in the property registry of Guayaquil,
and on the right side the information about the property registration. The mobile device
can be rotated to obtain different viewing angles of the house.
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3 Results

The incorporation of informative components, specifically regarding the identification
of the property or cadastre, and the need for the presentation of official information
authorized by the regulatory body for display on the mobile device, has allowed a first
prototype called “Building QR”. The application is for mobile devices with Android
systems and can be downloaded from the App Store.

The following are the results of the survey of 400 inhabitants of the city of Guayaquil
who participated to obtain information to guide future improvements to the prototype.

Fig. 5. Percentage of participants who have had some experience with mobile applications with
augmented reality

The survey results show that 61% of respondents have had some experience using
augmented reality applications, while 39% indicated that they have had no experience
at all (see Fig. 5).

Fig. 6. Percentage of participants indicating agreement or disagreement on howaugmented reality
can collaborate in the management of the digitization of cadastral information of dwellings

It also shows (see Fig. 6), the percentage of respondents who agree that technologies
such as augmented reality can help in the management of the digitization of cadastral
information of dwellings, 66% of respondents indicated that they were “strongly agree”,
27% of indicating to be “agree”, 6% to indicate “neither agree nor disagree” and 1% of
being “in disagreement”. This shows a total acceptance rate of 93% of the population.

The participants were asked about the visual information content observed in the
application, specifically, do you think this information is important for urban information
management? 58% of the participants thought it was important for the management
of urban information, 58% of the participants thought it was “very important”, 32%
thought it was “important”, 8% thought it was “something important”, 1% thought it
was “less important” and 1% thought it was “nothing important”. This shows the level
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Fig. 7. Percentage of importance for the respondents of the information presented in the Building
QR mobile application

of importance that the population gives to the cadastral information of the dwellings. A
total of 90% believe that this information is important (see Fig. 7).

These results go according to the questions: In what percentage do you think it
would benefit homeowners to have their information (only the allowed) updated in an
augmented reality platform, obtaining 57% of being “strongly agree”, 33% of being
“agree”, 9% of being “neither agree nor disagree”, and 1% of being “disagree”.

In addition, they were asked: If you were the owner of a house or building as shown
in the examples presented in the following table, what would you do if you owned a
house or building as shown in the following examples (see Fig. 3 y 4), Do you feel
satisfied with the Building QR proposal after using the augmented reality application?
54% were “totally satisfied”, 36% were “satisfied”, 9% were “somewhat satisfied” and
“1%” were “dissatisfied”, reaching more than 90% of user satisfaction with the proposal
presented in this work.

The participants were asked if they would recommend the use of the Building QR
application for the management of urban cadastral information, obtaining that 95%
would say “yes, I would recommend it” and 5% responded that “I would not recommend
it”, which shows the percentage of satisfaction with the prototype in its first version (see
Fig. 8).

Fig. 8. Percentage of participants who would recommend the Building QR application for the
management of urban cadastral information

Participants were asked about how they would identify the application according to
the characteristics of: Cadastral information, Organization of the information, Visual-
ization of the augmented images and Description of the objects found, according to the
criteria of “Appropriate”, “Complete”, “Useful”, “Accurate” and “Relevant” to deter-
mine the conformity of the proposal and the coherence with the objective sought by
this research work, obtaining the results in Table 2. Being of “Appropriate” the most
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generalized criterion for the common citizen in the urban area that defines the Building
QR application in its first version (see Table 2).

We asked: In what percentage do you think that the Building QR mobile application
would benefit the urban cadastral management entities to have a representation of the
information with augmented reality?, 61% believe that it would benefit them 100%, 32%
believe it would benefit them 32% and 7% believe it would benefit them 50%, which
means that 100% of respondents see a benefit for cadastral management entities to have
the information represented with augmented reality technologies.

Table 2. Percentage of perception of the application according to the application’s features

Characteristic Appropriate Complete Useful Accurate Relevant Total

Cadastral
information

40% 30% 13% 10% 7% 100%

Organization of
information

36% 35% 13% 10% 6% 100%

Visualization of
augmented images

42% 30% 14% 9% 5% 100%

Description of the
objects found

39% 31% 15% 9% 6% 100%

In addition, the question was asked: “How would you describe the Building QR
mobile application? obtaining 49% as: “An innovative mobile application in our envi-
ronment”, 19.3% as: “A mobile application that opens the possibility of information
management models”, 13.5% as: “A mobile application that can contribute to infor-
mation management”, 13% as: “An informative mobile application”, 4% as “A mobile
application of high technological development” and 1% as: “A quality mobile applica-
tion for virtual content”, with this it is evident the importance of this application in an
innovative information management model in our environment.

Finally, the results of the study reveal an 88% interest in the use of the application
by the participants and an 84% ease of use of the Building QR mobile application in its
first version.

4 Discussion

Augmented reality and QR codes are part of the current trends in the use of technologies
that allow support in the field of architecture to represent 3D models of real estate for
commercial purposes. In this article, an augmented reality and QR codes application
was developed that can be used by personnel working in public and private institu-
tions dedicated to the administration of urban properties and real estate cadastres in the
Ecuadorian and international context, visualizing the information allowed and under
the security standards provided by the applications and their technologies. The mobile
application combines the representation of the houses in 3D models with information
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about the owner, property registration and geographic location of the houses, which can
help to improve the processes related to the collection of information, census, and data
updates of urban properties, carried out by the cadastral staff when they are doing field
work. It is discussed that in the environment where this research work is carried out,
the use of devices with Android technology are more common with medium and high
performance.

The literature review found that internationally there have been few augmented real-
ity applications in the context of urban planning for the improvement of departmental
processes of cadastre in public institutions that administer it, while locally there is no
evidence or evidence of development of applications for institutions such as the land
registry of the different cantons belonging to Ecuador, so the development of the Build-
ing QR application is a precedent of the technological scope that allows augmented
reality and the use of reference markers such as QR codes. In addition, the scope of this
application could be extended to the real estate sector as an opportunity for the purchase,
sale and rental of housing providing necessary information to interested parties, saving
resources and time, as well as other areas that boost the productive matrix in the country.
Future work foresees the availability of the mobile application for other operating envi-
ronments (operating systems such as IOS or Linux, or through access for web browsers)
and access devices with Raspberry or Arduino technologies.

5 Conclusion

The social, cultural and economic factors that must be taken into account for the pre-
sentation and processing of the cadastral registry information, allowed by the regulatory
bodies of the state or institutions responsible for communication with the community,
involves considering the technological capacity to combine improvements in informa-
tion processes, and the economic capacity to finance urban planning projects with the
development of an application with new technologies where users, through the use
of applications with technology, have proper, reliable, fast and secure access to the
information.

The prototype of the mobile application “Building QR” developed in this study
uses augmented reality technologies and QR codes to represent 3D housing models
together with property registry information associated with these urban properties for
the improvement of departmental processes in public or private institutions that manage
cadastres and urban planning.

The evaluation of the usability and satisfaction of the developed mobile application
resulted in 84% of users finding it easy to use, while 95% are satisfied with the “Building
QR” application in its first prototype and would therefore recommend it.

New technologies such as augmented reality and QR codes allow new experiences
that complement the development of smart cities by breaking the barriers of digitization.

The scope of the applicability of this research work to territories or properties in
rural sectors is foreseen for future works. As well as to make viable the proposals to
other regulatory entities of cadastral information in the country as a contribution of the
academy to the society.



Mobile Application of Registry Information for Urban Planning 41

References

1. Kitchin, R., Young, G.W., Dawkins, O.: Planning and 3D spatial media: progress, prospects,
and the knowledge and experiences of local government planners in Ireland. Plan. Theory.
Pract. 22, 1–19 (2021). https://doi.org/10.1080/14649357.2021.1921832

2. Nunoo, D.C.: Smart and digital city action plan,Montreal. In: Urban Planning for Transitions.
pp. 139–152. Wiley (2021). https://doi.org/10.1002/9781119821670.ch9

3. Berman, B., Pollack, D.: Strategies for the successful implementation of augmented reality.
Bus. Horiz. 64, 621–630 (2021). https://doi.org/10.1016/j.bushor.2021.02.027

4. Piga, B.E.A., Cacciamatta, S., Marco, B.: Smart Co-Design for Urban Planning: Augmented
andVirtual Reality Apps in Collaborative Processes. Springer International Publishing, Cham
(2021). https://link.springer.com/book/9783030678418

5. Izquierdo, J.L., Alfonso,M.R., Zambrano,M.A., Segovia, J.G.:Mobile application to encour-
age education in school chess students using augmented reality and m-learning|Aplicación
móvil para fortalecer el aprendizaje de ajedrez en estudiantes de escuela utilizando realidad
aumentada y m-learning. RISTI - Rev. Iber. Sist. e Tecnol. Inf. 2019, 120–133 (2019)

6. GómezRios,M.D., ParedesVelasco,M.:Augmented reality as amethodology to development
of learning in programming. In:Botto-Tobar,M., Pizarro,G., Zúñiga-Prieto,M.,D’Armas,M.,
ZúñigaSánchez,M. (eds.) TechnologyTrends.Communications inComputer and Information
Science, vol. 895, pp. 327–340. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
05532-5_24

7. Llerena, J., Andina,M., Grijalva, J.: Mobile application to promote theMalecón 2000 tourism
using augmented reality and geolocation. In: 2018 International Conference on Information
System and Computer Science 2018-Decem, pp. 213–220 (2018). https://doi.org/10.1109/
INCISCOS.2018.00038

8. Han, S., Yoon, J.H., Kwon, J.: Impact of experiential value of augmented reality: the context
of heritage tourism. Sustain. 13, 4147 (2021). https://doi.org/10.3390/su13084147

9. Basu, T., Bannova, O., Camba, J.D.: Mixed reality architecture in space habitats. Acta
Astronaut. 178, 548–555 (2021). https://doi.org/10.1016/j.actaastro.2020.09.036

10. Llerena-Izquierdo, J., Cedeño-Gonzabay, L.: Photogrammetry and augmented reality to pro-
mote the religious cultural heritage of San Pedro Cathedral in Guayaquil, Ecuador. In: Botto-
Tobar, M., Zambrano Vizuete, M., Torres-Carrión, P., Montes León, S., Pizarro Vásquez, G.,
Durakovic, B. (eds.) Applied Technologies. Communications in Computer and Information
Science, vol. 1194, pp. 593–606. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
42520-3_47

11. Kan Yeung, A.W., et al.: Virtual and augmented reality applications in medicine: analysis
of the scientific literature. J. Med. Internet Res. 23, e25499 (2021). https://doi.org/10.2196/
25499

12. Moro, C., et al.: Virtual and augmented reality enhancements to medical and science student
physiology and anatomy test performance: a systematic review and meta-analysis. Anat. Sci.
Educ. 14, 368–376 (2021). https://doi.org/10.1002/ase.2049

13. Tarng, W., Lin, Y.J., Ou, K.L.: A virtual experiment for learning the principle of daniell cell
based on augmented reality. Appl. Sci. 11, 1–24 (2021). https://doi.org/10.3390/app11020762

14. Akdag, S.G.: Small icons with wide borders: the semiotics of micro-mobility in urban space.
In: Akdag, S.G., Dinçer, M., Vatan, M., Topçu, Ü., Kiris, I.M. (eds.) The Dialectics of Urban
and Architectural Boundaries in theMiddle East and theMediterranean. TUBS, pp. 135–151.
Springer, Cham (2021). https://doi.org/10.1007/978-3-030-71807-7_7

15. Estrada, J.C., Nacipucha, N.S., Chila, R.L.: El uso de los códigos QR: una herramienta
alternativa en la tecnología educacional. Rev. Publicando. 5, 83–106 (2018)

https://doi.org/10.1080/14649357.2021.1921832
https://doi.org/10.1002/9781119821670.ch9
https://doi.org/10.1016/j.bushor.2021.02.027
https://springerlink.bibliotecabuap.elogim.com/book/9783030678418
https://doi.org/10.1007/978-3-030-05532-5_24
https://doi.org/10.1109/INCISCOS.2018.00038
https://doi.org/10.3390/su13084147
https://doi.org/10.1016/j.actaastro.2020.09.036
https://doi.org/10.1007/978-3-030-42520-3_47
https://doi.org/10.2196/25499
https://doi.org/10.1002/ase.2049
https://doi.org/10.3390/app11020762
https://doi.org/10.1007/978-3-030-71807-7_7


42 M. Mora-Alvarado and J. Llerena-Izquierdo

16. Crofton, E.C., Botinestean, C., Fenelon, M., Gallagher, E.: Potential applications for virtual
and augmented reality technologies in sensory science. Innov. Food Sci. Emerg. Technol. 56,
102178 (2019). https://doi.org/10.1016/j.ifset.2019.102178

17. Lu, W., Zhao, L., Xu, R.: Remote sensing image processing technology based on mobile
augmented reality technology in surveying and mapping engineering. Soft. Comput. 3, 1–11
(2021). https://doi.org/10.1007/s00500-021-05650-3

18. Hopkins, P.: Information and communication technologies. Debates Relig. Educ. 247, 257
(2011). https://doi.org/10.4324/9780203813805-31

19. Bajaña Mendieta, I., Zúñiga Paredes, A., Can Sing, C., Meza Cruz, F., PurisCáceres, A.: La
realidad aumentada en la publicidad, prospectiva para elmercado ecuatoriano.Cienc.UNEMI.
10, 148–157 (2017). https://doi.org/10.29076/issn.2528-7737vol10iss23.2017pp148-157p

20. Velastegui-Cáceres, J., Rodríguez-Espinosa, V.M., Padilla-Almeida, O.: Urban cadastral sit-
uation in Ecuador: Analysis to determine the degree of proximity of the cadastral systems to
the 3D cadastral model. Land. 9, 1–20 (2020). https://doi.org/10.3390/land9100357

21. Zamora-Boza, C., ArroboCedeño, N., Cornejo-Marcos, G.: El gobierno electrónico en
Ecuador: La innovación en la administración pública. Espacios. 39, 1–10 (2018)

22. Karabin, M., Olszewski, R., Gotlib, D., Bakuła, K., Fijałkowska, A.: The New Methods of
Visualisation of the Cadastral Data in Poland. FIG Work Week (2017)

23. Bednarczyk, M., Templin, T.: Mobile augmented reality application supporting building
facades visualization (2020). https://doi.org/10.23967/dbmc.2020.186

24. Shojaei, D., Kalantari, M., Bishop, I.D., Rajabifard, A., Aien, A.: Visualization requirements
for 3D cadastral systems. Comput. Environ. Urban Syst. 41, 39–54 (2013). https://doi.org/10.
1016/j.compenvurbsys.2013.04.003

25. Ramirez, S.: Estado del arte-Desarrollo de una aplicaciónmóvil basada en sistemas de realidad
aumentada para la validación de sistemas de información geográfica a nivel catastral (2015).
https://doi.org/10.14483/2248762X.8506

26. Bydłosz, J., Bieda, A., Parzych, P.: The implementation of spatial planning objects in a 3D
cadastral model. ISPRS Int. J. Geo-Inf. 7, 153 (2018). https://doi.org/10.3390/ijgi7040153

27. Håkansson, L.: Visualizing cadastral parcels for surveyors using handheldAugmentedReality
(2019)

28. Peña-Rios, A., Hagras, H., Gardner, M., Owusu, G.: A type-2 fuzzy logic based system for
augmented reality visualisation of georeferenced data. In: IEEE International Conference
Fuzzy System, July 2018 (2018). https://doi.org/10.1109/FUZZ-IEEE.2018.8491467

29. Harazono, Y., et al.: Development of an AR training construction system using embedded
information in a real environment. In: Chen, J.Y.C., Fragomeni, G. (eds.) HCII 2021. LNCS,
vol. 12770, pp. 614–625. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-77599-
5_42

30. Chatzopoulos, D., Bermejo, C., Huang, Z., Hui, P.: Mobile augmented reality survey from
where we are to where we go. IEEE Access 5, 6917–6950 (2017). https://doi.org/10.1109/
ACCESS.2017.2698164

31. Ifrim, A.-C., Moldoveanu, F., Moldoveanu, A., Grădinaru, A.: LibrARy – enriching the cul-
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Abstract. Compressed sensing (CS) theory enables the reconstruction
of spectral images (SI) using a lower number of measurements than the
traditional Shannon-Nyquist sampling approach, through compressive
spectral imaging (CSI) systems. These CSI systems rely on a dispersive-
based optical setup coupled to one or more coded-apertures to capture
and compress a spectral scene simultaneously. Afterward, the reconstruc-
tion of the underlying scene is obtained through computational algo-
rithms. Then, processing tasks like classification, object detection, or
segmentation are performed over the reconstructed images. However, this
reconstruction process is computationally expensive, which introduces a
time overhead for these tasks. In this paper, spectral classification is
directly performed over compressed measurements acquired through an
optical architecture following the CS framework. An end-to-end method
to optimize both coded-apertures and deep learning model parameters is
proposed. This approach has been applied to the grading of Tahiti lime
(Citrus latifolia), but can be used for different agricultural materials. In
this specific case, the classification accuracy reached 99%. In addition,
for the purpose of comparison, our experiments improved up to 7% in
classification accuracy over a testing database when the coded-apertures
were optimized.

Keywords: Compressed sensing · Deep learning optimization ·
Spectral images · Spectral classification · Tahiti lime

1 Introduction

Spectral images have been used in several fields and industries such as agricul-
ture [1], food quality [2], biomedical images [3], remote sensing [4], archaeology
[5], among others. However, SI are expensive to capture due to the cost of the
sensors and equipment involved [6], limiting the widespread use of this promising
technology.

Many approaches have been proposed to acquire SI at a lower cost, such
as those based on compressive sensing (CS) theory [7]. CS states that a sig-
nal can be recovered with a number of measurements lower than those stated
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by the Shannon-Nyquist sampling theorem, as long as the signal can be rep-
resented in a known basis such as wavelet, Discrete Cosine Transform (DCT),
among others. There are several optical setups that demonstrate the CS theory,
namely compressive spectral imaging (CSI) systems such as the single-pixel cam-
era [8], the coded-aperture snapshot spectral imager (CASSI) [9], and its variants
like dual-dispersion architecture (DD-CASSI) [9], single-disperser architecture
(SD-CASSI) [10], and colored coded-apertures CASSI (3D-CASSI) [11]. More
recently, a dual-camera compressive hyperspectral imaging system (DCCHI) was
proposed by [12]. These CSI systems rely on a dispersive-based optical setup cou-
pled to one or more coded-apertures to capture and compress a spectral scene
simultaneously.

Compressed spectral images acquired with these optical systems must be
reconstructed to apply further processing tasks such as classification, segmenta-
tion, and object detection. This reconstruction process is computationally expen-
sive because an ill-posed, under-determined linear system of equations must be
solved [13]. There have been different computational approaches to solve this
problem, for example, the gradient projection sparse reconstruction (GPSR) [14],
the orthogonal matching pursuit (OMP) [15], and the iterative hard threshold-
ing (IHT) algorithms [16]. More recently, reconstruction algorithms make use of
CNNs like the proposed by [17].

However, the reconstruction process introduces a time overhead that makes
CS methods unsuitable for critical response-time applications like object detec-
tion, motion detection, etc. The reconstruction step, required as an additional
process before the inference task is the main problem of CS aimed to address
with this work. There have been different approaches avoiding the reconstruction
step. For example, [18] successfully made motion detection, image classification,
and noise filtering from compressive measurements. More recently, [19] proposed
a convolutional neural network (CNN) to classify compressive measurements of
the MNIST [20] database. Finally, [21] proposed a coupled deep learning architec-
ture for coded-aperture and feature extraction optimization using both MNIST
and CIFAR-10 [22] databases. The latter reporting the improvement achieved
when the coded-apertures are optimized.

Nonetheless, that inference on compressive measurements has been explored
by several authors. Still, to our knowledge, no approach has been proposed for
spectral imaging that uses a deep learning model to optimize the coded-apertures
and optical elements of the acquisition system in an end-to-end approach and for
a real application, which is the hypothesis and main contribution of this work.

Traditional fruit grading has been labor-intensive, requiring lots of people
to perform this task. However, advances in computer vision algorithms, like the
one exposed in this work, have made the development of automatic grading and
sorting machines possible.

The grading process goal is to select those fruits compliant with regulatory
and market standards. These standards generally reject those fruits with diseases
produced by mites, fungus, etc. Also, fruits that do not comply with market-
specific characteristics like size, color, flavor, etc., are rejected.
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In this work, we propose an end-to-end scheme for the classification of spec-
tral images, which takes the SI compressive measurements as input and the
categorical variable as the output of the system with no intermediate steps in
the training process of the deep learning model.

A spectral database of Tahiti lime (Citrus latifoia) has been chosen to demon-
strate the proposed approach. The spectral images of a set of real limes have
been acquired in an optical setup implemented by the authors. Tahiti lime is
a fruit that grows in tropical zones like Colombia, and it has a great potential
for exporting to countries where quality products are highly appreciated. To
this end, crops need to be organic, and fruits must comply with specific market
standards and agricultural regulatory policies.

2 End-to-End Approach for the Tahiti Lime Classification

This section describes the proposed methodology for the classification of Tahiti
lime in a compressive spectral imaging framework. The approach is divided into a
learning or training process and a testing part. The learning process is proposed
as an end-to-end approach that jointly optimizes the acquisition and classifica-
tion tasks. A coded-aperture pattern used to modulate the scene in the com-
pressive imaging framework is optimized for the acquisition. In the classification
part, the CNN parameters are also optimized following an optimization problem
described below. After the training, in the testing part, a real measurement is
acquired using the coded-aperture designed, and the trained CNN classifies the
lime patches in their corresponding class. A flowchart of the end-to-end approach
is depicted in Fig. 1.

Fig. 1. Flowchart of the general steps of the proposed end-to-end model for the simul-
taneously coded-aperture design and lime patch classification. The two main steps are
the learning and testing parts. Source: Authors.
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2.1 Coded-Aperture Design

The well-known coded-aperture snapshot spectral imager (CASSI) [9] architec-
ture is the compressive spectral system used in this work because it is suitable
for the spectral classification task, as reported in the literature. The CASSI is
one example of a CS sensor that captures 2D projections by multiplexing the
spatio-spectral information of a scene through a coded-aperture and a disper-
sive element such as a prism or a diffractive device. The coded-apertures are
implemented by use of a photomask, an SLM, or a digital micromirror device
(DMD). The latter two provide versatility as the coding is easily modified with
subsequent shots or snapshots. As a result, a multidimensional cube is generated
representing the whole compressed scene.

The Coded-aperture (CA) design is a key component in the compressive
acquisition system [23]. It modulates the scene spatially and/or spectrally such
that an optimal image reconstruction or an optimal classification accuracy can
be achieved. Scene modulation is made by applying one or multiple CA patterns
or designs to the scene. A color CA is an arrangement of more than one CAs
that modulates specific bands of the scene. On the other hand, a binary CA is
a single CA design whose pattern is applied to every spectral band of the scene.
In this work, only binary CAs will be used, resulting in only spatial modulation.
The CA is defined as,

T ∈ R
MN , (1)

where M and N are the spatial dimensions. Since only spatial modulation will
be performed, the same code design T is applied to all the spectral bands of the
scene. The acquisition of scene F, in the CASSI system and applying the spatial
modulation T can be expressed as,

Ymn =
L−1∑

k=0

Fm(n−k)kTmn + ωmn, (2)

where Y represents the measurements, F is referring to the data cube, T defines
the coded-aperture, and ω is the noise in the system. The dimensions of the
data cube F are M×N×L, T is M×N , and Y is M×(N + L – 1). L represents
the number of spectral bands. The resulting shifting in the measurements is the
dispersive element effect, characteristic in the CASSI system.

2.2 Tahiti Lime Classification

The goal of the grading process of Tahiti lime is to accept or reject a whole
fruit based on its healthiness and compliance with target-market standards and
agriculture regulators. However, the fact that fruit has been affected by a fun-
gus or mite or any other kind of defect does not mean that it be automatically
rejected. Some levels of affectation are accepted. To reject a whole fruit, it must
have affectation levels beyond the target market or regulator standards. In some
cases, 10% of mite or fungus affectation is permitted. Due to this, a one-shot
fruit classification will require huge quantities of training samples, which is a



48 M. Silva-Maldonado et al.

drawback of traditional classification systems. Instead, a patch-wise approach
was implemented. This approach has two stages: the first one is used to build
the training and testing database. The second to perform automated classifica-
tion. In the first stage, segments of known anomalies are extracted by cropping
the whole lime images with the help of a lime farmer who identifies the place,
size, and type of the anomaly. Those segments are cropped again to create the
patches of 16 × 16 × 40 pixels using an image processing tool. Then, each patch
is labeled, and finally stored as the training and testing database of the CNN
classifier. In the second stage, once the CNN has been simultaneously trained
and the coded-aperture optimized, it is possible to perform a whole lime clas-
sification in the patch basis. For this, a background removal algorithm [24] is
applied to the lime image sample. Then, the Compact Whatersed unsupervised
segmentation algorithm [25] is applied. Once the lime image is segmented, the
trained network can be applied to every segment, thus resulting in a more pre-
cise and efficient classification. This image-processing workflow is depicted in
Fig. 2. In this approach both anomaly and amount of surface affected can be
inferred. It is up to the farmer to set the affectation allowance in order to meet
its target-market requirements. Since the image processing techniques reported
before have been widely studied, only the trained network used for the patch
classification will be developed in this work.

2.3 Proposed Training Model

In order to optimize both the coded-aperture pattern and the parameters of the
classification CNN, the training architecture depicted in Fig. 3 is proposed. The
input data, which can be gray-scale, RGB, or spectral images, is pre-processed to
extract the patches with some anomalies. Then, the CASSI system is simulated
using an initial random coded-aperture, which spatially modulates the patches.
Then, a CNN is used to find both optimal coded-aperture design and CNN
parameters by solving the following optimization problem,

{T, θ} = arg min
T,θ

1
k

k∑

i=0

L(yi, f(xi, θ,T)), (3)

where L is a loss or cost function, f is the output of the trained model, T is the
coded-aperture, θ are the CNN parameters, k is the number of training samples,
y i are the training labels, and xi are the training samples.

A regularizer [26] can be added to Eq. 3 to make coded-aperture entries to
converge to 1’s or 0’s as shown in Eq. 4,

{T, θ} = arg min
T,θ

1
k

k∑

i=0

L(yi, f(xi, θ,T)) + μ(1 + T)2(T)2, (4)

where μ is a regularizer constant. This regularization is included with the aim
to produce implementable coded-aperture designs.
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Fig. 2. Lime classification workflow. a) A lime image is acquired. b) Image background
is removed. c) Image segmentation algorithm is applied. e) Segment classification using
a trained network is performed over each segment. Source: Authors.

2.4 Proposed Inference/Testing Model

Once an optimal coded-aperture design and the trained network are achieved
from the training stage, real lime measurements can be acquired in the lab to
perform their respective classification. The CASSI system can be implemented or
simulated to acquire the lime measurements in a single shot, using the designed
coded-aperture obtained in the training. Then, the resulting compressive mea-
surements are used as the input of the trained network, which classifies the
observed patch. The label of the lime class is the output of the inference pipeline.
Figure 4 depicts the described testing process.

3 Experimental Data Acquisition

3.1 Optical Setup

An optical setup was assembled in our laboratory to acquire the lime spec-
tral database. The sample scene was focused by a CCD Monochrome Camera
(Stingray camera F-080B) coupled with a macro lens (Tamron, Co., Ltd; 8 mm,
1.1′′, C mount Lens). A tunable light source (Oriel Instruments, TLS-300XR)
was used to decompose the source light in 40 spectral bands ranging from 400
nm to 700 nm. The whole setup is depicted in Fig. 5.
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Fig. 3. Proposed CNN training model. The input for the training is the set of lime
patches. A complete CNN architecture is used to optimize the coded-aperture pat-
tern, as well as the classification CNN parameters. The output is an optimized coded-
aperture and the optimized CNN parameters to be used in the testing step. Source:
Authors.

3.2 Hardware and Software for the Database Acquisition

The CCD Monochrome Camera and the tunable light source were controlled by
a Desktop-PC equipped with an Intel Core i7 processor and 16 GB of RAM.
Matlab (The MathWorks, Inc., Natick, Massachusetts, United States.) scripts
were used to control the acquisition process.

3.3 Data Acquisition and Pre-processing

Instead of using several images, a patch-wise approach has been applied to the
72 image samples acquired in the lab. The complete size of these images is
1388 × 1038 × 40 pixels. This approach let us construct a spectral database of
2442 patches of 16 × 16 × 40 pixels size, with which the proposed deep learning
model was trained. The database spectral range is the visible spectrum from 400
nm to 700 nm. The following patch classes were defined: Healthy or European-
market-ready fruits, fungus or mite-affected fruits, shadow-grown fruits, and
wood-pocket affected fruits. These classes are shown in Fig. 6, and they were
suggested by a Tahiti lime exporter1, who performs manual grading of their
fruits. Patch samples of both training and testing databases are shown in Table 1.

In order to tackle the category imbalance problem we have applied oversam-
pling techniques as mentioned by [27] to the whole lime spectral database. This
technique let us to copy some training and testing samples in least populated
1 Orange Export S.A.S. www.orange-export.com.

www.orange-export.com
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Fig. 4. Proposed CNN inference model. The input of this step is the output of the
training model. Real measurements can be acquired using the CASSI system and the
designed coded-aperture. Then these measurements are used to classify the lime patch
in one class using the trained CNN. Source: Authors.

Fig. 5. Optical setup for dataset acquisition. The samples are illuminated with a tun-
able light source, which allows the 40 spectral bands acquisition. Source: Authors.
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categories in order to match the cardinality of most populated category. This
way a same number of samples per category can be achieved avoiding the most
populated classes to bias the results.

3.4 CNN Implementation

CNN networks were implemented in Python programming language using the
Pytorch library [28]. Lime patches required for the training and testing database
were manually extracted with the Gimp (https://www.gimp.org/) image pro-
cessing software and Python’s Numpy library. Parameters of each CNN tested
were trained with an Adam based optimizer, an initial learning rate of 0.0001,
and a Cosine Annealing learning rate scheduler.

Table 1. Database of lime samples used for training and testing. The number of
samples used for training and testing for each of the classes is reported.

Class name Training Testing

Healthy 576 100

Mite affected 488 102

Shadow-grown 484 100

Wood pocket affected 496 96

— —

Totals 2044 398

Fig. 6. Patch extraction process. For the database acquisition, several patches out
of a whole fruit sample are extracted. This process is performed over lima samples
belonging to the four different classes. The zoomed sections are patches examples.
Source: Authors.

https://www.gimp.org/
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4 Simulations and Results

Three different CNN architectures were selected to test the accuracy of the
proposed end-to-end approach: a simple CNN vanilla architecture, Alexnet [29],
and Resnet34 [30]. Vanilla is a custom 7-layer architecture intended to be a
baseline for bench-marking deeper architectures. Alexnet is an 11-layer, well-
known, and proven deep learning architecture. Also, a state-of-the-art Resnet
architecture with 34-layers was used for performance testing.

Regarding the datasets, besides the custom 40-spectral-band database of
Tahiti lime aforementioned, a new database was built by selecting three spec-
tral bands out of the 40 of the original spectral database. This experiment
is intended to show the contribution of spectral information. In addition, the
MNIST-Fashion database [31] also will be used for testing purposes of the end-
to-end approach.

The Resnet34 architecture outperformed the vanilla and Alexnet architec-
tures over all three datasets in up to 20% accuracy, as shown in Table 2. How-
ever, the vanilla architecture outperformed the Alexnet in the two Tahiti lime
datasets, nonetheless that it was two-layer shallower. The performance of the
different architectures over the MNIST-fashion dataset shows us that the deeper
the network, the better the results. The performance achieved by the three CNN
architectures is higher when using the 40 spectral bands, which demonstrates the
advantage of using spectral instead of RGB data.

An additional set of simulations were performed to demonstrate the improve-
ment in the classification, where the CA design is optimized. The same approach
but using a random pattern instead of the designed CA is presented in Table 2.
These results are referred to as Non-optimized CA in the table. As can be seen,
in all the experiment combinations (CNN and dataset), the optimization of the
CA design reported the highest accuracy.

Figure 7 presents the optimized coded-aperture patterns for each CNN archi-
tecture and for the 40-band lime dataset. It can be seen that patterns did not con-
verge to a particular shape, due to the little spatial variability of the dataset. The
confusion matrices also reported in Fig. 7 show the mite-affected and shadow-
grown patches were the most challenging anomalies to classify. Figure 7 also
presents the accuracy behavior for the different network architectures. Notice
that the Resnet34 only needs 6 epochs to converge, whereas Alexnet and Vanilla
need more than 10 to obtain a similar behavior.
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Table 2. CNN Accuracy over test datasets. The customs 40-band and 3-band corre-
spond to the acquired lime datasets. A comparison of the classification results with the
optimized and non-optimized CA is presented.

Dataset Coded-aperture CNN architecture

Vanilla Alexnet Resnet34

Custom 40-band Optimized CA 96% 84% 99%

Non-optimized CA 94% 77% 97%

Custom 3-band Optimized CA 94% 80% 98%

Non-optimized CA 93% 76% 94%

Fashion MNIST Optimized CA 91% 92% 94%

Non-optimized CA 90% 91% 93%

Fig. 7. Accuracy, confusion matrix, and CA design for each CNN architecture selected
using the 40-band lime dataset. Source: Authors.
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5 Conclusions

A compressive spectral classification method using an end-to-end optimization
pipeline was proposed and evaluated. The end-to-end approach optimizes the
coded-aperture design used for compressive acquisitions and the parameters of a
classification network at the same time. The joint design of the coded-aperture
and the CNN network was validated using an acquired real dataset of Tahiti lime.
Three different CNN architectures were used to show the advantages of using the
proposed approach. It was also demonstrated that a CNN can be trained with
samples generated following a patch-wise approach instead of the traditional
whole-image approach, hence, requiring a reduced database for training. Finally,
the experiments showed that accuracy achieved with the 40-bands Tahiti lime
dataset outperformed the 3-band dataset by up to 4%, showing the contribution
of the spectral information, and therefore the advantages of using compressive
spectral frameworks.
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Abstract. Serious games are software applications developed to achieve learning
objectives during the user’s performance. One of the fields where these games are
developed is the psychological domain, where applications to measure cognitive
attention are widely developed. Multiple kind of data can be collected while it is
running, and these data are related not only to demographics users’ variables but to
performance indicators of the game. The controlled environment makes possible
that different data mining techniques are applied to extract relevant information,
features, or patterns. This work shows the application of data mining techniques
on data collected from a serious game to describe patterns among players, the
analyzed attributes were the game level and the responsive time; the results show
a hidden pattern based on gender among players and their behavior across the
different levels.

Keywords: Serious game · Data mining · Psychological · Patterns

1 Introduction

A serious game can be considered as a software application that captures not only the
full attention of the player, but at the same time, it contributes with an educational
purpose associated with its execution [1, 2]. In the process of developing a serious
game application, the modeling process is important, as well as the application design
stage, the purpose of the game, the accessibility, the game usability, and the user’s
performance [3, 4]. Several serious games are developed, for example a group of them
are designed for cognitive training to process speed, attention and memory [5]. Memory
Match Game is a serious game that consists of a card game with images in which all
the cards are placed face down on a surface; and the objective is to turn over pairs of
equal cards with the fewest possible attempts [6]. During the execution of a serious
game, it is possible to collect data related user’s personal information, user progress
with respective achievement and certification of capabilities [3]. This information can
be stored in a database and analyzed.
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The application of data mining in the information obtained from serious games has
had an important contribution in areas such as defense, education, scientific exploration,
health care, among others more. Educational games has been developed, focusing on
identify problems and improve strategies at different levels, adapting them to particular
situations [7, 8]. For instance, in health area, data mining techniques analyze patterns for
detection of disorders such asAlzheimer [9]. Additionally, the application of datamining
techniques provides relevant information that can be used in processes of continuous
improvement of game mechanics. Our purpose on this work is to apply data mining
techniques on data that comes from a serious game developed for training the cognitive
memory and attention, in order to identify patterns between male and female groups
related to the user’s performance in the game.

This work is organized as follows: Sect. 2 describes the related works for serious
games and data mining techniques. Section 3 details the methodology implemented for
detect patterns, Sect. 4 offers a discussion on the achievements of this work and Sect. 5
presents the conclusions.

2 Related Work

The term “serious games” can have different connotations, but it is assumed as the use of
computer games whose main purpose is not pure entertainment [10]. Serious games are
software applications developed with a specific purpose such as attention, motivation,
knowledge or skill acquisition, process support, joy/playfulness or information [10, 11].
On this context, a subgroup are games designed for cognitive training which include
logic challenging for humans and problem solving skills [12].

In this context, [13] presented a serious game based on virtual reality for cogni-
tive training including attention and memory tasks of daily life activities. The game
promotes the improvement in memory and attention functions thought cognitive stimu-
lation with mobile technology. The cognitive functions such as: working memory tasks,
visual-spatial orientation tasks, selective attention tasks, recognition memory tasks and
calculationwere set gradually increasingdemands onmemory and attention abilities. The
results showed that the comparisons between the experimental group and control ones
have different values between when attention and general memory ability are measured.

Another example is a serious game designed for diagnosis and training of children
with cognitive disabilities whose objective is to propose a system that creates different
scenarios according to the user’s conditions [14]. The game includes hidden many being
that should be found for the player in order to complete levels, and testing the attention
and memory are needed to perform it. The results presented a prototype that generates
dynamically adapt scenarios.

In some studies, data mining techniques have been used over data collected in
learning-oriented games with the aim of finding patterns that are not identifiable simply
by looking at them. In [7], a game called ELISA oriented to medical training, it was
applied to a group of Biology students learning about the immunological technique for
determination of anti-HIV antibodies. The results obtained from the game were used as
input for the application of clustering techniques, such as K-Means or Expectation Min-
imization algorithms, from which the existence of five clusters associated with learning
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effectiveness was determined. This made it possible to identify those clusters where the
students did not demonstrate solid knowledge, and therefore required the support of an
expert to explain the process in detail.

Halim et al. [15] propose the use of data mining techniques to correlate information
with the five major personality traits. For this, data sets from games such as World of
WorldCraft,Age ofEmpire II andStarcraft, the sameones onwhich clustering techniques
were applied (k-means, kmedoids, fuzzy c-mean, and hierarchical clustering) were used;
they allowed to identify groups of users, whose qualitywas tested using cluster validation
indices. Based on these data, classifiers of personality traits were trained, from which
the super vector machine technique obtained the highest precision (98%).

Although there are applications of data mining in the cognitive area, there are no
studies that analyze data from serious games for cognitive training of attention and
memory. For this reason, the present study seeks to apply these techniques to determine
if there is a relationship between the variables that describe the user’s profile (age,
gender, etc.) and the variables that record the performance of the game. The results
that are intended to be obtained will allow the identification of age groups or types of
disability that may show specific behaviors in the data.

3 Methodology

This work is focused on evaluate data collected from a serious game, and try to describe
hidden features into the response times collected throughout the levels of the game. The
SPEM2.0 speciation [16] is used to represent each stage in this methodology. In Fig. 1,
is possible observe the main processes until to bring to light the features of people when
they played the game.

Fig. 1. Methodology used to obtain patterns about time response over the serious game.

3.1 Data Collection

The game named “Picture pairing” is an online game focused on guess pairs of pictures,
it was designed from psychologists seeking to reinforce the brain areas of attention and
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memory, the game has four levels and each level has a matrix of pairs from 2 × 2 until
5 × 5 giving complexity and demanding more comprehensiveness for each level. And
it measures the response time of individuals when them guess a new pair and when they
pass to a new level.

Demographical data of users is collected when a user signs in, and before the game
execution the guidelines are showed seeking to inform and grant the same level of
knowledge about the game rules. The users could attempt any number of times, if they
consider necessary, in Ecuador, people with access to a computer was take into account
to play the game, also like, people who has any impairment. A total of 97 people played
the game and Table 1 shown the features collected throughout the game. The user profile
features such as dni and name were no included for data analysis.

Table 1. Description of dataset variables.

Feature Datatype Description

DNI String User DNI – Private for user profile

Name String User’s name – Private for user profile

Birthday Date User’s birthday – Private for user profile

City String City where user lives

Phone number String Phone number as a user contact field

Gender Categorical [Male, Female]

Laterality Categorical [Right-handed, Left-handed, Ambidextrous]

Educational stages Categorical [Primary, Secondary, Tertiary]

Has impairment Boolean Used to warn if user has to choose an impairment type

Impairment type Categorical [Visual, Hearing]

Game time Number Total time from game starts until level 4 is over

Time level 1 Number Global start time and end time measured in level 1

Time level 2 Number Global start time and end time measured in level 2

Time level 3 Number Global start time and end time measured in level 3

Time level 4 Number Global start time and end time measured in level 4

Game points Number Total points earned

3.2 Data Preprocessing

Techniques used prior to the application of a data mining methods is known as data
preprocessing. Data will likely be imperfect, containing inconsistencies and redundan-
cies. The data collected require sophisticated mechanisms to analyze it. Preprocessing
techniques are able to adapt the data to the requirements posed by each data mining
algorithm, and it allows to enable process data that would be unfeasible otherwise [17].
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Dataset Preview. Before application of preprocessing techniques, data was analyzed
seeking to understand how it was collected, we can highlight: a) The 86.45% of data was
collected around the Cuenca, Ecuador city, and only the rest of records were collected
from other cities, it creates a requirement of data extrapolation to the rest of cities,
however, this technique can create bad results due to the statistical estimation [18], and
b) the elapsed time for each level is an accumulative value, therefore, is required to
extract the proper values.

Derivation of Columns. It is possible to derive some relevant data from fields: from
birthday is obtained the age field, however, there were people who typed the present date
(dd-mm-2021) as birthday creating inconsistencies into data. On the other hand, times
of levels was derived by the subtraction of level time and previous level time.

Drop Non-relevant Data. In the first stage, wrong typed data as birthday was dropped,
even though some imputing methods were taking into account to maintain the collected
data, it does notmirror the true fields and finally it was dropped. In addition,was dropped:
name, phone, birthday due to age was obtained, city due concentration, based on they
do not contribute to this work.

Data Scaling. Prior to datamodeling, themin-max scaler (−1, 1) was used to normalize
data [19], the posterior stage includes the application of a grouping algorithm and it is
considered as an isotropic technique that commonly requires data normalization [20].

3.3 Data Mining Modeling

This stage is focused on build and assess the data mining techniques until to get the
proper set of steps, algorithms, and parameters whose can contribute and display results
without issues caused by a fast algorithms application [21].

Modeling Techniques. From the articlewritten byBauckhage et al. [22], we can extract
that games have been boarded frommultiple analytic views mainly how they are played,
it allows a better understanding of player behavior, and it is commonly used to help
improving a game’s design, or ensure the best user experience, or identifying valuable
players, or those at risk of leaving a game. The authors provide a tutorial on cluster
analysis for game behavioral data. The clustering technique is focused on group a set of
objects such that similar ones are assigned to the same group. In this context, players or
artificial agents can be grouped via finite sets of features.

K-means algorithm is commonly used in game analytics, due to the simplicity and
popularity. However, in centroid methods is necessary to define the number of clusters;
hence, algorithms then determine the centers and assign the objects to the nearest one,
but different distance techniques are possible and lead to different variants of clustering
[22]. The PCA technique was used as complement the clustering, it was focused on
dimensional reduction and allow to plot the clusters created by the k-means, the variance
of dimensional reduction was used as real representation indicator [19].
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Test Design Generation. A test stagewas designed to get the best grouping parameters,
and according to the algorithm the needed preprocessing techniques. The first issue is
the number of groups required to run the algorithm, a variant of k-means named x-means
was used, unlike k-means this variant uses two parameters (start number of groups and
end number of groups) to calculate the suitable number of groups. In this stage, multiple
executions from starting from 02 until 50 groups were tested. The number of groups
to get a proper grouping application was between two and four groups. and, the total
amount of PCA variance was closely to 1.

Building the Data Mining Model. This data mining approach aims to discover pat-
terns hidden in groups of players among the game levels. This is based on two stages: a)
The clusters are going to be create using variables such as: age, gender, start time, end
time for each level. And the stage b) The times are evaluated according to centroids of
groups of players, and the radar plots are used to achieve this evaluation.

Data Mining Model Assessment. To get the assess of this approach, multiple execu-
tions of algorithms are evaluated approximate 20 times until to obtain results that we
indicate a real human behavior.

3.4 Visual Analytics

This technique consists on transforming different data types into visual representations.
The most important feature of this technique is the incorporation of human capabilities
for data analysis [23]. This strategy is used to evaluate data labeled by different clusters.
In this subsection, we recommend the most useful graphics to define the scenarios, and
detect the patterns. The commonly visualization methods are: Line chart, Bar chart, Pie
chart, Scatter plot, Bubble Char, Parallel Coordinates, and TreeMaps [24]. However,
based on the visualization methods, the below methods are described to search patterns
in the game of pairs:

• Bar Chart: It is considered as columns plot, and is used to examine multiple aspects
of the data. It is helpful to visually quantify the demographical data.

• Scatter plot: Is considered as two dimensional plot showing the relation between the
two variables. It focuses in showing how the data is spread over the two-dimensional
plane. Complementary to this chart, the PCA is used as dimensional reduction until
get two dimensions and generate the 2D plot.

• Radar (spider or web) chart: It is a two-dimensional chart type designed to plot one
or more series of values over multiple quantitative features [25].

4 Results and Discussion

After the methodology applied, below we present the results obtained with the use of
the visual analytics for detecting hidden patterns in times of players.
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4.1 Clustering Analysis by Time of Level

The Fig. 2 shows the clustering approach applied for each level, as above is describe each
level has collected two variables (start time and end time), in addition the age feature
was added to the clustering.

Fig. 2. K-means clustering, the red points represent the centroids for each group. (Color figure
online)

From Fig. 2, part a) Level 1 shows three groups and each group has a similar density,
based on this, it is possible to describe that it is caused by the start time is too similar
for all players. In part b) Level 2 there are two groups well defined, however, a big part
of data is only in one cluster, it leads us to interpretate that there are many similarities
of time among players when they solve the level 2. In part c) shows k-means clustering
created three groups where two of them are catching data, so it leads us to pay a special
attention to this data, and try to discover patterns of time among players in level 3.
Finally, Figure d) shows a similar behavior that part c) therefore, this is also selected to
deep about features of grouping in the below subsection.
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4.2 Analysis of Centroids by Radar Plot

The centroids of groups help to decrease the complexity of analysis, due to a centroid is
a vector created by one number for each feature. Each number is the mean of the feature
for the observations in that cluster [26].

Analysis by Game Levels. The centroids of clusters are evaluated for each level aiming
to collect patterns of players’ behavior (Fig. 3).

a) Level 1 b) Level 2

c) Level 3 d) Level 4

Fig. 3. Clustering centroids analysis by game levels.

The first part of the figure shows a complete normal general behavior of players due
to start time and end time are no showing distortions in the series.

Analysis of Players Behavior by Gender. In addition to the above analysis, features
were added and removed using the wrapped method, this method normally is used in
feature selection tasks, when features of age, game points, levels and gender was used
then the x-means technique created eight groups, however, the groups were spitted into
four for male, and four female groups. The centroids of x-means are showed in Table
2. This leads us to determinate an existence of special groups of behavior by gender
players.
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Table 2. Centroids of clustering after adding gender features.

Feature C1 C2 C3 C4 C5 C6 C7 C8

Age 0.644 0.317 0.252 0.583 0.430 0.337 0.306 0.569

Points 0.763 0.905 0.603 0.190 0.740 0.880 0.998 0.369

End time L1 0.019 0.027 0.032 0.083 0.025 0.022 0.014 0.026

End time L2 0.061 0.070 0.092 0.196 0.082 0.067 0.040 0.103

End time L3 0.162 0.145 0.200 0.374 0.188 0.148 0.096 0.261

End time L4 0.329 0.280 0.412 0.690 0.374 0.281 0.187 0.476

Gender male 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000

Gender female 0.000 0.000 0.000 0.000 1.000 1.000 1.000 1.000

Figure 4 describes a particular behavior between male and female players, female
players have similar times to pass each level, due they are solved the pairs with normal
time, and some ladies lose game points but they try to reduce the time in pairing task.
Unlike ladies, the gentlemen do not try to reduce time when they lose points across
levels.

a) Male players’ behavior b) Female players’ behavior

Fig. 4. Clustering centroids analysis by game levels.

5 Conclusions

This work is focused to discover hidden patterns in data collected from a serious game,
this game was created to improve the skills of attention and memory of the users, the
features collectedwhen using the game allowed to apply datamining processes, allowing
analyzing hidden patterns among players. Data mining was based in include the iterative
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application of preprocessing techniques, and evaluation of results. This allows us to
demonstrate the natural human behavior. Also, the evaluation of the final model showed
us that results do not change in another execution.

We detect a strong relevance of age and gender features among patterns of players,
being these patterns were clearer when players were faceted to high levels. This app-
roach allows us knowledge of human behavior while they are face to solve games. In
future work, we will include other set of serious games, with the purpose of generate
a comparison with results obtained for detecting if exists patterns are general among
players or if exists patterns are emerging in the game in isolation.
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Abstract. The usual solution to mobility problems for the elderly lies in the use
of conventional canes and walkers. However, when the older adult also has vision
problems, these devices are not sufficient to provide safe walking, and the senior
suffers from constant falls. This article proposes a smart walker based on artificial
vision for indoor use in nursing homes that safely enables autonomousmobility for
visually impaired seniors. The walker has been equipped with activation switches
on the handlebars, ultrasonic sensors, a Kinect visual sensor, traction motors, and
a controller. The control algorithm is based on reactive navigation, odometry and
artificial vision and is designed to avoid obstacles and detect dangerous situations
such as stairs. The control unit is a Raspberry Pi running Raspbian and relies on
message passing between processes and visualization. The prototype of the smart
walker is implemented in the nursing home “Luis Maldonado Tamayo” (Pujilí-
Ecuador), where tests are being carried out with elderly persons who still have
motor skills and some partial vision impairment. The walker can effectively detect
obstacles in a distance range from 50 – 86 cm.Almost 90%of small, 96%medium,
and 98% dynamics obstacles are avoided. The demonstration video is available at
https://youtu.be/MJzvzIily4k.

Keywords: Intelligent walker · Senior – mobility ·Machine vision · Image
processing ·Mobile robotics

1 Introduction

In the last decade, many seniors have lost their ability to see because of aging, which
in turn has reduced their ability to move around independently [1]. Seniors are aware
that a lack of vision can cause accidents to themselves and others [2], so they limit
their mobility or do so under the supervision of a caregiver. According to the WHO,
approximately 28–35% of people over 65 years old suffer falls each year. This problem
increases to 32–42% for those over 70 years of age. Approximately 30–50% of the older
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people live in nursing homes, and around 40% of them lose their balance and fall each
year [3].

To reduce the problem of falls, in recent years, the use of walkers has increased as
they provide support, help to maintain balance, and improve the independent mobility
of seniors [4, 5]. There is a wide range of conventional walkers on the market, which can
be classified into standard, two-front-wheeled, and four-wheeled types. The standard
walker is a four-legged aluminum frame that must be lifted and moved forward while
walking [6]. The two-wheeled front walker is designed for people with weaker upper
extremities or the ones who tend to fall backward when the equipment is lifted. The four-
wheeled walker does not need to be lifted and has systems that allow it to roll and pivot
smoothly and with little effort. However, they provide less stability, as a save motion
control of the device depends on the user’s quick reaction time for braking. Therefore,
using a walker requires muscle strength, coordination, and reaction capacity [7].

Smart walkers are similar to four-wheeled walkers, but in most cases, they are
equipped with two motorized wheels and two caster wheels to ease the movement [8,
9]. Furthermore, they include electronic and robotic components, thus promoting better
walking assistance [8, 10, 11], especially in terms of navigation [12, 13], gait monitor-
ing [14, 15], and partial body weight support [16]. Navigation and obstacle detection
employs vision, ultrasonic, and infrared sensors capable of detecting obstacles even
while moving [10, 17]. The control system helps the user avoid obstacles by sound or
vibration signals and directly changes the motor trajectory [18]. This feature is essential
for people with progressive vision loss or to help navigate environments with multiple
dynamic obstacles. Other functionalities include automatic navigation and localization
inside buildings and outdoors [10, 15], which help people with cognitive and related
memory and location problems [19].

Some current indoor smart walker models are detailed: FriWalk [20] is a commer-
cial walker with a guidance system that can guide the user through locations along a
planned path. A webcam detects QR-codes placed on the flour, and in combination
with incremental encoders, control the movement of the brushless motors installed in
the rear wheels. The AGoRA Smart Walker [8] measures the walker’s ego-motion with
two encoders and an Inertial Measurement Unit (IMU) while sensing the obstacles with
a 2D Light Detection and Ranging Sensor. The low-rise and dynamic obstacles are
detected by two ultrasonic boards and an HD camera. The Smart Walker V [21] is an
indoor walker that senses the surrounding with RGB and depth sensors. This walker
creates a graph-based simultaneous localization and mapping (SLAM) using Real-Time
Appearance-based Mapping (RTAB-Map) and gets the odometry with a Robotic Oper-
ating System (ROS). The indoor smart robotic walker presented in [22] is based on a
deep neural network. It tracks users in the front and predicts the movement of the user
using different sensors. An infrared temperature sensor and a lidar sensor mounted on
the walker in front of the user’s knee and foot detect the lower limb gait. A soft-robotic
interface [23] on the handle monitors abnormal force pressure to activate the emergency
brake to prevent falls. Four microphones locate sound sources, and the walker navigates
toward it using the RL-based SSL technique when the users say specific keywords. The
odometry is based on an IMU and encoders.
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Despite the remarkable technological development in these devices, they are still not
free of problems, and some situations instigate the user to fall. Further, such aid tools
are still not affordable for everyone, and many of the control techniques used are still
only applicable in laboratories. These problems motivate us to seek a viable solution
and develop a walker with sufficient intelligence and interaction to ensure safe mobility
for seniors, especially with progressive impairment of vision due to aging.

In this article, we propose a novel smart walker that helps seniors with motor and
vision problems to walk safely indoors in nursing homes. The device detects dangerous
situations (unseen obstacles or uneven floors) indoors with the help of artificial vision
techniques introduced in the control algorithm of the intelligent walker. Thus, it avoids
sedentary lifestyles in peoplewith reduced visionwho fear injury due to accidents caused
by collisions with objects present inside nursing homes.

2 Smart Walker Design

The smart walker is designed tomeet themobility needs of seniors in nursing homeswith
reduced mobility and visual problems. Table 1 summarizes the most important design
conditions, while Fig. 1 shows the 3D model of the proposed smart walker and its three
modules: mechanical system, electrical/electronic system, and control system.

Table 1. Smart walker design requirements

Concept Necessity Parameter

Application Indoor design, accessibility Distance between wheels 60 cm

Lower speed than the average elderly
walking speed 0.81 m/s [24] for safe
walking

Max speed 0,5 m/s

Extended operating period Min 2 h

Obstacle avoidance Max perception distance 3 m; min
camera resolution and focus of 640 ×
480 Mpx

Simple graphical interface Touchscreen size 7 Inch2

30% body weight support Average elderly weight 60 kg

Manufacturing Adjustable hand support height Minimum height 80 cm

Lightweight Max 100 N

Static and dynamic stability 4 wheels

Brake system

Control Simple and effective motion 2 motors and 2 support wheels

Open-source technology Linux platform

Sensor-driven Distance from user to sensors 10 cm

Cost Low cost
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2.1 Mechanical System

Structure. The device consists of four castor wheels to facilitate mobility and avoid
back propulsion problems and an aluminum structure frame with adjustable armrests.
The electronic components are encapsulated in an acrylic housing with a rigid aluminum
base installed directly on the wheels to balance the structure’s weight and increase the
wheels’ grip. In addition, the walker has a height-adjustable aluminum base that supports
the minicomputer for the user interface and the vision sensor. Drive system. Two DC
motors with gearboxes, the Gear Turbo Motor 12V model with high torque at 110 RPM,
are installed on the rear wheels. This selection considered the displacement speed of
0.5 m/s, wheel diameter of 173 mm, a friction coefficient of 0.5, approximate weight
of the walker of 100 N, and the 30% of body support. Displacement mechanism. A
differential drive is selected to combine standing support and an effective control strategy
[22]. It consists of two front active split wheel offset casters wheels, and two rear caster
wheels mounted parallel to the structure. The caster wheels have a good grip on surfaces,
thus avoiding slipping and responding quickly [9].

Fig. 1. Complete assembly and modular components of the proposed smart walker.

2.2 Electrical/Electronic System

Driver motors. We use a Mosfet IRF3205 controller module. Power supply. Two
lithium-polymer batteries, LIPO PRO-7600 mAh with a nominal voltage of 11.8 V,
are used. One for the control system and the other for the motor power supply. Activa-
tion sensors. An ultrasonic sensor HC-SR04 is placed at the user’s waist height, and
two force sensors FSR402 are installed on the device’s handles. The ultrasonic sensor
detects the presence of the person at the rear for actuation. The force sensors need to
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be pressed by the user to start the operation. Thus, the dual activation control prevents
accidental activation of the walker.Odometry. Two encoders and a low-cost and highly
accurate inertial measurement unit MPU-6050 measure the parameters to determine the
position and orientation of the walker during navigation. The walker also has rotation
direction pushbuttons incorporated in the handles of the walker device that allow rotation
in the direction of the sensor that is actuated. The inclusion of these pushbuttons allows
the user a small percentage of control, but with the ever-present condition of obstacle
avoidance. Vision. The vision sensor is an Xbox 360 Kinect unit. It can generate depth
maps from an infrared sensor and an RGB camera. The camera position on the walker
reduces the mapping angle, which hinders the detection of objects at close range. So,
we installed 3 HC-SR04 ultrasonic sensors on the walker’s front left, center, and right
to detect nearby obstacles properly.

2.3 Control

Data acquisition. We acquire data from the Kinect sensor and an embedded Arduino
Mega 2560 system with 16 digital pins and 2 analogue pins. The Arduino receives
data from motors, pushbuttons, force, and ultrasonic sensors. Control unit. The walker
motion is controlled by a Raspberry Pi 3 card connected to a touchscreen that facilitates
interaction with the user. Software. The control program is developed on the Raspbian
Jessie platform. It uses the pyserial library to communicate the Arduino, Raspberry Pi
3 and OpenCV (Open-Source Computer Vision) library for real-time image processing.
Fig. 2 shows the flowchart of the control program. For the serial communication between
theRaspberryPi 3 embedded systemand theArduino controller board, theCOMSERIAL
script belonging to the Raspberry Pi programming files is used. This script, written in
Python, specifies the communication parameters, encodes the data to be sent to the
Arduino, decodes the data received from the Arduino, and closes the communication
ports once the system is finished.



74 J. Guamushig-Laica et al.

Fig. 2. Block diagram of the walker control program

3 Object Detection Algorithm

The object detection algorithm identifies obstacles present at a certain distance and
emits control signals to the motors. The algorithm for digital image processing con-
sists of 5 stages: capture, preprocessing, segmentation, feature extraction, and object
identification.
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3.1 Capture

The acquisition data from the RGB camera of the Kinect sensor is complemented with
the depth image-based plane provided by the infrared sensor of the same. Therefore, two
functions are implemented. The first one obtains the data from the RGB camera, and the
second one the information from the infrared depth sensor. The information is received
in real-time and stored in variables to be processed in the following stages or visualized
(see Fig. 3).

The default image depth image-based plane format is an 11-bit depthmap. It contains
much information to distances but is inadequate to be visualizedwith the imshowmethod
of OpenCV, so the image is converted to an 8-bit format to visualize and understand the
information captured by the sensor graphically.

Fig. 3. Acquisition functions output images

3.2 Preprocessing

As shown in Fig. 3, small white areas represent the noise in the data acquisition. For
this reason, filtering processes must be applied to obtain a clear image and avoid the
erroneous detection of objects.

The filtering process is given by erode and dilate states. Erode stage removes black
spaces within the region of interest, and dilate stages magnify white regions in areas that
should be black. For the dilate stage, the initial definition of the kernel size is critical
before applying morphological transformations. The kernel is the matrix used to apply
the dilate convolution. A comparison of the image with different kernel sizes is shown
in Fig. 4. Insufficient kernel size captures blobs or objects of smaller areas, mostly noise
present in the data acquisition. These are false positives present in the displayed scene
due to the range limitations of the Kinect sensor.

3.3 Segmentation

To create a distance segmentation function, we placed the Kinect sensor in front of a
wall and sampled from 0 m to 3.5 m considering an approximate viewing angle of 70°.
The results (see Table 2) were used to find a correlation between distance and value in
the depth map.
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Fig. 4. Comparison of different kernel sizes a) 3 × 3, b) 5 × 5, c) 7 × 7, and d) 9 × 9

3.4 Feature Extraction

An object can be detected in different ways depending on its position. The processed
image is divided into five vertical sections to establish position limits. The sections are
left (position 0), center-left (position 1), center (position 2), center-right (position 3), and
right (position 4). However, depending on the object’s size, the object can share sections
and thus generate more possibilities of occupancy.

The algorithm checks if an object is within one of the five sections. The function is
called occupancy status indicator and returns a logical value of 0 or 1. Value 0 returns if
the object is within the ranges of that section. Otherwise, it returns value 1.

Table 2. Correspondence of distance on the depth map from 0 m to 3.5 m.

Analogy Distance (cm) Depth map value

0 Less than 50 80

1 50–62 100

2 62–74 120

3 74–86 140

4 86–98 160

5 98–110 180

6 110–122 200

7 More than 122 220



Indoor Smart Walker Based on Artificial Vision 77

4 Object Identification

The following process is the control logic based on the occupancy status indicator func-
tion and the depth map value resulting from the segmentation. This process generates a
truth table with 25 possible cases and activates the parameters:move and show. Themove
sends information to the Arduino to control the motors and show displays the direction
in the output image to avoid possible objects.

Figure 5 represents an output format of the resulting image. The vertical lines indicate
the division of the sections, and the numbers, the analogy corresponding to the depth.
The area of higher intensity marked with the number 2 is the area that is processed within
the code to avoid the obstacle.

Fig. 5. Output processing format

5 Stairs Detection Algorithm

For accurate stairs detection, we consider the geometric configuration shown in Fig. 6.
The Kinect unit’s tilt motor angle is 20°, and the distance from the sensor to the ground
plane is about 80 cm.

Since the acquisition plane of theKinect sensor has an angle, its projection to the floor
plane is used. It is assumed that the floor is fixed and has no representative inclination.
We extract the lower pixels of the image to create a region of interest (ROI) that allows
us to detect the floor. If the distance acquired from the depth map increases, the walker
is in front of a staircase and movement in that direction is disabled.
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Fig. 6. Stair detection process.

6 Image Acquisition and Preprocessing Test

The image acquisition test consisted of verifying the acquisition of the RGB and depth
data of the image individually and then unifying them. In this test, we determined the
optimal tilt angle of the Kinect sensor and the appropriate number of frames per second
for processing and correction of the mirror effect in the acquisition. Figure 7 shows

Fig. 7. Testing data acquisition at different tilt angles of the Kinect sensor: a) 30°, b) 25°, c) 20°,
and d) 15°.
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the images acquired at four different tilt angles towards the floor of the Kinect sensor.
The most appropriate angle was 20°, which voids detection of the floor in the walking
direction and optimizes the detection of small objects in front of the walker.

7 Results and Discussion

This smart walker was designed for indoor use in nursing homes. Therefore, its objective
is the avoidance of obstacles in a controlled environment that generally has everyday
static objects such as chairs, tables, and others and dynamic actions such as crossing
people.

The prototype is tested in the nursing home, HOGAR DE VIDA “Luis Maldonado
Tamayo”, located in the Canton Pujilí-Ecuador. The center houses 45 older people,
50% of whom have progressive vision loss and lack of mobility in their lower limbs
to move freely within the home. The population used for the functional tests was 30
seniors who still have motor skills and partial vision impairment. The tests consisted
of assisted walking using the smart walker within the nursing home facilities. The tests
were performed during the day in the periods set aside for the physical activity. The
duration of each walk depended on the time required for each user to walk around the
nursing home facilities.

7.1 Distance Detection

Fifty obstacle detection tests were performed. Each test consisted of detecting four obsta-
cles located at different distance ranges measured from the user’s position to validate
the acquisition of the depth image. Table 3 summarizes the test results. At distances
less than 50 cm, a 78% detection rate is achieved, while at distances between 50 and
62 cm 90%, and for distances greater than 62 cm 94%.We observed that the Kinetic unit
does not detect correctly small objects at a distance less than 50 cm. So, in the detection
algorithm, the ultrasonic sensors are mandatorily activated at distances less than 50 cm.

The algorithm has an effective response for a distance of more than 62 cm. However,
there is a possibility that dynamic objects may quickly position themselves very close
to the walker; therefore, a safety measure within the algorithm is included for distances
between 50 and 62 cm.

Table 3. Distance detection test

Depth detection range (Analogy)

<50 cm (0) 50–62 cm (1) 62–74 cm (2) 74–86 cm (3)

Detect 38 45 47 47

No detect 12 5 3 3
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7.2 Detection and Avoidance of Small Objects

We placed boxes of (17 × 6 × 6) cm3 at different positions in front of the walker for
this test, as shown in Fig. 8. A visualization image of the depth map is obtained with the
identifiers according to analogies of Table 2. The word “Left” triggers the movement to
the left to avoid the obstacle.

Fig. 8. Detection of small objects and actions

Table 4 summarizes the number of small objects detected during 40 tests with differ-
ent users. At each test, the device follows different paths hindered by a varying number
of boxes (from 1 to 5). The effectiveness of detection of small objects was about 89%.

Table 4. Small object detection and avoidance test

Test Total objects Detect No detect Effectivity

40 83 74 9 89,16

7.3 Detection and Avoidance of Medium-Sized Objects

Similarly, at the previous test, a box of (50× 45× 6) cm3 is placed in different positions
in front of the walker. Table 5 shows the number of detected and undetected medium-
sized objects resulting from 40 tests with different users and following paths hindered
from 1 to 3 objects. The effectiveness of detection of medium-sized objects is about
96%.

7.4 Dynamic Object Detection

Dynamic objects are people or objects that, for some reason, are in motion. For this test,
one or two people move quickly and spontaneously towards the walker. The algorithm
detects the person and sends instructions to avoid her/his, as shown in Fig. 9.
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Table 5. Medium object detection test

Tests Total objects Detect No detect Effectivity

40 80 77 3 96,25%

Fig. 9. Detection and evasion of persons

Table 6 collects the results of 40 tests, of which half of the assisted walks had to
evade one person, and the remaining had to evade two people. The results show more
than 98% effectiveness in this scenario.

Table 6. Dynamic object detection and avoidance testing

N. Tests N. objects Detect No detect Effectivity

40 60 59 1 98,33%

8 Conclusions

A smart walker has been designed and built for indoor use in nursing homes, which with
the help of the depth images provided by the Kinect and the use of the OpenCV library,
can avoid obstacles. The depth images obtained by the Kinect unit are processed in
real-time, using various filters and sectioning. The image was divided into five vertical
sections, and within the control algorithm, an occupancy state was implemented to
optimize the object detection stage.

In addition, given that the Kinect acquisition range is from approximately 50 cm, it
was decided to complement the object avoidance with ultrasonic sensors distributed in
three directions and thus obtain better results. However, the data acquisition time of the
ultrasonic sensors adds time delay in the serial communication between the Raspberry
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Pi 3 control board and the Arduino. For this reason, a separate Arduino nano was used
to acquire the distances of these sensors and avoid obstacles in real-time.

The control algorithm also includes stairs detection and immediately stops the device
if these are detected.

Comparing the proposed smart walker with some of the models developed by the
references as the FriWalk [20] or AGoRA [8] smart walkers, our device has significantly
fewer sensors and components and offers similar walking assistance to the reference
models. According to the functionality tests, our device can avoid almost 90% of small,
96% medium, and 98% dynamics obstacles. Besides, the present smart walker is not
based on commercial robotic prototypes with high-cost laboratory sensors as the men-
tioned models. Our smart walker uses free software, allowing it to be easily replicated
and uses low-cost components which are easy to acquire but are still accurate enough.
The approximate device cost is around 2,145 US dollars. Another advantage of this
device is its light weight and its geometry suitable for the size percentiles of people in
the Latin America region, allowing easy mobility.

During the operation tests, it was observed that objects with characteristics of trans-
parency or reflectance cannot be detected or are partially detected, so solutions to this
problem will be investigated in future works.
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Abstract. This article describes the architecture of a framework for integrating
medical information using Health Level Seven and FHIR. An iterative program-
ming methodology was followed along with the incremental approach. The fol-
lowing steps have been done in order: the exchange format type is established,
the terminologies, code systems and value sets, to be used are established, map-
pings that will be used are established, set the RESTful API over HTTP, gather
all the FHIR resources required, set URLs for the search, set URLs for the opera-
tions, establish asynchronous usage, Design of communications with rest of sys-
tems, coding and testing and establish profiling. In conclusion, a framework was
designed and developed to enable interoperability in different medical informa-
tion systems, all this through the use of the international standards HL7 and FHIR,
and taking into account certain lessons learned from previous works related to the
area.
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1 Introduction

About this time, the key requirement to improve the quality of healthcare is interoperabil-
ity [1]. With the rapid increase in the diversity of models and the scale of health-related
data, more and more problems are generated to comply with this characteristic.

For this reason, Electronic Health Records (EHR), which make a large amount of
data available to diverse actors, have become widely accepted.

These actors include executives, doctors, researchers, inter alia, for various purposes
[2].

However, databases that contain this type of information are difficult to consult,
given the multiplicity of their relational tables and the lack of standardization, which
significantly complicates interoperability between systems [2].

1.1 Motivation and Context

The interoperability problems derive in: patients restricted to a single provider ofmedical
services, poor efficiencyof resources, and, indirectly, the universality ofmedical services.
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Other countries, such as India, have dramatically improved public safety with the
implementation of appropriate interoperability standards, as accurate patient information
can be accessed anytime, anywhere. Available standards can provide the semantic and
syntactic meaning of the correct information [1].

Among existing health information standards, the Fast Healthcare Interoperable
Resources (FHIR; HL7 standard that has been rapidly adopted by the healthcare commu-
nity) framework appears to be the likely candidate to overcome this challenge. In addi-
tion, it is also compatible with an enriched information model that allows for achieving
semantic interoperability of clinical data [3].

Furthermore, these standards are necessary to comply with objective 6 of the Sus-
tainable Health Agenda of the Americas 2018–2030 (ASSA) [4] to allow the technical
integration of the information subsystems.

Instead of the traditional document-oriented approach, HL7 FHIR accepts a modular
approach and represents atomic/granular health data as separate modular entities as
Resources. FHIR resources are managed through APIs and RESTful interface, two
common terms of modern web applications [5].

But why FHIR? FHIR offers a strong focus on implementation, multiple implemen-
tation libraries, is free, interoperability out-of-the-box, evolutionary development path
from HL7 version 2 and CDA, strong foundation on web standards, support RESTful,
concise and easily understood specifications, and human-readable serialization [6].

This manuscript is organized as follows: Sect. 2 discusses the related works, Sect. 3
presents a brief result of determining the implementation of FHIR that was used, Sect. 4
presents the applied methodology, Sect. 5 shows a case study in Ecuador, Sect. 6 details
about obtained results, and Sect. 7 detail the conclusions.

2 Background and Significance

Hereby, a lot of research has been carried out to integrate the different data models
from the different medical information systems, Saripalle et al. [5] explore and make
a critical analysis of the use of FHIR to achieve interoperability in health of patient
history to design and realize amobile interoperable prototypeof patient health history that
corresponds to the functional model HL7 PHR and enables bidirectional communication
with OpenEMR.

On the other hand, Kilintzis et al. [7] present a methodology for the implementation
of a data management framework for telemedicine, to support integrated care services
for chronic and multi-morbid patients. This framework makes use of an ontology built
on FHIR resources, to provide storage and representation of semantically enriched elec-
tronic medical record data following Linked Data principles, it should be noted that
this solution was implemented within the framework of the EU project WELCOME for
managing data in a telemonitoring system for patients with COPD and co-morbidities
and was successfully implemented.

Kamel andNagy [8] illustrate howFHIR can be used to offer radiology better clinical
integration and a user-centered system. In Latin America, several efforts have also been
made, such as the case of Argentina with Lopez et al. [9] where FHIR is being used to
develop and implement a web platform for telemedicine for electronic consultations.



86 K. Maxi and V. Morocho

However, these constant investigations around the health, have been focused on
solving the problem of data integration from the different medical information systems,
centering on solutionswherewhat is required is new information that follows the standard
used (in this case FHIR), leaving aside all the existing information that is in a specific
format for each region, country and even eachmedical service provider. Finding this type
of problem is common inLatinAmericawhere adaptation to these international standards
is relatively new, such is the case in Ecuador where efforts to achieve interoperability of
medical information systems are just beginning.

With this approach, Kiourtis et al. [10] propose to solve this problembymapping data
from the medical industry to FHIR through an alignment of ontologies. Besides authors
focuses on a mechanism that can take full advantage of the data-intensive environment
without losing the complexity of health.

However, these results are not entirely accurate due to their automatic processing and
without human supervision, so the authors recommend it for real-time data flow scenarios
since it is better and more efficient compared to others. Additionally, Mandirola et al.
[11] explicitly conclusion the following statement:

The lack of policies on standards increases costs and errors in system interoperability
processes. Therefore, before defining the systems to be used, it is necessary to define
the frameworks and policies that will allow the interoperation of the systems that are
implemented. This includesmessaging standards, terminology, identifiers,master tables,
and integration engines.

2.1 Proposed Solution

For this reason, the proposal of this paper is developing a framework in which this
transformation is carried out through the experts of each of the systems, they also, defines
the policies of the systems, to establish the maximum precision of the transformation
and can be used to exchange data with those of other medical organizations.

The mapping proposed in this paper is much more rigid than in other cases, which
allows medical service providers to work directly with this correlation.

The reason why this middleware is necessary in the current era is due to the lack
of expressiveness in the attributes of the data schemas, since these are often generated
in an illegible way for any human being, thus avoiding any possible meaning semantic
making impossible the idea of automatic process on them.

3 Implementation of FHIR

Currently, there are numerous implementation options for the HL7 FHIR standard, so
this section will present a brief comparison with which the best implementation for this
case was determined. This comparison took into account 5 key attributes:

• Cloud deployment models: it describes the way the models are displayed.
• FHIRmodels: this attribute refers to all FHIRmodels that the implementation accepts,
actual list is:
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– DSTU1, DSTU2, DSTU2.1, DSTU3, R4, R5

• Based on open source: this attribute describes whether the implementation is based
on open source.

• Elastic server options: this attribute refers to whether the implementation has elastic
server options.

• Serverless: this attribute describeswhether the implementation can dowithout a server
or not.

Of all the available options, 5 fit provisionally with the objective of this paper, these
are:

• HAPI FHIR1: is a complete implementation of the HL7 FHIR standard for healthcare
interoperability in Java.

• SMILE CDR2: Smile CDR is a complete, purpose-built clinical data repository
designed around the HL7 FHIR standard that is used for storing health records.

• FHIR AZURE3: Azure API for FHIR enables quick connection to the current data
sources, such as electronic health record systems or research databases.

• CLOUD HEALTHCARE API GOOGLE4: The Cloud Healthcare API enables data
to be exchanged in a simple and standardized way between healthcare applications
and solutions compiled on Google Cloud.

• OPEN SOURCE FHIR API AWS5: open-source software toolkit that can be used to
add capabilities of an FHIR interface to existing healthcare software.

Table 1 presents a summary of the functionalities of the different options proposed. It
should be noted that SMILECDR is built on HAPI FHIR, which is a complete repository
of clinical data and specially designed according to the HL7 FHIR standard that is used
to store medical records. In addition, this together with HAPI FHIR require a later phase
where the place of hosting is determined, which entails a series of additional steps. On
the other hand, Azure, Google Cloud, and AWS offer these services in a managed way,
which facilitates their development and maintenance.

With the results of the comparison, HAPI FHIR was decided as the best implemen-
tation for this case, since it houses the majority of FHIR models together with SMILE
CDR, but HAPI FHIR is free to use while SMILE CDR has a cost associated with its
use.

1 https://hapifhir.io/.
2 https://www.smilecdr.com/.
3 https://azure.microsoft.com/es-es/services/azure-api-for-fhir/.
4 https://cloud.google.com/healthcare.
5 https://aws.amazon.com/es/blogs/opensource/using-open-source-fhir-apis-with-fhir-works-
on-aws/.

https://hapifhir.io/
https://www.smilecdr.com/
https://azure.microsoft.com/es-es/services/azure-api-for-fhir/
https://cloud.google.com/healthcare
https://aws.amazon.com/es/blogs/opensource/using-open-source-fhir-apis-with-fhir-works-on-aws/
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Table 1. Comparison between the different implementation options.

Attribute Platform

HAPI FHIR SMILE CDR FHIR AZURE CLOUD
HEALTH-CARE
API GOOGLE

OPEN
SOURCE
FHIR APIS
AWS

Cloud
deployment
models

Needs server Needs server Cloud Cloud Cloud

FHIR
models

DSTU1,
DSTU2,
DSTU2.1,
DSTU3, R4,
R5

DSTU1,
DSTU2,
DSTU2.1,
DSTU3, R4,
R5

R4, STU3 R4, STU3,
DSTU2

STU3 and
R4.0.1

Based on
open source

Yes Yes Has an
open-source
option to
deploy in their
servers

No Yes

Elastic
server
options

Depends on
server

Depends on
server

Yes Yes Yes

Serverless No No Yes Yes Yes

4 Methodology

For this reason, proposal is the development of a framework to allow the integration of
medical information software using Health Level Seven and FHIR where the data will
be accessed and served through BlockChain [12], architecture is presented in Fig. 1.

The system consists of two main parts: the first is one that is hosted on a server and
will be in charge of handling the data and conversions, and the second, which is data
extractor and provider, on which security layer is applied.

On the server side, there will be two controllers, one HL7 and the other FHIR, both of
which will be in charge of transformation and interpretation of the different data stored
in the databases of the external applications. The data will be exchanged through REST
and XML endpoints. For HL7 controller it was decided to use as a HL7-FHIR translator,
since this task is easily automatable, and since all framework communicates its data in
FHIR standard.

For the elaboration of this paper, an iterative programming methodology was fol-
lowed along with the incremental approach, this includes certain concepts concerning
the development of systems with FHIR standards. For this, the required process Busi-
ness Process Model and Notation (BPMN) must be taken into account, as well as its
minimum data set that contains the minimum information to establish interoperation in
any organization.
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Fig. 1. Framework architecture.

The reasonwhy it was decided to use thismethodology over others is that it maintains
its center in the FHIR standard as well as with the FHIR development process [6] and
has been mentioned in [1], which is established in the official standard description page.
Figure 2 describes the proposed methodology.

Following this methodology, the following steps have been done in order:

Exchange Format Type is Established
In this step the type of format for the exchange is chosen, possible ones include XML,
JSON, and RDF.

Terminologies, Code Systems, and Value Sets, to Be Used are Established
In FHIR the descriptions of certain attributes, such as diseases or family roles, among
others, must be described in terminologies, which must be described on the public
website.

Establish Mappings that Will Be Used
In this step, the mappings necessary are defined for the conversion to other standards
such as HL7 V2 and other data schemas.

Set RESTful API Over HTTP
Because FHIR is a standard, it is based on the standardization of resource structures and
interfaces. This can be seen as a violation of REST principles, but it is critical to ensuring
consistent interoperability between different systems. The same interactions are defined
for each “resource type”, with which resources can be managed in a very granular way
[13].
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Gather All FHIR Resources Required
In this step, the resources used in the medical information system are aligned with the
FHIR resources, in this way a conversion scheme is obtained that will be used in the
implementation of FHIR for the conversion of the data.

Set URLs for the Search
The search for resources is fundamental to the mechanics of FHIR. Lookup opera-
tions traverse an existing set of resources filtered by parameters supplied to the lookup
operation [14].

Set URLs for the Operations
“The RESTful API defines a set of common interactions (read, update, search, inter alia.)
performed on a typed resource repository” [15].

Establish Asynchronous Usage
The RFC 7240-based asynchronous requirement standard is adapted for this application
and applies to all defined interactions and operations, although it does not take advantage
of many of these applications. Servers can choose which interactions should support the
pattern (if any), and servers can only support some operations that use the asynchronous
pattern [16].

Design of Communications with Rest of Systems
In this step, the communications with the systems with which the framework will be
connected for the extraction and sending of data are designed.

Coding and Testing
Finally, all the schemes and data obtained in the previous steps are encoded.

Establish Profiling
The FHIR specification describes a number of basic functions, frameworks, and APIs
that are used in many healthcare contexts. However, there are large differences between
jurisdictions and across the health ecosystemwhere practices, requirements, regulations,
training, and interventions are feasible and/or beneficial. For this reason, the FHIR
specification is a platform specification: it creates a common platform or foundation
upon which a variety of different solutions are implemented. [17].

5 Case Study

In the introduction has mentioned that finding this type of problem is common in Latin
America because of that it was decided to take Ecuador as the case study. Ecuadorian
Ministerial Agreement NO. 00001190 [18] mention universality where it is defined as:
extend the coverage of the benefits of the health system to the entire population.

On the other hand, in the Ecuadorian ministerial agreement NO. 00001190 [18] the
agreement for the approval of the use of HL7 and its implementation in all the institutions
of the national health system is detailed.
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Fig. 2. Methodology proposed

Since the methodology is to be applied to the health-related data stored in a country,
it is necessary to have a description of each of these resources. This description can be
obtained from the document: Expediente único para la Historia Clínica issued in 2007
through Ministerial Agreement NO. 0000116 of Ecuador from which the following
documents were obtained:

• “Anamnesis”
• “Consulta Externa – Anamnesis y Examen Físico”
• “Consulta Externa – Evolución”
• “Evolución y prescripciones”
• “Examen Físico”

The Exchange Format Type is Established
In this case, the format chosen for the exchange will be XML because this type uses
human language and is readable and understandable. Another reason to use this format
is its compatibility with Java, which is the development language of this framework.

The Terminologies, Code Systems, and Value Sets, to Be Used Are Established
As in the previous step, in this case, you can find several options that are valid for
development, however, taking into account that the framework is focused on being
deployed in Latin America and specifically in Ecuador, it has been decided to use the
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system code of ICD10 in its Spanish version (CIE10). Although to define the roles of
the family members, the V3-RoleCode code system is used.

Establish the Mappings that Will Be Used
For this case, it was decided to use [19] as a data converter from HL7 V2 to FHIR, since
this document focuses on obtaining FHIR resources.

Set the RESTful API Over HTTP
The request methods that will be used mainly are the get, post, put and delete methods.

Gather All the FHIR Resources Required
In this step, the conversion of each of the attributes described in the “Expediente único
para la Historia Clínica” was carried out. Each of the attributes was aligned with either
a field of an FHIR resource or a complete resource, depending on the case. It should be
noted that if the required information is not specifically found, FHIR presents the option
of making extensions to each of its resources, so if this is the case, this option should be
chosen.

In Fig. 3 we present a software process engineering model (SPEM) of the action to
add a newMedical Service Provider (MSP) to the framework. In this process only devel-
oper of external system (the one who wants to be added) and framework administrator
(called middleware admin). In correlation phase, all information defined in previous
steps (like the alignment obtained of FHIR resources) was an input. This to represent
our obtained EHR that represents all information of the list of documents declared in
the third paragraph of this section. This information let, to the developer, build a list of
conversion documents representing the data of his system in terms that the framework
can understand. The rest of the process is done by the framework administrator. Admin-
istrator is responsible of insert this data to the MDE process, MDE that was built for this
purpose, and to insert the obtained files in the framework, enabling its use within our
proposal.

With this, the objective is to is to be able to reach the possibility of including any
MSP proprietary software, but at the time of writing this article, we can communicate
with all MSPs that have enabled endpoints for accessing its data.

In this case, an example would be vaccines of a patient, these correspond to form
002 – “Anamnesis – consulta externa”, to the subcategory of “Antecedentes personales”,
initially the name of the vaccine and a description would go, however, the medical
information systems add the ICD10 code, plus an ID.

In FHIR the vaccines are under the Immunization resource so that the alignment
would be as follows (Table 2):

Additionally, the resource specifies that the status of the vaccine and the number of
doses must be established since this is history, for the vaccine to be listed it must have
been completed, so this field must always go to complete, and if the number of doses
does not exist, the number 1 will be specified.

For the case in which the alignment is not possible, as is the case of the maternal
surname of a patient, extensions should be used, an example is presented in Table 3.

If no extension matches the field, one must be defined somewhere accessible on the
internet and it can be used within FHIR.
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Fig. 3. Process to add a new MSP

Table 2. Alignment of resources

Vacuna (Anamnesis) Immunization

Id del paciente patient

Fecha occurrence

Id identifier

Nombre vaccineCode

Descripción note

Código vaccineCode

Table 3. Alignment of non-basic fields of resources

Paciente (Registro de Primera admisión) Patient

Apellido Materno patient-mothersMaidenName (extension of patient)

In this phase, each one of the files required by the middleware is generated to include
a new medical service provider in the conversion. For this, it was decided to use the
model-based engineering (MDE) approach. Here new medical service provider enter
the information of the conversion, previously obtained, list within the model generated
for the resource.
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This phase has as input the conversion list document and as output to:

• Generated conversion classes: The classes necessary for the operation of the
middleware

• Generated data extractor: A class that has the specification of the endpoints from
which the data will be extracted

Figure 4 shows the model generated for the case of the patient; this model is similar
to one of classes. Each organization can have a definition of a patient within its system. In
turn, these two entities describe each of the attributes necessary for the conversion. The
medical service provider inserts the name of the equivalent attributes into its database.
This process is repeated for each of the resources obtained for the middleware.

Fig. 4. MDE for patient

Set the URLs for the Search
The structure of the URLs for the search used is the one suggested by FHIR [14] and
implemented by HAPI FHIR. This can be summarized in the following string:

GET [base]/[type]?name=value&...{&_format=[mime-type]}}

Where [base] is the base URL of the server, [type] is the name of the FHIR resource
and the parameters are a series of name-value pairs encoded in the URL. On the other
hand, for the POST method, it can be summarized as follows:

POST [base]/[type]/_search{?[parameters]{&_format=[mime-type]}}
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In this case, the server is the one that determines the set of resources that matches
the specified criteria and returns the results in a bundle with all the resources.

Following our example of the vaccine, the URL would be:

http://localhost:8080/fhir/Immunization?patient:Patient:1

Set the URLs for the Operations
Since the operations, in this case, are not an essential part of the functioning of the
system, what was taken into account was that “Operations are executed using a URL
derived from the FHIR endpoint, where the name of the operation is prefixed by a” dollar
sign “(‘$’) character” [15]. An example is:

POST http://fhir.someserver.org/fhir/Patient/1/$everything

The rest of the extended operations used in this case follow what is stated by FHIR
[15]. Following the example case, it would be:

http://localhost:8080/fhir/Immunization/1/$evertything

Establish Asynchronous Usage
For this case, the use of the System is intended to be synchronous, for all resources,
given that the amount of information is not too much and not too much processing will
be carried out by the server, so asynchronous use is not defined for this case.

Design of Communications with the Rest of the Systems
In this case, the communication design is the one presented in Fig. 1. In this way, the
data extraction from the different databases is modeled and encoded.

Coding and Testing
The framework was coded and tested with various types of data structures from local
medical information systems in Ecuador. Additionally, each resource was tested with
Instance Validator6, which is the HAPI FHIR instance validator.

Establish Profiling
In this case, all the restrictions inferred from the Expediente único para la Historia
Clínica are established, that is, only the resources obtained through this process will be
used, without the possibility of adding the rest of the resources specified by FHIR, in
addition to the use of The API will be restricted by two levels of access, the first will
show information related to an external query, while the second level of access will show
the rest of the details of each patient. As previously stated, ICD10 will be used in its
Spanish version.

6 https://hapifhir.io/hapi-fhir/docs/validation/instance_validator.html.

https://hapifhir.io/hapi-fhir/docs/validation/instance_validator.html
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6 Discussion

The developed framework presents a viable flow to establish the necessary policies to
enable the interoperation of medical information systems, which is one of the main
problems in the area, exactly this occurs in step 11 of the proposed methodology, were
once with all the necessary resources, the restrictions to be used in the systems are
established. In addition, the proposed methodology allows the experts of each system
to be part of the process, being they who ensure successful interoperability through
the alignment of the resources used in the different systems. On the other hand, when
developing the framework certain aspects of the area began to become more and more
evident, as is the case of the difficulty that currently exists for medical personnel with
the use of the ICD10, as it is a code system, it certainly adds an extra complexity when
using the system during the day.

6.1 Limitations and Upcoming Improvements

One of the main limitations of the proposed methodology is the missing resources in
both cases, for this reason, the proposed solution is a first step in the transition from
the different data schemes of the different medical information systems, to the use of
the FHIR standard, for. On the other hand, the alignment of the resources translated
to FHIR must be available to each of the users of the Framework since certain labels
do not coincide between FHIR and the resources of the medical information systems.
Therefore, an immediate improvement to this methodology would be to automate this
process of obtaining alignment documents.

7 Conclusion

A framework was designed and developed to enable interoperability in different medical
information systems, all this through the use of the international standards HL7 and
FHIR, and taking into account certain lessons learned from previous works related to
the area. All this fulfills all the proposed methodology so that the systems that are part
of the framework can exchange information between them safely and reliably.

However,whenmaking thismiddleware, as in other documents, the existing difficulty
in the correlation of the data has been found.

Likewise, the expressiveness of the attributes of the database schemas is very com-
plex, which is why the use of this middleware is important, since this would eliminate
this inconvenience through a much more rigid mapping that allows the medical service
providers work directly with this correlation.

For the case study, the difficulty of interpreting the names of the fields of the database
used was demonstrated, as well as the complexity of standardization in relation to FHIR,
despite the fact that the example started from an implementation of the single Ecuadorian
clinical history. However, it is demonstrated through the generated process that the
middleware allows the understanding of the entities correlated with the FHIR schema.
In the case study, weworked specifically with a subset of documents ofExpediente único
para la Historia Clínica of Ecuador, documents that had been specified at Sect. 5.
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For the attributes like neighborhood, zone, occupation, among others itwas necessary
to use the extensionality provided by FHIR, since it does not correspond to specific fields
of the document of theExpediente único para laHistoriaClínica. This complexity solved
in the case presented, would multiply exponentially with the complete digital medical
record, but themiddleware can be extendedmechanically andwould allow the integration
of other sources with the EHR of each one of them in a simpler way.
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Abstract. Diabetes is a chronic disease characterized by the elevation of
glucose in blood resulting in multiple organ failure in the body. There are
three types of diabetes: type 1, type 2, and gestational diabetes. Type 1
diabetes (T1D) is an autoimmune disease where insulin-producing cells
are destroyed. World Health Organization latest reports indicate T1D
prevalence is increasing worldwide with approximately one million new
cases annually. Consequently, numerous models to predict blood glucose
levels have been proposed, some of which are based on Recurrent Neu-
ral Networks (RNNs). The study presented here proposes the training
of a machine learning model to predict future glucose levels with high
precision using the OhioT1DM database and a Long Short-Term Mem-
ory (LSTM ) network. Three variations of the dataset were used; the
first one with original unprocessed data, another processed with linear
interpolation, and a last one processed with a time series method. The
datasets obtained were split into time prediction horizons (PH ) of 5,
30, and 60 min and then fed into the proposed model. From the three
variations of datasets, the one processed with time series obtained the
highest prediction accuracy, followed by the one processed with linear
interpolation. This study will open new ways for addressing healthcare
issues related to glucose forecasting in diabetic patients, helping to avoid
concomitant complications such as severe episodes of hyperglycemia.
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1 Introduction

Diabetes is a serious, long-term condition characterized by the elevation of glu-
cose in the blood, which causes severe damage to the heart, kidneys, eyes, and
nerves. The World Health Organization and the American Diabetes Association
(ADA) classify diabetes as one of the world’s greatest health threats [3,23].

The estimated number of people with diabetes has increased by 88%, from
246 million in 2006 [12] to 463 million in 2019, and it is estimated to increase
to approximately 700 million in 2045 [14,24]. The last estimate reported that
4.2 million adults among 20–79 years of age died from diabetes and its compli-
cations in 2019, representing the 11.3% of mortality rate [25]. In the long-term,
hyperglycemia can cause complications such as cardiovascular disease, nerve
damage (neuropathy), kidney failure (diabetic nephropathy), and damage to
the retina blood vessels (diabetic retinopathy) with consequent blindness. More-
over, untreated hyperglycemia can become severe and finally cause a diabetic
coma [1]. Therefore, therapy with insulin administration has become crucial in
the prevention of hyperglycemia with the use of multiple daily injections or
insulin infusion using insulin pumps.

The three main types of diabetes are Type 1 diabetes (T1D), Type 2 diabetes
mellitus (T2D), and Gestational diabetes mellitus (GDM ). T1D is an autoim-
mune disease characterized by the destruction of pancreatic beta-cells resulting
in insulin deficiency and, in consequence, high levels of glucose in blood. The
occurrence of T1D is increasing worldwide, with approximately one million cases
annually [13].

Although insulin can be delivered by multiple daily injections, monitoring of
glucose levels is essential for diabetes treatment. Blood glucose monitoring can
be performed by self-monitoring of blood glucose (SMBG) using improved blood
glucometers [5], continuous glucose monitoring (CGM ) devices [2], and newer
insulin pumps with integrated sensor-augmented systems [22].

There have been numerous models used to predict blood glucose lev-
els, some of which use neural networks and have been shown to be accu-
rate [16,18,20,21,30]. In this work, a Machine Learning model is trained to
predict future glucose levels in a very precise and accurate manner. The data
used come from the OhioT1DM database and comprise the data of twelve T1D
patients on insulin pump therapy with continuous glucose monitoring (CGM )
during eight weeks. After a deep analysis of different prediction models and
an arduous data preparation process, data sets were created and the Machine
Learning was put for training with a Long Short-Term Memory logarithm. To
sum up, we were able to improve the capacity of a machine learning model to
predict future glucose levels with a very high precision.

2 Related Works

Many prediction models have been used for blood glucose forecasting and,
recently, neural network has been incorporated for this purpose. In fact, some
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researchers reported promising results with the implementation of neural net-
works for blood glucose forecasting on Ohio T1DM (2018) dataset, these results
are shown in Table 1. In this table, the performances of the previous prediction
models are measured based on Root Means Square Error (RMSE ) and, in some
cases, the time lag for 30 min and 60 min horizons (PH ). The time lag is an
approach to measure the similarity between the original and predicted signal
using cross correlation coefficient [16]. By this way, in contrast to their results,
some researches trained their model with more than one dataset [7,16,30]. The
literature reviewed fall into two kinds of input data; they are either working with
a single input or use multiple inputs.

Rabby and collaborators present a multi-layered LSTM based on a RNN
model and a Kalman Smoothing for preprocessing obtaining an average RMSE
value of only 6.45 mg/dL for a 30 min horizon and 17.24 mg/dL for a 60 min hori-
zon, being until now the leading average prediction accuracy for the OhioT1DM
dataset (2018) [21]. On the other hand, Martinsson et al. obtained mean RMSE
values for 30 min and 60 min horizons of 18.867 mg/dL and 31.043 mg/dL respec-
tively, by using a RNN with glucose levels as the only input data [18].

Despite authors in [31] also include several input fields such as carbohydrate
intake and insulin doses, they obtained the highest average RMSE value cited
for a 30 min horizon (PH = 30 min, 21.72 mg/dL).

Meanwhile, authors in [30] trained their model for a 30 min horizon and
obtained similar results to those of [18,29]. They evaluated their datasets
using different algorithms such as; auto-regressive model (ARX ), support vec-
tor regression (SVR), and conventional neural networks with predicted glucose
(NNPG). These authors obtained lower RMSE values in each of the algorithms
using the UVA Padora simulator dataset than using the OhioT1DM dataset [30].

Midroni and collaborators have performed a study with many feature sets and
recurrent neuronal network variants to predict glucose at a 30 min time horizon.
They depicted performance for RNN, XGBoost, and RF with an average RMSE
of 23.48, 16.11, and 28.59 respectively [20].

At this time, only two papers from the presented literature calculated the
time lag [16]. Among them, the lower time lag result for a 30 min horizon using
Ohios dataset is the one obtained by Li et al. (8.03 min), which is close to that
of [30] (8.10 min).

3 Dataset

In this work, the OhioT1DM dataset was used [17]. The data consists of
blood glucose level measurements for twelve people with type 1 diabetes (T1D)
obtained and realeased in 2018 and 2020 (six patients per year). All patients
were on insulin pump therapy with either Medtronic 530G or 630G. A contin-
uous glucose monitoring (CGM ) device, Medtronic Enlite, was used to collect
data during eight weeks, at 5-min intervals, for each individual. Physiological
data was obtained from a fitness band while other life-event parameters, such
as meal information, time of exercises and time of work, were reported by the
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Fig. 1. OhioT1DM viewer data sample for patient with ID 591. This tool was designed
by the authors to show a visualization by dates of the variables present in the dataset.
Source: [17].

patient via a custom mobile app. There were 7 male and 5 female patients. In
total, eight patients were between 40–60 years old, three were between 20–40,
and one was between 60–80. Table 2 shows patient data, insulin pump model,
and sensor band type, by cohort. The patients have been anonymized and are
referred to by random ID numbers. Figure 1 shows an example of the data col-
lected for patient with ID 591 on a single day using the OhioT1DM Viewer
tool.

The dataset includes: a CGM blood glucose level; insulin doses, both bolus
and basal; self-reported data such as blood glucose levels (finger-sticks), meal
time on carbohydrate estimates, time of sleep, work, and exercise; and data
obtained on the Basis Peak or Empatica Embrace band. In Table 3, the different
variables for OhioT1DM dataset are compared regarding the sensor band types
used in each cohort and their data fields.

In the 2018 cohort, the patients wore the Basis Peak band, which includes the
following data: 5-min aggregations of heart rate, galvanic skin response (GSR),
skin temperature, air temperature, and step count. In the 2020 cohort, Empatica
Embrace band was used, and the data includes 1-min aggregations of GSR,
skin temperature, and magnitude of acceleration. Both bands detected when the
patient was asleep, nonetheless, not all participants wore the band overnight [17].
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Table 2. Gender, age range, insulin pump model, and sensor band type for each data
contributor, by cohort. This summary data corresponds to the Ohio database [17].

ID Gender Age Pump model Sensor band Cohort

540 Male 20–40 630G Empatica 2020

544 Male 40–60 530G Empatica 2020

552 Male 20–40 630G Empatica 2020

567 Female 20–40 630G Empatica 2020

584 Male 40–60 530G Empatica 2020

596 Male 60–80 530G Empatica 2020

559 Female 40–60 530G Basis 2018

563 Male 40–60 530G Basis 2018

570 Male 40–60 530G Basis 2018

575 Female 40–60 530G Basis 2018

588 Female 40–60 530G Basis 2018

591 Female 40–60 530G Basis 2018

Table 3. Comparison between sensor band types and their data fields obtained from
OhioT1DM dataset. *These parameters are expressed in hours and minutes (00:00).

Data fields Sensor band type

Empatica embrace Basis peak fitness

CGM blood glucose level Every 5min Every 5min

Finger sticks Periodic self-monitoring Periodic self-monitoring

Insulin doses Bolus and basal Bolus and basal

Self-reported Meal information* Times and carbohydrate
estimates

Times and carbohydrate
estimates

Times of exercise (min) Self-reported intensity on
a scale of 1 to 10 (10 for
most physically active)

Self-reported intensity on
a scale of 1 to 10 (10 for
most physically active)

Times of sleep* Self-reported numeric
estimate of sleep
quality and asleep times

Self-reported numeric
estimate of sleep
quality and asleep times

Times of work* Self-reported intensity
on a scale of 1 to 10 (10 for
most physically active)

Self-reported intensity on
a scale of 1 to 10 (10 for
most physically active)

Times of stress* Self-reported stress Self-reported stress

Times of illness* Self-reported illness Self-reported illness

Heart rate Not available 5-min aggregations

Galvanic Skin Response (GSR) 1-min aggregations 5-min aggregations

Skin temperature (F) 1-min aggregations 5-min aggregations

Air temperature Not available Every 5min

Step count Not available Every 5min

Magnitude of acceleration Every 1min Not available
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4 Methodology

4.1 Long Short-Term Memory Network

Recurrent Neural Networks (RNNs) come from the neural network family and
differentiate from their counterpart, Feedforward Neural Networks (FNN ), by
receiving feedback from the outputs of their basic building blocks. RNNs possess
a memory able to store information that has been registered until a specific
moment. RNNs are also effective models for sequential data (time series) [11],
as they forecast the future output based on the preceding one. The networks
themselves have repeating loops in this situation [4]. The LSTM network used
in this work is a special case of a RNN that tackles the problems of long-term
dependency of RNN in which the RNN cannot estimate the words stored in the
long-term memory, but they can give more accurate predictions from the recent
information [26,27].

In this sense, the novel, efficient, gradient-based method, LSTM, incorpo-
rates nonlinear trainable data-dependent controls into the RNN to ensure that
the gradient of the objective function with respect to the state signal does not
vanish. LSTM centers its operations on two main objectives: data and control of
data, while its standard formulation includes a cell, input gate, output gate, and
usually a forget gate. The input and output gates regulate the incoming and out-
going data, protecting the memory cell, while the forget gate can be used to clear
the memory cell when its data is no longer needed. These three components of
the LSTM cooperate to accomplish the main goal of this neural network, which
is to store data for an arbitrary amount of time. This architecture can be seen
in Fig. 2.

Fig. 2. Structure of LSTM where the LSTM cell can process data sequentially and
keep its hidden state through time. Author: Guillaume Chevalier

https://commons.wikimedia.org/wiki/File:LSTM_cell.svg
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The proposed machine learning system requires the database to be in the best
conditions in order to make a reliable prediction of the data. Therefore, after pre-
processing each dataset, distinct treatments and tests were applied which allow
for the exploration of a variety of possible outcomes. A flowchart of the general
methodology implemented is shown in Fig. 3. It shows that the Ohio database
first goes through a pre-processing process where cleaning of data and common
errors are done. Then begins the Data Treatment phase in which datasets are
created according to different criteria. Finally, training sets with 5, 30 and 60 min
horizon intervals are created and trained with a LSTM algorithm.

Fig. 3. Flowchart of the proposed machine learning algorithm. First the Ohio database
was transformed from .xml to .csv format and the data was preprocessed (outliers,
nulls). Then three versions of the same data were created: non-interpolated, interpo-
lated and time series. Then, the three new versions are again divided into three each.
These new sub-versions have data of 5, 30 and 60 min each. Finally, LSTM was used
to train each of these and evaluate the performance of this method.

4.2 Preprocessing

After choosing the algorithms to be implemented, it was necessary to perform
a preprocessing of the data before feeding them to any algorithm. For this, it
was fundamental to transform the data from a .xml format to a .csv format. A
Python script was developed to convert data from one format to another one.
Then, they were cleaned to reduce the risk of possible errors that may arise from
the presence of null or atypical values. Figure 4 shows an example of a .csv file
with the glucose levels of a single patient over time after it has been preprocessed
where existing gaps of data can be seen.
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Fig. 4. Preprocessed training data: due to technical errors in sampling, the patient 596
showed absence of glucose level data at certain points [17]. In the following sections it
is shown how the lack of data was corrected.

Before feeding the training dataset into the models, it was treated with three
methods separately to compare the resulting precision of each method. One
variation was treated with a time series prediction method, another with an
interpolation method, and the last one did note receive any treatment. Time
horizons of 5, 30, and 60 min were then taken from each data file to determine
which PH would result in the best precision. The variables of these resulting files
which were missing a large amount of data were filled with null values, while the
values that were missing were relatively small amounts.

Three variations of the dataset were used; the first one with original unpro-
cessed data, another processed with linear interpolation, and a last one processed
with a time series method.

Non Interpolated. There are various studies that used the Ohio database
without previously interpolating the data and have obtained good prediction
results [6,19]. For this reason, this methodology is repeated with the objective of
having a good base for comparing the results obtained once a treatment method
is applied.

Interpolated. Linear interpolation searches for straight line that passes
through the end points xA and xB [10]. This approach worked quite well for
this database and was proposed in order to evaluate the impact of the absence
of data for prolonged periods of time and to check if, by performing a sim-
ple interpolation, the results showed a significant variation. A simple formula is
shown below:

Xi =
xA − xB

a− b
(i− b) + xB (1)
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Time Series. For the focus of this treatment method, the data was processed
individually and the behavior of the prediction variable was predicted before
being input into the LSTM network. That is, to complete the missing data, the
first gap is predicted using a time series and then, with that part of the data
completed, the next gap is predicted. This is done successively until all the data
is complete. Data imputation is a well-studied problem with different categories
of methods, of which the latest of these include deep learning methods. These
methods are useful and excellent for data processing when used alongside a novel
sales prediction method based on Convolutional Neural Networks [28]. In this
phase, we propose to use data imputation with deep learning methods that are
able to extract the temporal relations that other methods fail to see when dealing
with time-sequential data. In this paper we use a variant implementation of the
GRU-D method [8].

4.3 Training and Testing

In this section, the resulting datasets of the three treatment methods were used
separately: interpolated, non-interpolated and time series. The LSTM algorithm
maintained the same hyperparameters used in [6], 200 LSTM cells, for the
encoder and decoder to maintain an ideal scenario for comparison. This layer
was followed by 2 dense layers containing 150 and 1 units, respectively, wrapped
in a TimeDistributed layer. The model was trained for 80 epochs with batch size
of 40. The Adam optimizer [15] was used with a learning rate of 0.01 and MSE
as the loss function.

The training datasets from both 2018 and 2020 were sent to the algorithm
with the purpose of evaluating its behavior when using data which have certain
differences between some variables. Then, the testing datasets that are included
by default in the Ohio database are used to evaluate the performance and accu-
racy of the algorithm.

5 Results

In order to calculate the amount of deviation of the predicted data from the real
data, Root-Mean-Square-Error (RMSE ) and Mean-Absolute-Error (MAE ) were
calculated for each predicted data file. The formulas of each metric are shown
below:

RMSE =

√
1
N

∑
(y − ŷ)2 (2)

MAE =
1
N

∑
|y − ŷ| (3)
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(a) This result corresponds to data with a PH 5 minutes.

(b) This result corresponds to data with a PH 30 minutes.

(c) This result corresponds to data with a PH 60 minutes.

Fig. 5. Comparison of test data with predicted data of patient 540. In addition, a part
of the interpolated training data is displayed to visualize where the prediction starts.

After which the mean RMSE and MAE are calculated and used as perfor-
mance measures for a given dataset treatment and PH. The results of these mean
performance measures are shown in Table 4. From the three data treatments,
time series method obtained the best prediction performance (lowest RMSE
and MAE values) while the not interpolation method resulted in the weakest
prediction performance (highest RMSE and MAE values). The RMSE values
obtained in the present work for PH of both 30 and 60 min are quite competitive
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with those reviewed in the relative works section, having only 14.24 mg/dL and
21.98 mg/dL respectively. This work does not include time lag measurements.

Table 4. Resulting errors from applying different data treatments to data of 60, 30
and 5 min using LSTM algorithm. The results with data processing using time series
techniques obtain the best evaluation metrics.

Time Data treatment Mean
RMSE

Standard deviation
RMSE

Mean
MAE

Standard deviation
MAE

60min Not interpolated 36.2730 6.1625 26.8833 4.6336

Interpolated 33.9189 3.8244 24.9613 3.4702

Time series 21.9772 2.5514 20.0383 2.3893

30min Not interpolated 32.3213 5.2312 24.1232 3.3277

Interpolated 24.3728 3.6721 21.3122 3.1883

Time series 14.2389 2.9283 14.0831 2.9733

5min Not interpolated 13.2037 3.4759 10.3112 2.5154

Interpolated 12.8597 2.7113 10.0538 1.8988

Time series 12.6145 2.1157 9.8954 1.4171

As expected, the lowest the prediction horizon the better the prediction per-
formance is. In all cases it was observed that the datasets with a PH time of 5 min
obtained better results than those of 30 min and 60 min. It was also observed that
the PH time of 5 min reduced the RMSE and MAE mean difference between all
treatment methods.

Figures 5(a), (b) and (c) correspond to data for 5, 30 and 60 min, respectively,
and show a small section of the training dataset with interpolated data for visual
purposes only. As mentioned above, as we reduce the PH time the error is
smaller. This can be clearly observed in Figs. 5(a), (b) and (c), where the graph
with PH time of 60 min has less correctly predicted regions than the one with a
PH time of 5 min.

6 Conclusions

The proposed algorithm shows promising results for the prediction of blood glu-
cose levels using data collected in a period of 5 min that are treated using time
series prediction method. It is also evident that non-interpolated data signifi-
cantly affect the correct prediction of glucose levels, therefore a pre-treatment
of the data is necessary. Our results show a better performance with respect to
previous papers [6,9,19] which do not interpolate data and others which inter-
polate with similar techniques but nevertheless do not obtain better results than
those derived from a time series treatment.

This machine learning approach will help establish a reliable system able to
detect possible episodes of hyperglycemia, hypoglycemia, and other concomitant
complications in diabetic patients and help the user to prevent to enhance insulin
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administration decision-making and deliver effective therapy. This model repre-
sents an innovative alternative to predict glucose levels in real-time for patients
suffering from type 1 diabetes (T1D).

6.1 Future Perspectives

According to recent works, accuracy is usually calculated over the entire glycemic
range which may lead to deceptive conclusions. In future work it is necessary
to segment the glycemic range into significant parts and analyze each subrange
separately similar to the study carried out by Mayo et al. [19].

In addition to the Ohio database, our group currently working with a
database of Ecuadorian patients which was provided by the research depart-
ment of a national hospital. Some variables are similar to those found in the
Ohio database, while others are completely different due to the nature of the
data. We will apply the same methodology with some significant improvements
in data preprocessing and build on top of the work done in this project. The rela-
tion between variables of the data needs to be investigated in depth, especially
in countries where there is no culture of correct data handling and storage. This
work is intended to be a first step in a project that in the future will improve
the prediction of glucose levels in Ecuadorian patients and allow specialists to
make life-saving decisions.
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Abstract. The current COVID-19 pandemic has undoubtedly brought
new challenges to society and the constant search for solutions to control
and reduce its effects. In this sense, the use of technology has become
essential to cope with the situation. Thus, this work proposes a real-time
social distancing detection system using Deep Learning algorithms and
carrying out the monitoring through a UAV. This system consists of two
fundamental blocks. The first one consists of convolutional neural net-
work training to detect people using the YOLO object detection system
while the second one consists of real-time video acquisition and analy-
sis. Practical applications involves detecting people and calculating the
distances between them to determine whether social distancing measure-
ments are being obeyed or not. By increasing surveillance capabilities,
authorities and security forces may control and prevent possible out-
breaks of massive COVID-19 infections. The experiments were made in
three different flight scenarios with altitudes of 15, 30, and 50m. Accord-
ing to the results, the detection system’s recall reaches values close to
90%, although the highest values were obtained in flights at 30 m high.
Regarding the calculation of the distances, in the three scenarios, the
average relative error did not exceed 5%. Thus, the video transmission
showed a high performance during the experiments. Hence, the system
returns reliable results to control compliance with measures such as social
distancing.

Keywords: COVID-19 · UAV · CNN · YOLO · Computer vision ·
Deep learning

1 Introduction

Currently, society is facing one of the greatest challenges caused by COVID-19
[11]. Despite the rapid vaccination rates worldwide, the use of masks and the
practice of social distancing are still required, forcing society to adapt to a new
reality. All levels of society and the different disciplines of science have been
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focused on finding solutions to control and mitigate the effects of the pandemic.
In this way, in the field of Artificial Intelligence (AI), algorithms for detection,
monitoring, recognition, location, and counting of people [7] have taken center
stage, in order to control crowds, detect sources of contagion, and offer health
security to society.

Similarly, according to [15], it is necessary to use technological tools to control
massive COVID-19 infections and prevent the spread of the virus [2]. Actions
such as social distancing and the reduction of crowds are essential for this pur-
pose, but, in many cases, these measures are difficult to control, so new tools
must be available to verify their compliance [12]. The AI algorithms are very
effective for this task. However, they do not work alone, they go hand in hand
with video surveillance systems, which obtain images of the regions of interest.
Its operation is based on the use of cameras fixed or integrated into mobile
points [18], the latter facilitate monitoring, especially in areas of difficult access
or high risk. In this sense, technological devices such as drones or unmanned
aerial vehicles (UAVs) have proven to be very useful in monitoring the health
crisis caused by COVID-19, managing to cover large areas, and determining
infection focus [13]. Its integration with IA algorithms has made it possible to
monitor the population in an almost automated way [8], facilitating the biosafety
control measures. Additionally, the most current video surveillance systems act
actively through optical sensors, which gives them the ability to identify signals,
segment them, separate them, recognize them, and interpret a scene, in most
cases in real-time. All of this, thanks to the development of Computer Vision
and wireless communications [20].

Recent works show the effectiveness of Artificial Vision and Deep Learning
algorithms to determine places with crowds of people, the body temperature
of a person, the use of masks, social distancing, among others. For example,
[5] shows the use of pre-trained convolutional neural networks (CNN) such as
AlexNet and videos captured by drones to determine areas of a high density of
people and measure social distancing. The algorithm they implement achieves
more than 80% accuracy for the first phase of classification and close to 100%
for the distance calculation. Similarly, in the article [3], UAV equipped with
cameras and thermal sensors are used to capture information related to body
temperature and determine possible COVID cases. Likewise, it presents a face
detection scheme and use of the mask, obtaining accuracies greater than 99%.
In another article [21], an implementation that involves the people detection is
carried out, also through the use of convolutional neural networks in this case
YOLO it (You Only Look Once). The distance tracing between the people of the
scenario, with the detection of those who are violating social distancing, is made
on virtual environments, using the platforms Gazebo and Robotic Operative
System (ROS), their functions facilitate the real-environments virtualization in
3D.

As evidenced in the literature, there are several studies with different
approaches that seek effective control of the measures taken during the pan-
demic. Likewise, this article proposes an automatic social distancing detection
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system, but in real-external environments, in scenarios captured by a camera
incorporated into a UAV, with an effective angle of 0 to 45 ◦. To identify the
objects of interest (people), an important Computer Vision algorithm and pre-
viously trained convolutional neural networks such as YOLO were used. After,
the distance calculation was performed using Euclidean geometry in space. Thus,
the methodology used is described in greater detail in Sect. 2, the experimental
results of the implementation are presented in Sect. 3. Finally, in Sect. 4, the
conclusions and prospects of this work are shown.

2 Methodology

The methodology followed in the development of the system consists of two
blocks, as shown in the diagram in Fig. 1. The first block consists of the set-
ting and training of the convolutional neural network used to detect people. It
also includes the labeling images for training and model evaluation. The second
block consists of the video analytic that involves communication with the UAV
device, the acquisition and processing of the video in real-time, and the distances
estimations between people. The results of the analysis were visualized in a user
interface, which facilitates control and decision-making.

Fig. 1. General outline of the methodology

2.1 Setting and Training YOLO

Object detection is one method in Computer Vision that aims to localize objects
in an image that contains more than one object. YOLO is an algorithm that uses
a convolutional neural network model to detect objects [21]. This CNN performs
the detection by adjusting the image pixels to an S× S matrix. If the class or
object to be detected is within one of the generated grids, it is in charge of
predicting by associating a probability value (Fig. 2).
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The architecture of the convolutional neural network used in this work is
the optimized version YOLO called “Tiny-Yolo-v2 version” [22], this version is
the second of YOLO with a file model slightly trained weights to only consider
a single type of objects, which in this case are people. It is similar to the full
version but with a lower number of layers and filters since it consists of 3× 3
convolutional layers and 1× 1 reduction layers [16] plus fully connected layers,
thus avoiding the use of a complete network that uses a total of 24× 24 layers,
which generates a high computational cost and in turn makes the implementation
more expensive [14].

Fig. 2. Architecture tiny yolo V2 for image classification [22]

All convolutional neural network settings were carried out in the multifunc-
tional Python language, thanks to its intuitive programming characteristics and
its adequate CNN libraries support. Also, it is widely used by many application
developers of Deep Learning. The used algorithm is fully adaptive and allows
modifications in the layers to improve the performance of the model.

For the training of the convolutional neural network, a set of labeled images
is required. In this case, there is a base of 1600 images obtained from UAV flights
with cameras with 4k definition, captured in flights at heights from 15 to 50 m,
with a camera whose resolution is 14 megapixels and its field of view (FOV) is
up to 45 ◦. For a greater angle up to the zenith perspective, another training is
required [19]. The labeling process of each image consists of manually drawing the
desired objects (people), using free software based on Python called LabelImg,
which saves the points that make up the drawn rectangle (which represents
the object) and their positions. In this way, the CNN identifies the position
of the object and then can classify it. Subsequently, a file .xml is generated
with annotations of the location of each class and object within the image [11],
these objects are the detection boxes that each scenario contains and that the
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algorithm learns to detect. As a result of this process, the machine will learn to
classify the objects and mark their position in the scene with a detection box [9].

After labeling, the model is created and trained using these images as input.
The input image is integrated with the labeling matrix, and then it is normal-
ized, resulting in a unitary matrix that contains the same information. Then
these images are passed by the different convolutional layers to extract the char-
acteristics that will allow their classification. The training generates a model
with the least amount of loss in object detection. Once the model is created, a
test is carried out with images that were not part of the training set. In this way,
its real performance can be evaluated. If the model does not have a good per-
formance, it can be fine-tuned, debugging the training dataset or re-configuring
the number of CNN layers. In this work, the evaluation is carried out through
manual observation in different frames of a video to determine which objects are
detected and which are not. The number of hits or misses is used to calculate the
performance metric Recall, which determines if the model is ready to be used in
production. The Recall is calculate using Eq. 1 [16].

Recall =
TP

TP + FN
(1)

Where TP (True Positives) represents the number of detected objects that
correspond to people, and FN (False Negatives) represents the number of people
who have not been recognized at the scene. Through manual observation, the
items that have been identified or not by the algorithm were detected.

2.2 Real-time Video Analytics

To begin with, the video is acquired through cameras incorporated in the UAV.
in which certain parameters of hardware usage are previously initialized such
as GPU activation (Graphical Process Unit) and the height values and camera
angle during the flight. These variables will be crucial for the distance calculation.
Once the frames are captured, they become the input of YOLO, which detects
the objects (people) into the scene in real-time.

Video Acquisition via a UAV. The communication between the drone and
the video analytics system uses the video transmission protocols through a
streaming server called Real Time Multiple Message (RTMP). This protocol
allows obtaining the video in real-time [6].

Then, in order for the computer and the UAV to maintain communication
with each other, it is necessary to create an internal network with an intranet
video server that captures the vision of the UAV locally from any computer,
and in the best possible resolution depending on the network bandwidth and
the video transmission rate. Optionally, the system allows the use of screen
transmission tools to the WAN such as OBS (Open Broadcaster Studio), which
only redirected the video to the public transmission server [10], to transmit the
video processing to an external user.
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Fig. 3. System communication diagram.

Social Distancing Calculating. After the people are identified in the video
and before calculating the distances between them, the number of objects (n)
detected in the scene is determined, thus creating a n × 4 matrix (M), where
the columns contain the four coordinates of the rectangle that surrounds each
object, then the centroid of each rectangle is calculated, which will be used to
determine the distance of that object to all the others. With the centroids of
each object, we proceed to calculate a matrix of Euclidean distances (Dn×n)
where each element dij represents the distance from the object Oi to the object
Oj (i = j = 1, 2, .., n). Finally, each distance is compared with a threshold value,
that according to the World Health Organization, varies from 1.5 to 2 m [11]. In
this way, compliance with social distancing is verified. Those people who do not
comply with the expected distance will be framed in red to facilitate monitoring
and issue a violation alert to this measure.

To obtain the separation between two objects, first, the rectangles that define
the detection objects are obtained, each rectangle is defined through four vertices
with which the centroid [8] is calculated through the Eq. 5. It will locate the
object’s center of gravity at each detection.

Īx =
bh3

12
(2)

Īy =
b3h

12
(3)

¯Ixy = 0 (4)

C = (Īx, Īy) (5)

Where Īx represents the point of inertia on the x axis, Īy represents the point
of inertia on the y axis, ¯Ixy would be the inertia at both points, which would
generally be zero, b is the value of the base of the rectangle, h represents the
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height of the detection rectangle, and finally, C represent the centroid of the
rectangle, all these variables are dimensioned in pixels.

Once the centroids or centers of gravity of the objects have been obtained,
the value for both x and y of each detection rectangle is taken as a reference,
and a Euclidean distance is drawn between each of the centroid points using the
Eq. 6 [2]

d =
√

(x1 − x2)2 + (y1 − y2)2 (6)

Where d represents the distance, x1 is the position of the first point in x, x2

is the value of the second point in x, y1 and y2 are the positions in and at the
first and second point, respectively.

For marking the distance based on the real-high and the measurement of the
height frame, a calibration based on the similarity of triangles was performed
by auto-calibration method [17], taking as reference the angle of the camera and
the height of flight from the UAV using Pythagorean rule 7.

fd =
a

h ∗ cos(γ − α − β)
(7)

Where fd represents the distance adjustment factor that will be applied at
the distance within the analyzed scenario, a represents the image height in pixels,
h represents the UAV height, γ represents the maximum angle of vision of the
camera that can cover, α, represents the intermediate reference angle from the
position of the camera to the minimum angle that the camera can observe [4] and
for the last β is the dead angle, which the camera is no longer able to observe.
These parameters consider a frontal perspective with a camera angle greater
than 45 ◦ because when the camera is located in a zenithal view, the panorama
changes completely, being α equal to zero, and the rest of the angles are uniformly
distributed with a view towards both sides. It is important to mention that
the YOLO detection system improves its object recognition performance with
camera angles ranging from 45 to 90 ◦ [1].

Evaluation of the distances calculus, two metrics are used (Eqs. 8 and 9)
that represent the absolute error and the relative error, respectively. The term
Xe is the measurement estimated by the system, also called the estimated dis-
tance, and Xr represents the actual distance measured in the field where the
experiments were performed.

Ea =| Xe − Xr | (8)

Er =
Ea

Xe
=

| Xe − Xr |
Xr

(9)

To define the global error of the algorithm used to calculate the distances,
proceed to calculate the mean of both errors Ea and Er (Eqs. 10 and 11), adding
the individual errors and dividing by the total number (n) of objects found in
each frame.
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Ea =
∑n

i=1 | Xe − Xr |
n

(10)

The Eq. 11 is available for the mean of the relative error.

Er =

∑n
i=1

Ea

Xr

n
=

∑n
i=1

|Xe−Xr|
Xr

n
(11)

3 Experiments and Results

The system’s people detection block, used by YOLO, is mounted on Darknet
and CUDA, while openCV is used for processing videos and images. Table 1
shows the hardware and software specifications of the system implementation.

In the experimentation phase, ten frames of three different scenarios have
been randomly selected, taken at 15, 30, and 50 m high (Scenario 1, Scenario
2, Scenario 3, respectively). The metrics considered in the experiments were the
sensitivity of the algorithm in the detection of people, the error in the calculation
of the distances, and the latency times in the transmission of the video.

Fig. 4. Frame example showing people detection results, the camera was at 15 m high
and 45 ◦ angle of vision.

People Detection Model Performance. Figure 4 shows the detection of
people in a frame of a video in real-time. The camera high was at 15m and
45◦ angle of vision. The detection was made over a frame, which is one of the
thousands that are captured in a video. The values of Table 2 were obtained with
a random sample of ten frames in different time intervals. Despite the fact that
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the video frequency is 60 Hz, for the processing (people detection and distance
calculation), only four frames per second are taken. The experiment was carried
out in the same way for the three scenarios.

Table 1. Hardware and software specifications.

Item Specification

Drone Bebop-2 Parrot

Camera Bebop 14 Mpxls Native

Computer Laptop

Processor Intel Core i7

Memory 16GB RAM

GPU NVIDIA, Geforce GTX-960

Operating System Windows 10

Python v. 3.7

OpenCV v. 4.1

CUDA v. 10

Darknet v. 1.0

As shown in Table 2 the Recall is higher in flights of 30 m high. It is because
the resolution of the UAV camera improves at that distance and that the trained
neural network better determines the characteristics of the object and recognizes
them as such.

Table 2. Summary object detection model performance

Frames Scenario 1 (15m) Scenario 2 (30m) Scenario 3 (50m)

Objects VP FN Recall Objects VP FN Recall Objects VP FN Recall

F1 20 18 2 0,9000 7 7 0 1,0000 6 6 0 1,0000

F2 21 20 2 0,9524 9 9 0 1,0000 2 2 0 1,0000

F3 22 20 2 0,9091 8 7 1 0,8750 8 6 2 0,7500

F4 19 16 3 0,8421 8 8 0 1,0000 6 5 1 0,8333

F5 21 20 1 0,9524 7 6 1 0,8571 6 6 0 1,0000

F6 22 19 3 0,8636 7 6 1 0,8571 8 7 1 0,8750

F7 19 18 1 0,9474 7 6 1 0,8571 5 5 0 1,0000

F8 20 18 2 0,9000 7 6 1 0,8571 6 5 1 0,8333

F9 22 20 2 0,9091 7 6 1 0,8571 3 2 1 0,6670

F10 17 16 1 0,9412 7 6 1 0,8571 5 5 0 1,000

Mean 20 18,5 1,8 0,9117 7 6,7 0,7 0,9018 6 4,9 0,6 0,8958
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Error Estimation in the Distance Calculus. The distances measured in
the frames of the different scenarios are contrasted with the real measurements
of the distance manually through a mechanical odometer, allowing compare the
error made for the algorithm.

Fig. 5. Frame example showing the estimating distances between people, the camera
was at 30 m high and 45 ◦ angle of vision.

Table 3. Summary average errors in the distance calculus of each frame

Scenario 1 Scenario 2 Scenario 3

Frames n Ēa Ēr n Ēa Ēr n Ēa Ēr

F1 20 0,1700 0,0170 7 0.1800 0.0178 6 0,3100 0,0163

F2 21 0,0500 0,0250 9 0.3200 0.0321 2 0,0500 0,0250

F3 22 0,0500 0,0250 8 0.3100 0.0312 8 0,3900 0,0780

F4 19 0,0800 0,0160 8 0.2400 0.0243 6 0,4300 0,0253

F5 21 0,2600 0,0200 7 0.2900 0.0289 6 0,3200 0,0363

F6 22 0,1300 0,0433 7 0.1800 0.0178 8 0,3500 0,0463

F7 19 0,2500 0,0500 7 0.2300 0.0229 5 0,4500 0,0023

F8 20 0,1800 0,0200 7 0.3100 0.0311 6 0,2000 0,0133

F9 22 0,3100 0,3100 7 0.2900 0.0288 3 0,3100 0,0155

F10 17 0,1400 0,0467 7 0.3200 0.0317 5 0,1100 0,0069

Media 20 0,1620 0,0573 7 0,2670 0,0267 6 0,2920 0,0265
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Figure 5 shows an example of the distances between people calculated by
the system (blue lines) in Scenario 2, at a 30 m high. In each frame, the values
calculated by the system are compared with the respective real values measured
by the odometer. So, the absolute and relative error is calculated (Table 4). In
the end, the average error made in each frame is calculated, and this process is
repeated in the other two scenarios. The results and the average errors of each
frame are summarized in the Table 3.

Table 4. Example of error distance estimation - Scenario 3

d Estimated Real Ea Er (%)

1-2 10,03 10,35 0,32 0,03

2-3 5,81 6,12 0,31 0,05

1-3 9,48 9,32 0,16 0,02

Mean 0,26 0,03

In the first scenario, at 15 m height, an average of absolute error was obtained
0.1620 m, an average relative error of 0.0573, which is lower than the other two
scenarios. On the other hand, in the second and third cases at 30 and 50 m
height, respectively, the average relative error was very close.

Performance in Video Transmission. A fundamental aspect in a system
that works in real-time is the video transmission latency, since the rest of the
processes such as detection, distance calculation, and the delay time of the video.
The communication tests with the UAV were made from a Bebop 2 drone of the
PARROT brand with a mobile application called Larix Screencaster that allows
communication with any type of RTMP video server. This protocol allows video
to be transmitted in Streaming. In the case of more robust UAVs such as DJI, it
can be transmitted through its native applications. Connection tests have been
carried out by this transmission method, during the test period, more than 100
video transmission connections have been achieved, and none had failures. Hence,
in general, the communication system was stable, and it did not have major
connective problems since the server is the one who performs the calculations
to configure the most suitable transmission frequency to avoid latencies during
transmission.

Table 5 shows the performance of captured video about other parameters
such as frequency, transmission speed, etc. The results show the performance is
proportional to the speed of the available network, for example, if the perfor-
mance transmission is 50%, it means that the server will let one pass for every
two frames that is half the frames sent by the UAV. The camera resolution used
for the experiment was 740× 480 Megapixels.

About the transmission frequency, the server provides 30 to 25 frames per
second, thus obtaining a natural and real-time transmission. However, the object
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detection and distance calculation require additional time that could cause trans-
mission delays and latency. To solve this problem, the detection is made every
ten frames, thus giving enough time to perform the analytics video and that the
results be properly synchronized on the screen.

Table 5. Video streaming parameters

Frequency Transmission speed Network speed Fps Performance (%)

60 Hz 20 Mbps 10 Mbps 30 50

30 Hz 10 Mbps 10 Mbps 30 100

15 Hz 5 Mbps 10 Mbps 60 200

4 Conclusions and Future Work

The resulsts of the proposed real-time social distancing detection system shows
that the Recall of the detection model of people was close to 90% with errors
in the estimation of the distances lower than 3%. As a result, the system may
be used to issue alerts to people who are violating the COVID-19 distancing
restrictions in order to prevent possible new COVID-19 infections.

According to the flight tests carried out at heights of 15 m, 30 m, and 50 m, the
flight altitude that achieved the highest Recall was 30 m. This length is suitable
for control purposes of social distancing. Heights less than 15 m, in addition to
obtaining less sensitivity, it has a greater risk of the instrument beings sabotaged
from the ground.

As shown in the introduction, several works, including this, use convolutional
neural networks to detect with high precision the compliance with measures such
as social distancing, use of a mask, or detecting crowds in the context of COVID-
19. However, in future works, it would be interesting to analyze and compare
the performance of these models and their computational cost, as these are two
significant parameters for systems to be successful in real-time applications.
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Abstract. Implementation of industrial robots worldwide -not only typical caged
robots, manipulating heavy machinery and performing repetitive tasks, but also
collaborative robots-, comes with the challenge of guaranteeing the safety of
human operators, whether they work aside from the robot or in its vicinity. The
UNE-EN ISO10218 safety standards for industrial robots set that robots and peo-
ple can work in common spaces if robots have safety devices or are supported
by them, to avoid hurt human operators. This paper introduces an approach that
allows estimating the orientation andmovement trend of a person in the vicinity of
a robotized industrial task, aiming to avoid the collision between human and robot.
As a previous requirement of the approach, a PointNet architecture was trained
with the point clouds obtained from Depth images of a proprietary RGB-D image
dataset. This task, in turn, required detecting people in the corresponding RGB
images, through the application of a pre-trained saliency algorithm. To estimate
the orientation of the detected person, a modified Biternion network was trained
with the resized images from the same proprietary database. At evaluating the
system, depth images captured by a Kinect sensor were used as inputs, then, for a
set of four iterations (four frames), the movement trend was calculated since the
orientation of the person was known for every frame. The prediction capability of
the proposed approach was evaluated with three groups of images and resulted in
a general precision greater than 0.5.

Keywords: Convolutional neural networks · Orientation estimation · Industrial
robot safety · RGB-D images · Collision detection

1 Introduction

According to data from the International Federation of Robotics (IFR), by the end of
2019 there were 2.7 million industrial robots operating in factories around the world (an
increase of 12% compared to 2018). At a global level, COVID-19 pandemic has had
a great impact on production in 2020, however, it has also made clear the advantages
of implementing industrial robots in different production tasks. Such automation is
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not only done by typical caged robots, manipulating heavy machinery, and performing
repetitive tasks, but also by collaborative robots. As proposed by Industry 4.0, there
is an increasing number of tasks in which humans and robots combine their skills in
collaborative work, therefore previously existing barriers (separating human and robot
workspaces) have disappeared [1–3]. Nevertheless, in collaborative environments the
safety of human operators is a constant challenge and therefore it is required that during
the execution of the robot’s tasks, possible collisions with humans be avoided [3, 4].
According to the UNE-EN ISO10218 safety standard, robots and people can work in
collaborative spaces if the robots have safety devices or are supported by them, to avoid
hurt the human operators [5].

Computer vision techniques have been widely used in the workspace of industrial
robots. In [6], an autonomous intelligent system with environmental awareness ready
for human/robot interaction, uses the information retrieved from the machine vision
system during path planning stage to detect obstacles and re-plan motion paths to enable
pick-and place operations while interacting with a dynamically moving obstacle in the
robot workspace. A system that uses ROS (Robot Operating System) and an RGB-Depth
sensor to acquire objects and humans in the surrounding environment, is introduced in
[7]. This implementation allows to replan the robot’s movements, avoiding collisions
while guaranteeing the execution of tasks. A self-identification method developed for a
dual-arm robot, based on the 3D point cloud and the robot skeleton, demonstrates in [8]
that the collision prediction system can avoid the collision even if the obstacle is close to
the robot, and at the same time, prevent unnecessary robot movements when the obstacle
is far enough from the robot. The method is supported by images acquired with an RGB-
Depth sensor (Kinect). Due to the level of risk presented by the interaction of robotic
arms with humans, in [9] the authors modelled safe scenarios using stereo cameras. Both
humans, and robots were modelled in 3D and safe trajectories were calculated from
these models. This also made possible to determine risk areas and safe passage areas for
people. Other works combine artificial vision techniques with haptic devices installed on
the operator’s body, that provide information to the robot controller about the operator’s
location in relation to the robot’s work volume -and its trajectory- [10]. Nevertheless,
the system is neither practical nor safe. Once possible collisions have been detected, it
is possible to avoid them by means of trajectory and speed control algorithms [11] or
through devices that redirect the impact force such as variable impedance actuators [12].

An approach to estimate the orientation and movement trend of a person in the
vicinity of a robotic industrial task, with the aim of avoiding the collision between
human and robot is proposed in this work. The approach uses a saliency algorithm and
RGB-Depth images from a proprietary dataset [13] to train a people´s detector based
on PointNet architecture. Once the detection has been carried out, an estimation of
orientation is made by means of a modified Biternion architecture [14]. The operation
is iterated, and the movement tendency of a person is obtained. The remainder of this
paper is organized as follows: Sect. 2 presents relevant related work to our approach. In
Sect. 3, the dataset’s creation and PointNet based human detector training is presented.
Section 4 introduces the proposed approach consisted of a human detection pre-trained
network, a modified Biternion network to estimate the orientation angle of the detected
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person and a person’s movement trending estimation. Section 5 presents experimental
results; finally, we conclude this paper in Sect. 6.

2 Related Work

Related to the orientation of people and the detection of movement trends, we found
[15] in which neural networks with multi-scale graphs are used to learn the characteris-
tics of people’s movements and predict their movement. In [16] multiple sequences of
people’s movement postures are predicted through 3D images using a skeleton, which
is generated by means of an RGB-D sensor. A novel neural network model to predict
the human trajectory and future activity -simultaneously- in public spaces, by means of
enriched visual characteristics, is presented in [17] with very good results for pedestrians
in an environment surveilled by cameras. The movement characteristics of people are
used to train recurrent neural networks (RNN) in [18], yielding the prediction of move-
ment because of the approximation. Predicting the trajectory of people in environments
designed for humans is a critical task for both social robots and autonomous vehicles
and the analysis of the behavior of the agents involved in the movement is the basis of
the prediction of trajectory in the work of [19], where the authors introduce a recurrent
generative model that exploits a neural network based on double attention, to collect
information about the mutual influences between the different agents and predicts the
trajectory of people.

The orientation of a personmoving in the vicinity of a robotic task is a useful attribute
for different human-robot interaction (HRI) tasks [20]. Depth images have been shown
to have greater advantages for orientation estimation thanRGB images -or a combination
of both- [14]. In our work, it is relevant to estimate the movement orientation of a person
and his movement trend when moving in the vicinity of a robotic industrial task. With
such information, it can be known whether the person is moving in the direction of the
industrial robot’s workload (imminent collision).

To estimate the orientation of a person’s upper body as a continuous angle around the
axis perpendicular to the floor, modern Deep Learning (DL) techniques are used, usually
convolutional neural networks [14, 20, 21]. This is achieved from direct estimation on
RGB images, or by deriving the orientation from skeleton-like images. In the second
case, the calculation of the body’s joints is required, and the orientation is subsequently
derived by means of a vector perpendicular to the chest. There are several approaches
to skeleton estimation and therefore to extract orientation [22, 23], however, skeleton
estimation is computationally expensive and requires inference in real time.

In direct estimation, the features extracted from the input image are mapped to an
orientation value, as presented in [24], but deep neural networks can also be trained
to estimate the orientation, either to obtain a regression or a classification. Viewed as a
multiclass classification problem, the orientation estimation yields discretized outputs in
the range of 0° to 360° in a fixed set of eight classes (typically) where each class covers
45° [25–27], which yields errors of -at least- 11.25°. A larger number of classes would
increase the computational cost and the amount of data needed for training. On the other
hand, when the orientation estimation problem is treated as a regression problem, the
angles are calculated continuously and therefore the result is more exact as presented in
[28].
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The orientation’s estimation performance treated as both: a regression and classifi-
cation problem (multi-class) are presented in [21], where the classification is extended
to the continuous domain with very low execution times. Authors based their approach
on the attribute estimation of [29], and both, color and depth images obtained from
a Kinect sensor are transformed into colored point clouds representing people. Mean
angular error (MAE) is 12.2° with 79.8 ms runtime from a consumer CPU.

On the other hand, in [14], the authors estimate the orientation of the trajectory of
people fromRGBandDepth images usingBiternion networks as a baseline in their exper-
iments, which resulted in an estimation of the orientation of the upper body with mean
absolute errors (MAE) between 3° and 12° and estimation speeds (including detection)
of up to 13.43 frames per second.

Estimating the orientation of the head is a process like estimating the orientation of
the upper body, but in the first case, the result also provides information regarding the
direction of a person’s gaze [30]. To determine the pose of a person’s head in degrees
using periodic intervals from 0° to 360°, an approach is proposed in [20] based on con-
volutional neural networks (CNN) with an output layer that integrates an angle in two
dimensions. The architecture is called biternion networks and its effectiveness for con-
tinuous periodic orientation regression is demonstrated through validation with different
datasets.

Based on the review of orientation algorithms, we chose to work with the biternion
architecture to estimate the orientation of a person’s body in the vicinity of a robotic
task and subsequently determine its movement trend. Estimating the orientation of the
head is not considered a sufficiently robust characteristic to contribute to determining
the movement trend of a person, because a person could be looking at a different place
to which he is directing.

3 Human Detection Training with RGB-d Dataset

A human detector based on PointNet architecture was trained with point clouds obtained
fromDepth labelled images, which have beenmapped from correspondent RGB labelled
images. Automatic labelling in RGB images begins at applying a pre-trained saliency
algorithm, to an RGB-D dataset. The process is explained in this chapter.

3.1 RGB-d Dataset

People detection systems in robotic environments based on RGB-D images require large
datasets for their training [31]. One of the most popular devices for acquiring RGB-D
images isMicrosoft’s Kinect sensor, due to its low cost, the resolution of its depth images
(640px × 480px in its first version) and the ease of implementation [32].

In [31, 33, 34] datasets acquired with the Kinect sensor are presented, consisting of
images of office objects, utensils, furniture, household goods, and cleaning implements.
There are also datasets obtained indoors, consisting of images of bedrooms, bathrooms,
study rooms, and kitchens, which are very useful in machine vision-supported mobile
robot navigation tasks [35–37], but are different from datasets used to apply the simul-
taneous localization and mapping (SLAM) technique of mobile robots [38, 39]. Other
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datasets with RGB-D images have been created for human activity detection and recog-
nition tasks [40], in which both men and women assume different positions with their
hands. In [41], a pair of Kinect sensors were installed (facing each other) to acquire
images of groups of people engaged in recreational activities such as raising their hands,
clapping, throwing objects, and moving. Gestures as well as body posture are of partic-
ular interest in [42]. In this work there are RGB-D images related to finger movements,
lip movements and other facial expressions classified in 20 categories of gestures stored
as depth images, skeleton images and RGB images. A dataset of RGB-D images of the
human body performing different activities of daily life is presented in [43], which is
particularly interesting due to the different types of occlusions in the human figure.

Table 1. Classification of acquired RGB-Depth images. Source: [13]

Class Type Quantity of images

One person RGB + Depth 562 + 562

Two people RGB + Depth 1174 + 1174

Three to four people RGB + Depth 3548 + 3548

No person RGB + Depth 5260 + 5260

In [13], a review of 20 RGB-D datasets available on the web is presented. Some
of these datasets, containing images of household objects, offices, people tracking, and
people in daily activities -among others-, however, the authors did not find any RGB-D
image dataset related to people moving in the vicinity of a robotized industrial task (or
robotic industrial process) and that is their main reason to introduce a dataset called
RGBD DHaRIo. The dataset comprises images of people moving around a robotized
industrial task known as dishware pick and place task. The images were obtained by
means of a Kinect sensor. The robotized industrial task was performed by a 6 DOF
rotational manipulator robot, a conveyor belt, and operators. Both the RGB images and
Depth images acquired by the Kinect have a resolution of 640 × 480 pixels and have
been classified according to the number of people present in the image as shown in Table
1. In Fig. 1, examples can be seen of images for one, two and more than two people.

3.2 Salient Detection

In computer vision the detection of relevant elements (saliency or salient detection), is a
concept that refers to the simultaneous performance of two stages: the stage of detection
of relevant objects in an image and the stage of precise segmentation of the regions
corresponding to those objects. These stages are clearly differentiated in the works of
[44–46], while in [47], a top-down model based on the HED (Holistically-nested Edge
Detection) architecture but introducing additional connections that allow the network to
precisely locate the positions of salient objects, is designed. A pre-trained model from
[47] has been used in our approach to perform a good detection of relevant elements in
RGB images, which are part of the RGBD- DHaRIo dataset. The output of the algorithm
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Fig. 1. RGB and Depth images for: (a) 1 person; (b) 1 person with occlusion; (c) 2 people; (d) 2
people with occlusion; (e) and (f) 3 people. Source: [13].

consists of a labelling file which has the coordinates of the regions of interest (ROI) in
the images (green regions representing the people), as seen in Fig. 2.

The coordinates of the generated ROIs (saved in a labelling file) constitute the input
to another algorithm, in charge of mapping the ROIs in the corresponding Depth images
of the database (i.e., the images that were obtained simultaneously through the Kinect.

The ROIs of relevant elements in the RGB images have been mapped to their cor-
responding Depth images, therefore, for an RGBi image in which there are m relevant
elements with m bounding boxes of x, y, w, h coordinates each; the same m squares can
be obtained in the corresponding Di image (for the same relevant elements), in depth
values.

It must be clear that the output of the saliency algorithm not only detects people as
“relevant objects”, but it can also detect some of the machines -or even the robot- that are
part of the process. It can also happen that a relevant region includes both a human and
a machine. To avoid that the ROIs in the images correspond to machines or non-people,
a human detector based on PointNet was trained, using the point clouds generated from
the depth images.

3.3 Human Detection

PointNet [48] an approach based on CNN for object classification, works directly with
point clouds without previous treatment, that is why in our work PointNet receives the
point clouds corresponding to the segmented regions of depth images (from our dataset)
and yields the number of people present in the image as a class. In our work, PointNet
has been trained with 19597-point clouds and the evaluation was carried out with 4899.
The training with 250 epochs presented an accuracy of 96% and the loss function was:
0.096735. The whole procedure since the RGB-D are loaded as inputs until the obtained
output as a classification result is shown in Fig. 3.

Like the procedure presented in [13], the detection of people in the vicinity of robotic
industrial tasks using the RGBD- DHaRIo dataset images, consist of the following steps:
obtaining the ROIs in the RGB images by applying saliency; mapping the coordinates of
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Fig. 2. Detection of relevant elements in RGB images in which 1 person appears. The OpenCV
library for Python was used to apply filters, obtain contours, highlight in green and generate the
ROI rectangles. The algorithm has been applied to images in the RGBD- DHaRIo dataset that
contain only one person.

ROIs toDepth images and obtaining the corresponding point clouds from the boundaries.
Then the point clouds become inputs to the PoinNet classifier -previously trained- to
determine if there are people in the image (one person, two person or three people). The
images in which the presence of one person is detected are separated and grouped in a
file of Depth positive images to feed the next process, which consists of the orientation
estimation.

Fig. 3. Procedure carried out for detecting people in RGBD images.

4 Estimation of Orientation and Movement Trend

The proposed approach receives as input Depth images that are processed by the pre-
viously trained PointNet architecture, to send resized images (images with one person)
to a modified Biternion network and thus obtain the estimated orientation angle of the
person present in the image. Every four consecutive frames, this procedure is repeated,
and the person’s movement trend is determined. If the trending’s result is an imminent
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collision between the person and the robot -as the central tool of the robotic task-, then an
output consistent with the values stipulated by the ISO/TS 15066 standard (slow down
or stop the robot) is generated. Details of the proposed approach are presented below.

4.1 Estimating Orientation

The estimation of the orientation of people in the vicinity of robotic industrial tasks,
required training of the modified biternion network architecture proposed in [14], with
images from the RGBD-DHaRIo dataset.

The biternion network architecture is inspired by the ImageNet winning VGG archi-
tecture [49], which consist of two stages, the first develops a features extraction using
multiple convolutional layers followed by a max-pooling layer. In the second stage,
two fully connected layers are used to carry out the orientation estimation task. In [20]
modifications to the network architecture were proposed according to the size of the
input images, but due to orientation estimation errors in images in which people were
very close to the edges of the images, another modification was proposed in [14] which
consisted of replacing all convolutions (except the last two close to the fully connected
layers) and adding a third pooling layer to all networks as compensation. This architec-
ture, designed for input images with a size of 96× 96, is what has been called a modified
biternion network.

It’s very important to state, that in our job, we are using the same modified biternion
network architecture thatwas designed, proposed, and evaluated in [14], but our biternion
network has been trained with re-sized images (96 × 96) from RGBD DHaRIo dataset
(70%of the dataset). During the learning processweworkedwith different learning rates,
and it was possible to establish experimentally that 5° was the lowest error obtained in
orientation with a rate of 0.05 in 600 epochs.

Fig. 4. Graphic representation of the orientation of a person through the evaluation interface
designed to evaluate the training results of the modified biternion network. (a) 357° orientation
of a person, (b) 201° orientation, (c) 270° orientation, (d) 90° orientation, (e) 340° orientation, (f)
225° orientation.

A graphic interface was developed to evaluate the training results. The graph repre-
senting the degrees of orientation of the person detected in the image has been designed
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as a circumference with 0° at its lowest point, which represents a full-frontal view of a
person (the person is facing the camera). If the person is facing away from the camera,
then an angle of 180° should be indicated on the interface. When the person is facing to
the right side the interface will indicate an angle of 90° and when the person is facing
to the left side, then the interface will indicate an angle of 270°. Any other orientation
will be indicated between these angular values, as can be seen in Fig. 4. Based on this
orientation measurement system, the robotic task in the images acquired for the dataset
(and the robot itself), is located at 90°.

Fig. 5. Modified biternion network training evaluation interface. In (a) we can see the result in
degrees as an out, and corresponding image as an input to the network. In (b) a false positive
is presented in which the output indicates 180° for an input image without people present. In a
similar input image (no-humans present), the output in the graphic interface does not display any
value in degrees.

Among the results of the evaluation, false positives were presented when images of
equipment and machines were used as inputs (or images with no-humans present), as
well as unexpected problems such as images that did not resulted in degrees when there
weren’t humans present in the image (which is attributed to a rendering problem in the
interface), as shown in Fig. 5.

4.2 Movement Trend

The orientation range which represents a collision hazard for a person moving in the
vicinity of the robotic task has values between 75° and 105°, obtained from workload
computations for a Universal Robot’s UR10 (robot featured in the dataset images).

According to ISO/TS 15066 [50], the speed of an industrial manipulator-type robot
can be reduced to prevent it from colliding with a human. The same rule states that if a
person is at 40% from the robot’s working volume (Vt) distance (it means: 40% more
than the volume), then the robot’s speed must be reduced by 50%. Consequently, an
algorithm has been developed to determine the movement trend of a person who is in the
vicinity of the robotic task. This trend is calculated based on the person’s direction of
advance in consecutive frames, so that, the persistence of direction in 4 frames indicates
his direction of advance. If that direction is between 75° and 105° and the person is at
0.4 Vt of the working volume, a risk collision alarm will be activated, and the speed
of the robot will be reduced. If the limit distance in the direction of the task has been
exceeded (below 0.4 Vt), then the robot will be stopped.

There are three steps of the proposed approach to estimate the orientation and deter-
mine the movement trend of a person in the vicinity of a robotic industrial task as shown
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in Fig. 6. In step (1) with Depth images as inputs to the -previously trained- PointNet net-
work, people are detected and the images containing people are automatically cropped
and resized. In step (2) those images resized to 96x96, become inputs to the modified
Biternion network which in turn yields the estimated orientation (angle in degrees), for
the person present in the image. Then in (3), from the estimated orientation for each
frame in a sequence of 4 frames, the movement trend is determined.

Fig. 6. Proposed methodology for the estimation of orientation and determination of the move-
ment trend of a person in the vicinity of a robotic industrial task. (1) Detection of people with
Pointnet from Depth images, (2) estimation of orientation with modified Biternion network, in
(3), the movement trend is determined in a sequence of 4 iterations (4frames).

Fig. 7. Orientation estimation and movement trend for a person in the vicinity of a robotic task
that does not represent a risk of collision.

If the trending of the person is moving in direction of the robot’s work volume
(between 75° and 105°), an alarm is activated in a graphic interface (developed to display
the performance of the approach) as effect. The alarm’s effect is whether “reduce speed”
or “stop” the robot, according to the values stipulated by the ISO/TS 15066 standard.
If -on the other hand-, the person tends to move in a direction that will not generate a
collision with the robot’s work-volume (and therefore with its task), then no alarm will
be activated (as can be seen in Fig. 7) and the process will begin again to the next 4
frames.
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5 Results

The ability of the proposed approach to effectively determine the movement trend was
evaluated with three groups of images, each group corresponding to one person (three
different people). As shown in Table 2, for the first person 131 orientation estimations
were obtained, 97 of them were correct with a representative precision of 0.7405. For
the second person, 136 orientation estimations were obtained, 76 of them resulted in a
successful prediction with a precision of 0.5588.

Table 2. Results obtained from the validation process.

Person 1 Person 2 Person 3

Confusion matrix 34/97 60/76 55/83

Accuracy 0.7405 0.5588 0.6014

Recall 0.7405 0.5588 0.6014

Precision 1 1 1

Finally, for the third person, 83 of the 138 orientation estimations orientations were
correct with a precision of 0.6014. In all cases, a precision greater than 0.5 was obtained
and variations are due to the differences in shape and size between people, which affects
the results obtained during the segmentation process (required for the algorithms tomake
a good estimation). These results are satisfactory compared to [51] and [14] in which
orientation is also estimated.

Fig. 8. Graphic interface for the proposed approach.

The graphic interface designed to display the results of the approach can be seen in
Fig. 8 (Orientation GUI), it explicitly presents the distance to the volume of the robot
(in meters), the estimated orientation angle for the detected person in the vicinity of the
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robot and an alarm constituted by a circle whose colors -like traffics lights- is green,
to indicate no collision risk between the person and the robot; yellow circle indicates
a possible collision and therefore the robot’s speed must be reduced according to the
ISO/TS 15066 standard. Finally, if the circle is red, the collision is intended as imminent,
and the robot’s task must be stopped.

6 Conclusions

In this paper an approximation that allows estimating the orientation and movement
trend of a person in the vicinity of a robotic industrial task is introduced, aiming to avoid
the collision between human and robot.

Prior to the development of the system a pre-trained saliency algorithm was used
for detecting relevant elements (mainly persons) in the RGB images. Then, a PointNet
person detector was trained with Depth images bymeans of the RGBD-DHaRIo dataset.
As the output of the saliency algorithm could be a person or equipment or even the robot,
the training of the PointNet network resulted a few affected with some false positives
in the detection of people (we decided that it was not enough to reprocess the training).
To estimate the orientation of the person detected, an orientation estimator based on
a modified Biternion network was trained with images of the same dataset, resized to
96x96. The system was evaluated by creating a graphic interface with a different set
of RGB-D images captured with a Kinect sensor. The predictability of the proposed
approach was evaluated with three groups of images (a different person for each group).
In all cases, a general precision greater than 0.5 was obtained.

Our approach contributes to compliance with safety regulations in activities that
involve safe human-robot interaction.
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Abstract. The present investigation presents an algorithm for fault
detection and classification in transmission lines using the Haar-type
wavelet mother transform. Voltage and current signals contain all the
information of the power system, therefore when a fault occurs in the
electrical power system, these signals present disturbances in their ampli-
tude, phase changes and presence of harmonics. Mathematically, all
mother wavelets respond with an impulse when there is an abrupt change
in the signals, this property allows to detect when a fault has occurred (in
the time domain). Experimental results have shown that with frequen-
cies above 100 kHz it is possible to detect a fault with 100% accuracy
by taking only 4 samples of the signal and applying the Haar wavelet.
The fault detection times vary between 0.31 ms and 1.15 ms and the fault
classification times vary between 0.94 s and 1.31 s.

Keywords: Fault detection (FD) · Fault-type classification (FC) ·
Fault location (FL) · Fault diagnosis · Wavelet transforms

1 Introduction

Power systems have been a fundamental part of human development since the
past decades; due to the complexity in these systems, there is always the possibil-
ity of unwanted currents and voltages (caused by disturbances in the network).
Power Quality in a power system is a study trend among researches mainly
because its study focuses on guaranteed the network operation closer to its sta-
bility margins [2,3].

Among the most common disturbances that can modify voltage and currents
to unwanted values, this research centres its analysis in faults. A fault is an
unexpected phenomenon that when occurred modifies the power system main
characteristics (voltage, current) and it modifies system reliability causing acci-
dents, damages to equipment and especially undesired blackouts. Over the years,
researchers have developed advances regarding fault detection, fault diagnosis,
and fault progression, which as a whole improves the system Power Quality [3,5].

In a power system, faults can be classified according to their physical nature
and how they are produced. Physical contact between transmission lines con-
ductors or between transmission lines and ground are the most common causes
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for faults in a power system. Specifically, in a three-phase power system, there
are four fault types: Single line to ground faults (LG), Line to line faults (LL),
Double line to ground faults (LLG) and three-phase symmetrical faults (LLLG
or LLL) [2,8].

When an electrical fault occurs in a power system, the consequences for the
end-user is the loss of reliability in electricity supply, which imposes economic
losses in households and businesses. The economic loss is produced due to dam-
age to equipment made with sensitive electronic circuits that are affected by
voltage spikes, spoilage of food that needs electricity for being kept under con-
trolled temperature conditions, wasted and unproductive time for workers with
temporarily stopped activities in factories or businesses [2].

Thus, faults diagnosis methods are always a subject of research and analysis,
which is the focus on the present paper. Regarding fault detection methods, the
following can be found in the literature review:

In [7] the detection method that the author proposes is a Fuzzy-neuro based
one, it is tested in 50 Hz 220 kV system and it analyzes fault current and various
voltage samples. This method is based on back-propagation and fuzzy control
theory, the high harmonic components are removed via FFT and as results, the
fault detection is done in less than 10 ms.

In [10] the fault is detected through a method that is based on the Discrete
Wavelet Transform and Artificial Neural Networks, it is tested in 60 Hz 230 kV
system and it analyzes current and voltage signals. This method normalizes
voltage and currents signals to values in a range from -1 to 1 and a Wavelet Db4
is implemented. This method can obtain an accuracy of 100% for fault detection
and a 99.83% accuracy for fault classification.

In [13] the fault is detected through a method that is based on linear discrim-
inant analysis (LDA) and Wavelet transform. The algorithm is tested in 50 Hz
400 kV system and it analyzes only current signals. This method uses Wavelet
transform to process the current samples up to three levels then the relays are
set-up to 90% of the transmission line. This method can obtain 100% of accuracy
for both fault detection and fault classification.

In [6] the author uses Superimposed sequence components based integrated
impedance (SSCII). The algorithm is tested in 50 Hz 400 kV system and it ana-
lyzes current and voltage profiles at the beginning and end of the transmission
lines. This method is reliable for low and high resistance faults and the algorithm
is suitable for high-speed communication channels. This method can detect the
fault in less than 20 ms.

Henceforth, this article is organized as it follows. Section 2 presents the for-
mulation of the problem. Section 3 presents the results. Section 4 analyzes the
results of the model and its simulation. Finally, in Sect. 5 presents this research
conclusions.

2 Problem Formulation

Different works regarding methods for detection, classification and localization
of faults are of great interest to researchers. These areas of study usually require
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advanced data signal processing, which translates as considerable time process-
ing. Nowadays, thanks to current computing power, it is possible to use advanced
techniques of signal processing, artificial intelligence, machine learning, global
positioning systems and communication systems and getting results in a frac-
tion of the time it would be required years ago. Thus, allowing researchers to
carry out studies in greater detail and depth, improving traditional techniques
used in electrical protection systems.

Measurement data is acquired by current transformers, intelligent electronic
devices or phasor measurement units, depending on the measurement equipment
there are restrictions on the transmission rates determined by the technology
used by the measurement equipment. After data is acquired, the next difficulty
the researcher has to deal with is the processing of a large amount of information
collected.

As for measured signals, researches centre their focus in current and voltage
signals, because they allow identifying the vast majority of characteristics from
the electrical power system and the nature of its faults. Finally, there are restric-
tions related to telecommunication system itself. Even though the current and
voltage signals have all the information about the electrical power system, it is
impossible to frame all fault types that exist in the electrical power systems in
a set of rules and criteria.

There are various techniques to extract information from electrical signals,
for example, information about their fundamental frequency component and the
harmonic components can be extracted from the signals in the time domain. It
is important to take into consideration the data dimension since a large size of
data can decrease the performance of the algorithms, however, it also provides
more accurate results in the detection, classification and location of faults.

Among the most used techniques to detect faults in a power system, the most
common approach consists in sensing small changes in electrical signals (usually
current). For this purpose, the mathematical tools apply are Fourier transform,
wavelets and transformed into S domain.

This methodology is used by protection equipment in electrical power sys-
tems. The Fourier transform is applied in half-cycles or complete cycles, the
difference between one and the other is the time it takes for the equipment to
detect a fault. For example, if the fault occurs at the beginning of the positive
edge using the complete cycle the algorithm will take (1/50) or (1/60) s, on the
other hand, if the transform is applied in every half cycle the algorithm will take
(1/25) or (1/30) s.

The fault detection based on the extraction of characteristics of the signals
is one of the most used techniques, fault detection is the first task carried out
by the protection equipment, followed by the fault classification and finally the
fault location. Dependent or independent methods can be used for the detec-
tion, classification and location of electrical faults in transmission lines. The
fault detection must have a high degree of reliability and discriminate an elec-
trical fault from other power systems defects, allowing the safe operation of the
protections.
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Fig. 1. Electrical fault in power system

Nowadays the process to transform analogue signals to digital signals is car-
ried out by several secondary smart digital devices knows as Phasor Measurement
Unit (PMU), these devices perform several tasks as controlling, metering, pro-
tecting, supervising and communicating with other modules of the system. The
large amount of data that is acquired by sensors installed in the different points
of the electrical network produces a large consumption of energy, however, this
consumption is necessary in order to process information as a consequence of
the large volume of data traffic [9].

For the present study, the IEEE 39-bar model has been selected as a case
study. This is a model that shows the arrangement of a transmission line and
it is widely used in the study of electrical power flows and fault analysis as
well. A fault in a circuit is any kind event that interferes with the normal flow of
current. Most transmission line failures are caused by lightning strikes that result
in opening insulators. The high voltage between a conductor and the grounded
tower that supports it causes ionization, this phenomenon provides a path to
ground to atmospheric discharge. Additionally, when switches are opened to
isolate the failed portion of the line from the rest of the system, this system
condition interrupts current flow in the ionized path, thus allowing de-ionization
in the circuit.

Generally, in transmission lines operation, a re-connection of the switches is
highly successful after a fault. In Fig. 1, the red line shows the presence of a fault,
this event will generate several post fault voltage and current signals which will
be used later as the base of the signal reconstruction.

Algorithm 1 presents the steps to detect faults; the signals can be current or
voltage. The first step is to acquire the signals, which would simulate acquiring
data from a CT or PT. In the second step, four samples are taken from the
signal, that is, we compare the present sample with three past samples and
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apply the Haar level one wavelet transform. Step 3 extracts the characteristics
of the coefficients. When applying the wavelet transform, the coefficients contain
half the data as the original, therefore in step 4, the coefficients are interpolated
until the dimension of the signal is obtained from the original. Finally, in step 5,
the maximum value is searched, it indicates the time when the fault starts. The
amplitude of a fault must be greater than a threshold established based on the
electrical power system. Finally, the value of the fault time and the amplitude
are saved.

Algorithm 1. Fault detection
1: Step 1: Acquire data from .csv file
2: OS = load(′filename.csv′)
3: Step 2: Wavelet coefficients calculations
4: for i = 1 : length(OS)
5: [c, l] = wavedec(OS(1 : 4), level, wavelet type)
6: Step 3: Extract detail coefficients
7: d1 = detcoef(c, l, level);
8: Step 4: Interpolation using FFT method
9: FD = interpft(d1, 2 ∗ length(d1));

10: Step 5: Finding of Maximum values and comparison with established limits
11: MV = max(abs(FD))
12: if MV > threshold
13: TF = i + 1
14: AF MV
15: end
16: end

In order to investigate all the possibilities, the 11 possible types of failures
that can occur in transmission lines are simulated; as a consequence, it has been
verified that the results obtained and validated in a three-phase fault include the
signals of the remaining 10 types of failures. The three-phase fault produces an
electromagnetic phenomenon that can be evidenced in the current and voltage
signals that are recorded by the PMU phasor measurement units at both ends.

Algorithm 2 allows to identify the type of failure, in TF the instant in which
a fault occurs is saved; if there is no fault TF saves the value of zero. In the
first step, the TF values that are zero are replaced by NaN, then the position
of the minimum value and the TF mode are searched, these two values are used
to discriminate if it is a fault or is a disturbance produced by a fault in another
phase. A threshold must be established, the values entered within this parameter
indicate that the phase is in failure. Finally, a comparison is made to establish
the type of failure and the phases that the failure presents.
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Algorithm 2. Fault classification
1: Step 1: Replace zeros by NaN
2: TF (TF == 0) = NaN
3: Step 2: Finding minimum value and mode
4: [Am,Bm] = min(TF )
5: [AM,BM ] = mode(TF );
6: Step 3: Finding values within the threshold
7: amax = max(AF ) ∗ 0.45
8: [row, col] = amax > (max(AF ) − AF )&amax <= (max(AF ))
9: [C,D] = size(col)

10: Step 5: Fault Classification
11: if D == 1
12: Single − phase fault
13: phase col(1)
14: end
15: if D == 2
16: if BM == 1
17: Single − phase fault
18: phase Bm
19: else
20: Two − phase fault
21: phase col(1)
22: phase col(2)
23: end
24: end
25: if D == 3
26: cont = 0;
27: if BM == 1 && Bm == 1 && Standarddeviation (TF ) > 0.6
28: Single − phase fault
29: phase Bm
30: cont = 1;
31: end
32: if BM == 1&& Bm == 2 &&Standarddeviation (TF ) > 0.6
33: Single − phase fault
34: phase Bm
35: cont = 1;
36: end
37: if cont == 0
38: Three − phase fault
39: end
40: end

3 Results

Based on the experiments carried out, it has been verified that the minimum
sampling frequency should be 100 kHz, this, by considering that the measurement
equipment today can achieve sampling rates of up to 1 MHz, processing data
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every microsecond at 18 bits of resolution, for example, the SEL-T401L relay
with response times from 1 ms to 5 ms.
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Fig. 2. Time signals, frequency spectrum, DCT index for both current and voltage

The fault detection is carried out by taking at least 4 samples of the signal
(current or voltage), this allows to improve detection times since many algo-
rithms perform the detection for each cycle or in the best of cases every half
cycle. In other words, with a sampling rate of 100 kHz, there are 1666 samples
per cycle at a network frequency 60 Hz and 2000 samples per cycle at a network
frequency 50 Hz. At 100 kHz, each sample is acquired every 10µs, thus measuring
the 4 minimum samples for fault detection will take 40µs. To test the effective-
ness of the algorithm, the model has been tested on the 11 types of faults with
resistances varying from 0 Ω to 20 Ω using the IEEE 39 bars test model. Finally,
the computer equipment used in the experiment development has the following
characteristics: Processor (Intel (R) Xeon (R) E-2176M CPU @ 2.70 GHz), and
64 GB RAM.

In Fig. 2, top left corner, the three-phase current signals taken from Bus 4 are
shown, and it is noted that there are a phase and magnitude disturbance. The
frequency spectrum that is the result of the electrical fault is shown in Fig. 2 top
centre. In this figure, the frequency with greater amplitude is the fundamental
one 60 Hz, however, new frequency components have been included due to the
electrical failure.
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In Fig. 2 d, the voltage signal presents phase disturbances and magnitude
decrease. The frequency spectrum that is the result of electrical fault is shown
in literal e. In this figure, also the frequency with greater amplitude is the funda-
mental one 60 Hz, however, new frequency components have been included due
to the electrical failure. In part f, the discrete cosine transform is shown, it can
be seen that the energy of the signal is concentrated in a few data allowing to
create a sparse matrix.
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(c) Phase T without fault

Fig. 3. Single phase fault at phase R

Figure 3 shows the voltage signals in three phases R, S and T. It can be seen
that the fault occurs in a single phase because the voltage in the R phase reduces
its magnitude. The S and T phases present disturbances due to the failure in the
R phase; it is evident that the voltage magnitudes in these two phases increases
due to the response of the system to maintain the supplied power. It is important
to consider that the fault detection method must have the ability to discriminate
a fault from a possible disturbance since the protection equipment must open
only the faulty phase.

Figure 4 shows the response of the wavelet Haar level 1 transformation. It
can be noted that in steady-state, the response of the wavelet does not present
any alterations. However, when a failure or disturbance occurs, it can be visu-
alized how an impulse is created at the exact moment of the abrupt change on
the signal. The amplitude of the response of the wavelet in steady-state varies
between 0.002 and 0.005 [up]; when a fault occurs the amplitude of the impulse
varies between 0.08 and 0.18 [pu] and when a disturbance occurs the amplitude
of the impulse varies between 0.045 and 0.055 [pu]. To discriminate a fault from a
disturbance, a threshold is set and a comparison is made between the amplitudes
obtained.

Figure 5 shows the frequency vs. time representation in a single-phase fault.
When the voltage or current signals are in steady-state, there is only the fun-
damental frequency as it is shown in the red boxes. When a fault occurs as
in Fig. 5a, several additional frequencies are created apart from the fundamen-
tal, each with a different amplitude and with a different duration in time, in
addition, it can be noted that the fundamental frequency disappears. Figure 5
Literals b and c show that for the other two phases, frequencies are added at the
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(c) Wavelet transform in
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Fig. 4. Wavelet transform applied in a single phase fault scenario

same instant when the fault occurs in phase R, but the fundamental frequency
does not disappear. Therefore it is possible to discriminate from a fault and a
disturbance by simply analyzing the frequency response of the signal.
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Fig. 5. Single phase R fault, frequency vs time analysis

Figure 6 shows the voltage signals in three phases R, S and T. It can be seen
that the fault occurs in two phases, specifically in phases R and T because their
voltage reduces their magnitude. S phase presents disturbances due to the failure
in phases R and T; in this phase, the voltage magnitude increases its value due
to the response of the system to maintain the supplied power.

Figure 7 shows the response of the wavelet Haar level 1 transformation
applied to a two-phase fault. For the phases R and T (fault condition), the
amplitude of the response of the wavelet varies between 0.14 and 0.15 [pu].
While phase S that does not experience any fault has an amplitude of 2.6×10−3

[pu].
Figure 8 shows the frequency vs. time representation in a two-phase fault

scenario. When the voltage or current signals are in steady-state, there is only
the fundamental frequency as it is shown in the red boxes. When a fault occurs
as in Fig. 8 a and c, several additional frequencies are created apart from the
fundamental, each with a different amplitude and with a different duration in
time, in addition, it can be noted that the fundamental frequency disappears.
Figure 8 Literals b shows that for the S phase (no-fault), frequencies are added at
the same instant when the fault occurs in phases R and T, but the fundamental
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0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time [s]

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de
 [p

u]

(b) Phase S without fault
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(c) Fault in phase T

Fig. 6. Two phase fault, R and T phases
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(c) Wavelet transform in
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Fig. 7. Wavelet transform for a two phase fault scenario

frequency does not disappear. Therefore, in this scenario, it is also possible to
discriminate from a fault and a disturbance by simply analyzing the frequency
response of the signal.
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Fig. 8. Two phases R and T fault, frequency vs time analysis

Figure 9 shows the voltage signals in three phases R, S and T. It can be seen
that the fault occurs in the three phases. In this scenario, phases R, S and T
reduce their respective voltage magnitude which of course occurs due to the fault
in the three phases.

Figure 10 shows the response of the wavelet Haar level 1 transformation
applied to a three-phase fault. For all the phases, R, S and T, the amplitude
of the response of the wavelet varies between 0.08 and 0.2 [pu].

Figure 11 shows the frequency vs time representation in a three-phase fault
scenario.
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(b) Fault in phase S
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(c) Fault in phase T

Fig. 9. Three phase fault
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(c) Wavelet transform in
Phase T

Fig. 10. Wavelet transform for a three phase fault scenario

When the voltage or current signals are in steady-state, there is only the
fundamental frequency as it is shown in the red boxes. When a fault occurs as
in Fig. 11 a, b and c, several additional frequencies are created apart from the
fundamental, each with a different amplitude and with a different duration in
time, in addition, it can be noted that the fundamental frequency disappears.
Therefore, in this scenario, it is also possible to discriminate from a fault and a
disturbance by simply analyzing the frequency response of the signal.

Fres = 547.2804 Hz, Tres = 4.69 ms
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(b) Phase S (with fault)
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(c) Phase T (with fault)

Fig. 11. Three phases fault, frequency vs time analysis

4 Analysis of Results

Table 1 summarizes the results from this work for fault detection and classifi-
cation in transmission lines for the proposed case of study (IEEE 39 bus-bar
transmission system). The precision of the algorithm developed for fault detec-
tion is 100%, however, it is important to take into consideration that when there
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is a fault in a single-phase and depending on the fault resistance, disturbances
may occur in the other two phases of the system.

Table 1. Fault detection results achieved in this research

Present work summary

Fault type Absolute error
phase R

Absolute error
phase S

Absolute error
phase T

Single-phase 0 Ω 0 2.20E−05 2.20E−05

Single-phase 5 Ω NFD NFD 4.20E−05

Single-phase 10 Ω NFD 3.10E−0.5 NFD

Single-phase 20 Ω 2.10E−0.5 NFD NFD

Two-phase 0Ω 0 0 NFD

Two-phase 5Ω 6.20E−05 NFD 6.20E−05

Two-phase 10Ω NFD 3.10E−0.5 3.10E−0.5

Two-phase 20Ω 1.42E−0.4 1.22E−0.4 NFD

Three-phase 0Ω 0 0 5.00E−06

Three-phase 5Ω 2.120E−04 2.22E−05 2.20E−05

Three-phase 10Ω 1.220E−04 1.12E−05 2.12E−05

Three-phase 20Ω 1.64E−04 1.42E−04 2.92E−04

As a consequence, Table 1 shows that when a single-phase fault occurs, the
fault is also detected on the other two lines. The results also indicate when there
is no fault detected (No fault detected NFD).

Table 2. Fault detection times achieved in this research

Present work summary

Fault type Detection time
phase R

Detection time
phase S

Detection time
phase T

Single-phase 0 Ω 0.382E−03 0.411E−03 0.3350E−03

Single-phase 5 Ω 0.338E−03 0.356E−03 0.335E−03

Single-phase 10 Ω 0.362E−03 0.315E−03 0.373E−03

Single-phase 20 Ω 0.417E−03 0.296E−03 0.290E−03

Two-phase 0Ω 0.374E−03 NFD 0.338E−03

Two-phase 5Ω 0.366E−03 NFD 0.348E−03

Two-phase 10Ω NFD 0.373E−03 0.336E−03

Two-phase 20Ω 0.387E−03 320E−03 NFD

Three-phase 0Ω 0.345E−03 0.312E−03 0.2831E−03

Three-phase 5Ω 0.322E−03 1.477E−03 0.3171E−03

Three-phase 10Ω 0.467E−03 0.344E−03 0.619E−03

Three-phase 20Ω 0.316E−03 0.278E−03 0.567E−03
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Table 2 shows the time in milliseconds that takes for the algorithm to detect
a fault in the test system. Table 3, shows the time in seconds that takes for
the algorithm to classify a fault according to its type. This fault classification
algorithm has an accuracy of 100%.

From the literature review in Sect. 1, the best results achieved in previous
works with similar methodologies are summarized in Table 4.

As it can be seen in Table 4, previous works were able to accomplish high
accuracy for fault location or fault classification, however, it is also important
to analyze how long did it take for those research works to accomplish those
results.

From Table 4, the best results for fault detection achieved were 99.7% and
100% accuracy with detection times that varied from 10 ms to 20 ms. In this
research with the algorithm developed, it was possible to achieve 100% accuracy
for fault detection in all the analyzed scenarios and the best detection time was
0.278 ms which is by far better than previous works.

Table 3. Fault classification times achieved in this research

Present work summary

Fault type Fault classification
time

Phases with
electrical fault
(proposed scenario)

Fault classification
results

Single-phase 0 Ω 0.98387 R R

Single-phase 5 Ω 1.64782 S S

Single-phase 10 Ω 0.86177 T T

Single-phase 20 Ω 1.08435 R R

Two-phase 0Ω 0.90893 R, T R, T

Two-phase 5Ω 0.89210 R, T R, T

Two-phase 10Ω 0.93385 S, T S, T

Two-phase 20Ω 0.93911 R, S R, S

Three-phase 0Ω 0.97855 R, S, T R, S, T

Three-phase 5Ω 0.93298 R, S, T R, S, T

Three-phase 10Ω 0.90478 R, S, T R, S, T

Three-phase 20Ω 0.92153 R, S, T R, S, T

Following the results from Table 4, the best results for fault classification
achieved were 97%, 99% and 100% accuracy with classification times that varied
from 6 ms to 10 ms. This research achieved 100% accuracy for fault classifica-
tion in all the analyzed scenarios and the best detection time was 0.86177 s. By
analyzing both parameters, accuracy and classification time, this work exceeds
previous ones.
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Table 4. Fault detection and classification best results in literature review

Best Results from previous works: Fault detection

Technique Accuracy Detection times

Wavelet and Fuzzy-neuro based [12] High but not 100% 10 ms

Discrete Wavelet transform and Artificial
Neural Networks [11]

100% Not specified

Wavelet transform and a self-organized
artificial neural network, [4]

99.7% Not specified

Best Results from previous works: Fault classification

Technique Accuracy Detection times

Back-propagation network classifier [1] 99% Not specified

Fuzzy-logic and WT based method [14] 99% 10 ms

5 Conclusions and Future Works

Among the different types of electrical faults in a transmission system, single-
phase faults are the easiest to detect because the amplitude of the wavelet trans-
form response is large compared to the response of two-phase and three-phase
faults. Therefore, the algorithm thresholds must be set depending on the specific
electrical power system and as a function of the three-phase system responses.

The minimum sampling rate required for correct fault detection and classi-
fication is 100 kHz, with lower frequencies, it has been found that the error in
both detection and classification increases and is not reliable.

Finally, it has been found that the algorithm is 100% reliable in both detec-
tion and classification with response times in detection of less than 1 ms and
response time in the classification of around 1 s.
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Abstract. The automatic recognition of weather in images has many
important applications in different fields, such as: land and air traffic con-
trol, autonomous vehicles, road safety warnings, crop control, improve-
ment of images taken in outdoor areas, among others. Despite the great
applicability, this field of study has not yet been explored in detail,
primarily due to the great challenge and difficulty involved in extract-
ing deterministic features for each type of weather. Several works have
focused their efforts on designing binary classifiers that allow determin-
ing just two classes. A difficulty lies especially in the fact that the tar-
get classes are not completely exclusive in an image. Different classes
can share the same features. Another difficulty that previous work has
faced is the need for a large number of labeled images to model the
various weather states. In this work, we propose an approach called
self-supervised deep learning applied to weather recognition in order to
reduce the requirement of the huge amount of labeled images. Our archi-
tecture, a ResNet-50 implementation, is responsible for obtaining the
representations of each unlabeled image with a self-supervised approach
for both pre-training and fine-tuning steps. It has been used transfer
learning for sharing the architecture between these steps. Our results
reached an average accuracy of 0.8833. Based on this result, it can be
concluded that self-supervised learning is a convenient solution to obtain
high performance in the weather recognition task from digital images.

Keywords: Weather recognition · Self-supervised deep learning ·
Residual learning · Transfer learning · Fine tuning

1 Introduction

The weather’s state is one of the most important variables to be considered
when deciding on doing one activity or another. It is so important that it can
even influence our mood and the consequences that derive from it. Knowing
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the different weather states in relation to the time has allowed to determine
the biodiversity of species, ecosystems, and natural places generated from them.
Places can be habitable or completely uninhabitable due to the weather [1].
Technological advances have initially allowed the design of analytical systems
that seek to predict the state of the weather based on historical information
on the behavior of the weather over time using variables such as temperature,
atmospheric pressure, winds, humidity, and precipitation.

Currently, with the advancement of machine learning for automatic image
processing, it has been possible to model the state of the weather based on
graphical data extracted from training images containing the different weather
states: cloudy, foggy, rainy, shine and sunrise [18]. These models have allowed
solving problems ranging from approaches as simple as walking or riding a bicycle
in a city to more complex solutions such as autonomous driving assistants [8].

According to the authors in [19], rainstorms, blizzards, and fog are three
kinds of the most studied extreme weather. Figure 1 shows four types of extreme
weather conditions from the Multi-class Weather Dataset(MWD) [18], which will
lead to reduced visibility and friction coefficient of road, resulting in tremendous
potential dangers. For that reason, automatically recognizing weather is essential
for many applications, such as highway traffic condition warnings, automobile
auxiliary driving, climate analysis, and so on.

Fig. 1. Extreme weather conditions from the MWI dataset [18]

Many approaches and methodologies have been proposed in the field of
weather recognition, like multitask learning [9], dictionary and multiple kernel
learning [18], convolutional neural networks, and others. All these approaches
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have a problem balancing the efficiency of the solution and the number of images
required to train the algorithm in a supervised model.

Training a model with a fully deep learning supervised approach requires
a synergistic effort to obtain adequate and especially correctly labeled training
images that allow the algorithm to learn. The training images require the max-
imum amount of, making it very difficult to apply deep learning when labeled
data is scarce, as in the case of weather recognition. It varies by case, but in most
cases, training a deep learning model requires thousands, hundreds of thousands,
millions, even billions of training images to learn accurate representations of the
images [7].

Once the training images difficulty is solved, another common problem in
Deep Learning approaches is the well known vanishing/exploding gradients,
which is a cause of increasing the depth of a deep learning model. It is essential to
understand that the network depth is of crucial importance. The leading results
in the ImageNet challenge [12] implement “very deep” models with a depth of
sixteen to thirty stacked layers [16]. The degradation problem is attributed to
an increased depth while the accuracy gets saturated. This is not caused by
overfitting, and while adding more layers the training and test errors get higher
(See Fig. 2).

Fig. 2. Training and test errors in plain deep networks [6]

In this work, we will deal with the weather recognition problem focused
on five weather types: cloudy, foggy, rainy, shine and sunrise. To extract rel-
evant information from the training images, we follow a “very deep” neural
network architecture following a ResNet-50 implementation for a self-supervised
pre-training and a supervised fine tuning.

The rest of this paper is organized as follows. Section 2 provides fundamental
details of related works. In Sect. 3, the datasets and the method are described.
Next, results, a comparison with other works, and a discussion are stated in
Sect. 4. Finally, some conclusions are presented in Sect. 5.
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2 Related Works

In [18], the authors propose a method to classify the weather among sunny,
rainy, snowy, and haze images. The method is based on multiple weather fea-
tures, learning dictionaries, and kernel learning algorithm. Sky, shadow, rain
streak, snowflake, and dark channel are extracted as local characteristics. These
features are processed using several algorithms, for example, shadow and rain
are represented using Histogram of Gradient (HOG), snowflake is described as
a kind of noise. Then, multi-feature and class specific dictionaries are created.
However, the dictionaries are shared for all weather classes. Finally, the decision
is performed by feature fusion. The multiple kernel learning approach is used to
obtain the best weights for all features. The proposal was evaluated using their
own public dataset, Multi-class Weather Image (MWI), which is composed of
20K images. The method performance was 0.7139 on the accuracy average.

Images can also be associated with other rich image-weather association
data, like temperature and humidity. In [3], the authors associate visual data
with heterogeneous metadata to build a more robust weather classifier to esti-
mate weather properties from single images. The authors target the properties:
weather types (sunny, cloudy,snowy, rainy, and foggy), temperature (between
−25 ◦C and 45 ◦C), and humidity (between 0% and 100%). Regarding weather
types, the proposal computes several features and creates a random forest clas-
sifier. This proposal was trained and tested using Image2Weather dataset. It
is a public dataset, and the whole targets obtained in this work are included
on its website. The results report 0.766 on average accuracy classifying weather
types. Other interesting work presented in [8], achieved an accuracy of almost
90%, training a CNN model with the Image2Weather dataset which consists of
more than 180000 images of global landmarks of four weather categories, such as
sunny, cloudy, rainy, snowy, and foggy. They introduce a framework of parallel
deep CNN models to recognize weather and visual conditions from street-level
images of urban scenes using four deep CNN models to detect dawn/dusk, day,
night-time, glare, rain, snow, and fog.

The implemented models refer to: 1) NightNet detects the differences between
dawn/dusk, day and night-time. It aims to understand the subtleties of street-
level images despite the dynamics of weather conditions and urban structure,
2) GlareNet detects images with glare regardless of its source (sun or artificial
light) for both dawn/dusk, day and night-time of various weather conditions.

Different network architectures have been proposed to face image recogni-
tion in general tasks. They have been divided into two general groups: plain
and residual architectures. As plain network implementation, we can mention
the VGG nets [15] with convolutional layers mostly of 3× 3 filters. These imple-
mentations follow two simple design rules: (i) for the same output feature map
size, the layers have the same number of filters; and (ii) if the feature map size
is halved, the number of filters is doubled to preserve the time complexity per
layer. Figure 3 illustrates the general groups for different network architectures.

Residual Learning methods have achieved the highest results in the Imagenet
Dataset challenge [12]. Residual Learning asymptotically approximates residual
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functions in the form, H(x)−x, where x denotes the inputs in the first layer and
H(x) represents the underlying mapping function for some stacked layers. So
rather than approximate H(x), this layers will approximate F (x) := H(x) − x.
The original function thus becomes F (x)+x(1). This way, if adding more layers
as identity mappings, a deeper model should have a training error no greater
than its shallower counterpart.

In experiments, Fig. 4, it has been shown that the learned residual functions
in general have small responses. It suggests that identity mappings provide rea-
sonable preconditioning.

y = F (x,Wi) + x (1)

To reduce the amount of labeled samples, a method called self-supervision
has been proposed, which is one of the most future promising frameworks that
improve the accuracy of the prediction models, not only for image recognition
tasks, also for time-series signals recognition [13]. For image processing, in [4], it
was achieved 85% top-1 accuracy by using only the 10% of the Imagenet data.
Common image transformations or corruptions (see Fig. 5) have been applied to
generate the auto labeled data [11], like: Gaussian Noise, Shot Noise, Impulse
Noise, Defocus Blur, Frosted Glass Blur, Motion Blur, Zoom Blur, Snow, Frost,
Fog, Brightness, Contrast, Elastic, and Pixelate.

These transformations have been tested for image classifier robustness. It
standardizes and expands the corruption robustness topic while showing which
classifiers are preferable in safety-critical applications. It also evaluates perfor-
mance on common corruptions and perturbations, not worst-case adversarial
perturbations.

Self-supervised learning has also been proved to be successful in other criti-
cal tasks like medical image classifications. The authors in [2], introduce a novel
Multi-Instance Contrastive Learning framework that uses multiple images of the
underlying pathology per patient case for medical image classification. In this
work, three steps are proposed: (1) supervised pretraining on a large labeled
dataset such as ImageNet. (2) self-supervised pretraining using contrastive learn-
ing on unlabeled data. (3) Supervised fine-tuning on labeled medical images.

Finally, the study of transfer learning (see Fig. 6) also assumes significance
for this study as it is motivated by the fact that people can intelligently apply
knowledge learned previously to solve new problems faster or with better solu-
tions [10].
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Fig. 3. Example network implementations for image recognition [6]
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Fig. 4. Standard deviations(std) of layer responses on CIFAR-10 [6].

3 Materials and Method

3.1 Dataset

The data was extracted from the public dataset called weather dataset [5], which
is available and was used for other weather recognition studies. This data was
analyzed, pre-processed, and then fed to the artificial neural network for the
self-supervised pre-training task. This dataset contains 300 training images for
each class: cloudy, foggy, rainy, shine, and sunrise, along with other 30 images for
testing and validation. These images are in different sizes and utilize the RGB
model for the color description. The images need to be resized to an input size
of 224 × 224 × 3 to have the required size for the ResNet architecture. These
images will be applied to common transformations as shown in Fig. 5 in order
to build a binary classifier model. In the first step, the model must learn to
distinguish if an image was previous transformed (class 1) or not transformed
(class 0). To discriminate between these two classes, the model must extract
some general features of each image. In this step, it does not matter which real
class the image belongs to. It is just a pre training step.

Once the self supervised model is pre-trained, it needs a fine tuning process
for which we used other random images from a different weather public dataset
called Multi-Class Images for Weather Classification [14]. From this dataset, we
extracted 200 random images for each class for the fine tuning and 100 other
random were used for validation.



168 D. Acuña-Escobar et al.

Fig. 5. Common image transformations [11]

Fig. 6. Traditional machine vs transfer learning

3.2 Method

Figure 7, shows a general overview of our proposed method, which is composed
by three main features: pre-training, transfer learning and fine tuning.

We implemented a residual learning architecture with 50 layers depth as sug-
gested in [6]. Residual learning minimizes the gradient vanishing problem which
is common while training. Deep neural networks uses shortcuts connections or
identity mappings to connect the features in the building blocks (see Fig. 8a).
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Fig. 7. General overview of the proposed method

Fig. 8. Residual learning: a) building block [6] b) SE-ResNet block [7] c) RegNet block
[17]

One variation made to the default ResNet architecture is adding Squeeze and
excitation blocks (SE) [7], which aim to improve performance and increase model
complexity. SE blocks adaptively recalibrate channel-wise feature responses by
explicitly modeling interdependencies between channels (see Fig. 8 b). Finally, we
added a regularization module [17], to capture the spatio-temporal dependency
between building blocks while constraining the speed of parameter increasing
(see Fig. 8).
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For each residual function, in the ResNet 50 implementation (see Fig. 9), it is
used a stack of 3 layers. The three layers are 1×1, 3×3, and 1×1 convolutions,
where the 1×1 layers are responsible for reducing and then increasing dimensions,
leaving the 3 × 3 layer a bottleneck with smaller input/output dimensions.

Fig. 9. ResNet architectures [6]

Our proposed method includes three stages: preprocessing, pre-training, and
fine tuning.

Preprocessing. All the images in the dataset have different sizes, and each of
them was cropped randomly to a size of 224 × 224 × 3 to fit the input layer
size. At the same time, the images were transformed and tagged accordingly.
Labels transformed and not transformed were used in this step. Finally, all the
images were saved in a single file with extension .h5. Figure 10 shows some
transformations applied to all the images for the self-supervision pre-training.

Pre-training. Pre training a self-supervised model includes using the image
common transformations [11]. It allows the model to learn and predict if an image
is transformed or if it is not. This step is implemented as a binary classification.
Image is transformed class 1 and image is not transformed class 0. Here we use
the ResNet-50 architecture implemented. Figure 11 shows the architecture and
the results for the binary classification pre-training.
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Fig. 10. Transformations applied

Fig. 11. a) Pre training network. b) Pre training process

Fine Tuning. We fine tuned the model using 200 random labeled images for
each weather class. Transfer learning is used at this stage, so we can reuse part of
the pre-trained model and just change the dense layer for using the real weather
classes. Figure 12 shows the process for the fine tuning.

4 Results and Discussion

The model was implemented in python, and using the TensorFlow machine learn-
ing framework from Google. It was tested in three different hardware for getting
the best hyperparameters such as: epochs, batch size, learning rate, performance
metrics, and execution time. In most cases, it took three days for pre-training
the model and six hours for the fine tuning.
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Fig. 12. Fine tuning process

– 64 GB ram, i7 cpu, Ubuntu.
– 32 GB ram, 8 GB GPU, i7 cpu 4 vCPUs, Windows 10.
– azure virtual machine: 32 GB ram, 4 vcpus, Ubuntu.

We used the confusion matrix (see Fig. 13), to demonstrate the results
obtained by our proposed method in the validation predictions. Then, we calcu-
late precision, recall and F1 to measure the performance of our algorithm, see
Table 1.

Fig. 13. Validation confusion matrix

The experiments achieved an average accuracy of 88%. It is graphically
reported in Fig. 12. Table 2 shows a comparison with other related works that
have been detailed in a previous section.

As shown below, the results obtained by our proposed method improve the
results obtained by other related works that focused on fully supervised methods,
considering that we drastically reduced the number of labeled images used in the
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Table 1. Metrics obtained by our experiments

Cloudy Foggy Rainy Shine Sunrise

Precision 09 0.85 0.85 0.89 0.87

Recall 0.86 0.85 0.86 0.9 0.89

F1 0.88 0.85 0.86 0.86 0.88

Table 2. Performance of the proposed method and other works

Method Year Classes Accuracy

[18] 2016 Sunny, rainy, snowy, haze 0.7139

[3] 2017 Sunny, cloudy, snowy, rainy, foggy 0.7660

Proposed self-supervised 2021 Cloudy, foggy, rainy, shine, sunrise 0.8833

training stage and were faced with a great limitation in computational resources.
Our results can be further improved by solving the hardware issues to be able
to do a pre-training with a multi-class approach instead of adopting a binary
classification.

5 Conclusions

In this research work, a convolutional neural network has been implemented
with the addition that it is not fully supervised and it introduces self-supervised
learning.

Experiments showed that pre-training a model with self-supervised learning
can help achieve better results compared with some related works about weather
recognition with fully supervised training.

The results achieved are promising. However, it is necessary to recognize that
more computational resources are fundamental in order to derive a convenient
model. It is really important to plan the resource requirements when training
with big images since it might require high physical memory availability.

The network architecture should consider the size of the images and the
computational resources available to get good training and validation results.

In view of the above, there are several suggestions for future works. Among
them, it is required that the model grows and self-learns using a greater number
of rotations. Images can be included from other datasets in the self-supervised
learning phase to find a more generalized solution and to evaluate the model
with a higher number of images.
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Abstract. Pattern recognition is a prominent area of research in com-
puter vision, where different methods have been proposed in the last 50
years. This work presents the development of a Python API to identify
the result of two six-sided dice used in the game called “Craps” as a no-
controlled environment to help visually impaired people. The software
is structured in four stages. The first one is capturing images through a
device with a digital camera connected to the web via IP address. The
second stage corresponds to the captured image processing; it is necessary
to establish a standard image size and resize and equalize the digitized
image. The third stage seeks to segment the object of study by artificial
vision techniques to identify the result of the dice after being thrown.
Finally, the fourth stage is to interpret the result and play it through
a speaker. The expected possible result is a system that integrates the
four stages mentioned above through an intuitive and accessible low-cost
Python API, mainly aimed at visually impaired people.

Keywords: Craps game · Visually impaired people · Non controlled
environment · Python API · Artificial vision techniques · Image
processing

1 Introduction

Human beings acquire information from the environment through the senses,
from which sight is one of the most important. The impairment or absence of
this sense generates a disadvantage for the individual in their daily life.

Craps is one of the most played games by people of all ages. Due to the game’s
characteristics, blind people cannot play, generating a problem of exclusion that
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inhibits this part of the population from accessing this type of recreation or
social interaction.

Many proposals have been developed with similar objectives and using differ-
ent techniques or tools to ensure the implementation of each project. In [4], an
approach to identify cards and count chips in a poker game environment is pre-
sented, using Template Matching as their chosen computer vision technique. A
system of automatic recognition of a deck card located on a table was developed
in [10]. The focus, in this case, is to assist blind people in the game of chance
called “forty”. The k-means algorithm was used, and the data set was obtained
under controlled lighting conditions. In [11], machine learning is used to classify
card images by suit and number, for which a model is trained using Tensor-
Flow (Python) to detect the card suit and number given in an image. Also, a
convolutional neural network was used to classify the images from a database.

A novel identification method based on a computer vision system for dice
score recognition is proposed in [8]. The system employs image processing tech-
niques and a modified gray unsupervised clustering algorithm (MUGCA) to
identify the point number accurately. This method works well only in a con-
trolled and filtered environment. The publications cited above have developed
low-cost systems for different purposes. However, only the last one presents an
adequate solution for the problem addressed in this paper.

This paper is organized as follows: in Sect. 2, the craps game, the preliminaries
of image processing, and the deep learning technique are presented. The proposed
methodology is described in Sect. 3. In Sect. 4, the collected data process and
analysis are formulated. Section 5 exposes the dice result identification. Finally,
conclusions are addressed in Sect. 6.

2 Preliminaries

2.1 Craps Game

Craps is a game of chance that deals with putting diverse wagers on the result
that the players believe that they will get when tossing two dice within the next
roll or in an entire round.

Rules. The fundamental bet in craps is the Pass line bet, which is a bet for the
shooter to win. This bet must be at least the table minimum and at most the
table maximum [12].

– If the come-out roll is 7 or 11, the bet wins.
– If the come-out roll is 2, 3, or 12, the bet loses (known as “crapping out”).
– If the roll is any other value, it establishes a point.
– If, with a point established, that point is rolled again before a 7, the bet wins.
– If, with a point established, a 7 is rolled before the point is rolled again (“seven

out”), the bet loses.
– The Pass line bet pays even money.
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2.2 Morphological Operations

Mathematical morphology is a widely used tool in image processing, which
includes dilation, erosion, opening and closing [6].

– Binary Dilatation. The dilation operation causes an object to increase in
size [13].

– Binary Erosion. It is the complement of the dilation operation in context
with the effect of the operation [13].

– Opening. It is a combination of an erosion followed by a dilation always with
the same structural element [6].

– Closing. It consists in the connection of a dilation followed by an erosion [6].
– Morphological Structuring Element. A structuring element is an array

that identifies the pixel in the image being processed and defines the neighbor-
hood used in the processing of each pixel [6,13].

2.3 Image and Region Properties

Image regions, also called objects, connected components or blobs, have proper-
ties such as area, center of mass, orientation and bounding box [17].

– Area. Actual number of pixels in the region, returned as a scalar.
– Centroid. Center of the region, returned as an array.
– Remove Small Objects From The Binary Image. It removes all con-

nected components having fewer pixels from the binary image.
– Label Connected Components In a 2-D Binary Image. A connected

component of a binary image is a set of pixels that form a connected group.

2.4 Deep Learning

It is a type of machine learning that teaches the computer to perform something
natural to humans: learning from experience which is essentially a neural network
with three or more layers.

Neural Networks. Neural networks are composed of simple elements operating
in parallel. They are used to perform complicated tasks in many subjects, such
as classification, identification, etc. [14].

A deep learning neural network consists of multiple nonlinear processing
layers: an input layer, several hidden layers and an output layer. The layers are
interconnected through neurons, and each hidden layer uses the output of the
previous layer as input [16].
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Convolutional Neural Networks. Convolutional neural networks (CNN) are
often used for deep learning techniques, especially those using images as input
data. A convolutional neural network consists of different types of layers: con-
volutional layers, maximum clustering or average accumulation layers and fully
connected layers that uses activation functions like (Softmax) [15,18].

The convolutional layer of CNNs is the main factor of these convolutions,
because it allows receiving the pure pattern to be classified and not features
extracted from it.

2.5 The L*a*b* Color Space for Color-Based Segmentation

This color space is a mathematical transformation of the XYZ space in which a
reference target is fixed and whose tristimulus values are (Xn, Yn, Zn).

The three axes of the CIELAB system are indicated by the names L*a*b*.
They represent Luminosity, red-to-green and yellow-to-blue hue respectively [1].

Conversion Generality. To obtain an image in L*a*b* color space, its nec-
essary to convert from sRGB color space to (X, Y, Z) color coordinates [2] and
from (X, Y, Z) color coordinates to L*a*b* color space of interest [3].

Where Xn, Yn, Zn are the XYZ tristimulus values of the reference target
point. For an Observer = 2o, Illumination = D65,

Xn = 95.047, Yn = 100.000, Zn = 108.883 (1)

Euclidean Distance. The Euclidean distance between two points in the plane
measures the length of a segment connecting the two points. A generality for a
matrix, can be written as seen in the Eq. 2, [5]

d2(i,j) =
k∑

k=1

(Xik −Xjk)
2 (2)

Minimum Elements of a Matrix. If A is a multidimensional matrix, then
min(A) is the minimum argument across all dimensions [9].

(
µk, Z

i
k

)
= argmin

(
Zi
k, µk

)J
(3)

3 Methodology

Craps is a gambling game in which players make a round of bets to predict the
future result of the dice before rolling them. Once the bets are placed, players
take turns rolling the dice. Visually impaired people cannot be sure of the correct
result due to:
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– Other players that could be manipulating the reported score.
– Distrust from the visually impaired player towards the other players.

As described above, implementing a sound system that offers an accurate
result when rolling the dice by a person with low vision is a strategy to provide
security to users during the game. The proposed methodology described in Fig. 1
is given by:

Fig. 1. Methodology.

– Step 1. The external signal state is instantly acquired and digitized when
the player’s dice stops rolling using an Android device with a camera.

– Step 2. Once the Android device is turned on, a local Hotspot and the IP
Webcam application is configured and installed to send the digital signal to
the Python software, running with Windows 10 × 64 and linked to the local
Hotspot.

– Step 3. The information is processed in order to extract the data results and
play them through a speaker.

A similar methodology is detailed in [7].

4 Capture, Processing and Analysis of the Data Collected

This section is divided in two sections, the data collection, and steps to process
and analyze the data collected.
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4.1 Data Collection and Work Environment

The working environment images, as seen in Fig. 2, were acquired through a
routine of 1200 iterations (for a total of three sessions). TCP/IP communication
with the webcam server initialized on a cell phone with the Android operating
system through the IP Webcam application is used; this routine was conditioned
to changes between iterations.

Fig. 2. Environment designed for data collection (Color figure online)

4.2 Data Processing and Analysis

After collecting the data, there is a need to identify the different colors on the
mat by analyzing the color space L*a*b*, mainly focusing in the color of the
dice.

Step 1: Acquire the Image. Initially an image like Fig. 2 is read via Python
through a TCP/IP request to the camera server initialized on the Android device,
this image is in .jpg format and is processed by Python as a Uint8 type RGB
image.

Step 2: Define the Number of Sample Colors in the RGB Color Space.
If you look closely at Fig. 2 you can see six main colors in the image: the back-
ground color (green), white, black, orange, yellow and red. Certainly identifying
each color visually is a very simple task for a human being, so advantage is taken
of such explicit knowledge to quantify these visual differences using the L*a*b*
color space.

Step 3: Sample Region Selection. To perform this step, the image in Fig. 2
is treated with a loop of a size that is equal to the number of colors intended to
be classified, in this case a total of 6. Thus, a small sample region is extracted
at each iteration and labeled according to the corresponding color. Figure 3,
illustrates the colors of interest according to the polynomial region plotted by
color.
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Fig. 3. Regions sampled for the different colors in Fig. 2

Step 4: Calculation of Sample Colors in L*a*b* Color Space for Each
Region. To perform the calculation of the sample colors or color markers, the
conversion of the sRGB color space to L*a*b* of the image in Fig. 2 is performed.
Then the a*b* components described by the previously plotted regions or coor-
dinates are taken and the average value of each extracted region is calculated.
These values serve as color markers in the ‘a*b*’ space. Table 1 presents the
color markers obtained as a result of the calculations performed.

Table 1. Color markers in L*a*b* space.

Colors a b
red 175.7013 166.0833
green 98.4234 149.2245
yellow 109.0128 186.4487
orange 144.1282 172.6666
white 127.3409 131.0965
black 130.8 127.6857

Step 5: Sort Each Pixel Using Nearest Neighbor Rule. Since each color
marker now has an ‘a*’ and a ‘b*’ value, we proceed to classify each pixel in the
original image converted to the L*a*b* color space by calculating the Euclidean
distance of each pixel in the image with respect to each color marker. The min-
imum distance of a pixel (meaning RGB value) between a specific color marker
determines how much similarity there is between the two data.

Step 6: Display Nearest Neighbor Classification Results. The label
matrix obtained after applying the minimum between each pixel and the different
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color markers present in the original image, allows developing the desired seg-
mentation by object color, as seen in Fig. 4.

Fig. 4. Segmentation of objects by color, red, yellow, orange, green, white and black,
respectively. (Color figure online)

Step 7: Display the ‘a*’ and ‘b*’ Values of the Labeled Colors. The
matrix of labels to be classified for representation in the L*a*b* color space is
shown in Table 2. As seen in Fig. 4, the nearest neighbor classification is very
effective, since they separated the different color populations with a very small
percentage of observable error.

Step 8: Returned Data. This procedure returns only a binary image rep-
resenting the positioning of the dice which is illustrated in Fig. 5. The above
steps guarantee the detection of the position of the dice on the mat or work
surface with a percentage of effectiveness of approximately 100%, this facilitates
the extraction or cutting of the dice by means of a comparison between a binary
image like the one in Fig. 5, that represents the positioning and its original image
in RGB.

5 Identification of the Dice Result

This section presents the methodology applied to identify the player’s result after
throwing the dice in the Craps game environment.
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Table 2. Color - label relationship

Colors Colors Labels
red r
green g
yellow y
orange tab:orange
white c
black k

Fig. 5. BW positioning image of the object of interest

5.1 Post-processing of the Binary Image and Cutouts

The images in Fig. 6, share the same interpretation problem: at the moment
of verifying the number of the objects present in any of these images, a total
of three can be appreciated, but there are only two of them. This supposes a
problem in segmentation, for the authors is named Segmentation Error 1.

In images processing, some techniques allow, without deforming the informa-
tion in the binary image, to group or ungroup objects close to each other. These
techniques are applied to avoid the Segmentation Error 1 as follows,

1. Filling operation by flooding in background pixels.
2. Morphological closure with structuring element of 7 × 7 rectangle type.
3. Removal of small objects with less than 30 pixels.
4. Dilation of objects in the image with structuring element of 5 × 5 rectangle

type.

Although the Segmentation Error 1 was solved, a second problem occurs
when the two objects of interest are very close, forming a single object, as shown
in Fig. 7, this problem is named Segmentation Error 2.
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Fig. 6. Segmentation error 1 Fig. 7. Segmentation error 2

Fig. 8. Case, Extraction error 1 On the left. On the center the solution (Extraction
error 1), left CDC unmodified, right CDC modified. On the Right, Style of clippings
obtained.

In this case, it is necessary to consider a second stage that guarantees that
at least two objects are perceived using the following methodology,

1. Acquisition of the binary image obtained by the process explained in Sub-
sect. 4.2.

2. Filling operation by flooding in background pixels.
3. Morphological aperture with structuring element type rectangle of (gr x gr)

through a loop with gr in range 1:18
4. Removal of small objects with less than 30 pixels
5. Dilation of objects in the image with 5 × 5 rectangle structuring element

It is observable that through the solution previously proposed, this set of
interconnected elements are separated into two objects. However, the morpho-
logical opening process for cases like the one observed in the left side of Fig. 8 is
too rough when performing the segmentation; situation that is reflected at the
time of extracting in the RGB image the area of interest described by the binary
image (For the purposes of the document, this problem is called Extraction
Error 1).
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This last error can be solved by modifying the property constructor of the
objects present in a binary image after being labeled and characterized by their
centroid, area and contour bounding box (CDC). For this, it is enough to identify
the dimensions of each object and by means of a threshold, in this case, obtained
in a heuristic way of size less than 35, resize the contour bounding box as shown
in Fig. 8, in the center. The result as a set of examples of the types of cuts made
can be verified in Fig. 8, on the right.

Now that the sequential process of image processing for the clipping of the
data of interest is defined, the process of classification and storage of the clippings
is performed manually. At this stage of the database initially built (a total of
1200 images) 40% was taken to be labeled one by one in a supervised manner
through a keyboard input. Thus, building a vector of 1000 labels and a 4D type
variable of 1000 dimensions containing in each dimension an image, all this with
the intention of training the CNN network architectures described below. The
same procedure was performed with the remaining 60% of the data, obtaining a
vector of 1400 labels and a variable type 4D of 1400 dimensions, which will be
used as validation test data.

5.2 Network Creation and Configuration

During the development of the project different approaches were tested in order
to implement a multi-class classification system. However, low complexity tech-
niques such as high-pass filters, adaptive filters, histogram equalization and HSV
filters were not very suitable to address the basic problem of the project which
roughly consists of identifying 6 possible classes or faces of a dice that is sub-
jected to fine variations in brightness, contrast and intensity, especially under
non-standardized observable perspectives (i.e. rotations, deformations, scaling,
mirroring on both axes and light reflection), an example of the type of situation
described here is shown in Fig. 9.

Fig. 9. Sample of the number 6 and its different variations.

Based on the behavior of the recorded training data, the use of CNN (Con-
volutional Neural Networks) is chosen as the artificial intelligence technique to
ensure a robust classification of a multiclass data set.
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Once the training data and the artificial intelligence technique for classifica-
tion to be used have been identified, the network to be evaluated throughout the
project are configured.

Since there is indeed no clear methodology on how a CNN should be built, it
is verified in the literature that a good starting point is the general architectural
principles of the VGG models. This is because they achieved top performance
in the ILSVRC 2014 competition and because the modular structure of the
architecture is easy to understand and implement (For more details on the VGG
model, see paper [14]).

The architecture proposed below is configured with the following parameters:
Image size in height (H = 28), width (W = 28) and depth channels; the number
of filters that can be learned (F = [32, 64, 128]); the batch size (B) (default 128),
the filter size (S = [3 3]) and finally the number of desired classes as parameter
(C = 6).

5.3 Applied Architecture

Using techniques such as DropOut and DataAugmentation allow to improve the
accuracy of the network, both in the training adjustment and in the testing
process. However, in this particular case, it was observed that out of the two
techniques, it was preferable to apply DataAugmentation instead of DropOut,
since a percentage disconnection between layers to avoid OverFiting is not the
problem to be corrected. The architecture in the Fig. 10 corresponds to the final
architecture developed in this work.

After evaluating the architecture of Fig. 10 containing four VGG blocks, the
results can be seen in the Table 3 where the accuracy of the trained network for
all classes is shown in bold, and by columns the accuracy of the same according
to class.

Table 3. Test results of the Fig. 10 and its matrix confusion for test data.

precision recall f1-score support

T1 1.00 1.00 1.00 217
T2 0.99 1.00 1.00 224
T3 0.98 0.97 0.98 176
T4 0.98 0.98 0.98 227
T5 1.00 1.00 1.00 269
T6 0.99 0.99 0.99 287

accuracy 0.99 1400
macro avg 0.99 0.99 0.99 1400

weighted avg 0.99 0.99 0.99 1400

Figure 11 illustrates the training history mediated by the architecture of
Fig. 10, using the training and test data provided, although this architecture
is indeed able to classify about 100% of the training data, when classifying the
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Fig. 10. Fourth CNN architecture configured with F = [BloqueV GG1 =
32, BloqueV GG2 = 64, BloqueV GG3 = 128 y BloqueV GG4 = 128]

test data it reaches a maximum accuracy of 99%, which although still not desired
for the system to be developed, a tolerance of 1% is acceptable, considering that
1% of 1400 images are 14 misclassified images.

Fig. 11. Training monitor for Fig. 10 architecture.

6 Conclusions

The aforementioned allows us to conclude that it is possible to include blind or
visually impaired people in games with similar characteristics to the Craps game.
Therefore, the reader or interested parties are encouraged to use the methodology
presented in this paper as a tool for identifying the outcome of a pair of dice in
this type of environment.
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The creation of an environment similar to that of the Craps Dice game to
perform the respective tests and data acquisition was fully achieved. Although
the research is satisfactory in trying to recreate and evaluate the developed
system in an uncontrolled environment, the results present a natural uncertainty,
probably correctable if we control the environment a little bit more.

The algorithm developed to capture, process, and analyze the data of interest
present in an image makes use of artificial vision techniques such as filters,
morphological operations, color space conversions and clustering, thus achieving
the design of a robust system, with low computational consumption, intuitive
and user friendly, and mainly facilitating the segmentation of the data of interest
and reducing the dimensionality of the data to its output.

The algorithm implemented in this work to predict the outcome of the
dice after being thrown is indeed the one with the highest complexity. This
is because it makes use of deep learning to perform multiclass classification
through convolutional networks. As it is well known, the training of this type of
networks requires a high computational consumption. Therefore, machines with
low resources take too much time to adjust a model that satisfies the input data.
In this work, it took around 3 min with a PC (Intel Core i3 5th, 4 cores, 4 ram
and SSD) for the proposed architectures. However, after obtaining such a model
the classification process is less expensive and quite fast (5 s per result).

Evidently the results obtained with the project have not been completely the
expected ones (100%), considering that the system presents a natural error of 1%
in relation to the constructed database. However, it is an acceptable tolerance
for this type of Python API considering that it is a first approach to a possible
development and final implementation.
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Abstract. The height of forest canopy is a valuable information to esti-
mate or predict of aboveground live biomass in places such as natural
reserves or parks. Many of these sites use satellite data based on Lidar
or radars to run carbon stock models. The parks in low income coun-
tries can not afford to use these expensive solutions. Airborne and small
radars tailor made for a given specific area can be deployed as alternative
solution. In this paper, we present an algorithm that contains a complete
technique for the signal processing needed to estimate canopy height. The
algorithm includes a simulator of SAR raw data and SAR images based
on impulse response. This algorithm enable testing of focus algorithms
and generate three-dimensional images. We use a rigorous and extensive
method to implement the SAR image processing part of the algorithm
based on the Omega-k algorithm. To confirm the validity of the algo-
rithm we use Quad polarized images of trees from a Polarimetric SAR
simulator. Finally, we use SAR raw data acquired by the ERS-2 satellite
to test and validate the overall process. The technique is shown to be
effective and simple, since even signals with only one and two polariza-
tion are sufficient. Height results were compared with Range Doppler
based techniques available in the literature.

Keywords: Synthetic aperture radar · Impulse response · Omega-K ·
Forest height estimation

1 Introduction

Radar imaging has been widely used in civil and military applications for remote
sensing since it is possible to achieve high-resolution imagery independent of
weather and time. Furthermore, synthetic aperture radar SAR has also a wide
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variety of applications since it offers many advantages compared to other tech-
nologies when it is implemented on a low/medium scale, especially for low income
countries. Thus, SAR have been used in a handful of technologies going from
topography, glaciology, agriculture, geology [1], earthquake monitoring [27] and
volcanic activity [28], environmental monitoring [15], reconnaissance [34], etc.
One area that is particularly sensible for tropical countries is the carbon stock
inventory to support sustainable forest management [31]. Up to date informa-
tion of forest height and accurate measurements of tree attributes are crucial
to create models for forest inventory. Technologies such as Lidar and radars are
employed with this purpose. In the case of Lidars, they are convenient for on
point measurement or small area mapping, while SAR radars are used in large
scale. SAR sensors often are mounted on small planes[10] or satellites[16,21].

The equipment and facilities required to mount SAR radar on small planes
make this technology highly expensive[14]. In the other hand, satellite radars
involve even bigger budgets only available to rich countries [6]. Environmental
entities dedicated to the amazon forest conservation must look to alternatives
for its activities that require remote sensing technology. One approach is to use
available data from satellite sensors, although sometimes they are not optimized
for any location or each case of study. Another approach is to implement a
basic small SAR radar with specific user requirements, that could be attached
to a drone to cover small and medium size areas [20]. In this case, the systems
have to be implemented from scratch, from both, the hardware and software
point of view. In the case of the software for image processing, it is possible to
find diverse signal processing algorithms in literature such as: The range-Doppler
algorithm [22], the Chirp Scaling algorithm [24], the Omega-k algorithm [8]. They
are used to focus on SAR raw data, raw signals, which results in SAR images
to be used in height estimation. Other specialized algorithms aim to enhance
the spatial resolution of SAR images [29], extract uniformity information of
SAR images [19], super-resolution techniques [33], etc. Some frequency-domain
algorithms, like Omega-k, cut the link between range and azimuth. Then, they
perform the compression independently along each direction with high efficiency.
Although, the Omega-k algorithm has shown to be effective in focusing the SAR
raw signal relative to other algorithms [8]. State of the art SAR systems use
more sophisticated versions of algorithms [12] that were implemented more than
2 decades ago, however many contributions [23], have confirmed its validity these
days.

Even for the software side of the SAR systems required some licensing rights
that also can became costly [17]. Thus, as previously said, there is a need to pro-
duce simple and lightest versions of the algorithm to simulate, focus raw data and
calculate forest canopy height, while optimizing resources for small embedded
systems. In this work, we present a simple but complete algorithm for simulat-
ing, focusing and estimate height in forest canopy. The algorithm includes: a
modified version of the Omega-k algorithm to focus master and slave SAR raw
signals; an interferometric SAR simulator to generate raw signals; a digital ele-
vation model that unwraps the phase to estimate height. Many contributions in
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the literature have focused on only one of the tasks described above, since SAR
systems are large in size and complexity. For example, some previous works are
related to the process and results of producing and focusing SAR images from
raw data [4,23], other contributions have focused on the extraction of vegetation
height from images [2,3] also available in the literature. Not much effort has been
put into implementing or presenting the implementations of the whole process
from raw data to forest canopy height estimation. Many contributions focus on
one part or stage of the SAR image processing and how this stages are improved
individually. This contribution aims to cover the whole process to present an
efficient method to estimate forest canopy.

The paper is organized by first presenting the ways to obtain the signals
needed for testing and validating our algorithm. Then, a overall view of our algo-
rithm including math related details are presented in Sect. 2. Section 3 presents
the results of the proof of concept and the test that we run to validate the
algorithm.

1.1 Basic Definitions for SAR Radars

A synthetic aperture radar (SAR) is an active sensor installed onboard an aerial
or space platform with a height H, which moves with a uniform rectilinear
movement VS . The onboard antenna, with a given radar beam, transmit and
receive chirp signals perpendicular to the direction of movement called azimuth.
The radar directs the beam to a point target inside the antenna footprint on the
ground plane, depending on the squint range, azimuth angle, and slant range,
as seen in Fig. 1a.

The SAR system has a direction of rectilinear motion called azimuth and the
direction of wave propagation towards the surface of interest is called the range.
The area illuminated by the radar system is also commonly called the antenna
footprint, the graphic description is shown in Fig. 1a.

SAR raw signal depending on radar azimuth time u and transmitting time
t is described by Eq. 1. It is a sum of echoes reflected from the surface of the
target and it is not used directly in any application [7,26,32].

s(t, u) =
Nb∑

1

σorect

[
t − 2Rk(u)

c

Tp

]
·exp

[−j4πRk(u)
λ

]
·exp

[
jπkr

(
t − 2Rk(u)

c

)2
]

(1)
Where: f0 is frequency of the chirp signal, Tp is pulse duration, kr is chirp signal
modulation rate, c is speed of light, Nb is the number of targets, λ is the wave-
length and Rk is slant range. Figure 1b shows the locations of these variables in
a simplified representation geometry of the simulator used to generate the point
targets. Interferometry is a useful technique to generate the digital elevation
modeling that is obtained from an interferometric phase [25]. In other words, it
goes from the phase of a master and slave image. Where: B is the baseline vec-
tor, By is horizontal baseline, Bz is vertical baseline, H is SAR platform height,
θ is angle of incidence, Δθ is phase difference, α is baseline angle, R1 and R2
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Fig. 1. a) SAR geometry, b) InSAR geometry, c) Location of 14805 simulated point
targets.

are slant ranges corresponding to master and slave antenna signal sr1(u, t) and
sr2(u, t).

A general representation of interferometry that uses two antennas s1 and s2
for the acquisition of backscattered signals. The phase of these signals is ϕ =
− 4πΔR

λ . Where: the difference between slant range is ΔR = R2 −R1. Besides, ϕ
represents the interferometric phase expressed as a function of the sloped range
difference R with values from a few meters to hundreds and thousands of meters.
The interferometric phase is obtained through the processing of SAR images.
Figure 1c, shows how 14805 isotropic point targets are generated to simulate an
artificial SAR signal. These points are conveniently grouped in a matrix with
dimensions 105× 141, emulating the shape of a cylinder with a radius of 30 m
and a height of 18 m.

1.2 SAR Signal Simulator

For a SAR vehicle that is moving with a velocity Vs for a given time t is located
at Xm = Vst. The slant ranges are R1 =

√
y2

o + (xo − xm)2 + (H − zo)2 and
R2 =

√
(yo + By)2 + (xo − xm)2 + (H + Bz − zo)2 for a point target located at

(xo, yo, zo) for both signals Sr1 and Sr2. Then, A custom made algorithm called
InSAR has been implemented in Matlab using Eq. 1 to generate the chirp signals
for antennas sr1(u, t) and sr2(u, t).

The master and slave SAR raw data are simulated taking into account the
initial parameters shown in the Table 1 and Fig. 1b. This SAR raw data is used
to test the Omega-k algorithm when it generates SAR images.

The simulation considers an airplane located at a height of 3000 m.
The antenna footprint is a rectangle, whose dimensions are 104.760740 and
140.760740 m respectively.
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Table 1. InSAR initial parameters (E-SAR)

Parameters Symbol Description

Frequency fo 1.3 GHz

Angle of incidence θ 45o

Horizontal baseline By 10 m

Vertical baseline Raz 1 m

Azimuth resolution Rrg 1 m

Slant range resolution Bz 1 m

Height h 18 m

Matrix rows M 105

Matrix columns N 141

Fig. 2. a) SAR signal processing algorithm, b) InSAR simulator, c) Omega-k algorithm,
d) Algorithm for reading binary data from PolInSar, e) Phase unwrapping.

1.3 SAR Signal Simulator Algorithm

SAR signal processing technique to estimate digital elevation is based on the
block diagram presented in Fig. 2a. As mentioned before, simulated SAR raw
data are used for this part of the study. Therefore, the process starts by acknowl-
edging the target point and both antenna positions s1 and s2. Figure 2a, also
shows how other parameters are also initialized, such as frequency, bandwidth,
pulse duration, pulse repetition frequency and the system’s speed. Antennas s1
and s2 are responsible for the acquisition of the back-scattered signals over the
surface. They capture the raw master and slave signal data. Then, the Omega-
k algorithm is applied to generate SAR images (InSAR). These procedure will
allow to calculate the height by digital processing of SAR images. Figure 2b
shows the flowchart of the InSAR raw data simulator, presented in Sect. 1.2.
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In this algorithm, SAR raw data is generated only when the targets are within
the footprints of the antennas. Otherwise no raw data is generated. The data is
generated by the InSAR simulator when the SAR system is in motion to cap-
ture master and slave signals, then the Omega-k algorithm is applied. Figure 2c
presents the flowchart of the Omega-k algorithm. In this part of the algorithm,
the Fourier transform is applied in two dimensions transforming the SAR raw
data into two-dimensional frequency domain (ft, fn), as described in Eq. 2 and
Eq. 3.

S(ft, u) =
∫ ∞

−∞
s(t, u)exp(−j2πftt)dt (2)

S(ft, fn) =
∫ ∞

−∞
S(ft, u)exp(−j2πfnu)du (3)

Then, general focusing is performed by multiplying by the reference function,
whose phase is described by Eq. 4.

θ2Df (ft, fn) = − 4πRo

c

√
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2Vr

)2

− πf2
t
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(4)

After that, differential focusing is performed using Eq. 4. This process is also
known as stilt interpolation, which consists in the exchange of variables ft by ft’.

f
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′
t

)
(6)

This process is depicted in Fig. 2c, which is used for cell migration correction
in range. As a final step of this process, the inverse Fourier transform is applied
in range and azimuth to obtain a SAR image. This process also considers the
response of the impulse when using the focusing algorithm. The response of
a point target is used to calibrate and calculate the quality parameters such
as spatial resolution, Peak Sidelobe Ratio PSLR and Integrated Sidelobe Ratio
ISLR.

1.4 PolSARproSim

Once the simulated SAR signals were simulated and prepossessed by the Omega-
K algorithm, we need to validate them with proven tools. One of them is the
PolSARproSim, which is an open source software developed by Dr Mark L.
Williams for educational and scientific research purposes from the European
Space Agency (ESA) [30]. In this tool master and slave signals are represented
by Eq. 7.

s1 =
(

s1hh s1hv

s1vh s1vv

)
, s2 =

(
s2hh s2hv

s2vh s2vv

)
(7)
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Where s1 is master Sinclair matrix and s2 is slave Sinclair matrix whose elements
are: shh, shv, svh and svv, images with HV, VH and VV polarization respectively.
It is defined that H is horizontal polarization and V is vertical polarization.
A SAR image such as s11 or shh is a complex variable in binary format that
contains M×N× 2× 4 bytes [9]. A reading function for SAR data is implemented
on MatLab, taking into account Eq. 7. This is useful for interpreting complex
values of the Sinclair matrix [18] in the algorithm. The Quad-Pol SAR images
are simulated in PolSARproSim configured by default with the data in Table 1
corresponding to the E-SAR sensor.

2 Method for Image Processing

The SAR image processing is based on the technique of SAR interferometry [11].
To model the digital elevation, we use SAR images generated by the Omega-k
algorithm and Quad-Pol or PolInSAR data. The image processing algorithm is
described by Fig. 2d. In Fig. 2d also shows that the PolSARpro software is part of
the PolSARproSim simulator, which is used to generate Quad-Pol SAR images
in binary master and slave format “.bin”. The initial parameters are presented
in Table 1. These data are interpreted by the readout algorithm developed in
Matlab because it does not import directly. In the case of PolInSAR data, the
SAR images are calibrated using Eqs. 8 and 9 [5]:

s1 = w1
1

s1hh + s1vv√
2

+ w2
1

s1hh − s1vv√
2

+ w3
1

√
2s1hv (8)

s2 = w1
2

s2hh + s2vv√
2

+ w2
2

s2hh − s2vv√
2

+ w3
3

√
2s2hv (9)

Where: s1 represents a master image and s2 represents a slave image, and the
vectors of the weights for the calibration are given by the following expression:

w =
[
w1 w2 w2

]
=

[
cos α sin α cos βejε sin α sin βejμ

]T (10)

Where ε, β, α and μ are angles of polarization. PolSARproSim generates binary
files, which are interpreted in Matlab. The digital processing algorithm of SAR
images initiates with PolInSAR data that are available in Matlab in “.mat”
format, for fully polarimetric master and slave data are also available. Then,
co-registration and image calibration is performed using Eqs. 8 and 9, and then
to calculate the correlation coefficient which determines the compatibility of
the images to determine the interferogram. After that, the phase is removed of
the curvature of the earth (flat Earth). Followed by the phase unwrapping to
avoid high phase shifts or discontinuity. Finally, the phase is converted to height
using Fig. 2e and the median filter. The generated matrix has elements that are
complex numbers, therefore, the magnitude is called the SAR image which is
shown in Fig. 3, which are calibrated.

The correlation coefficient measures the degree of coherence between master
and slave SAR images [5,13], and it can be expressed as in Eq. 11:
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Fig. 3. a) Master SAR images in Matlab, b) Slave SAR images in Matlab.

γ = |γ| exp(jϕ) =
∑L

i=1 s1is
∗
2i∑L

i=1 s1is∗
1i

∑L
i=1 s2is∗

2i

(11)

Where: 0 ≤ |γ| ≤ 1 and −π ≤ ϕ ≤ −π, in which |γ| = 1 indicates a degree of
optical coherence.

The interferogram is determined by multiplying the master SAR image and
the conjugate of the slave SAR image [5,13], [?]. The phase of this interferogram
is ϕ, where the signal processing is performed. Then flat earth removal routine
is implemented by first using Eq. 12, [?], [5].

φfe =
4π

λ
(R2 − R1) (12)

Then, the phase of the flat-earth can be removed by multiplying directly to the
complex interferogram.

sa = s1s
∗
2exp(−jφfe) (13)

The phase unwrapping, in this stage, the phase is expressed in multiples of 2π
to avoid discontinuity or sudden phase changes. In Fig. 2e, the one-dimensional
phase unwrapping development block diagram is shown. It applies in range and
azimuth directions.

3 Algorithm Results

First the algorithm was tested with the simulated InSAR images, then a real
SAR image was used to validate the algorithm in a real use case.
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Fig. 4. a) Digital elevation modeling (DEM) for 30 m radius cylinder. DEM results
of forest height using PolInSAR data for all polarization combinations b) HH, c) HV,
d) VH and e) VV. (Color figure online)

3.1 Simulated InSAR Images

The Omega-k algorithm is used to focus master and slave SAR raw signal of
a point target isolated and isotropic. Then, this generated raw SAR data and
Omega-k algorithm is used to determine the SAR images. After that, the inter-
ferometry technique is used to produce the digital elevation modeling or forest
canopy estimation which has directions such as: range, azimuth and height shown
in Fig. 4.

On the other hand, the SAR image processing algorithm was also validated
using interferometric polarimetric SAR (PolInSAR) images known as Quad-Pol
SAR images. This allows to obtain the height of the forest as shown in the color
bar in Fig. 4 from 0 m (blue) to 18 m (yellow) where the trees are located in the
center of the scene area with a radius of 30 m. The results of digital elevation
algorithm shown in Fig. 4b for their non-diagonal components are similar because
the radar system is monostatic.

3.2 Real SAR image

A synthetic aperture radar with a chirp signal frequency of 5.4 GHz and a
bandwidth of 15.5 MHz ± 0.1 MHz is installed on board an ERS-2 satellite.
The Tests for the Omega-k algorithm are performed using the real SAR raw
data, which is a matrix of dimensions are 4096 and 4800. For this testing, SAR
raw data is used with dimensions 4096 and 8192, that is, powers of 2 to avoid
spectrum leakage. Figure 5a shows the magnitude of the SAR raw data in the
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Fig. 5. a) SAR raw signal acquired by ERS-2 satellite, b) SAR image using the Omega-
k algorithm, c) SAR Training Processor v1.1 (range-Doppler algorithm).

time domain. This SAR raw signals is processed by the Omega-k algorithm to
generate a SAR image whose magnitude is shown in Fig. 5b using multilook filter.
Figure 5-c) shows the result of the SAR image generated by the SAR training
Processor v1.1 software which uses the range-Doppler algorithm. Comparing
Fig. 5b) and Fig. 5-c) the validation of the implemented Omega-k algorithm is
confirmed since they are similar, in addition, with the implemented Omega-k
algorithm it is possible to observe some areas of the surface not noticed with
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the SAR training processor v1.1. Both Figs. 5-c and d, do not share the same
horizontal range, due to the nature of the algorithms used on each of them. Both
images start from the same raw signal, presented in Fig. 5-a. However, through
both algorithms, they change in size, as the matrix are invariant and different
inside in the algorithm. Both algorithms can be compared by assigning meters
to each row and column of the image. Nevertheless, the range-Doppler algorithm
(SAR training software) generates an image, which is a matrix.

Figure 6 shows the comparison of the forest height profiles in range and
azimuth from the developed SAR image processing algorithm compared to the
results obtained in PolSARpro. The maximum value of the height of the for-
est canopy exceeds the 18 m limit when PolSARpro tool is used. The proposed
algorithm in red curve is efficient since it does not exceed this 18 limit initially
established.

Fig. 6. Comparison of height profiles in range and azimuth. (Color figure online)

4 Conclusion

A comprehensive methodology of a InSAR raw signal simulator and image pro-
cessing algorithm was implemented in the L band. The process followed a simple
and computationally light way to optimize resources for a embedded SAR sys-
tem. It begins by locating point targets in three dimensions such as the range,
azimuth and height with azimuth resolution of 1.5 m and a slant range reso-
lution 1.06066 m. The point targets are located at 0 m height to simulate the
surface and 18 m to simulate the forest canopy. Those target points represented
in 3 dimensions to simulate InSAR raw data. Then, InSAR raw signals were
processed by the proposed Omega-k algorithm generating master and slave SAR
images. After that, a SAR image processing algorithm was implemented generat-
ing the digital elevation modeling of a cylinder whose height variation goes from
0 to 18 m. Thus, an extensive SAR signal processing algorithm was completed
from initial steps such as obtaining SAR images from raw data to the forest
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canopy height estimation step. Other intermediate steps were also validated. For
example, the Omega-k algorithm implemented was validated using real SAR raw
data acquired by the ERS-2 satellite. Likewise, the final SAR image generated
by the algorithm was compared with the results of the range-Doppler algorithm
used by SAR Training Processor v1.1 tool. Finally, the SAR image processing
was tested using the Quad-Pol data obtained with PolSARproSim with the ini-
tial default parameters. The result is a fully polarimetric InSAR image digital
processing algorithm that allows digital elevation modeling. This algorithm has
shown to be effective to estimate forest canopy height that goes from 0 to 18
m. In addition, the image processing technique used by PolSARpro determines
the forest canopy height with Quad-Pol data. Meanwhile, the proposed image
processing algorithm can determine the forest height using only one polarization,
or Duad-Pol or Quad-Pol. A single polarization was also used in the master and
slave InSAR raw data to focus the cylinder with the Omega-K algorithm.
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27. Tzouvaras, M., Kouhartsiouk, D., Agapiou, A., Danezis, C., Hadjimitsis, D.G.: The
use of sentinel-1 synthetic aperture radar (sar) images and open-source software for
cultural heritage: an example from paphos area in cyprus for mapping landscape
changes after a 5.6 magnitude earthquake. Remote Sens. 11(15) (2019). https://
doi.org/10.3390/rs11151766, https://www.mdpi.com/2072-4292/11/15/1766

28. Valade, S., et al.: Towards global volcano monitoring using multisensor sentinel
missions and artificial intelligence: the MOUNTS monitoring system. Remote Sens.
11(13) (2019). https://doi.org/10.3390/rs11131528, https://www.mdpi.com/2072-
4292/11/13/1528

29. Wang, Z., Wang, S., Xu, C., Li, C., Yue, B., Liang, X.: SAR images super-resolution
via cartoon-texture image decomposition and jointly optimized regressors. In: 2017
IEEE International Geoscience and Remote Sensing Symposium (IGARSS), pp.
1668–1671 (2017)

30. Williams, M.L.: A coherent, polarimetric SAR simulation of forests for polsarpro.
Technical Report, ESA, Nordwijk, The Netherlands (2006)

https://doi.org/10.1007/978-3-662-09457-0
https://doi.org/10.1007/978-3-662-09457-0
https://www.l3harrisgeospatial.com
https://doi.org/10.1109/RADAR.2019.8835653
https://doi.org/10.1109/RADAR.2019.8835653
https://doi.org/10.3390/rs11151766
https://doi.org/10.3390/rs11151766
https://www.mdpi.com/2072-4292/11/15/1766
https://doi.org/10.3390/rs11131528
https://www.mdpi.com/2072-4292/11/13/1528
https://www.mdpi.com/2072-4292/11/13/1528


A Novel Technique for Forest Height Estimation from SAR Radar Images 203

31. Wulder, M.: Optical remote-sensing techniques for the assessment of forest inven-
tory and biophysical parameters. Progr. Phys. Geogr. 22(4), 449–476 (1998)

32. Zeng, T., Hu, C., Sun, H., Chen, E.: A novel rapid SAR simulator based on equiva-
lent Scatterers for three-dimensional forest canopies. IEEE Trans. Geosci. Remote
Sens. 52(9), 5243–5255 (2013)

33. Zhang, J., Wu, D., Zhu, D., Jiang, P.: An airborne/missile-borne array radar
forward-looking imaging algorithm based on super-resolution method. In: 2017
10th International Congress on Image and Signal Processing, BioMedical Engi-
neering and Informatics (CISP-BMEI), pp. 1–5 (2017)

34. Zhao, Z., Ji, K., Xing, X., Zou, H., Zhou, S.: Ship surveillance by integration of
space-borne SAR and AIS-review of current research. J. Navig. 67(1), 177 (2014)



Air Pollution Software Architecture
Design and Modeling: A Peruvian Case
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Abstract. In Peru, the public sector of environmental regulatory agen-
cies still presents enormous challenges in data connectivity, due to its
geographic complexity. Remote air quality monitoring stations need to
achieve interoperability in order to transmit raw data from remote data
loggers to centralized data centers. Proper microservices software archi-
tecture and other design patterns (API REST) were developed with the
formal Attribute Driven Design (ADD) method version 3 to achieve scal-
ability, interoperability, and proper performance. For regulatory pur-
poses, testing and validation stages were achieved through an asyn-
chronous data quality process that was performed in an Enterprise Ser-
vice Bus (ESB). Then, for analytic purposes, data simulation was exe-
cuted on an Autoregressive Integrated Moving Average (ARIMA) model
built on real data of sulfur dioxide and particulate matter with a diame-
ter of less than 2.5 and 10 µ (year 2020). The simulation of the model and
the dashboards were coded in the R language. A Peruvian government
agency in charge of environmental assessment tasks and the national
standards of environmental quality air are taken as a reference case.

Keywords: Software architecture · ADD · Microservices · Air
pollution · ARIMA

1 Introduction

One of the mission objectives of environmental assessment agencies is the moni-
toring and surveillance of air quality in territories adjacent to economic activities
such as mining, oil extraction, hydrocarbons, electricity, and industry in gen-
eral. Therefore, these specialized government agencies must deploy monitoring
stations in areas close to economic activities, usually in remote areas, to carry
out their environmental assessment work [19]. However, in the initial stages, this
work is usually conducted without including technological requirements that
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involve an online transmission of the data under an architecture that promotes
real-time processing, scalability and high availability.

In developing countries, government agencies still present enormous chal-
lenges in interoperability. For instance, in Peru, various initiatives have recently
been promoted to develop low-cost monitoring systems, in partnership with uni-
versities [11]. In addition, a peruvian entity such as the Environmental Assess-
ment and Control Agency (OEFA) only has 12 stations nationwide [17], while
in countries such as South Korea (a country with less extension of territory),
the number rises to 209 [15]. Therefore, in developing countries, it is still a chal-
lenge to carry out end-to-end integration, i.e. a holistic solution including data
capture, processing, storage, and analytical dashboards.

This technical paper describes the software architecture implementation for
the on-real time data capture and processing at an environmental agency in
Peru. The document explains the current non-connections among stations and
a data center, the analysis of the architectural drivers, and the requirements. It
also illustrates the software design that applies Attribute Driven Design (ADD)
rationalized on microservices architecture (independent Fat Jars coded in Spring
Boot 2.3), API REST, Eureka Server (registry), Zuul as a load balancer and
API Gateway pattern, and asynchronous message processing for data quality in
interoperability with an Enterprise Service Bus (ESB). On-premise and legacy
platforms are reused and interconnected to achieve architectural drivers. Addi-
tionally, the stage of statistical data quality is developed based on Peruvian
national standards and an Autoregressive Integrated Moving Average (ARIMA)
model that elaborates on R language programming.

2 Characterization of the Problem

2.1 Analyzing the Off-Line Technology Architecture

The data capture from the air quality monitoring stations was not available via
online transmission. Instead, a set of technical professionals specializing in the
management of data loggers needed to travel to the stations every 15 to 20 days,
where they extracted the data directly to an external hard disk. This procedure
caused the government agency significant time lags in obtaining the necessary
data; the monitoring stations were not interconnected with the agency’s data
center, as shown in Fig. 1.

The gas analyzer is responsible for transforming electrical signals into num-
bers, i.e., data capture from the sensors. Then, the dataset is sent to the data
logger for consolidation and adequate user manipulation [10].

Extracting data from isolated environmental stations requires constant visits
by technical personnel to extract data. Additionally, those stations which are
located in remote areas with poor internet connections-some with no static IP
available from Asymmetric Digital Subscriber Line (ADSL) providers. This com-
plicates proper interoperability with a data center. Figure 2 shows an isolated
station in the Andes of Peru.
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Fig. 1. Deployment view of the off-line architecture.

Fig. 2. Environmental station without internet connection.

2.2 Data Logger Characteristics

Data loggers are technology devices capable of collecting data and obtaining
environmental measurements [4]. This implementation used the Campbell Sci-
entific brand data logger, whose model is CR1000. Table 1 explains some relevant
features [3] for software.
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Table 1. Data logger characteristics

Characteristic Description

Communication port TCP/IP, email, FTP, web server

CRBasic Language programming compatible with HTTP

JSON Readable data format generated from Strings

Internet protocol FTP, HTTP, XML, SMTP, Telnet, NTCIP

Operating temperature −25 ◦C to +50 ◦C

Beta Gauges sensor For particulate matter of 2.5 and 10 µ

Support software LoggerNet, PC200, PC400, RTDAQ

Clock accuracy ±3 min per year

Sulfur dioxide gas Ultraviolet fluorescence technique

2.3 Data Validation

Due to the lack of ability to perform real-time processing of the data, they were
validated late. The process was completed manually in Excel spreadsheets, which
are prone to human error.

3 Software Architecture

For the design of the target software architecture, ADD version 3, which is
based on seven steps, was used as a formal method [7]. This process has five
architectural driver inputs (design goal, quality attributes, primary functionality,
architectural concerns and architectural concerns), which are validated in step
1. The first seven steps could be executed iteratively, depending on whether or
not the architectural design was concluded.

3.1 Architectural Drivers

The validation of the five architectural drivers for this methodology is shown in
the following list:

Design Goal. Establish interoperability between the environmental monitoring
station and the government agency data center, a scalable and highly available
architecture, run data quality asynchronously, and reuse the legacy database.
All this, in a single iteration.
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Quality Attributes. Table 2 lists the quality attributes considered in the
design.

Table 2. Quality Attributes (QA)

Code QA Description Priority

QA1 Interoperability Data must be transmitted from the remote
station data logger to the central data center
located in Lima city. The data logger must be
able to send data frames

High

QA2 Availability The sending flow must be continuous, and
the architecture must propose a solution that
guarantees the continuity of the reception
service of the measurement frames

High

QA3 Performance The software component in charge of
receiving data must respond to the
monitoring station in the shortest possible
time. Time is critical to avoid generating
rejection in processing

Medium

Primary Functionality. For this methodology, the primary functionality can
be associated with use cases or user stories. This explains the functional behav-
ior of the system. Table 3 provides a brief description of the main functional
requirements included in the design.

Architectural Concerns. This driver defines all the concerns presented by the
stakeholders regarding both the software architecture and the project [8]. Table
4 provides a brief description of the architectural concerns (optional) included
in the design.

Architectural Constraints. They are mandatory considerations that must
be included in the design process. These can be legal, standard, regulatory,
among others [2]. Table 5 briefly lists the architectural constraints (compulsory)
included in the design.

4 Design Process

The ADD design process will be executed taking into consideration the five
previously mentioned architectural drivers. The seven steps are outlined below.
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Table 3. Functional Requirements (FR)

Code Description Priority

FR1 Implement a software component capable of receiving the
data frames sent by the data logger in JSON format and
following HTTP protocol. The data shall be stored in a
relational database

High

FR2 Implement an automatic data quality mechanism based on
Peruvian environmental regulations. This procedure shall not
affect the response time reception from the data center to the
remote station

High

FR3 Implement statistical reports for the contaminants Medium

Table 4. Architectural Concerns (CON)

Code Description

CON1 The Java programming language is the organizational standard

CON2 REST API should be the interoperability standard

CON3 Legacy infrastructure and virtual machines should be used

Table 5. Architectural Constraints (CRN)

Code Description

CRN1 A scalable architecture is mandatory due to the incremental number of
environmental quality stations in the future

CRN2 The process of receiving and responding to the data frames should not
exceed 5 s

CRN3 The legacy database, Oracle, must be used and no other can be created

Step 1. Reviewing the entries and validating that they match the parameters
described in the previous section.

Step 2. Establishing the objective of the iteration, which is to develop an
interoperable, scalable architecture with an adequate response time.

Step 3. Choosing the elements of the system to refine - in this case the data
logger - primarily, the current (AS-IS) architecture shown in Fig. 1.

Step 4. Selecting the following design concepts and patterns, to solve the pur-
pose of the architecture:

REST API. Representational State Transfer is a hybrid network-based archi-
tecture established in a uniform connector interface (QA1). The Client-Server



210 F. M. S. López et al.

style, the stateless characteristic, and the HTTP verb POST contribute to the
purpose of the communication between the station and the data center (FR1).
Hence, REST API was selected as an interoperability standard for data register
(CON2), which at the same time allows the use of the JSON format.

API Gateway. This pattern works together with REST API. API Gateway pro-
vides a single entry point for defined back-end APIs and microservices. This is
a fully managed service for forwarding and coordinate messages [22].

Horizontal Scalability. Due to scalability requirements, it was necessary to estab-
lish three host nodes (organizational restrictions) in high availability that were
managed by a load balancer (QA2). This mechanism allows horizontal scalabil-
ity; more nodes can be added subsequently.

Microservices Pattern. Scalability needed to be achieved through a pattern
which allowed swift responses to increases in requests. Sam Newman [16] pro-
posed the architectural pattern of microservices based on small, autonomous,
self-discoverable, and decoupled services.

Event-Driven Pattern. To achieve high performance, an event-driven integration
pattern with an asynchronous process was required [13] (QA3 and FR2). This
pattern implements the data quality process based on messages delivered in an
event channel.

Shared-Data Pattern. This pattern applies in the context where different compo-
nents or devices require access, whether for reading or modifying, to a common
data store platform (FR1). A slight variation in this pattern is that it is allowed
to handle a clustering scheme where multiple nodes act as one. In the case of
databases, the mirror scheme-instant and automatic data replication-is manda-
tory to ensure real-time data updates. A load balancer is required to implement
this scheme.

Step 5. The following rationale was used to instantiate the elements according
to the described patterns and design concepts:

Remote Connection. First, a satellite internet connection was established
between the remote station and the data center, as shown in Fig. 3. Then, as the
first point of entrance, an Apache Server acted as a reverse proxy. This in turn
was protected by a firewall, and redirected the message to a Zuul server that
implemented the API Gateway pattern [21]. This pattern hid the final address of
the microservices, and balanced the load with the three host nodes based on the
virtual machines of the Red Hat Enterprise Linux (RHEL) 7.1 operating system
(CON3). It is worth noting that the organization already has a technological
capacity installed, not yet a cloud-based solution, but with a robust on-premises
solution.
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Scalability Application. The microservices discovery service was performed by
the Eureka server; this received the signals of new scaled services, registered
and validated them using the architectural heartbeat tactic, and notified the
Zuul server to balance them, as illustrated in the component view of Fig. 4. The
available microservices recorded air-quality monitoring data in a highly available
database, so the microservice’s server is connected to a load balancer first.

Asynchronous Processing. The microservice, named Vigamb, as a final compo-
nent, sent an asynchronous message to a message queue implemented under MQ
technologies on an ESB Red Hat JBoss Fuse 6.3. Server, which performs data
quality automatically (CRN2). The results are recorded in the high availability
database, so the ESB is connected to a load balancer first.

Legacy Database. The organization has an Oracle 11G R2 relational database of
RAC architecture (mirrors) in a single schema (FR1 and CRN3). Therefore, it
is proposed to maintain this solution and not implement an additional database.
A personalized schema for this design must be implemented.

Visualization. Data analytics, reporting and dashboards were performed on a
stand-alone Shiny Server in the R programming language (FR3). The data will
be extracted from the legacy Oracle database.

Framework for Development. Java language programming and Spring Boot 2.3
framework were used (CON1). A single jar per virtual machine [20] is the strategy
for deployment. The FAT Jars are shown in the deployment view of Fig. 4.

Step 6. The entire sketch view is depicted in Fig. 3, and Fig. 4 shows two
architectural views regarding components and deployment.

Fig. 3. Physical component view architecture (TO-BE).
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Fig. 4. Microservices architecture (TO-BE).

Step 7. A review of Steps 1 through 6 established that the three quality
attributes were achieved, as were the constraints, architectural concerns, and
each primary functionality. Thus, all process inputs have been met, and no addi-
tional iterations are required; the software design process is complete. The elabo-
ration of a Kanban board was omitted. The agile board will be useful in scenarios
where some architectural drivers are not covered or are partially reached.

Step 8. This step does not apply. It is not necessary to refine to carry out a new
iteration, since all the drivers were satisfied and the requirements were fulfilled
in just one iteration.

5 Application Case

After elaborating on the architecture design, this proposal was implemented with
a monitor station located in the La Oroya region, at an altitude of 4781 meters.
The technical conditions of the place required the hiring of a satellite internet
service. In addition, the microservices were implemented at Lima city, as well
as the virtual machines. The FAT Jars were deployed and load balancers were
configured. The reuse of the ESB and the database was completed. The quality
attributes and the system operations were satisfactory. The measured parameters
were sulfur dioxide and particulate matter with a diameter of less than 2.5 and
10 µ. The data were collected throughout the year 2020, and subsequent data
modeling was achieved.

6 Data Standards

The pollutants monitored are sulfur dioxide (SO2) as well as particulate matter
with a diameter less than 2.5 µ (PM2.5) and 10 µ (PM10). SO2 is measured in
parts per billion units (ppb) and, PM2.5 and PM10 are measured in microgram
per cubic meter (µg/m3). For SO2, converting ppb to µg/m3 amounts to 2.62
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for normal conditions (25 ◦C). The gas analyzer uses fluorescence technology to
measure SO2. Particulate matter is measured with airborne particulate detection
equipment. Both types of automatic equipment a reused to perform this type of
sampling. The sufficiency to calculate the arithmetic average is 75% according
to the current air quality protocol [12]. The internal coherence of hourly data
was validated, considering the following relationships:

PM2.5

PM10
≤ 1 (1)

In Peru, the Ministry of the Environment (MINAM) is the government
agency which regulates air quality protocols and standards. This organiza-
tion provides the national standards of environmental quality air, based on
the parameters of measurement periods, values, evaluation criteria, and anal-
ysis methods [12]. Table 6 provides the details of the standard for SO2, PM10

and PM2.5.

Table 6. National standards of environmental quality for air in Peru

Parameter Period Value
μg/m3

Evaluation criteria Analysis
method

SO2 24 h 250 DNEa > 7 times/year UFb

PM10 24 h 100 DNEa > 7 times/year Inertial

Annual 50 Annual arithmetic mean Separation/
Filtration
(Gravimetry)

PM2.5 24 h 50 DNEa > 7 times/year Inertial

Annual 25 Annual arithmetic mean Separation/
Filtration
(Gravimetry)

aDo not exceed
bUltraviolet Fluorescence (Automatic Method)

7 ARIMA Model and Simulation

7.1 SO2 and PM10 Estimation

A methodology to identify, estimate and diagnose dynamic time series models
in which the time variable plays a fundamental role, is required to reduce the
specification of the model [18]. Thus, for the air quality data modeling pro-
cess, real data were used to obtain the coefficients of the ARIMA model for
SO2 and PM10 parameters. The implementation of ARIMA models begins with
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stochastic trend series. The methodology consists of differentiating the series d
times until obtaining another stationary series in covariance, identifiable by an
Autoregressive Moving Average (ARMA) model, and estimating the parameters
of the model [6].

Definition: (ARIMA process (p, d, q)). A time series Yt, tεZ follows an
ARIMA (p, 1, q) model, with a trend, if (1-L)Yt follows an ARMA (p, q) process
stationary in covariance, with a non-zero mean. In other words, if:

ϕ(L)(1 − L)Yt = δ + θ(L)εt, εt ∼ RB(0, σ2) (2)

and ϕ(z) = 0 has the roots outside the unit circle. A time series follows an
ARIMA (p, d, q) model if:

�dYt = (1 − L)Yt, d = 1, 2, ... (3)

It is an ARMA (p, q) process stationary in covariance. The PM2.5 model
was built based on PM10 model. The parameters are listed in Table 6 and the
R report is shown in Fig. 5.

7.2 SO2 and PM10 Simulation

Based on the real data, a preliminary estimate was made to enable simulation of
an ARIMA model for SO2 and PM10. The ARIMA model was the only source of
error for data generation. The number of observations was 8784 and the number
of series generated was 100 for each contaminant. Based on an analysis of these
series, the one that provided the best fit was sought and; therefore, the one in
position 52 was selected for the variable SO2, and position 77 for PM10.

Table 7 shows the estimation of the coefficients of the ARIMA models for
variables SO2 and PM10, except for variable PM2.5 which used a model regression
to preserve the condition related to the variable PM10.

Since the variable PM2.5 presents a condition related to the variable PM10

(1), PM2.5 simulation starts with a regression model with the original variables
to estimate a λ0 (0.225) which can be seen through a Box-Cox power graph
illustrated in Fig. 6. Regression coefficients β0 (2.427) and β1 (0.0147) were
estimated to finally reconstruct the pollutant PM2.5 taking as base pollutant
PM10 simulated above, which is shown below the identity line of Fig. 7.
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Fig. 5. ARIMA model simulation results for 2020.

Table 7. Simulation

Contaminants Model AR(1) MA(1)

AR(2) MA(2)

AR(3) MA(3)

SO2 ARIMA (3, 1, 3) −0.1945 −0.3414

−0.6255 −0.2557

0.42 −0.8858

PM10 ARIMA (3, 0, 3) 0.8491 −0.4805

−0.0494 −0.0235

0.1015 0.0365

PM2.5 z = 2.427 + 0.0147 PM10 Does not apply Does not apply

PM2.5 = (0.225 z+1) (1/0.225)

The use of both models is harnessed when all the data is transformed into
an ARMA model, starting from an ARIMA model. Other authors also followed
the ARIMA model to analyze the trend of sulfur dioxide (SO2) for air pollution
[1,9,14]. The United States Environmental Protection Agency (US EPA) envi-
ronmental report on acid rain and related programs [5] was also a clear example
of the application of ARIMA to the SO2 trend.
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Fig. 6. Box-Cox power for λ0 estimation.

Fig. 7. Relationship between PM2.5 and PM10.

8 Conclusions

The 7-step ADD v.3 methodology was effective in achieving a robust, interoper-
able, scalable, high-performance, and orderly architecture in its design process.
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Each pattern contributed to achieving part of the architectural drivers. For data
analysis, we were able to simulated an ARIMA model for SO2 and PM10 param-
eters, based on the fact that the time series can be established as stationary
models in covariance. For the relationship between PM2.5 and PM10 a linear
regression model was tested.

This governmental experience is intended to serve as a guide for the design
and implementation of a holistic solution, i.e. to convert an off-line solution into
one in real-time, including data analytics. Developing countries with low budgets
can take this experience and results as a feasible solution, especially in contexts
where sophisticated telemetry mechanisms may not be available. In addition,
the ARIMA model demonstrated that the data and its relationships meet the
national standards of Peru.
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Abstract. Literacy is a fundamental and intrinsic right for every per-
son; therefore, government agencies, NGOs, and private donors seek to
implement sustainable and long-term plans that allow citizens to access
quality, inclusive, and equitable education. But despite their efforts, illit-
eracy has not yet been fully eradicated, so educational programs and
tools have been created to work to solve this problem. In this research,
a web application is developed that takes the resources of the Google
QuickDraw API to generate an interactive image interpretation tool,
which aims to support the learning of reading and writing in people with
illiteracy. The tool allows an illiterate person to draw pictograms that are
interpreted by the software and through convolutional neural networks
with deep learning, a prediction of the image is generated. The result
is presented in a graphical user interface, which displays a real image
corresponding to the prediction together with text and audio assistance,
essential for user learning. The results show a performance of 75% accu-
racy in the training and 56% in the test. The performance tests yielded
indicate that the tool meets the minimum software requirements for its
future implementation in institutions that work in the education of peo-
ple with illiteracy.

Keywords: Illiteracy · QuickDraw · LeNet CNN architecture · Deep
learning · Image processing

1 Introduction

Since 1946 the United Nations Educational, Scientific and Cultural Organization
(UNESCO) has been one of the forerunners of literacy processes worldwide [1].
This organization is one of the main defenders of this competence as a funda-
mental and intrinsic right in the educational field for every human being. In this
sense, it has developed global efforts to promote a vision that aims to achieve a
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literate world for all. In addition, it argues that literacy is capable of empowering
peoples, thus allowing them to form and participate in society [2].

Literacy is an essential part and integral axis of lifelong learning, an idea that
is strongly supported and is part of the 2030 Agenda for sustainable development
of UNESCO [3]. This agenda proposes 17 objectives to achieve the sustainable
development of all countries and their inhabitants that include topics such as
ending poverty, ensuring health equity, reducing inequality among countries,
achieving gender equality, combating climate change, etc. The fourth goal advo-
cates an inclusive, equitable quality education that promotes lifelong learning
opportunities.

Despite the advances in the last decade, around 260 million children were
still not in school in 2018, representing a fifth of the world’s population. In
the COVID-19 pandemic, several countries conditioned the operation of schools,
which caused a considerable impact on more than 91% of students worldwide.
This caused the most vulnerable and marginalized children to be the most
affected in learning [3].

School-age children are not the only ones affected by this problem. The
problem of literacy especially affects people with considerable levels of poverty,
women, and marginalized groups. Despite the great efforts promoted by
UNESCO, at least 750 million young people and adults have not acquired the
skills to read and write, causing exclusion in their social environments. According
to the results of the 2010 census of population in Ecuador, the illiteracy rate for
that year was 6.8% at the national level, with the indigenous community being
the most affected with 20.4% [4]. Ergo, it is necessary to implement innovative
technological solutions to solve problems related to access to information and
the development of basic skills in the context of literacy.

The widespread use of mobile devices in all social strata, access to the Inter-
net, and the facilities to obtain these services at low costs, have allowed the
development of support applications for people with illiteracy. These circum-
stances mitigate problems of deficiency in the educational development of chil-
dren, adolescents, and anyone who does not have the possibility of accessing
formal education systems.

Advances in the scientific field of Artificial Intelligence (AI) have made it pos-
sible to create projects that use mechanisms to perform tasks normally developed
by humans, with an extensive information storage capacity. One of these projects
was launched by Google in November 2016 under the name Google QuickDraw
[5]. This is an online game whose objective is to challenge the players to draw an
object and test whether a neural network is capable of identifying the pictogram.
The API uses Machine Learning (ML) algorithms and could allow illiterate peo-
ple to have an accessible tool to understand certain words through drawings.

The use of Google QuickDraw in literacy projects has been little explored, so
this scientific article aims to develop a web application for literacy with a user
interface adapted to the Ecuadorian context.
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1.1 Related Work

One of the biggest challenges in a digital world with persistent illiteracy prob-
lems is finding an efficient and effective methodology with a set of procedures
and actions for rapid learning [6]. Each implemented methodology must generate
a comprehensive training to support each didactic strategy composed of recre-
ational activities, participatory tasks and different procedures that help assimila-
tion in the teaching and learning process [7]. One of these learning methods is the
use of pictograms as a pedagogical resource to develop reading comprehension
skills.

In the article of Guaicha et al. [8], 45 students were used divided into two
groups. The first one of 22 was the experimental group, and the other one of 23
persons was the control group, where an improvement in comprehension skills
was evidenced after applying a stimulus through pictograms.

In [9], pictograms were analyzed as a means for language development in
children with autism. The research results show that the methodology can be
implemented as a psychoeducational resource for the development of children
with expressive language and comprehension disabilities. This research also indi-
cates that the use of pictograms helps the development of tasks, thus reducing
symptoms of anxiety and fear.

Most strategies and methodologies are implemented in the physical class-
room, but for virtual environments, other mechanisms should be considered in
the learning process in the digital age. Thus, new research incorporates infor-
mation technologies as a dynamic and effective tool. In [10], pictograms were
integrated into a web using a communication board. This instrument was used
as an expression tool for the learning of children with Down syndrome. The
results showed that web tools are essential learning instruments and contribute
to cognitive and affective development.

In the literature, there is no consensus or clear definition to measure illiteracy
since it is a concept that has evolved by changes in society and education [11].

Thus, UNESCO defines illiteracy as people who cannot read or write, or
understand a simple text, and the way to measure this lack is through statis-
tical from official sources of each country. For the United Nations Economic
Commission for Latin America and the Caribbean (CELAC) an illiterate is the
individual who cannot read or write and is identified in population censuses.
On the other hand, the Organization of Ibero-American States for Education,
Science, and Culture (OEI) defines illiteracy as the lack of literacy and basic
arithmetic notions that have no studies, and this parameter is measured by offi-
cial statistics from each country.

The difference between the alphabet and illiterate people is not only gov-
erned by a minimum set of reading and writing skills but in the activities that
people can carry out. So three central aspects have been taken into account
for the comprehensive evaluation of a person with illiteracy. The first aspect
measures the level of comprehension in reading, writing, and mathematics. The
second aspect focuses on the functional perspective as an individual, i.e., inte-
gration to social or work demands and personal development. Finally, the third
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aspect considers the conditions of a dignified life that not only implies reading
comprehension [12].

So, there are different levels and indicators to assess the level of illiteracy of
a person. Thus, it has been divided into absolute illiteracy, which corresponds
to a person who cannot read or write and whose data was taken from a popu-
lation census, being the proxy indicator for this variable at zero schooling; and
functional illiteracy, defined as the lack of ability to function in society due to
various social, geographical, and educational factors [13].

Depending on the definition and type of illiteracy, the internal and external
variables of a person can be grouped according to the dimension of the problem
and its relationship with the central problem. So, absolute illiteracy occurs when
a person not has completed the basic school first year, and the indicator is the
comparison between matrices, approvals, failures, and withdrawals from educa-
tional establishments. On the other hand, functional illiteracy refers to people
who cannot read or write, and the metric is collected through questions used in
population censuses.

For this research, several pictogram drawing software has been analyzed, and
QuickDraw has been chosen due to its versatility and its large dataset. Quick-
Draw is a neural network integrated into a web application created by Google
and its AI Experiment development team [14]. It allows drawing pictograms,
and the algorithm predicts the drawing class from a collection of more than 50
million instances divided into 345 categories. Its database is updated in real-time
with each new drawing. The raw data is available on Google Cloud as category-
separated ndjson files. QuickDraw allows drawing precise diagrams and is easy,
intuitive, and interesting software to draw different geometric sketches.

Stephenson et al. used QuickDraw to demonstrate the agility and ease of
use of this tool through an experiment involving first-year schoolchildren. The
experiment involved introducing computer graphics and multimedia applica-
tions, allowing them to create visually appealing programs with minimal com-
plexity [15].

2 Materials and Methods

2.1 Software Architecture and Design Parameters

The web application for literacy implemented used ISO/IEC 25000 standards
to have quality guidelines for the software developed under a SCRUM work
methodology. An architecture Model View Controller (MVC) was used. The
Model where the data of the web application is encapsulated; the View, for the
interaction with the user; and the Controller, responsible for relating the view
and the model [16], as shown in Fig. 1.

The Model component contains the prediction function called predictv2,
where a variable and the 64-bit image sent from the view by the controller are
stored. In this component, a normalization of the image obtained is carried out,
and the value of the category that will be used for the classification algorithm is
determined. After comparing the image with the corresponding model, it returns
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Fig. 1. Model view controller system for the web application

the result that represents the maximum probability obtained between the user’s
pictogram and the response of the trained model.

The view represents the user interface, which allows interaction with the soft-
ware. The dynamic functionality of the user interface was made with Javascript
Vue.js. In this section, the calls to the API and the rendering on the web of the
information from the model are made. Bootstrap was used for the predefined
and optimized styles of the responsive web.

The controller is responsible for connecting the view and the model. Also,
send the category and the image in Base64 to the model. For this, it uses the
REST service based on the HTTP Flask protocol to obtain and generate data in
JSON format, thus allowing communication between the view and the predictor
of the model layer.

2.2 Image Acquisition and Data Pre-processing

Before the training of the neural network, the images obtained from the Quick-
Draw dataset have been pre-processed to facilitate the training of the model [17].
After acquiring the .npy images and resizing them to 28× 28 pixels, the data
were transformed to 32-bit floating and is divided for the maximum value of one
byte, i.e., 255. In this way, it is ensured that the input data of the model take a
value between zero and one for the learning rate to work properly.

Then, the dataset was divided into arrays, with 56% for training, 14% for
validation, and 30% for testing, as shown in the schema of Fig. 2.

Xtrain is the dataset to train, and ytrain are the labels of the dataset that
are entered in the algorithm. Xval and yval are used to tune the hyperparam-
eters of the classifier and evaluate the performance of the neural network in
several iterations during training. Finally, xtest and ytest will be used to test
the performance of the neural network.



224 A. Reyes and D. Vallejo-Huanga

Fig. 2. Image processing block diagram and training model methodology

The dataset partitioned is normalized [18] before starting the training to
increase the number of stored images. The normalized dataset decreases training
time and the probability of error [19].

2.3 Definition of the Prediction Model

For the training model, a deep learning neural network architecture was imple-
mented, based on a supervised machine learning model with LeNet CNN archi-
tecture [20]. This architecture has two feature extraction layers implemented
with the Conv2D class constructor from the Keras library. In the first layer, it
has a total of 6 filters and 16 filters for the second, with a kernel dimension
(3, 3). In addition, it has a Rectified Linear Unit (ReLu) activation function to
activate a single node if the input is above a certain threshold. For our case, the
value is zero but if the value is greater, the function assigns the value of one.

At the end of each convolution, the activations of the previous layer of each
batch are normalized again, i.e., a transformation is applied that keeps the mean
activation close to zero and the activation standard deviation close to one. In
addition, the Flatten() method was invoked to convert the elements of the input
image array to a flat array, and in the classification layer, are added to a group
of densely connected hidden layers with the Dense declaration.

In the hidden layer of classification, three layers trained with the Back-
Propagation learning algorithm were defined. This implements a multi-layer per-
ceptron [21] with 120 and 84 densely connected neurons for the first two layers
with a ReLu activation function, and 10 neurons in its last layer composed of a
softmax-like activation function of 84 inputs and 10 densely connected neurons,
as shown in Fig. 3.
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Fig. 3. Image recognition training model architecture.

The perceptron returns a matrix of 10 possible data points that is the image
membership probability. The output of the softmax activation function is a vec-
tor of values that represents the probability of each image obtained on all the
images that belong to that category. The sum of the probabilities must equal
one, and the probability of belonging to an image is expressed by Eq. 1.

σ(z)j =
ezj

∑k
k=1 ezk

(1)

Where the k values are all real numbers between zero and one, ezj is the
calculation of the evidence of belonging of the image, and

∑k
k=1 ezk is the sum

of each of the images belonging to a category.
In the training, the fit() method of the model was called, and the Short

Adaptive Moment Estimation (Adam) optimizer was used. Adam calculates the
learning rate that combines the properties of Adadelta and RMSprop [22] and,
therefore, tends to work best for training. In addition, the cross-entropy loss
function and the hit rate were used for the metrics.

Once the training architecture was chosen, the parameters were initialized
with a set of 10 categories made up of 170,800 images for training representing
56% of the dataset. For the validation, 42,700 images were taken corresponding
to 14% of the data, and the remaining 30%, 91,500 images, for the test.

Random weights were implemented to break symmetry and thus prevent
neurons in the same layer from training in a similar way. The algorithm was
configured with 40 epochs, a learning rate of 0.003, and the Adam optimizer
introduces a random batch sample, in each epoch, of 128 image fragments.
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2.4 Development of the Web Application

For the development of the web application, specific categories were selected,
grouped by the familiarity that people have with the concepts that these images
represent. The abstraction of the image in the mind of the person was used for
the user to draw a pictogram as close to reality. In this way, it is estimated
that the retention of the information, represented together by the image and the
word, is successful.

Another factor that influenced the selection of categories was the relation-
ship between the classes belonging to the QuickDraw dataset. The categories in
Fig. 4 met the minimum number of elements required for the development of the
application, i.e., 10 elements with similar characteristics could be completed to
classify them in the same taxonomy.

Fig. 4. GUI categories for the image classification model.

A canvas was embedded in the web application for the user to draw the
pictogram. This drawing is transformed to Base64, to represent binary data from
the image using an ASCII string, ensuring that your data remains unchanged
and is stored and transferred through the Axios library. This library allows to
perform operations as an HTTP client, and through the GET method, obtain the
encoding scheme of the image and link it with the prediction function predictv2.

In this function, the trained model is loaded using the Python Flask frame-
work, and the Base64 image is obtained, which will be decoded and transformed
into an image in PNG format. This image is processed according to the method-
ology described in Fig. 1 so that the model makes the prediction and returns the
result to the user.
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The front-end shows the result of the prediction of the tool model, in the
middle left part of the interface is the canvas, where the user drew the pictogram
to be predicted. Also, an actual image of the prediction is displayed at the same
height on the right side of the screen. At the bottom of this image, the text that
represents the image is shown, and the user can see their characters. Next to the
text, there is a button that plays audio of the pronunciation of that word.

Finally, at the bottom, there is a text box where the user can enter the
characters corresponding to the resulting word using the keyboard to compare
their writing with that displayed by the web application, as shown in Fig. 5.

Fig. 5. User view of the result of drawing the pictogram of a cow.

The application is stored under Cloud Computing technology in a PaaS
infrastructure with a cloud architecture of a CPU, 2 GB of RAM, 50 GB hard
disk, Linux operating system, and CENTOS 8 distribution. The URL to access
the application is http://167.99.115.136//.

3 Results and Experiments

The experiments were conducted in two ways, the first for the evaluation of the
web system and the second for the validation of the prediction model.

To evaluate the behavior of the system, the web application was subjected to
non-functional tests to identify potential risks of poor performance in production
environments. So, load and stress tests were carried out with a certain number
of requests to analyze the behavior of the application in front of a large number
of concurrent users. In the case study, 50 Virtual Users (VU) were used.

The software was analyzed by the open-source web tool K6, designed for
performance testing. This tool, built-in JavaScript, supports local and remote

http://167.99.115.136//


228 A. Reyes and D. Vallejo-Huanga

Fig. 6. Performance results of load and stress tests.

modules for load testing. The maximum response times, the standard deviation
[msec], the number of requests [req/msec], and the error percentage were ana-
lyzed. For the load and stress tests, the final results were obtained in area graphs
as shown in Fig. 6. Table 1 summarizes the results of the software test values.

Table 1. Response times and errors of stress and load tests in the web application

URL Number of

samples

μ ± σ [sec] Performance

[req/sec]

Error [%]

Load Stress Load Stress Load Stress Load Stress

http://167.99.115.136:81/ 50 50 64± 16 133± 17 10 10 0 0

http://167.99.115.136:81/v2/predict 50 50 64± 17 133± 18 5 5 0 0

. . ./static/img/bus.6281a70.jpg 50 50 19± 11 23± 15 0.83 0.83 0 0

.../static/img/speak.6a4f488.png 50 50 12± 9 22± 12 0.83 0.83 0 0

On the other hand, to check the operation of the algorithm that was later
implemented in the web system, experiments were carried out that allowed the
performance of the prediction model to be measured.

Thus, in the training set, the performance of the model obtained a precision
of 0.7450, recall of 0.74, and an F1 score of 0.74. The experiments were carried
out in the five previously selected taxonomies with different elements for each
category. As an example, the confusion matrix of the category transport in the
training set is shown in Fig. 7.

http://167.99.115.136:81/
http://167.99.115.136:81/v2/predict
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Fig. 7. Confusion matrix for the category transport in training set.

Then the CNN trained and validated was implemented in the web applica-
tion. In the web environment a total of five experiments were carried out for each
category. The result is represented in a Boolean way, i.e., if the prediction was
correct, the value of one is assigned to the test, but if the result was incorrect,
the value zero is assigned.

For the animal category, the accuracy was 80%. In the categories climate,
fruits, and transport, the software was able to correctly predict three of the five
pictograms. Finally, for the human body parts category, CNN had an accuracy of
20%. The results of the experiments show that the software has a mean accuracy
of 56% for all taxonomies.

4 Conclusions and Future Work

In this article, an educational support web tool for illiterates was developed using
simple and eye-catching pictograms, in order to help people expand their vocab-
ulary and develop their written communication. The machine learning algorithm
used achieved an accuracy of 75% in training and 56% in the test, which showed
that the application can be used in real educational environments but needs
some improvements before taking it to an environment of production.

During the development of the web tool, errors were found corresponding
to the data stored in the Quickdraw dataset. Several of the pictograms in the
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dataset were identified as being incomplete or not corresponding to their respec-
tive categories. Therefore, the use of a more robust neural network, a data prepro-
cessing that discards incomplete pictograms (or stored in the wrong category),
will be considered for future work to improve the accuracy percentage.
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Abstract. This work proposes a model that allows for the generation of human
pose sequences represented by points in the 3D space based on artificial intelli-
gence algorithms. A GAN framework AC-GAN variant uses pose-based labels
with a simple discriminator and two auxiliary classifiers, one based on unsuper-
vised k-means labels and the other on the 3DPCK metric. This model focuses
on the emulation of the human body movement while cooperatively performing
various activities. It successfully models human interaction behavior, achieving a
0.1507 in the Kolmogorov-Smirnov metric, 45.55 3DPCK of 150 mm, 4.4019 for
the FID metric, and 0.0487 for the MMD metric, all for unseen motion data.

Keywords: Motion synthesis · Generative adversarial network · Deep learning

1 Introduction

Human-machine interaction is a long-time studied topic, the goal is to achieve a human-
like level of realism for actions performed by virtual agents [1], so they can serve
as companions [2, 3], coworkers [4], or caretakers [5] to achieve the desired results.
On the topic of human-like companions, there are many problems to be resolved, like
emulation of emotions and feelings [6], language [7], appearance [8], and others; some
of these problems have already been addressed, especially the ones related to language
and emotions modeling.

There also have been works related to the creation of appropriated responses to
external stimuli from different elements of the environment, especially the interaction
with objects and natural features [9], some others between agents, and a few with human
beings trying to emulate naturally feeling movements, even fewer related to the gen-
eration of such actions to emulated human behavior based on probability distribution
instead of directly learned poses [10].

This work offers a method that allows the generation of movements based on a
known distribution of actions learned by the discriminator and auxiliary classification
networks. These movements serve as a base to generate adequate responses for the
input movements of the generator network. We assessed the model using a quantitative
approach to measure the level of pertinence between the distribution of the expected and
the generated motion.
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We use the Kolmogorov-Smirnov (K-S) statistic [11] to measure the level of fit-
ness between the real and generated poses, the Euclidian distance to measure the space
between generated data, and the ground truth in mm [12, 13]. 3DPCK (3D Percentage
of Correct Key points) with a 150 mm threshold [14], Maximum Mean Discrepancy
(MMD) [30], and Fréchet inception distance (FID) [29].

The novel contributions in this paper are:

• The use of continuous pose-based conditional labels for 3D pose generation using an
AC-GAN framework,

• The use of K-means and 3DPCK as labels for the auxiliary classifier of the AC-GAN
discriminator,

• Two novel models for both the generative and discriminative networks.

2 Related Work

Many human motion syntheses works exist. Some works utilize the activity levels over
time to emulate the movements of a human being while in a conversation [1] or speech to
upper-body gesture generation [15]. Others use the beat obtained from music [16], text,
and audio [17], except for the last, and most of these approaches use a 2D articulatory
model like the open pose skeleton for the motion capture and generation and are then
limited to a 2D projection of their resulting poses.

Other work focused on using pseudo images of the values of angles in the skeleton
joints to generate movements from a latent space, using a classical convolutional GAN
[10].

Some methods to generate synthetic single subject pose sequences, for example:

• Bayesian adversarial approach for human motion synthesis [18].
• Pose sequence generation based on style transfer using mixtures of autoregressive
models (MAR) [33].

• Captured human motion variation using Dynamic Bayesian Networks [34].
• And Hierarchical Hidden Markov models for pose generation and motion modeling
[19].

Finally, some other works take a trajectory to generate a feasible sequence of
movements as it moves through a given environment [20].

Still, there is not much information about methods that can use poses to generate
a response pose, lacking the possibility of the human interaction factor based on body
language offered in this work. It is not possible to directly compare most of the described
methods since they depend on different types of inputs, datasets, and objectives, even if
they are all human motion generation models because they all have different purposes;
the same happens with this work as there is no other work modeling a two subject
interaction using point-based poses data as input.
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3 The Methodology

We suppose that the non-verbal communication through body language represented as
point-based poses holds enough information in the captured motion from a first subject
[21], given in R3 cartesian coordinates as shown in Fig. 1, to infer the points-based
information response of a second subject. The method used in this work models the
distribution from the ground truth of the motion capture dataset where two subjects
are recorded performing various activities interpreted as point clouds. A Generative
Adversarial Neural Network (GAN) that uses a recurrent generator model provides
responses to unknown data while preserving a low Euclidean distance between actual
and generated samples. Five ensembled networks trained in the GAN with differently
initialized weights are used to increase the network coverage and obtain even higher
precision in the predictions.

Fig. 1. Normalized point cloud representation of subjectmotion capture both subjects arewalking
to each other. Values are scaled by 1/s.

3.1 Preprocessing

It is necessary to identify its structure, clean it frommissing values, standardize its values
and define the new shape they will take, if necessary, as its dimensions and type of data
passed to the neural network.

Data comes as c3d formatted files from the CMU dataset [28], which contain clouds
of 3D points for two given subjects that are separated by the internal name of the subject
(“Justin” and “Rory”). The lost points on the first frames are replaced by zeros to avoid
NANvalues.However, as somepoints are not equally labeled betweenmotion sequences,
41 points have been identified to appear on each one of the motion captures files, so only
those points are used for every poses. There are 11 pose sequences to be processed,
labeled on the CMU dataset as on the actions 18_01,18_03, 18_05, 18_07, 18_08,
18_09, 18_10. 18_12, 18_13, 18_15 and 19_01.

When both subjects’ data are separated, it is necessary to standardize the sub-
ject’s height. The maximum height of each subject in each pose sequence is obtained



Pose Conditioned Human Motion Generation 235

and utilized to standardize the subject’s statures. When both characters have the same
1681 mm height on all sequences, the points axes are separated at each time step and
then concatenated to form a 3 × 123 matrix.

The flattened coordinates chunks will then be saved as pickled NumPy arrays to be
loaded in the python training script later, and both subjects’ pose sets are split into their
training and test sets.

After loading the data into the training section, the data will be divided by a constant
s representing the maximum radius of the motion. The purpose of this is to limit the
range of the data to be between −1 and 1, which is convenient for the GRU input layer,
without distorting the motions, and the total scale factor is s = 2 × 1681mm.

The resulting data is a set of 3 × 123 matrices, where every row is a time step, and
every column represents an axis X, Y, or Z, such that every three columns represent a
point whose values range from −1 to 1.

3.2 Network Details

The framework used in this work is a GAN proposed by Ian J. Goodfellow [22]. This
framework aims to model the probability of a distribution in a neural network called a
generator while a discriminator learns to distinguish generated and actual samples. This
process continues until the generated samples cannot be distinguished from the real
ones. The generator and discriminator play this min-max game following the function
on Eq. (1).

min
G

max
D

V (D,G) = Ex∼pdat(x)[logD(x)] + Ez∼pz(z)[log(1 − D(G(z)))] (1)

Where D is the discriminator and G the generator, z input noise distribution, x the actual
data, and pdat the ground truth distribution.

A GAN is used as generative because it allows us to parameterize the output using
labels as inputs; in this case, those labels represent sequences of human poses. There
are currently many different types of GAN like the original GAN [1], AC-GAN [23],
Conditional GAN [35], Wasserstein GAN [36], and others.

GANs can be tailored for the needs of each problem; in this case, we use the 3DPCK
metric and unsupervised clustering to generate classes to control the position of the
generated pose and how it is from the original points.AGANalso allows us to experiment
with his components, by changing types of layers, optimizers, activation functions, and
cost functions, for a more delicate tunning process.

GANS are groups are neural networks, and it is known that backpropagation can
be costly if there are many parameters to train, but thanks to model GPU technology, it
turned into an advantage as this process can be heavily parallelized in comparison with
other methods that are CPU intensive as most CPUs have fewer cores than GPUs.

For this work we used a modified version of this min-max game function, which
uses an auxiliary discriminator to reduce mode collapse and conditional labels that will
allow control of the desired output by parametrizing the generator inputs, the model in
question is called auxiliary classifier GAN [23] (AC-GAN), which loss function L is
described in Eqs. (2), (3) and (4) where Ga(zi, Yi) is the generator and Da(a)(Xi, Yi) is
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the discriminator, zi is the latent space distribution and Yi the conditional label.
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And for the generator
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(
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(
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)
(4)

The proposed generator network consists of a deep network with 5 GRU [32] layers
and a dense layer for the latent representation. The model is, in fact, a simple recurrent
encoder-decoder, where GRU layers operate to reduce the dimensionality of the input
from thedata steps concatenatedwith theGANlatent space.Acompressed representation
is obtained from the dense layer, and then the dimensionality is increased by the GRU
layers to achieve the desired size of 3 × 123. The models are shown in Fig. 2.

Fig. 2. Proposed generator and discriminator/auxiliary classifier models

The latent space representation of the GAN, which is the same size as the input array,
is to maximize the number of possible distributions that the generator could learn at the
cost of less stability on the generated motions.

The GRU recurrent layers are intended to maintain coherence through time and
reduce jittering movements and sudden position changes in the point cloud.

The proposed discriminator and auxiliary classifier networks consist of a purely
convolutional binary classifier. This auxiliary convolutional classifier will learn to cat-
egorize the real and generated samples between N number of classes obtained by a
k-means classifier to represent the possible locations in a discrete manner represented as
categorical values. The other auxiliary classifier determines which points are compliant
with the 3DCPK@0.5 condition of proximity for each timestep of the generator output
and real samples, as shown in Fig. 2.
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Fig. 3. Averaged generator ensemble

It was observed experimentally that a single neural network could achieve good
results to make valuable predictions. However, this project uses an ensemble to increase
the coverage and reduce the Euclidean distance loss between the generated data and the
ground truth. In this case, five neural networks get trained under the technique known
as different weight initialization, as shown in Fig. 3, where the networks are trained
with different random starting values for the weights of each neural network [24]. The
networks are trained and then combined on an average ensemble, where the output of
each network is collected and then averaged to improve the results.

Every network took 12 h of training on a computer with an Intel Core i7 4770
processor with four cores at 3.40 GHz and an Nvidia Tesla K40c with 12 GB GDDR at
1502 MHz and 2880 cores at 745 MHz.

Other measures were implemented to reduce mode collapse, including adding noise
to the input pose sequence labels [25], soft labels [26], and noisy labels [27].

3.3 Training Setup

The data was split into 80/20 train/test sets, which means 2225 unshuffled samples
for training and 796 samples for testing. Then the algorithm executed 6000–12000
iterations. When the patience limit of 2000 was reached, the patience starts counting,
and the weights for the last neural network will be kept in a variable and then saved if
patience reaches 0. Then the algorithm will repeat until the stop conditions are reached
if the loss value improves. A diagram explaining the process is detailed in Fig. 4.

3.4 Metrics

There are various aspects of the generated poses we must measure. First, how similar
are the individually generated poses to the real poses? They must keep a certain level of
resemblance to the original poses, even if the objective is to generate new movements.
For this reason, the Euclidean distance and 3DPCK metrics are used to measure the
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Fig. 4. Diagram of the complete model workflow, from preprocessing to the final output of the
ensemble.

distance between the original and generated poses, especially the 3DPCk, which is a
perceptual measure that uses a threshold distance to calculate the percentage of points
sufficiently near to the originals.

Second, we must measure how similar are both the generated data and the real data
in general, by joint and for all the joints. For each join, the Kolmogorov-Smirnov metric
is adequate as the join information is not normally distributed, as shown in Fig. 6. For
all joints, the MaximumMean Discrepancy test and FID let us observe how similar they
are to the distribution of the actual poses and the generated data.

Kolmogorov-Smirnov Metric
The Kolmogorov Smirnov (K-S) test measures the fitness between 2 univariate, non-
normal distributions. This metric was selected to measure the fitness level between
individual features of the generated movement sequences, using the worst-performing
feature of the movement axis as a reference. The value returned by this test is the
supremum of the distance between the cumulative distribution of 2 samples F(x). The
following formula calculates the K-S score:

Dn,m = sup
x

|F1,n(x) − F2,m(x)| (5)

Where F1,n(x) and F2,m(x) are the cumulative distribution functions of the generated
data and the actual data and Dn,m. Is the K-S statistic that represents the level of fitness
between two distributions.

Euclidian Distance
The Euclidean distance is an essential measure of the performance, representing the
distance between 2 given points. In this case, it represents the mean of the Euclidean
distance [13] between each point of the point cloud that represents each pose for each
timestep, given by Eq. (6).

1

fn

∑fn
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1
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∑pn

i=1

√(
Px1ij

− Px2ij

)2 +
(
Py1ij

− Py2ij

)2 +
(
Pz1ij

− Pz2ij

)2
(6)

Where f n is the number of time steps of the sample, pn the number of points in
the pose, Px1 is the pose of the first subject y Px2 . Is the pose of the second subject. In
this, we compare the results of the different neural networks to show that the ensemble
performed better for the train data and the complete dataset, as we can see in Table 2.
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As the value of Euclidean distance becomes smaller, the generated data is geometrically
closer to the actual data.

Percentage of Correct Key-Points
The problem with Euclidean distance is that it does not correctly represent other finer
features on the movement and depends on the shape of the skeleton. An alternative
measurement called 3DPCK is more robust in detecting incorrect joins, as it uses a
threshold, in this case of 150 mm, to determine if it is adequately positioning for its
objective joint position; 3DPCK is calculated by equation seven as follows:

CPK = 100 ∗ 1
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(7)

Where:
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Px1 − Px2

)2 + (
Py1 − Py2

)2 + (
Pz1 − Pz2
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Fréchet Inception Distance
The Fréchet Inception Distance (FID) [29] is an improved version of the Inception score
(IS). The problem with IS is that it cannot compare the statistics of the actual sample
with the generated or synthetic samples. On the other side, FID uses the Wasserstein-2
distance to measure the two first moments or polynomials, the covariance, and average,
for the equality expectations p(.) = pw(.), that hold only for ∫ p(.)f (x)dx = ∫ pw(.)f (x),
where f (x) are such polynomials for the given data, then x is substituted for one of the
coding layers of the Inception v3 model [31] to get relevant features. FID is represented
by Eq. (9), where m is the mean and C is the covariance of the inception coding layer
for each input.

d2((m,C), (mw,Cw)) = ‖m − mw‖22 + Tr(C + Cw − 2(CCw)1/2) (9)

Maximum Mean Discrepancy
The Maximum Mean Discrepancy (MMD) [30] is a metric that represents the distance
measure between feature means, given by the Eq. (10).

MMD(P,Q)2 = EX∼P[k(x − x′)] + EY∼Q[k(y − y′) − 2EX,Y∼P,Q[k(x, y)]] (10)

In this case, we are going to be using the Gaussian kernel such that k(X ,Y ) =
〈ϕ(x), ϕ(y)〉H where MMD will be defined as shown by Eq. (11).

MMD(P,Q)2 = 〈
EX∼Pϕ(X ),EX ′∼Pϕ(X ′)

〉
H + 〈

EY∼Qϕ(Y ),EY ′∼Qϕ(Y ′)
〉
H

−2
〈
EX Pϕ(X ),EY ′∼Qϕ(Y ′)

〉
H

(11)
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Fig. 5. Comparison of 2 poses performing different actions, a) represents the real pulling action,
b) represents the result from the ensemble, which is inadequate for that case, c) represents the real
speaking action, d) represents the result from the ensemble which is adequate in this case. Values
scaled is 1/s

4 Experimental Evaluation

The used dataset consists of trials 1 to 15 obtained fromCMUGraphics LabMotion Cap-
ture Database [28] on the category of human interactions and subcategory two subjects.
Data acquired from this section contains enough information to prove our network’s
concept while preserving a reasonable training time of 12 h per network.

As we can see in Tables 1,2 and 3, we have the results for both the ablation test and
the metrics for the complete dataset and the train and test splits. In the ablation test, we
can see that the model that only has a simple discriminator performs worse than any of
the models that use an auxiliary discriminator. It is possible to appreciate the function of
each one of the auxiliary discriminators. The 3DPCK discriminator increases the PCK
metric percentage reduces the error for the worst behaving articulation for the K-S test.
On the other hand, the K-means auxiliary classifier improves the Euclidian distance loss
and the MMD and FID metrics.

For the sake of having a global understanding of the results, the entire dataset com-
pared was to their respective split by calculating the FID between the split and the
complete data, as seen in the first row of Tables 2 and 3.

Our proposal ensemble and individual model performs better than the baseline
method, even on test data, as shown in Table 3. Perhaps the results can be further
improved by using a weighted average instead of a simple averaged ensemble because
one network, specifically net two, sometimes produces better results concerning the FID
and mean K-S metrics. These results could also mean that for some cases could be better
to use a single network instead of a single ensemble. The two best results for each test
are in bold.

Aconditional beta variational autoencoder that similarly used a sequenceof poses as a
label to generate the corresponding sequence was used as baseline on all the experiments
conducted.

The motion produced by the method is not perfect for every sample. However, it
offers an excellent solution for specific scenarios like greeting and handshaking, pulling
actions, and sitting, mainly when near the point P = (0, 0, a) where a is any given
height. As shown in Fig. 5 a), it can have problems performing interactions where it
must emulate actions at the edge of the borders of the space as shown in Fig. 5 b).

Overall, the distribution produced by the generator has a good level of the resem-
blance of the learned actions as shown in Table 2, and as demonstrated by the comparison
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Table 1. Results for the complete dataset

Model 3DPCK
(%)

Euclidian
distance
(mm)

FID MMD MMD
STD

Kolmogorov-Smirnov
mean

Kolmogorov-Smirnov
max

Real Data
Full

0.00 0.00 0.0000 0.9490 0.0493
+ -

0.0000 0.0000

Full Model 80.18 143.05 0.8284 0.0031 0.0027
+ -

0.1041 0.2844

Vanilla
Model

66.20 191.91 1.2583 0.0053 0.0063
+ -

0.0967 0.4196

No-Labels
Model

12.33 689.64 36.5965 0.2461 0.0977
+ -

0.6248 0.9448

Only
K-Means
Model

71.15 163.81 0.9309 0.0033 0.0027
+ -

0.0873 0.3565

Only PCK
Model

69.32 199.91 1.1166 0.0046 0.0052
+ -

0.0939 0.3142

Ensemble
Model

87.29 103.69 0.4703 0.0025 0.0029
+ -

0.0708 0.2447

Network 1
Model

83.76 130.75 0.5319 0.0028 0.0028
+ -

0.0798 0.2505

Network 2
Model

83.92 124.45 0.5417 0.0026 0.0024
+ -

0.0675 0.2607

Network 3
Model

80.18 143.05 0.8284 0.0031 0.0027
+ -

0.1041 0.2844

Network 4
Model

79.51 145.01 0.7801 0.0032 0.0028
+ -

0.0901 0.2543

Network 5
Model

81.52 141.08 0.7225 0.0041 0.0038
+ -

0.0820 0.2255

CVAE
Model

0.02 1080.75 21.0437 0.3216 0.0779
+ -

0.5888 1.0000

Table 2. Results for the train dataset split (80%)

Model 3DPCK
(%)

Euclidian
distance
(mm)

FID MMD MMD
STD

Kolmogorov-Smirnov
mean

Kolmogorov-Smirnov
max

Real Data 0.00 0.00 0.2057 0.9644 0.0300
+ -

0.0000 0.0000

Ensemble
Model

97.73 47.48 0.1844 0.0003 0.0002
+ -

0.0650 0.2441

Network 1
Model

94.44 70.84 0.3649 0.0006 0.0006
+ -

0.0759 0.2590

Network 2
Model

94.55 70.44 0.3322 0.0007 0.0009
+ -

0.0674 0.2520

(continued)
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Table 2. (continued)

Model 3DPCK
(%)

Euclidian
distance
(mm)

FID MMD MMD
STD

Kolmogorov-Smirnov
mean

Kolmogorov-Smirnov
max

Network 3
Model

90.24 86.32 0.6635 0.0010 0.0004
+ -

0.1006 0.2729

Network 4
Model

89.25 90.12 0.5828 0.0009 0.0003
+ -

0.0923 0.2763

Network 5
Model

91.45 81.51 0.5501 0.0009 0.0003
+ -

0.0788 0.2388

CVAE
Model

0.05 1204.05 20 .3325 0.4243 0.1906
+ -

0.5904 1.0000

Table 3. Results for the test dataset split (20%)

Model 3DPCK
(%)

Euclidian
distance
(mm)

FID MMD MMD
STD

Kolmogorov-Smirnov
mean

Kolmogorov-Smirnov
max

Real Data
Test

0.00 0.00 2.0791 0.9535 0.0632
+ -

0.0000 0.0000

Ensemble
Model

45.55 326.30 4.4019 0.0487 0.0665
+ -

0.1507 0.3095

Network 1
Model

41.21 367.43 4.0150 0.0583 0.0793
+ -

0.1544 0.2802

Network 2
Model

41.51 337.17 4.4734 0.0428 0.0516
+ -

0.1428 0.3032

Network 3
Model

39.81 368.09 4.1165 0.0546 0.0615
+ -

0.1519 0.3455

Network 4
Model

41.02 362.69 4.2693 0.0521 0.0680
+ -

0.1404 0.3023

Network 5
Model

41.43 378.39 4.3279 0.0640 0.0791
+ -

0.1470 0.2641

CVAE
Model

0.04 1631.88 52.1564 0.5661 0.3071
+ -

0.7328 1.0000

Fig. 6. Histogram compares the ensemble and actual distribution for a neck point data for the x
y and z axes in blue, red, and green, respectively.
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distributions on the histogram of Fig. 6, which indicates that the generated movements
will correspond to a similar distribution compared with the ground truth.

Training of GAN can be an unstable process due to the need to have equilibrium
between the generator and discriminator. However, taking advantage of the methods
shown in the methodology, it was possible to converge to a specific Euclidian distance
loss. Figure 7 can be appreciated the values of the losses for the 3DPCK metric through
the training. The training results rely primarily on the initial values and conditions of
the GAN model of each trained network.

Fig. 7. 3DPCK@0.5 during the generator training

The time complexity for the training algorithm was obtained empirically as many of
the steps are different algorithms on their own (k-means inference, 3DPCK calculation,
backpropagation of dense/RNN, forward pass to obtain a sample from the generator) and
involve the use of GPU or CPU processors separately, making the analytical calculation
of the time complexity difficult. The experiment determined that the time complexity
is linear, as shown in Fig. 8 because even if it has a better fitness value for a cubic
estimator, this is caused by the interpolation overfitting the minor variations caused by
theTensorFlowmemory allocation process.Hence, the time complexity is approximately
equal to O(n).

Fig. 8. Results of the time complexity experiments show that even when the polynomial com-
plexity R2 value is closer to 1, it is overfitting the runtime curve, while the linear curve better
describes the algorithm time complexity behavior.
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5 Conclusion

Human motion generation is an important field of research today, as it is fundamental
for human-machine interaction, from robotics to virtual agents.

Generative approaches that specialize in the simulation of the interaction of human
beings while focusing on the quality of the sample and fitness between the real and the
produced data distributions are essential goals that will advance other fields.

We used an AC-GAN in this work to model the actual data distribution while main-
taining variability in the movements between runs, which made the results look less
rigid and unnatural, thanks to the use of unsupervised labels and the 3DPCKmetric. The
results shown in this work could be improved using additional auxiliary classifiers and
improving the design of the discriminator network, employing online optimization using
the pre-trained discriminators and increasing the number and variety of the ensembled
networks.

Acknowledgment. This work was supported in part by the Consejo Nacional de Ciencia y
Tecnología and the Universidad Autónoma de Querétaro.
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1 Introduction

The latest data from the World Health Organization (WHO) shows that deaths
associated with respiratory diseases are the third leading cause of death [9].
Furthermore, one of the causes of unhealthy air is pollution, and air containing
microbes and toxic particles, which are usually in the range of 0.5µm to 10µm
of diameter. Moreover, epidemiological investigations showed that particulate
matter (PM) 2.5 is associated with morbidity and mortality of heart failure.
The concentration of PM2.5 rises 3 μg/m3, the number of heart failure patients
increases by 4.70% [4].

Several studies have established that children are particularly susceptible and
vulnerable to unhealthy air [7,16,21]. Children have an accelerated metabolism
which causes them to breathe more frequently and absorb a higher amount of
pollutants relative to their body weight [7,16]. Children also have a larger lung
surface area per kilogram of body weight than adults [7,21]. Moreover, stagnation
points of toxic particles have been found in the airflow of the cities at locations
where there is a greater population concentration [22], including educational
institutions increasing the exposure of children to polluting factors.

As a particular case, in the city of Medelĺın, Colombia, there has been a
serious problem of environmental unhealthiness affecting mainly the educational
sectors. There are areas of the city with a high concentration of particles where a
large number of schools and colleges are also located. The topography of Medelĺın
has been a relevant factor in the determination of the points of environmental
contamination.

Understanding particulate transport, movement, and deposition in airways
is the main phase to predicting and helps to prevent respiratory diseases. Vari-
ous human activities like the combustion of fossil fuels, industrial processes, and
many other sources produce a significant amount of PM [3]. Most of the inhaled
particles are expelled in the exaltation, however, a considerable number of par-
ticles are embedded in different zones of the airway with a specificity of particles
according to the region. In order to study the mentioned patterns, computational
simulation is performed to characterize the flow in a pediatric airway model.

Previously works have been carried out on the numerical analysis of the
deposition of aerosol in an airway model [17]. Another previous work [10] covered
the flow behavior through the lung and particle deposition in human airways.
Moreover, particle clearance in the lungs has also been reviewed [18]. The present
work contributes to analyzing the distribution of deposition and affected zones,
including the impact of the particle size. Moreover, more bronchi generations
and bifurcations are studied, along with the children-sized system.

The study of the deposition of the particles is also relevant for the effective-
ness of inhaled drugs. Airway obstruction results in a reduction of the lumen,
which consequently alters the flow characteristics, deposition pattern of the par-
ticles that are inhaled and the effectiveness of inhaled drugs [15].
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2 Methods

2.1 Geometric Model and Mesh

To investigate the particle deposition in a pediatric airway, a respiratory model
with a 6.67 mm of trachea diameter is generated, this value corresponds a child
under 11 years old [14]. The model consists of the trachea and five-level bronchus,
the representation of model is shown in Fig. 1. The model could incorporate
alveoli to study the gas exchange that occur in these biological zones.

The high quality computational meshing has 5 structured layers from the
wall and a total of 2.65 × 106 cells and 1.12 × 106 nodes. The mesh is shown in
Fig. 2.

Fig. 1. Three-dimensional trachea and bronchi with six generations and five bifurca-
tions.

2.2 Transport Equations

The air flow of respiratory system calculation is based on the incompressible
Navier-Stokes,

ρ
∂v

∂t
+ ρ(v · ∇)v = −∇p + μ∇2v (1)

∇ · v = 0 (2)

where ρ is the air density, v is the fluid velocity, p is the pressure and μ is
the dynamic viscosity.
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(a) (b)

Fig. 2. Mesh frontal view (a) and right bronchis view (b).

The particles are described as a discrete phase. The path is solved with the
force equilibrium equation and the particle drag,

dvp
dt

= FD(v − vp) +
gx(ρp − ρ)

ρp
+ Fx (3)

FD =
18μ

d2pρpCc
(4)

where gx is the gravity in x direction, vp is the particle velocity, Fx is the
other particle forces, dp is the particle diameter, ρp is the particle density and
Cc is the Cunningham correction for drag force.

In order to solve the governing equations, the Simple algorithm was employed
for velocity and pressure couple [1].

2.3 Turbulence Model and Boundary Conditions

The RANS k − ω turbulence model is widely used in respiratory simulations
[11,19,25]. Implicit unsteady simulation of 2 s of inhalation was implemented
due to the fact that the deposition of particles occurs almost exclusively during
inhalation [2], the time step was 0.003s with 20 inner iterations. The upper
cross-section of the trachea was selected as the velocity inlet with 0.7 m/s. A
10% turbulent intensity was assigned at the inlet with the k − ω shear stress
transport turbulence model with low Reynolds number correction was employed
as recommended in [23].

The properties of air are the standard, density ρ = 1.225 kg
m3 and dynamic

viscosity μ = 1.789 × 10−5 kg
ms . For deposition phenomenon, the particles are
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trapped at the wall as soon as the particle touches the mucus surface as has
been considered in a wide range of studies [6,8,11,12].

The particles that are transported by the unsteady flow are injected uniformly
at the trachea with the same air velocity. Three different simulations are carried
out employing spherical injected particles, the first one for diameter of 0.5 μm,
the second one with 2.5µm and the last one with different sizes from 0.5µm to
10µm of diameter. The density of particles was selected as in [23], ρp = 1200 kg

m3 .
Finally the mass flow rate is selected as 4.21 × 10−8 kg

s from [20].

3 Results and Discussion

The results elucidated a higher circulation of particles of different sizes (0.5–10
µm) in the descending bronchial branches with an obstruction of the lumen. On
the other hand, in the ascending bronchial system, a smaller quantity of particles
was observed, predominating the smaller ones of 0.5 µm as is shown in Fig. 4.
This biological behavior has been presented in other studies [13] (Fig. 3).

Fig. 3. Pollution particles distribution from 0.5 to 10 µm of diameter throughout the
bronchi.
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Fig. 4. Close view of pollution particles distribution from 0.5 to 10 µm of diameter
throughout bronchioles.

The non-regular cross-section in the trachea reproduces a nonconstant veloc-
ity profile, the numerical values can be seen in Fig. 5, which can promote tur-
bulence, this result due to scrubbing of the trachea is present in other studies
[20]. Moreover there is a slight pressure difference between the trachea and the
5th generation bronchial as shown in Fig. 6. This phenomenon has been shown
to reproduce realistic physiological flow [24].

The velocity gradients can generate a particle collision at bifurcations what
promotes deposition. The behavior of the flow represented by the particles in the
bronchial transport loses speed, passing the system from a convective regime
to a convective-diffusive regime and ending in a diffusive one, for this reason
there is a decrease in the speed and pressure in the branches of 5th and 6th
level, which may be one of the reasons why the smallest particles in greater
quantity are oriented towards the alvioli and end up in the transition phase to
the cardiopulmonary system.

In addition to the movement of the particles, there are places where they
brush the mucous wall and are trapped, these are the deposition maps. From
the simulation with a range of different diameters, the deposition was found to
occur mostly on the underside of the internal bronchi as is shown in Fig. 8. In
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Fig. 5. Velocity distribution.

Fig. 6. Pressure distribution.

the case of particles with a diameter of 0.5µm, the location of their deposition
is found to be close to the bifurcations. This phenomenon has been observed
before for cases of nano-sized particles [5] (Fig. 7).

The deposition for particles with 0.5 µm and 2.5 µm of diameter are evalu-
ated in independent simulations. For both cases, the deposition zones are close
to forks although with some randomness as is shown in Figs. 9 and 10.
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Fig. 7. Bifurcation deposition for 0.5 µm particles.

Fig. 8. Deposition for particles from 0.5 to 10 µm of diameter.

The analysis of the simulations showed that the particles of diameter 0.5 reach
the alveoli, which can affect the children’s health and could produce affections
due to the air pollutants.
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Fig. 9. Deposition for 0.5µm diameter particles.

Fig. 10. Deposition for 2.5µm diameter particles.
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4 Conclusions

The results indicate the existence of pollutant deposition zones with diameter
particles from 5 µm to 10 µm at the bifurcation junction and close to these
in addition to the accumulation in the lower half of the bronchi. Due to being
points where deposition begins, generates as a consequence the first cases of res-
piratory morbidity (cough and asthma), further affect the cardiovascular system,
especially in children.

The deposition of particles with a diameter from 0.5 µm to 5 µm is visualized
more randomly compared to larger and heavier particles, even finding a higher
concentration in the bifurcation of the trachea. Moreover, a higher transport of
the particles occurs to the lower bronchi while the particles with less mass are
easily scattered in any part of the system regardless of the bronchi orientation
or location.

The study presents significant results due to its medical consequences related
to respiratory and cardiovascular diseases, even more for vulnerable populations
such as children and young people due to their accelerated metabolism and
growth process, in addition to presents significant information to improve the
inhalation drug treatments.

As a special case, the study has been oriented in an area of the city of Medelĺın
where there is a high density of the educational sector and where information
on the population of children with respiratory diseases is being obtained due to
environmental unhealthiness.

This simulation methodology has obtained an interest in both medical and
engineering due to its non-invasive method.
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Abstract. Diabetic retinopathy (DR) is an ocular condition developed in diabetes
patients. This eye disease is increasing worldwide and is considered one of the
leading causes of blindness; for this reason, early detection and prompt treatment
are essential. DR can be divided depending on its severity into five stages: i)
no DR, ii) mild, iii) moderate, iv) severe, and v) proliferative. This pathology is
almost undetectable in its early stages, and it can even take a long time for highly
trained healthcare professionals to detect it. In this context, artificial intelligence
has become a promising solution compared to manual detection methods. It offers
an easy, fast, less expensive, and more efficient alternative. Convolutional Neural
Networks (CNN) have been widely used for medical image analysis. This study
used three CNN:AlexNet, GoogleNet, andResNet50 to detect and classify the five
different stages of DR. The best results were obtained using AlexNet getting an
accuracy of 93.56%, and the lowest valuewas obtained usingGoogleNet (89.43%).

Keywords: Diabetic retinopathy · CNN · Accuracy ·Metrics classification

1 Introduction

Diabetes is one of the most severe health problems since it affects 425 million people
worldwide and will affect 600 million people in 2040 [1]. Diabetes is a chronic disease
characterized by high blood sugar levels due to the lack of insulin and causing many
complications in different organs such as the heart, kidney, retina, and others. One of the
most critical ocular complications is Diabetic Retinopathy (DR), which is considered
the leading cause of blindness [2, 3].
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DR is an eye condition in which the blood vessels located behind the retina cause
complications such as microaneurysms, hemorrhages, exudates, etc. [1, 2, 4, 5]. This
disease is a major concern due to the lack of symptoms in the early stages that could
provoke the irreversible and total loss of sight [6]. In Ecuador, one in every ten people
(over 50 years) has diabetes, and approximately 30% develop impaired eyesight [7].
According to the International Clinical Diabetic Retinopathy (ICDR), DR is classified
into five levels: noDR,mild,moderate, severe, and proliferative [8, 9]. This classification
is advantageous for automated detection since each stage has characteristic lesions that
can be identified using algorithms. For example, microaneurysm occurs in the early
stages, while hemorrhages occur in advanced settings [2, 8, 10].

The automated methods for DR detection are faster, less expensive, and more effi-
cient than manual detection methods [4, 11]. Generally, these methods use artificial
intelligence models such as Machine Learning (ML) that involve Deep Learning (DL).
Convolutional Neural Networks (CNN) is a type of DL method that is the most widely
used for analyzing and classifying medical images without hand-crafted feature extrac-
tion [2, 12]. There are some architecture such as AlexNet, VGG, GoogleNet, ResNet50
which are used for developing more effective models [4, 13–15]. In this way, several
authors have proposed systems for DR detection using CNN, Deep CNN, multi-channel
CNN, and other models.

At present, developing countries have lagged in applying technology in the medical
area. It is due to the lack of government support, cost, and limit access to ophthalmic
services and highly skilled professionals [4, 11]. As a result, the incidence of DR has
gradually increased. Thereby, the current work focuses on developing a CNN model for
detecting and classifyingDRdepending on its severity. For this purpose, some image pro-
cessingmethodswere first applied, and then the real-time classification of fundus images.
Finally, the images were used for training and develop a high sensitivity, specificity, and
accuracy model.

1.1 Related Works

CNN have been uses in several works to classify the retinal fundus image (see Table 1).
Ratanapakorn et al. [16] developed automated software for screening and diagnose DR
using 400 fundus images previously interpreted by an ophthalmologist. They obtained
sensitivity, specificity, and precision of 98%, 67%, and 96.25%, respectively. First, they
pre-process image extracting the characteristics of the eye, such as the optic disc, fovea,
macula, and blood vessels. Second, they extract the characteristics related to DR (bright-
ening pathologies, microaneurysm, dot/blot hemorrhages, venous beading, neovascu-
larization). Finally, classified, but only in three levels: normal, no proliferative DR and
proliferative DR.

Shaban et al. [11] proposed a deep CNN model based on the weights and biases of
the VGG-19 network to classify in three stages (no DR, moderate DR, and severe DR).
They used 4,648 high-resolution fundus images from the Kaggle dataset to train and
test. The model has 18 convolutional layers and three fully connected layers, obtaining
a precision, sensitivity, and specificity of 88–89%, 87–89%, and 94–95%, respectively.
In addition, they also measured performance with 5-fold and 10-fold cross-validation,
Quadratic Weighted Kappa Score, ROC, AUC, and confusion matrices methods.
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Table 1. Diabetic retinopathy detection and classification studies found in literature

Deep learning
method

Dataset (size) Type of
channels

Number
of
classes

Performance measure Ref.

Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC

CNN Kaggle
(80,000)

– 5 75.00 95.00 – – [17]

CNN EyePACs
(88,702)

Blue
channel

5 97.08 – – – [8]

CNN MESSIDOR
(1,200)

– 2 98.15 98.94 97.87 – [18]

BiChannel
Convolutional
Neural Network

Kaggle
(32,126)

Gray
level,
and
green
channel

2 87.83 93.88 77.81 0.93 [1]

Fully CNN DRIVE (40),
STARE (20),
HRF (45),
and CHASE
DB1 (28)

Green
and
RGB

– 96.34 79.41 98.34 0.98 [19]

CNN (modified
AlexNet)

Kaggle
(22,700), and
IDRID (516)

– 5 90.07 – – – [20]

CNN (Inception,
ResNet,
Inception-ResNet,
Exception)

EyePACs, and
DIARETDB1
(35,126)

RGB 5 89.00–95.00 74.00–86.00 93.00–97.00 0.95–0.98 [21]

Fused CNN512,
CNN299, and
CNN (YOLOv3,
EfficientNetB0)

DDR
(13,673), and
Kaggle
(3,662)

RGB 5 89.00 89.00 97.30 0.97 [2]

GoogleNet Messidor RGB 5 66.03 – – – [22]

Butt et al. [8] developed three neural network models with different filters for detect-
ing and classifying diabetic retinopathy. They used 88,702 images from the EyePACs
dataset divided in 0–4 according to the DR stage. They obtained an accuracy of 97.08%
using Model 2 in the blue channel. Model 2 is composed of 3 MAX pooling layers with
a kernel size 2 x 2, 3 convolution layers, and fully connected dense layers of 128 and 64
features. Similarly, Doshi et al. [23] developed three models for the DR diagnosis using
a database of 35,126 images of the fundus obtained from EyePACs. Better results were
obtained using model 3 with the green channel.

Pratt et al. [17] developed a convolutional neural network for DR using the Kaggle
dataset. They classified into the different stages of DR with an accuracy of 75%. The
images went through a preprocessing to establish homogeneous characteristics. CNN
is composed of several convolution layers so that the network could learn more in-
depth features, and thus the recognition of the images would be more accurate. As well,
Mobeen-ur-Rehman et al. [18] used a MESSIDOR dataset with 1200 images of the
fundus of the eye. The accuracy and sensitivity were 98.15% and 98.94%, respectively.
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Pradhan et al. [4] developed a CNN-based DR detection method that categorizes
fundus images according to their severity level (no DR, mild, moderate, severe, and
proliferative). The authors used a Kaggle dataset and several image processing steps,
including cropping, resizing, grayscaling, and normalization. TheCNNarchitecture con-
sisted of 13 layers integrated by convolution, pooling, fully connected, ReLu, Dropout,
and Softmax layer. They obtained a training accuracy of 93.13% and a testing accuracy
of 85.68% due to the disproportionate distribution of the dataset. However, the authors
propose to use regularization techniques to have better precision, recall, and kappa score
value.

2 Materials and Methods

2.1 Dataset Description

This work uses a dataset from Kaggle, which has 3662 fundus images. The images were
obtained from the Asia Pacific Tele-Ophthalmology Society (APTOS) as part of the
Blindness detection competition in 2019 [24]. The images are classified into five classes
of DR and scored on a scale of 0 to 4. Where 0 is no DR, 1 is mild DR, 2 is moderate
DR, 3 is severe DR, and 4 is proliferative DR (see Table 2). The images have varied
sizes ranging between 474 x 358 and 4288 x 2848 pixels and unbalanced distribution.

2.2 Data Preprocessing

Resizing. The size of all images was changed to reduce thememory space and accelerate
the process but preserve the intrinsic characteristics thatwant to identify. For this purpose,
the network layers were explored, precisely the input size of the first layer, obtaining
that AlexNet accepts 227 x 227 x 3 pixels while GoogleNet and ResNet50 allow 224 x
224 x 3 pixels.

Table 2. Overall dataset classification from Kaggle

Class Name Sample Size

0 no DR 1805

1 mild DR 370

2 moderate DR 999

3 severe DR 193

4 proliferative DR 295

Total 3662

Enhancement. The method used to enhance images was Contrast Limited Adaptive
Histogram Equalization (CLAHE). This method consists of improving the contrast of
the images of the fundus of the eye. CLAHE is usually applied in the L channel of fundus
images that have higher contrast [25].
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Cropping. DR is a disease characterized by abnormalities of the blood vessels behind
the retina. For this reason, it is necessary to extract the rectangular region of interest and
discard the areas that contain less helpful information. The image will crop from the left,
right top, and bottom side [2].

Color Normalization. The image dataset has high variability because this comes from
patients with different ages and ethnicities and different lighting levels, which cause
non-uniformly illuminated and local luminosity and contrast variability. Therefore, its
condition changes the pixel intensity and variation in the image. To overcome this, each
channel of RGB images was normalized. For that, it was calculated the mean and then
divide to the variance of images [17, 26].

Data Augmentation. The Kaggle data set does not present a uniform classification, as
shown in Table 2. To avoid an excessive adjustment for specific groups and inefficient
for others, the dataset distribution was balanced as shows Table 3 using some techniques
that include: flipping (horizontal, vertical), and translation for training group (see Fig. 1)
[27, 28].

Fig. 1. Image preprocessing.

2.3 Training CNN

Transfer learning is a technique that used CNN to reduce time and effort in medical
diagnosis. It transfers the hyperparameters from trained Neural Networks on extensive
data instead of training from scratch [29, 30]. CNN comprises several layers, including
convolutions, pooling, RELU, max-pooling, softmax, and fully connected layers. The
output of a layer is an activation or feature map, which is the input of the next layer. At
each layer, a set of filters is applied to extract different features such as curves, edges,
blood vessels, etc. [11].

After data pre-processing and balancing the images of each category, the transfer
learning process was carried out using three neural networks AlexNet, GoogleNet, and
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Table 3. Augmentation dataset and distributed in training and validation.

Class Name Sample Size Training Validation

0 no DR 1672 854 214

1 mild DR 1074 854 214

2 moderate DR 1070 854 214

3 severe DR 1068 854 214

4 proliferative DR 1088 854 214

Total 5972 4270 1070

ResNet50. For this, the category with the lowest number of images (Severe = 1068)
was taken as the base. Later, the database was randomly divided into 80%t for training
and 20% for validation, as shown in Table 3. To AlexNet, the last three layers were
changed, fully connected (fc8), softmax (prob), and output classification (output) from
1000 categories to 5 categories. During the training process, hyperparameters were tuned
until to get optimal ones, as shown in Table 4.

Table 4. Optimal hyperparameters used for training.

Hyper parameters Values

Optimizer sgdm

Initial learning rate 0,0001

Mini batch size 32

Number of epochs 24

Weight Learn Rate Factor (fc7) 20

Bias Learn Rate Factor (fc7) 20

Similarly, some GoogleNet layers were modified. For this, the last fully connected
layers (loss3-classifier) and classification output (output) were automatically found first
and replaced by new layers that adapt to the characteristics of the image in our database.
Furthermore, the first ten layers were freeze to make training faster and also prevent
overfitting. The exact process was followed with ResNet50 (see Fig. 2).

Performance Measure. There are many methods to measure deep learning classi-
fication performance. The measures that are commonly used are precision, specificity,
and sensitivity values. These are obtained from the CNN confusion matrix. Precision
is the percentage of images that are classified correctly, specificity is the percentage of
images that are classified as normal, these images being normal, and sensitivity is the
percentage of images that are classified as abnormal correctly [31–33]. These values
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Fig. 2. Architecture of the three modified neural networks

were calculated from the following formulas:

Accuracy = TP + TN

TP + FP + TN + FN
(1)

Sensitivity = TP

TP + FN
(2)

Specificity = TN

TN + FP
(3)

The true positives (TP) are images classified correctly, that is, abnormal images
classified as abnormal. True negatives (TN) are the number of normal images classified as
normal. On the other hand, false positives (FP) are normal images classified as abnormal.
Finally, false negatives (FN) are abnormal images classified as normal.

3 Results and Discussion

3.1 Results Description

The pre-processing, training, and validation of the Neural Networks were performed in
MATLAB. This work used a Kaggle dataset with 3662 images, of which 854 (80%)
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and 214 (20%) were for training and validation for each DR level, respectively. For this
purpose, the database was classified into five different folders according to the DR level:
no DR, mild, severe, moderate, and proliferative.

First of all, image pre-processing was developed for improving fundus image qual-
ity. Later, three CNNs (AlexNet, GoogleNet, and ResNet50) were used to compare the
performance of the developed model. As a result, AlexNet shows a better performance
according to the Confusion Matrix (CM) and its associated metrics (see Fig. 3). Sensi-
tivity, specificity, and precision were calculated with the false positives and negatives
outputs of the two axes: “predicted class” and “real class”. Figure 4 summarizes the data
into three box plots to visualize the differences between the models.
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Fig. 3. Confusion matrix of a) AlexNet b) ResNet50
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Fig. 4. Performance measure of a) AlexNet, b) ResNet50, and c) GoogleNet

3.2 Analysis Results

The Diabetic Retinopathy images of the Kaggle database were separated depending on
their levels: no DR, mild, moderate, severe, and proliferative. Classifying the images
in different folders was an essential starting point for the following steps (see Fig. 1).
The image preprocessing was necessary to construct the detection and classification
software; since this process highlighted and differentiated dark lesions (hemorrhages,
abnormal blood vessels) and bright (exudates) of each level.
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Image pre-processing included five steps: resizing, cropping, normalizing, CLAHE,
and data augmentation. According to the literature, each step is essential to observe
and differentiate ocular lesions. Moreover, it is demonstrated that using a pre-processed
image improves the model performance compared to an original image [34–36]. The
use of architectures such as AlexNet, GoogleNet, and other ones is a widely used prac-
tice in recent studies; it is due to its flexibility for different applications, including the
development of disease detection and classification software [37, 38]. As a result, this
study implied three architectures (AlexNet, GoogleNet, and ResNet50) that have been
used in many articles for many diseases detection such as: glaucoma [39], skin lesions
[40], breast cancer [41], and others; even prediction models for disorders like Parkinson
[42–44].

In this work, modified AlexNet was the architecture with the most remarkable ability
to detect and classify images according to their DR level. The accuracy obtained by
AlexNet was 93.46% compared to 92.15% (ResNet50) and 89.53% (GoogleNet). This
result was quite similar to the article by Harangi et al. [20] obtained 90.07% accuracy
with modified AlexNet. Likewise, in other scientific papers, accuracies of around 90%
were obtained with ResNet50 and AlexNet [43, 45] (see Table 5).

Table 5. Comparison between related studies

Method Learning technique Clinical Scale Accuracy (%) Ref

Image processing and CNN
classification (proposed
method)

CNN, transfer learning
using AlexNet

DRSS 93.56 –

Automatic feature
extraction and classification

Deep convolutional neural
networks (DCNN)

DRSS 85.00 [33]

Entropy Images CNN N/A 86.10 [46]

Processing and
classification

Deep Convolutional Neural
Networks (DCNNs)

ETDRS 98.00 [47]

Another of the parameters used to evaluate the performance of the proposed models
were the metrics associated with the CM. Specificity, sensitivity, and precision were
calculated for eachDR level, and themean of eachmodelwas subsequently obtained (see
Fig. 4). Themean obtained for these parameterswas higher than 0.9 in all cases; however,
modified AlexNet performed better. Based on the results obtained, the developed model
shows a greater capacity to distinguish between healthy eyes images (high specificity)
and DR images (sensitivity).

The limitations presented in this study were mainly related to the number of images
per folder. Since the images representing the healthy eyes represented the higher number
of images than the other levels, some images in the database were not good quality; thus,
they were eliminated to avoid affecting the performance. Finally, data augmentation was
performed to balance the number of images per folder.
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4 Conclusions

To summarize, a software was developed to detect and classify fundus images at the five
levels of DR. This study shows a simple and efficient method to detect ocular complica-
tion using a considerable number of data. The Kaggle database was successfully sorted
and organized into folders according to their DR level. Image preprocessing was quite
helpful to highlight and identify essential features in images and thus increase the perfor-
mance measures of the model. The preprocessing of the images and the modification of
specific layers of the used architecture allowed a high accuracy and classification for the
different levels of DR. The precision records values of 89%, 91%, 93% for GoogleNet,
ResNet50, and AlexNet, respectively.

From future perspectives, the authors intend to compare performance measures with
a more significant number of CNNs to determine the model that best fits the detection
and classification of DR. Moreover, they plan to reach the R, G, B, and grayscale chan-
nels because several authors disagree on the most appropriate channel for this type of
application.
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Abstract. As a result of the improvement of digital signal processing
techniques and pattern recognition, it has been possible to relate brain
signals with motor actions. Indeed, there are many ongoing investigations
related to brain-computer interfaces that might be helpful for biomed-
ical applications in rehabilitation procedures. This study proposes to
use delta electroencephalographic signal band (0.3 Hz–3Hz) with a clas-
sification of imagine movements using a convolutional neural network
for neurorehabilitation assistant for upper limbs in patients with spinal
cord injuries. This was achieved through the classification of 5 classes of
movements to predict potential imaginary movement by the training of
a convolutional neural network with a specific architecture for electroen-
cephalographic signals, EEGNet. Interpolation and independent compo-
nent analysis was applied as well to optimize the training of a neural net-
work which allowed to predict neurophysiological motor processes with
a 31% accuracy. Hence, the classification of movement-related cortical
potential with convolutional neural network model opens the possibility
for future Brain-Computer Interfaces applications in the biomedical field
for rehabilitation processes.
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1 Introduction

A spinal cord injury (SCI) is a permanent or temporary alteration of motor, sen-
sory or autonomic function. This is generated since the existing damage causes
neurological problems, being more frequent that it occurs at lower levels of the
place where the injury occurs. This damage is called complete spinal cord injury,
and the person has no control of their limbs or sensations. When the person has
certain motor and sensory capacity, it is called incomplete spinal cord injury
[32,45]. The complexity of the neurological deficit depends on the level and com-
pleteness of the injury, the transverse or longitudinal extension of the injured
tissue, and the involvement of white or gray matter [25].

In addition, this type of pathology can be classified according to the factors
that generated it. The injury is said to be traumatic when it is caused by external
factors, for example, vehicular accidents, falls, injuries from weapons, etc. On
the other hand, it is considered non-traumatic when the agents that produce it
are some type of disease such as tumors, osteoporosis, sclerosis, etc. [1,20].

Worldwide, the global incidence of SCI ranges from 10.4 to 83 per million
inhabitants per year, and the prevalence ranges from 223 to 755 per million
inhabitants [7]. There are at least five types of complications that people with
spinal cord injury experience over time, which are listed in Table 1.

Table 1. Overview of the common complications experienced by patients with spinal
cord injury

Complication Effects Rehabilitation Reference

Cardiovascular Cardiac arrest,
hemodynamic,
instability, autonomic,
dysfunction and
thromboembolism

Management of
autonomic, dysreflexia
and chronic hemodynamic

[28]

Gastrointestinal Fecal impaction,
constipation, intestinal
obstruction, gastric and
duodenal ulcers

Elaborate a continence
program for preventive
gastrointestinal care

[28]

Dermatological Pressure ulcers Position should be change
to prevent and manage
pressure ulcers

[28]

Musculoskeletal Osteoporosis, fractures,
overuse symptoms,
acute and chronic pain

Passive exercises to
manage: contracture,
spasticity and postural
abnormalities

[28,31]

Respiratory Respiratory failure,
atelectasis and
pneumonia

Preventing respiratory
care and, respiratory
conditioning programme

[28]
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There is no definitive cure for patients with SCI, and current treatments
only improve the symptoms and complications of complete SCI [11,47]. Stem cell
implants [48] and tissue regeneration [22] attempt to repair damage to the spinal
cord. However, studies in rodents with intentionally damaged marrow bones have
shown to reconnect them, but these results cannot be verified in humans and/ or
non-human primates yet [41]. Also, neuromodulatory approaches targeting sur-
viving neural tissue have allowed patients with complete SCI to regain function
after a rehabilitation process [31].

SCI has been described in two stages lesions: primary and secondary injuries,
which explain the lesion progression. First, the initial events, or primary SCI,
are caused by mechanical trauma which includes traction and compression forces
on the spinal cord. Direct compression of neural components such as axons,
blood vessels, and neural cells, by bone fragments, disc material, and ligaments,
affecting both the central and peripheral nervous system. Therefore, microhem-
orrhages occur in the central grey area and, spreading out radially and axially,
causing the spinal cord to swells blocking the spinal channel at the injured region.
Secondary, ischemia occurs once the cord swelling exceeds venous blood pressure,
aggravates ischemia caused the release of toxic chemicals triggering secondary
injuries [28].

Secondary injuries, and ischemia caused a cascade of events which produced
hypoperfusion, inadequate delivery of oxygen to tissues, blocking propagation of
action potentials along axons that lead to a series of destructive events, including
production of free radicals that damage neural elements at injury region as well
as affecting neighboring cells [28].

For all these reasons the common symptoms for SCI patients include cardio-
vascular, respiratory, gastrointestinal, genitourinary, and musculoskeletal prob-
lems (see Table 1). Treatments focus on controlling the secondary injury pro-
gression by decompressing the swollen cords [28,49]. Because there is no definite
cure for SCI, depending on where the lesion occurs and the severity, the injured
patients might recover some functional activities or not. After the patients are
stabilized, rehabilitation process aims to improve the quality of life of patients,
protecting the integrity of muscle and articulations to prevent atrophy, contrac-
tions, and pain [42]. For instance, in paraplegic patients which suffer a loss of
function in the lower part of the body rehabilitation consists of exercises of
movement range in the inferior extremities and superior to maintain muscular
functionality and prevent pain in the area [10].

Due to the fact that, currently, there are no therapies or surgical techniques
that can totally repair the physiological damage, there is a need to establish a
new channel of communication between the individual and its environment that
does not depend on the action of the nervous or muscular pathways [34]. That
is, a direct interface between the brain and the environment of the subject, in
terms of current technology, this is equivalent to establishing a Brain-Computer
Interface (BCI) [17]. This would allow the person connected to the BCI to send
messages and commands to the external world, establishing communications
with it.
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BCIs are devices that allow us to capture electrical and magnetic signals
produced by the brain, which are generated when it is trying to produce an
action [2,17]. These stimuli are interpreted by computers or other devices that
translate the brain signal and execute the voluntary command. These types of
devices have been used more and more nowadays due to their great potential to
restore motor functions in patients who have suffered some type of neuromotor
injury [9,52].

There are several ways in which brain signals can be obtained [16], but this
article is based on electroencephalography (EEG) signals which is the most com-
monly non-invasive method used. These signals are obtained through electrodes
and are captured during stimulation of the patient or some mental and/or motor
activity. The EEG activity is complex because of its wide variety of different
rhythms identified by its localization, frequency, or amplitude [23,40]. After the
EEG signals extraction, they are preprocessed to extract the characteristics and
to emit an answer based on the intention of the patient in order to control an
external device. Also, advanced systems use interesting and sophisticated clas-
sification techniques employing features extracted from signals [51]. Then, the
system can be adapted to the requirements of the patient, and therefore, improve
precision in EEG signal decoding [38,46]. In this study, EEGNet is used, which
is a compact CNN for the classification and interpretation of BCI based on EEG.
Concerning the design of a BCI system, some critical properties of these features
presented in Table 2 must be considered:

Table 2. Critical properties

Property Description Reference

Noise and outliners BCI features are noisy or contain
outliners because EEG signals have
a poor signal-to-noise ratio

[27,38]

High dimensionality In BCI systems, feature vectors are
often of high dimensionality

[27,38]

Time information BCI features should contain time
information as brain activity
patterns are generally related to
specific time variations of EEG

[27,38]

Non-stationarity BCI features are non-stationary
since EEG signals may rapidly vary
over time and more especially over
sessions

[27,38]

Small training sets The training sets are relatively
small since the training process is
time-consuming and demanding for
the subjects.

[27,38]
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2 Methods

We propose to use only the delta band (0.3–3 Hz) of the EEG signal for movement
classification [5,26]. In the state-of-the-art we found that several authors employ
this methodology for the classification of movement intention using artificial
intelligence, however, they have not employed the use of the EEGNet architecture
[8,30,54].

Then, for the methodology, the BNI horizon database of a rehabilitation
center (AUVA rehabilitation clinic, Tobelbad, Austria) was taken. During the
study, 5 types of movements were executed: pronation, supination, palmar grip,
lateral grip, and open hand. Subsequently, for the pre-processing of EEG signals
with neural networks, the EEGLab tool in Matlab R© was used to preprocess
signals(filtering, remove bad channels, extract epochs). Finally, to proceed with
the classification stage, the dataset with the epochs was uploaded to Google
drive and a Convolutional Neural Network (CNN) was trained with specific
parameters. All this process will be detailed in the following paragraphs.

2.1 Dataset Description

The dataset consisted of 10 subjects who were taken to the AUVA rehabilitation
clinic ranged in age from 20 to 69 years and had a lesion between the C1–C7
vertebrae. The recording of EEG signals was obtained by seating each participant
in front of a computer where instructions were displayed. The tests consisted of
the emission of a sound indicating the beginning of the trial and the participants
were asked to fix their gaze on a cross for 5 s. The beginning of the movement
class started 2 s after the end of the sound and lasted 3 s.

As mentioned before five types of movements were performed: pronation,
supination, palmar grip, lateral grip, and open hand. Signals were obtained with
61 electrodes for the EEG signal in VESA 5–10 configuration (Fig. 1). The total

Fig. 1. Localization of each channel according to the VESA 10-5 system. Localization
on two dimensional and three dimensional, from top to bottom respectively.



Imagine Movement Classification for Neurorehabilitation with CNN 277

of electrodes were 64, 61 EEG and 3 EOG. In addition, 4 16-channel amplifiers
were used. The sample was obtained with a sampling frequency 256 Hz and
a bandpass filter from 0.01 Hz to 100 Hz. They also used 50 Hz Notch filter in
order to eliminate power line interference. Finally, the signals were saved in GDF
(General Data Format for Biosignals) format [36].

2.2 Classification of EEG Signals with Neural Networks

Later, signals were preprocessed with the EEGLab tool in Matlab R©. MATLAB
was chosen for preprocessing because it has powerful features and toolboxes
for easy signal and image processing [3]. First, the signals were filtered with a
bandpass filter (from 0.3 Hz to 70 Hz). Second, the bad channels were eliminated.
Third, a decomposition of independent components was performed and the com-
ponents that showed to be responsible for the artifacts were rejected. Fourth,
a bandpass filter (from 0.3 Hz to 3 Hz) was accomplished, this in order to leave
only the low-frequency delta band. Finally, the signal was segmented.

The filters implemented are detailed below:

Bandpass Filter (0.3Hz–70Hz). A minimum order FIR (finite impulse
response) filter was used (Fig. 2(a)). The range that interests us for the clas-
sification of MCRP is between 0.3 Hz and 3 Hz [36], which is because the filter
that we are using initially does not eliminate our band of interest and improves
the visualization of bad channels for their respective elimination.

Fig. 2. Dataset filtered with Bandpass filter (0.3 Hz–70Hz) and (0.3 Hz–3Hz).

Bad Channel Elimination. We eliminated the channels that presented a very
high level of noise, and that is visually perceptible. In order to avoid reducing
the dimension of the channels, the interpolation method was used. This was
done since not all the recordings had the same noisy channels and it is not
recommended to use datasets with different channels.
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Independent Component Analysis. The independent component analysis
of the 61 EEG channels was performed. The Runic algorithm was chosen for this
purpose because provides identification of the independent components maximiz-
ing the difference of their kurtosis from Gaussian [4,29,37]. So since the number
of channels was not large, the dimension reduction was disabled with a princi-
pal component analysis (PCA) (see Fig. 3). And components with a probability
greater than 50% were marked as muscle, eye, heart, and noise channel stimuli.
The marked components were removed to remove artifacts from the signal.

Fig. 3. Independent component analysis of the dataset. P02 Run 4

Bandpass Filter (0.3Hz–3Hz). A last bandpass filter (Fig. 2(b)) was per-
formed in order to eliminate the signal bands that is not of our interest in the
signal clean of artifacts [5,26,43].

Signal Segmentation. The signal was segmented into epochs of a length of 5 s
that were extracted from marked events corresponding to the classes of move-
ments. We extract 0.25 s of pre-stimulus, and 3 s of stimulus from each of the
classes (pronation, supination, palmar grip, lateral grip and open hand). We
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then proceeded to combine all the trials from the datasets. The final number of
epochs obtained is 1479 from 5 participants.

For the classification stage of neural network training, a Convolutional Neural
Network (CNN) was trained. For this study, we used the EEGNet architecture
obtained from https://github.com/vlawhern/arleegmodels. The architecture was
not manipulated and only some parameters were set (see Table 3). The rea-
son why this model was chosen is that EEGNet has been developed to decode
brain states at Brain-Computer Interfaces (BCI), and it can be trained with
limited data. The system input has a Channels(C) × Time(T) dimension [15].
The dataset was divided into 50% for training, 25% for validation and 25% for
testing. The model was tuned with an Adam optimizer which has proven to
be reliable as seen in the literature [6,21,40,53], keeping the settings provided
by [23]. The training consisted of 1479 training interactions equivalent to the
number of epochs obtained from the dataset.

Table 3. CNN architecture used for the training. It is used from the template of
Lawhern et al. [23]

Block Layer N◦
filters

Size N◦ Params Output Activation Options

1 Input (C, T)

Reshape (1, C,

T )

Conv2D F1 (1, 32) 32 ∗ F1 (F1, C,

T )

Linear mode = same

BatchNorm 2 ∗ F1 (F1, C,

T )

DepthwiseConv2D D ∗ F1 (C, 1) C ∗ D ∗ F1 (D ∗ F1,

1, T )

Linear mode = valid,

depth = D,

max norm = 1

BatchNorm 2 ∗ D ∗ F1 (D ∗ F1,

1, T )

ELU

Activation (D ∗ F1,

1, T )

AveragePool2D (1,4) (D ∗ F1,

1, T/4)

Dropout* (D ∗ F1,

1, T/4)

p = 0.25 or

p = 0.5

2 SeparableConv2D F2 (1, 64) 64 * D * F1 +

F2 * (D * F1)

(F2, 1,

T/4)

Linear mode = same

BatchNorm 2 ∗ F2 (F2, 1,

T/4)

Activation (F2, 1,

T/4)

ELU

AveragePool2D (1, 8) (F2, 1,

T/32)

Dropout (F2, 1,

T/32)

p = 0.25 or p

= 0.5

Flatten (F2, 1,

T/32)

Classifier Dense N * (F2

* T/32)

N Softmax max norm =

0.25

https://github.com/vlawhern/arleegmodels
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The convolutional neural network consists of 2 blocks with specific parame-
ters The parameters used were:

Block 1. Fit F1 2D-convolutional filters of size (1, 32), which is eighth fraction
of the sampling frequency (256 Hz), a value suggested because it allows capturing
information 2 Hz. Also, this model has Depthwise Convolution of dimension (C,1)
which serves as a spatial filter, and provides direct information to the temporal
filter. An additional parameter (D = 1) is a depth that controls the number of
spatial filters. The Dropout probability is set to 0.5 in order not to give an
over-fitting training on small samples.

Block 2. The convolutional network architecture applies is a separable convolu-
tion, specifically a depthwise convolution with length (1,16), which is equivalent
to 250ms of EEG signal 64 Hz. The parameter F2 (1,64) pointwise convolution is
also applied. This type of network architecture is used since it has fewer param-
eters to fit and allows decoupling of the relationship within and across feature
maps. On the other hand, the Average Pooling layer was kept at length (1.8) for
dimensional reduction [23].

The classification is configured for 5 classes of movements, which correspond
to those mentioned in the dataset [36].

3 Results

3.1 Neural Network

Figure 4 shows the confusion matrix of the training performed, with probabilities
of true positives (recall: ability of the algorithm to detect positive cases for
each class) of 40%, 32.2%, 23.7%, 29.4% and 31.4%, for supination, pronation,
open hand, palmar grip and lateral grip movements, respectively. On the other
hand, additional criteria are shown in Table 4. Accuracy (ratio of number of
correct predictions to total predictions) of 33%, 39%, 37%, 19%, and 29%; F1-
score of 36%, 35%, 29%, 23% and 30% were obtained for supination, pronation,
open hand, palmar grip and lateral grip movements, respectively. Finally, it was
observed that the accuracy (indicating the closeness between the data provided
by the model and the real data) of the model was 31%.

4 Discussion

4.1 Neural Networks

This work identifies neurophysiological correlation of motor processes features
using EEGNet architecture which is a compact CNN, that in the existence of
limited data has proved to present interpretable data and, less pre-processing
needs compared to other models [13,23]. Pre-processing pipeline of the data with
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Fig. 4. Confusion matrix that show accuracy and sensitivity of the trained model

Table 4. Show the main results of the trained model for each class

Precision Recall F1- score Support

Suppination 0.33 0.40 0.36 65

Pronation 0.39 0.32 0.35 90

Hand Grasp 0.37 0.24 0.29 93

Palmar Grasp 0.19 0.29 0.23 51

Lateral Grasp 0.29 0.31 0.30 70

Accuracy 0.31 369

Macro avg 0.31 0.31 0.31 369

Weighted avg 0.33 0.31 0.31 369

low bandpass and interpolation methods showed high repeatability across class
repetitions that improve performance during training with the neural network,
thus enabling using all channels without losing dimensionality in the dataset
and offering the best trade-off between input dimensionality and flexibility to
discover relevant features [18,23,39,40,44].

Despite the CNN performance having shown promising accuracy results, the
classification accuracy in this model for imagined movement is rather encourag-
ing (31% accuracy) for this kind of classification compare with other classifica-
tion results for imaginary movements, as shown in Table 4, in line with previous
literature. For instance, Ofner et al. obtained with a binary classification for
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imagined and executed movements. For the imagined movement, in the move-
ments versus movements binary classification accuracies around 27%, and for
the movements versus rest classification accuracies around 72%. For executed
movement obtained better performance for classifications in different windows
lengths, accuracies around 55% and 84% was obtained for the movements vs
movements and movements vs rest, respectively [35]. Similar studies as Schwarz
et al. showed in their multi-class classification model moderate accuracies of
38.6% in their study with unimanual and bimanual reach and grasp action, for
six movements and one rest condition [44]. Further, many studies have validated
CNN high performance in terms of accuracy; to illustrate, a dataset for binary
classification of the right hand palmar versus lateral movement was obtaining
70% mean accuracy compared to other classification models which performed
below [44].

This research shows that EEGNet can classify different classes of MRCP on a
single subject on single trials events. This was realized in 25% of the participants
and, classification accuracy from the confusion matrix showed the average pre-
diction accuracy of the EEGNet was 31%. Further, we observed that each class
accuracy was classified as 32% pronation, 40% supination, 23% hand open, 29%
palmar grasp and, 31% lateral grasp. Additionally, we measure the sensitivity or
recall which is a metric that calculates the ability of our model to predict a result
as actual positive, for each class having an average recall of 31%. Although, our
values slightly differ from previous literature [13,23] mainly due to the length of
the data used for this particular training. Perhaps with adding more participants
to the model the training accuracy parameter might be improved. Moreover, in
the case of imagined movement classification as reported in previous literature,
low accuracies values might be caused because the imagined movement EEG sig-
nals were time-locked to a virtual movement rather than an actual movement as
occur in executed movement [35]. Also, in executed movement, the brain pattern
is more pronounced than imagined movement [19,33].

In contrast, this classification methodology showed promising results, and
future studies could focus on improving performance by automating the pre-
processing of the signal to work with more volume of data. And, these models
can be used as interpretive models; in order words, it is not required to train
the neural network in every rehabilitation session done by the therapist. Indeed,
the present work found that the applied EEGNet is capable of creating reliable
models from extracting signals obtained from the electrodes.

The relevance of the model developed in this work is that it can be used as
a rehabilitation assistant when it is implemented in an assistant robot that exe-
cutes the movements. According to [14] to develop a repetitive training which
is based on active movements promoting motor recovery and brain plasticity
after a stroke. This means that assisted therapy could reduce motor impair-
ment. Some studies have worked with robotic assistance such as the publication
[12], in which the rehabilitation of patients with incomplete SCI is carried out
using a four degrees of freedom exoskeleton used for isolated rehabilitation of
the elbow and the wrist. Another example is the study [24], which compares
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rehabilitation guided by an exoskeleton and an end-effector in chronic stroke
patients with moderate to severe upper extremity impairment. Similarly, in [50]
an adaptive admittance control of an upper extremity rehabilitation robot with
neural-network-based disturbance observer, in order to find a functional rehabil-
itation training of the joints (shoulder, elbow, and wrist) of the upper limb and
at the same time facilitate the physiotherapist the optimization of the clinical
treatment.

4.2 Challenges

The artifacts or unwanted signals in the data obtained from the electrodes have
to be excluded in the pre-processing stage. Then, this process is computationally
expensive, because affects the performance of the neural network causing delays
between the reading of the signal in the pre-processing stage and, the sending
of the command to the training stage. Moreover, the time-consuming of the pre-
processing step of the signal is an opportunity for future studies to develop an
automated program for this step, to clean as much data as possible, and work
the model with more volume of data improving accuracy particularly for imagine
movement classification.

The cost of production of a single prototype is expensive, that is to say, the
acquisition of a BCI system with the electrodes. For instance, only the cost of the
plate is around 900 American dollars, depending on the number of channels to
configure. Also, the cost of developing an assistant robot such as an exoskeleton,
end-effector, or others has to be considered. However, this technology could
be helpful for rehabilitation centers in terms of automatizing the rehabilitation
process for patients with SCI.

5 Conclusion

In this study, we trained a promising classification model for predicting MRCP
using EGGNet architecture on a dataset for five participants that the EEG sig-
nals were pre-processed with low frequency band-pass to include five movements
or classes (supination, pronation, hand open, palmar grasp and, lateral grasp).
Even though the number of participants was relatively short to train the model
we obtain as a result of the, imagine movement, classifications a medium per-
formance in terms of accuracy and sensibility of the CNN (average accuracy
of 0.31 and sensibility of 0.31). However, we might expect better performance
for both parameters by adding more participants to the model. Eventually, this
deep learning model will become important to evolve BCI technology that could
benefit the processes of neurorehabilitation for the upper extremities in patients
with SCI.

Promising applications for the rehabilitation process have been approached,
the exoskeleton that has been proposed in this work is a promising candidate to
develop a rehabilitation platform for its ability to improve motor recovery and
brain plasticity.
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54. Úbeda, A., Azoŕın, J.M., Chavarriaga, R., del R Millán, J.: Classification of upper
limb center-out reaching tasks by means of EEG-based continuous decoding tech-
niques. J. Neuroeng. Rehabil. 14, 1–14 (2017). https://doi.org/10.1186/s12984-
017-0219-0

https://doi.org/10.1109/ACCESS.2019.2938566
https://doi.org/10.18517/ijaseit.11.3.13679
https://doi.org/10.18517/ijaseit.11.3.13679
https://doi.org/10.1186/s12984-017-0219-0
https://doi.org/10.1186/s12984-017-0219-0


Smart Trends and Applications



A New Handwritten Number Recognition
Approach Using Typical Testors, Genetic

Algorithms, and Neural Networks

Eddy Torres-Constante1 , Julio Ibarra-Fiallo1 ,
and Monserrate Intriago-Pazmiño2(B)
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Cumbayá, Ecuador

eatorresc@estud.usfq.edu.ec, jibarra@usfq.edu.ec
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Abstract. In this paper, a method combining three techniques is pro-
posed in order to reduce the amount of features used to train and predict
over a handwritten data set of digits. The proposal uses typical testors
and searches through evolutionary strategy to find a reduced set of fea-
tures that preserves essential information of all the classes that compose
the data set. Once found it, this reduced subset will be strengthened for
classification. To achieve it, the neural network prediction accuracy plays
the role of fitness function. Thus, when a subset reaches a threshold pre-
diction accuracy, it is returned as a solution of this step. Evolutionary
strategy makes this intense search of features viable in terms of comput-
ing complexity and time. The discriminator construction algorithm is
proposed as a strategy to achieve a smaller feature subset that preserves
the accuracy of the overall data set. The proposed method is tested using
the public MNIST data set. The best result found a subset of 171 fea-
tures out of the 784, which only represents 21.81% of the total number of
characteristics. The accuracy average was 97.83% on the testing set. The
results are also contrasted with the error rate of other reported classifiers,
such as PCA, over the same data set.

Keywords: Evolutionary strategy · Fitness function · Genetic
algorithms · Handwritten number classification · Multi-layer neural
network · Typical testors

1 Introduction

Handwritten text recognition presents significant challenges, such as the differ-
ent types of handwriting, the quality of images or input devices. Because of this,
each specific software needs that users train their accounts to improve the recog-
nition of their digital handwriting. In this research work, a handwritten digit
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recognition method is proposed to minimize the number of image descriptors
(pixels sample). For this purpose, the theory of typical testors, artificial neural
networks and genetic algorithms have been combined.

The objective of reducing the dimensionality of the feature space is to find a
minimum set that preserves the essential information and allows to distinguish
and identify the compared classes. As result, it facilities the models’ training for
areas of pattern recognition or data mining [1–4].

A testor is a reduced set of features that provides the same capability to
differentiate between objects as the entire set of features does. This is why it has
been used in supervised pattern recognition as in [5–8]. When the cardinality
set of the testors is enormous, a subspace is searched among all possible subsets
of cells in a matrix, where every cell is a feature [9–11]. Some state-of-the-art
algorithms include: LEX [12], YYC [13], all-NRD [14], CUDA based hill-climbing
[15], Fast-BR [16], FAST-CT-EXT [17] which focuses on returning the whole set
of typical testors. An algorithm that manages to find minimum length typical
testors is reported in [18]. It has been reported that heuristic algorithms like
UMDA [19], PHC [20], and HC [21] perform better over large data sets. It
could be possible to compare the accuracy of prediction over all testors on these
algorithms if it guarantees to find the whole set of typical testors. Nevertheless,
in most real cases, the exponential complexity does not allow it.

The output of all types of algorithms focus on trying to reach the highest
cardinality of the returned subset of the typical testor or the minimum-length
subset of them. Therefore, the effort is to answer how effectively a testor can
be built since there have been issues the entire features set [21]. In [22], testors
are used to improve the diagnosis of breast cancer cells. Furthermore, there are
several problems in which there is a necessity to find an optimal discriminator
(or close to it), that allows maximizing the performance of the classification and
reducing the number of features. For example, in the fields of diagnostic diseases
[23], feature selection for text classification [5], and categorization [6]. Unlike
other techniques developed for feature selection, testors have been focused on
this purpose, especially a certain type known as irreducible or typical [24,25],
[26–28]. The time complexity increases as the number of features grow. Finding
testors with previous algorithms does not provide measures of over how useful
one testor is compared to another, or even the whole set when using it for
prediction.

Furthermore, considering how a testor can be used in practice, is why we
propose to build one. In fact, [19] considers that each typical testor can be rec-
ognized as a local optimum for discrimination. To achieve it we start from evo-
lutionary strategy to reach typicality as near as possible. The objective function
is also defined in terms of accuracy on testing. Over a trained only with selected
features multi-layer feed-forward back-propagation neural network. Thus, each
result can be compared in terms of its efficiency in a reasonable computer time
under given conditions of structure of the testor like the number of features
desired in it. In this sense, prediction accuracy plays the roll of fitness function
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over the evolution strategy. It selects not only the typical features but also the
ones that increases the prediction accuracy of the model.

Typical testor research gives an initial subset of features which has discrimi-
nation properties. Evolution allows to find this initial subset so when reached, it
can be improved using accuracy over prediction as a new fitness function. This
is how this three techniques interact.

Considering the important aspects mentioned, in this paper, we propose a
method for classifying handwritten number using a small set of features. The
small set is obtained using the testors’ theory, evolutionary techniques and neural
networks. Hence, the main contribution of the proposed approach is to reduce the
amount of features used to train and predict over classification models. The main
difference with other methods is that this subset of features is developed from
a theoretical optimum which is strengthened specially for classification allowing
to keep only the most relevant features.

The rest of this paper is organized as follows. In Sect. 2, we formally describe
the typical testor for a boolean matrix, multi-layer feed-forward neural networks,
and genetic algorithm strategy used to achieve an equal or close enough typical
testor with Univariate Marginal Distribution Algorithm’s fitness function; the
dataset MNIST is also described. Section 3 provides the results and analysis of
the study. Finally, conclusions and future works are presented in Sect. 4.

2 Materials and Methods

2.1 Typical Testor

Let U be a collection of objects, that are described by a set of n features and
are grouped into l classes. By comparing feature to feature, each pair of objects
belonging to different classes, we obtain a matrix M = [mij ]pxn where mij ∈
{0, 1}. mij = 0 and mij = 1 means that the objects of pairs denoted by i are
similar or different in the feature j, respectively. Let I = {i1, ..., ip} be the set
of the rows of M and J = {j1, ..., jn} the set of labels of its columns.

Let a and b two rows of M .
Definition 1 [29]: We say that a < b if ∀ i, ai ≤ bi, and ∃ j such that aj �= bj .
Definition 2 [29]: a is a basic row of M if there is no other row less than a in
M .
Definition 3 [29]: The basic matrix of M is the matrix B, only containing all
different basic rows of M . Let T ⊆ J , BT be a subset of features obtained from
B, eliminating all columns not belonging to the set T .
Definition 4 [15]: Let p be a row of BT ; we say that p is a zero row if it
contains only zeros.
Definition 5 [15]: A set T = {jks

, ..., jks
} ⊆ J is a testor of M if no zero row

in BT exists.
Definition 6 [15]: The feature xi ∈ T is called a non-removable feature of T
if there exists a row p in BT such that when the column corresponding to xi is
eliminated from BT , the remaining row p is a zero row of BT−{xi}. Otherwise,
xi is called a removable feature.
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Definition 7 [15]: A set T = {jks
, ..., jks

} ⊆ J is called typical with respect to
the M matrix and of the collection U if it is a testor and each feature xi ∈ T is
a non-removable feature of T .
Proposition 1 [10]: The set of all typical testors of M is equal to the set of
all typical testors from the basic matrix B.

Let Ψ∗(M) be the set of all typical testors of the matrix M . According to
proposition 1, to search over the set Ψ∗(M) it is very convenient to find the
matrix B. Taking into account that B has equal or less number of rows than M ,
the efficiency of the algorithms should improve with B than with M [10].

2.2 Multi-layer Feed-Forward Back-Propagation Neural Networks
(FFBP)

FFBP neural networks have been positioned as the most used type of neural
networks [30]. They have been applied in several fields like prediction as in [31],
image recognition as in [32], chemistry problems as in [33], among others [34,35],
[36,37]. A FFBP is built by neurons, which are ordered by layers. The first layer
is the input layer and the last is called the output layer. All the layers in between
are called hidden layers.

Let Γ be the mapping function that relates for each neuron i a subset Γ (i) ⊆
V which consists of all ancestors of the given neuron.

The subset Γ−1(i) ⊆ V consists of all predecessors of the ith neuron.
Each neuron in a specific layer is connected with all the neurons of the next

layer.
The connection between the ith and jth neuron is characterised by the weight

coefficient wij and the ith neuron by the bias coefficient θi.
The weight coefficient measures the degree of significance of the given con-

nection in the neural network.
The output value also called as activity of the ith neuron xi holds that:

xi = h(ξi)

ξi = θi +
∑

j∈Γ−1(i)

wijxj

where ξi is the potential of the ith neuron and function h(ξi) is the transfer
function or activation function.

The supervised adaptation process varies the threshold coefficients θi and
weight coefficients wij to minimize the objective function which relates com-
puted and required output values. The back-propagation algorithm disperses
the output error from the output layer through the hidden layers to the input
layers so that the connection between the neurons can be recurrently calculated
on training in an attempt to minimize the loss function in each training iteration
[38].
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2.3 Genetic Algorithms (GA)

Genetic Algorithms (GA) are heuristic-based search approaches, specially appli-
cable to optimization problems. These algorithms are useful in practice because
of their flexibility over a wide range of problems [39].

GAs begin with an initial population (set of initial points) and select a set
of potential points to generate a new population. This operation is repeated
until a stop criteria is reached. Thus, it works by creating new populations of
points (usually called chromosomes or individuals), by applying a set of genetic
operators to the previous population of selected points [19].

Classical genetic operators are selection, crossover, and mutation. Crossover
recombines the genetic information contained in the parents of two individu-
als picked from the selection set, and mutation applies modifications to certain
values (alleles) of variables (genes) in the points [40].

2.4 Database MNIST

The MNIST is a database of handwritten numbers. It is a widely used data set
in machine learning. Handwriting recognition is a difficult problem and a good
test for learning algorithms. The MNIST database has become a standard test.
It collects 60,000 training images and 10,000 test images, taken from a previous
database, simply called NIST1. These are black-and-white, normalized images
centered at 28 pixels per side [41].

2.5 Proposed Method

This section introduces an algorithm that searches for an optimal solution as a
subset of features, in terms of efficiency over discrimination between classes of a
collection U , based on a desired reduction of the total number of features.

Depending on the density of the elements of each class l of the collection
U , n objects of each class is chosen up; this sub-collection is called U ′. The
first step is to obtain the basic matrix B over the collection U ′ ⊆ U . If needed,
previous image prepossessing is recommended to reduce noise. The second step
is to remove all the columns of B where all the rows are 0. We do this because
this features do not help to discriminate. If a testor contains any of them, we
can remove the feature since it will not generate a zero row by removing it.
Furthermore, removing columns reduces the complexity on searching over the
subspace of all possible combination of features.

Before introducing the Discriminator Construction Algorithm, we present its
components. For this purpose, we will divide them in two parts.

Let P be a set of N randomly chosen subsets of features of B of size nxm such
that xk = {xk1, ..., xkm} ∈ P with xki ∈ {0, 1}, k = 1, ..., N and i = 1, ...,m. xk

is called a chromosome.
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1) Genetic Components (Evolutionary Strategy)

As in [42], we use Univariate Marginal Distribution Algorithm (UMDA). The
fitness function is defined as:

f(xk) = α
t(xk)

n
+ (1 − α)

p(xk)∑m
v=1 xkv

(1)

We define T ⊆ xk by eliminating all columns in xk where xki = 0.
Where, t(xk) is the number of non-zero rows in BT , p(xk) is the number of
typical features of BT and α is a weighting coefficient.
Recall that for any chromosome xk, 0 ≤ f(xk) ≤ 1 where xk is a typical
testor if f(xk) = 1.
For initial and next generations we used a population size of 20 chromosomes.

2) FFBP Components The components for FFBP selected for the modeling
testor performance during evolution has one input layer, two hidden layers,
and one output layer. Let m′ be the total number of test cases. We explicit
define the accuracy of a chromosome as:

g(xk) =
δ(xk)
m′ (2)

where δ(xk) is the number of correct predictions of the trained neural network
over a common test set. Recall that for any chromosome xk, 0 ≤ g(xk) ≤ 1
where f(xk) approaching to 1 means a better performance on discriminating
between the classes of U ′. Finally, we are able to describe the Discriminator
Construction Algorithm (DCA). Figure 1 describes graphically the algorithm.
To begin, DCA selects uniformly random a subset of features based on a
selected percentage. In this first stage it starts searching for a typical testor
by evolution using as fitness function f(xk). Once the threshold is reached
for typical testor search, we change evolution objective function to g(xk) so
the subset returned of typical testor search can be improved on its prediction
accuracy. Finally, once prediction accuracy threshold is reached and the subset
of features is reported as a solution. This solution is named discriminator.

2.6 Experimental Setup

For U ′ ⊆ U we decided to choose 50 random objects of each class from training
MNIST data set proceeding to binarize them to calculate B. With B calculated
we removed all the zero columns in it, keeping record of the original indexes.

For the Genetic Components we settled α to 0.2 as we have higher probability
of finding testors of large length [42]. We set the maximum number of iterations
to 100 and the solution length to 1 as stop conditions. We searched only for one
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Fig. 1. Discriminator construction algorithm
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discriminator. Mutation was performed over 1% of the non-removed features in
every generation.

For FFBP we set its topology as follows: the input layer and all the hidden
layers has relu(x) = max{0, x} as activation function. The input layer has the
same number of inputs as the discriminator. The first hidden layer has 52 neu-
rons, and the second one has 26. The output layer has softmax as activation
function which is defined as:

σ(z)j =
ezj

∑K
k=1 ezk

where z is a vector of dimension k and j = 1, ..., k. In our case z has dimension
10 as we have that number of classes (digits from 0 to 9). Also we used Sparse
Categorical Cross-entropy loss function, set batch size equal to 1/5 of the training
samples and used 10 epochs which definitions are detailed in [30,43]. Training
is performed over the whole 60000 images of MNIST and the accuracy value is
returned by evaluating over the 10000 test images.

Since DCA requires a threshold to change fitness function from f(xk) to
g(xk) we decided to set t as the maximum accuracy that the model can reach
under a batch size of 1/5 of the training samples and the double epochs than
used in g(xk) minus 0.04. It is important to remark that this threshold does not
depend on the accuracy of the whole model, we decided to do it in this way to
ensure that the discriminator is close enough to a known value for the model,
which in fact is reported in the documentation. Once a solution was found it
was translated its original indexes.

Following the same topology of g(xk) and as the length of the selected features
of discriminator turns the design of the neural network to be a unique model.
This model was trained with Stratified K-Folds cross-validation for 5 folds over
the train set each fold with 20 epochs whit the same batch size. For one-vs-
all multi-class classification we also used Stratified K-Folds cross-validation for
model training over the same topology but with only two folds over the train set
[44]. We measured model’s classification performance by accuracy, loss, multi-
class precision. For calculate model precision we used three approaches: micro,
macro and weighted. This types of precision contribute to present how samples
and classes contribute to detailed view of model precision. We also measured
multi-class log loss [45], one-vs-all ROC curves and AUC scores [46], and one vs
all precision vs recall metrics [47]. Finally, we compared the discriminator error
rate to some test error reported on the MNIST documentation.

Since the selection criteria was developed directly in evolution we choose
the first solution that DCA report. All source code was implemented in Python
language version 3.7.10 [48] with the scikit-learn (SKlearn) library [49] and Keras
[50].
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3 Results and Discussion

In this section we discuss assessment metrics calculated over the model proposed
using the testing data set of the MNIST database. In Fig. 2 we present some
evolution steps with the corresponding feature selection for each generation. A
total of 50 generations that were needed to build a discriminator with a 21.81%
of the total features.

Fig. 2. Generations 0, 10, 20, 30, 40, 50 (With left right up down direction respectively)

3.1 Performance Evaluation

The discriminator reported from DCA has a length of 171 features which rep-
resents a 21.81% of the total amount of features. By reducing data sets matrices
to those only containing the selected features and training a FFBP as described
before we end up with the an accuracy on training of 99.65% and a validation
accuracy of 97.83% on testing. In addition, the model reported a loss of 0.0191
on training and a loss of 0.081 on testing. Detailed view of this metrics versus
epochs for each fold are presented below in Figs. 3 and 4.

Fig. 3. Accuracy vs Epochs Fig. 4. Loss vs Epochs
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As we can see training and validation almost converge later on, even though at
the beginning the curves are slightly different. This means any variation between
the training and validation curves is going to be statistical rather than systematic
so the model fits the data properly. From Fig. 2 and 3 we can also mention that
the model is not over-fitted.

The confusion matrix shows how the model performs on classifying between
multiple classes. As seen below in Fig. 5, almost the whole diagonal is almost
highlighted. This describes a high rate between predicted labels and true labels.
Results are presented in percentages.

Fig. 5. Confusion matrix for discriminator in percentage.

The global prediction shows that in most of the time the model classifies
correctly between all the classes but more than that it also shows in which
classes it has problem. The errors in prediction of the model with the highest
percentages are those made between 4 and 2 classes, 5 and 8 classes, and 8 and
3. However this error is not greater that 0.1% so it is not considered relevant.
On the other hand, as mentioned, the diagonal is highlighted which means in
most cases every class is correctly identified. Furthermore, every class prediction
rate is near 10% of the total amount, and since there are ten classes it also show
balance between data and its prediction.

For micro-averaged precision we obtained a precision value of 97.15%. For
macro-averaged a precision value of 97.14%. For weighed-average a precision
value of 97.15%. Therefore the model is consistent and predicts accurate for
distinct classes.

To show in more detail this fact we plotted the ROC curves for all one-vs-
all with the corresponding AUC. Figure 6 shows an area under the curve closer
to 1 for every one versus all cases. This means that the model has an strong
performance in distinguish between all classes. This scenario allows interpreting
that those points chosen by discriminator are good enough to be able to clearly
classify between all classes. The precision measures the ability of the model
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Fig. 6. ROC curve one-vs-all Fig. 7. Precision versus Recall one-vs-
all

to predict each of the classes; since the higher precision and recall scores, the
better performance of the model, with an average precision closer to 1, the model
presented can distinguish between all classes with precision as seen in Fig. 7.

Finally, we calculate multi-class log loss with a value of 0.2240 which means
the model assigns a high probability for each class to predict correctly. For this
value in particular the fact of having 10 classes makes the reported value a
positive measure.

3.2 Comparison Based on the State of the Art

Despite the fact that there is no other discriminator in the literature, we can
evaluate the performance of the model against the error rate reported in the
MNIST documentation over other models. The results presented show how the
features selected by DCA play an essential roll as in every model the error rate
was almost preserved.

Table 1. Comparison of the different classifiers reported on the literature against the
error rate of the same model trained only with the features selected by the discriminator

Classifier Reported

test error

rate (%)

consider-

ing all the

features

Replicated

test error

rate (%)

considering

all the

features

Replicated

test error

rate (%)

considering

the selected

features by

the

discriminator

Linear classifier (1-layer NN) [51] 12.00% 12.70% 14.23%

K-nearest-neighbors, Euclidean (L2) [51] 5.00% 3.35% 4.62%

40 PCA + quadratic classifier [51] 3.30% 3.74% 5.60%

SVM, Gaussian Kernel [41] 1.40% 3.34% 3.32%

2-layer NN, 800 HU, Cross-Entropy Loss [52] 1.60% 1.86% 2.14%

3-layer NN, 500 + 300 HU, softmax,

cross entropy, weight decay [41]

1.53% 1.79% 2.60%
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It is possible to notice in Table 1, all models that used the features selected
by discriminator preserved the error rates in a small range as when all the data
is used to train the models; in either case the difference is greater than 2%. Due
to the state of the art-based comparisons we are going to focus on test error
rate defined as the difference between 1 and the model accuracy. Furthermore,
all models based on DCA feature selection, could be considered less complex
and faster in computational time, since it selects some features of the entire set.
We would like to emphasize that DCA method reported an error rate of only
2.14% while using 21.81% of the features in the two layer neural network which
is the closest model from where it was built. Other models such as SVM when
trained with the features selected by discriminator preserved the error rate with
a difference of only 0.02% compared with the same model trained with all the
features. We see that this features are enough for truly classify and preserve
accuracy and error rates of some reported models.

4 Conclusions and Future Work

This work proposed an algorithm to build a discriminator for a group of classes.
With the knowledge of testors, we were able to establish a starting point for
an intelligent search. With the evolution strategy, we searched for some fea-
tures with properties of testors and typicality. Once the features were found, we
changed the fitness value to reach the accuracy goal for this reduced featured
set. In this point, FFBP played the role of fitness function with their accuracy on
predicting. With this strategy, we built a discriminator with 21.81% of the total
amount of features. Considering that all calculated assessment metrics and their
interpretation, with the discriminator we can build a model that predicts with
a precision over 97% and can distinguish between all the classes. Therefore, we
conclude that DCA algorithm is able to build a reduced features discriminator
for training and testing over MNIST data set.

Furthermore, experimentation shows that the computational cost represented
by calculating testors is worth the results; the substantial reduction in the num-
ber of variables that can be used confirms that not all the information is nec-
essary when classifying objects. Also, the successful coordination of algorithms,
evolutionary, and neural networks is important, as proven by the coherence of
the classification results. Finally, interleaving two optimization functions, one
for the selection of a discriminator and the other for training the network, sheds
light on the way forwards to obtain robust discriminators with a substantially
lower number of characteristics.

As potential for future work, we propose: (1) to use typical testors properties
to look for a minimum-length optimal discriminator, (2) to explore other feature
selection techniques to compare their ability to preserve accuracy over predic-
tion models, as well as (3) to reduce complexity over calculations to search over
bigger spaces.



A New Handwritten Number Recognition Approach 303

References

1. Mafarja, M.M., Mirjalili, S.: Hybrid binary ant lion optimizer with rough set and
approximate entropy reducts for feature selection. Soft Comput. 23(15), 6249–6265
(2018). https://doi.org/10.1007/s00500-018-3282-y

2. Saxena, A., Saxena, K., Goyal, J.: Hybrid technique based on DBSCAN for selec-
tion of improved features for intrusion detection system. In: Rathore, V.S., Wor-
ring, M., Mishra, D.K., Joshi, A., Maheshwari, S. (eds.) Emerging Trends in Expert
Applications and Security. AISC, vol. 841, pp. 365–377. Springer, Singapore (2019).
https://doi.org/10.1007/978-981-13-2285-3 43

3. Wang, M., Chunming, W., Wang, L., Xiang, D., Huang, X.: A feature selection
approach for hyperspectral image based on modified ant lion optimizer. Knowl.-
Based Syst. 168, 39–48 (2019)

4. Zhou, H.F., Zhang, Y., Zhang, Y.J., Liu, H.J.: Feature selection based on condi-
tional mutual information: minimum conditional relevance and minimum condi-
tional redundancy. Appl. Intell. 49(3), 883–896 (2018). https://doi.org/10.1007/
s10489-018-1305-0

5. Carrasco-Ochoa, J.A., Mart́ınez-Trinidad, J.F.: Feature selection for natural disas-
ter texts classification using testors. In: Yang, Z.R., Yin, H., Everson, R.M. (eds.)
IDEAL 2004. LNCS, vol. 3177, pp. 424–429. Springer, Heidelberg (2004). https://
doi.org/10.1007/978-3-540-28651-6 62
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Abstract. Human pressures on the environment have drastically accel-
erated in the last decades, risking biodiversity and ecosystem services.
Monitoring the locations and distributions of Land use and land cover
change (LULCC) is vital. In Colombia, Corine land cover maps are the
primary source of information for researchers and governmental institutes
responsible for managing and conserving natural areas. However, these
maps are made mainly by a visual classification of multi-temporal satel-
lite imagery. This paper presents an adapted methodology for the land
cover classification in a highly intervened area in Colombia using state-
of-the-art convolutional networks with a semantic segmentation app-
roach with transfer learning techniques. We tested two decoders (Unet
and PSPNet) with five different architectures (Resnet 18, 50, 101, 152,
and inceptionresnetv2). The tests showed that the Unet encoder with
Resnet 18 had the highest Jaccard index (mIoU = 0.806) and a pixel
accuracy of 0.933 on the validation dataset. These results improve the
previous attempts to make a deep learning-based model for the land
cover classification in the Colombian context. This ongoing work is set
to evaluate Deep learning-based algorithms to analyze multi-temporal
LULCC in Colombia using high-resolution imagery. Developing a semi-
supervised algorithm infused with SAR imagery for LULCC classification
is expected to contribute to this work.

Keywords: Land cover classification · Deep learning · Unet ·
PSPNET · Semantic segmentation

1 Introduction

Human pressures on the environment have drastically accelerated in the last
decades, risking biodiversity and providing goods and ecosystem services [29].
Direct impacts of human activities on natural systems include habitat loss and
degradation [6], fragmentation [12], deforestation [14], extinctions of species[8].
Because of this, it is imperative to understand the spatio-temporal relation-
ships between natural and anthropogenic changes in ecosystems, necessary for
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planning, managing, and monitoring natural resources. Studies of land use and
land cover change require the adequate characterization of different natural veg-
etation types.

Monitoring the locations and distributions of Land use and land cover change
(LULCC) is vital. Remote sensing has revolutionized the ability to character-
ize and monitor urban land change. Data and information about changes in
urban land structure, form and extent that were once only available through
ground surveys and traditional mapping techniques are now routinely collected
and produced through a constellation of government and commercial airborne
and satellite sensors [25]. In recent years, it has become apparent that there are
growing user communities studying LULCC, coming from three broad categories:
1) scientists and researchers, 2) policy- and decision-makers, and 3) practitioners
and the public. These communities operate at different geographic and temporal
scales and thus require different types of land change information [25].

In Colombia, the LULCC has been mainly studied by the Institute of Hydrol-
ogy, Meteorology, and Environmental Studies (IDEAM), a scientific institute of
the Ministry of Environment and Sustainable Development. The IDEAM has
developed a series of CORINE land cover maps for the geography of Colom-
bia (2000-2002, 2005-2009, and 2010-2012). These maps are the primary source
of information for researchers and other governmental institutes responsible for
managing and conserving the country’s natural areas. The CORINE Land Cover
methodology used by the IDEAM relies on the visual classification of multi-
temporal satellite imagery, making this approach highly costly in terms of work-
force and time.

Remotely sensed datasets have proven to be more helpful, economical, and
convenient. They also can be used for LULC mapping and assessment. Data
integration of remote sensing and GIS have been used for LULC classification.
GIS data, i.e., census data, topography, and GPS points, have been combined
with remote sensing images for LULC classification. Traditionally, GIS envi-
ronments have been used for LULC classification and mapping based on image
interpretation [21].

Several computational methods seek to improve the performance and accu-
racy of land cover classification from remotely sensed datasets. Some of the pre-
viously used methods for LULCC include but are not limited to decision trees
[26], Markov chains [13], image differencing, and change of the analysis vec-
tor spectral signatures and vegetation indices [3]. However, convolutional neural
networks have proven to surpass the results obtained by machine learning tech-
niques for satellite image classification. For instance, in [17] the authors propose
to use convRNN to tackle land cover classification from a Sentinel-2 modelling
the task as semantic segmentation.

Several studies reveal that the classification capability of remotely sensed
data depends on the types of input data and landscape complexity. Many publi-
cations have explored the robustness and achievements of classifiers fitted with
different datasets. However, the most appropriate classifier for mapping is still
in question. Popular supervised classifiers include Maximum Likelihood Classi-
fier (MLC), Spectral Angle Mapper (SAM), Support Vector Machine (SVM),
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Random Forest (RF), Decision Tree (DT), Minimum Distance (MD), etc. and
unsupervised classifiers (k-means and ISODATA). Usually categorized into pixel-
based (MLC, SVM) algorithms and object-based methods [23].

The performance of the classifiers depends on the number of user-defined
parameters, the number of training samples, and the time for classification accu-
racy. Several techniques such as MLC, SAM, SVM, ANN, decision tree have been
used on Landsat TM, data to assess and evaluate the LULC cover [9,28]. Based
on their results, researchers suggested that both ANN and SVM outperform
MLC on ETM [9]. SVM performed well with TM data while ANN performed
well against SVM, MLC with TM/ETM [16].

This paper presents an adapted methodology for the land cover classification
in a highly intervened area in Colombia, using state-of-the-art convolutional net-
works. This methodology differs from previous methodologies by using transfer
learning techniques. An evaluation of different state-of-the-art architectures for
a semantic segmentation approach is included.

2 Methods

2.1 Study Area and Remote Sensing Information

The study area is approximately 1500 (km2) including La Ceja, El Carmen de
Viboral, La Union, Guarne, El Retiro, and Rionegro in the San Nicolas Valley
(Colombia). This region presents temperatures between 9 to 24C. It is charac-
terized by secondary vegetation areas with agricultural mosaics, pastures, for-
est plantations, and open forests in constant changes due to the urban sprawl.
According to the Green Growth and Climate Compatible Development Plan for
Eastern Antioquia, the area has high soil productivity that allows it to be consid-
ered a food pantry; various productive sectors (energy, industry, transportation)
contribute significantly to the national GDP (Zapata et al. 2017).

To further improve the amount of information available from the different
land cover patterns present in the study area, a set of high-resolution imagery
was obtained for an area of approximately 9000 square kilometres between the
municipalities of Yarumal, Betulia, Abejorral, and El Santuario. This vast area
includes many thermal floors and a great diversity of land cover patterns result-
ing from the changes in Altitude. The images were obtained through the Planet
explorer platform (Planet Team 2017). These were captured by the Rapid Eye
MSI constellation between January 2013 and April 2014. The selected images
have 5 spectral bands (Blue, Red, Green, Red Edge and NIR) and were down-
loaded with the radiometric, sensor and geometric correction. These images were
sampled with a 256× 256 kernel, resulting in 4762 individual images with a spa-
tial resolution of 5 m/px.

We increased the dimensionality of the images, including multispectral
indexes such as Normalized Difference Vegetation Index - NDVI [19], and Green
Normalized Difference Vegetation Index - GNDVI [11]. Finally, we used the first
level of the IDEAM Land Cover map for 2012 as the ground truth for the train-
ing phase of our convolutional networks. This level has five classes: urban areas,
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open plains, forests, coastal areas, and water surfaces. The labels defined by the
IDEAM institute have been thoroughly validated by on-site visits, as well as by
UAV photographs were taken in randomly selected areas [1].

2.2 Semantic Segmentation Approach

Semantic segmentation is the task of determining a semantic label (land-cover
or land-use class) to every pixel of an image through a computational model.
Most state-of-the-art methods have relied on supervised classifiers trained on
specific hand-crafted feature sets (appearance descriptors when processing high-
resolution data). Some authors have used autoencoders trained to reconstruct
PCA-compressed hyperspectral signals, then optimize the neural networks by a
softmax loss stacked on top of the encoders, providing the final classification of
the pixels [4]. Other authors have trained a sparse convolutional autoencoder to
perform object detection in remote sensing images [10], among other applications
applied to remote sensing.

Several convolutional neural networks (CNN) architectures have been devel-
oped to perform segmentation tasks for different applications in recent years. In
this work, we use a state-of-the-art architecture proposed by [35], iin which a
feature map of the last convolutional layer is extracted. Then, a pyramid parsing
module is applied to harvest different subregion representations. The pyramid
parsing module is followed by upsampling and concatenating layers to form the
final feature representation, which carries local and global context information.
Finally, the representation is fed into a convolution layer to get the final per-pixel
prediction. An overview of the PSPNet proposed by [35] can be seen in Fig. 1.

On the other hand, the U- Neural Network (U-Net) is a convolutional neural
network proposed by [27]. It was initially proposed for segmentation tasks of
biomedical images; however, it has proven helpful for a wide range of different
areas. The Unet Architecture is characterized by an initial set of 3× 3 convo-
lutions with downsampling through 2× 2 max pool operations, increasing the
number of dimensions of the output image. Then, an upsampling phase allows
the network to propagate context information to higher resolution layers. The
network does not have any fully connected layers and only uses the valid part of
Each convolution, i.e., the segmentation map only contains the pixels, for which
the entire context is available in the input image ([27]. An overview of the Unet
can be seen in Fig. 2.

Fig. 1. Overview of the PSPNet proposed by [35]
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Fig. 2. Overview of the Unet proposed by [27]

2.3 Implementation

Each of these architectures is implemented using the Segmentation Models
library [34]. This library is implemented both in PyTorch and TensorFlow ecosys-
tems. It consists of a pipeline made of an encoder, also called a feature extractor,
which consists of an initial down-sampling section; a decoder, an up sampling
convolutional structure of predefined dimensions fusing the extracted features,
and finally, a segmentation head which reduces the number of channels and up
to sample the ground truth mask to preserve input-output spatial resolution
identity. This library also enables pre-trained encoders with publicly available
image databases to perform transfer learning [32,33].

We compared five architectures to identify the best encoder for land cover
classification: Resnet 18, Resnet 50, Resnet 101, Resnet 152, and inceptionres-
netv2. The decoder was fixed into a simple array of 5 convolutional layers with
depths of 16, 32, 64, 128, 256 square pixels [15,30]. Each of these architec-
tures is used as the segmentation pipeline’s encoder and validated through a
cross-validation approach using the Jaccard Index - mIoU [18]. Additionally, we
decided to use the Jaccard Loss function metric for the backpropagation opti-
mization because of an implicit unbalance of the labels favouring the open plains
label.

A 1Cycle learning rate schedule was implemented as proposed by [29,21] to
reduce convergence time in training. It consists of two steps of equal lengths,
one going from a lower learning rate to a higher one, then going back to the
minimum, defining the maximum learning rate to 1e-3 between 300 epochs. The
CNN was pre-trained using the ImageNet image dataset [7]. Since the dataset
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contains RGB 3 channel images, the first three dimensions of the CNN were
fitted to the dataset, the rest of the dimensions were randomly initiated.

Due to the different depths of each CNN, different VRAM requirements were
needed for the training. Each CNN was fitted with the maximum number of
images per training batch. The minimum batch size was 40 images with 256× 256
pixels and seven depth layers.

The experiments were implemented using an NVIDIA GTX 3060 GPU with
12 GB of GPU RAM and took between 8 and 25 h to train each CNN. Finally,
it is known that Deep learning requires large amounts of data and significant
computation times to bring satisfactory results [24]. This is particularly difficult
for remote sensing data since there is a limited number of sensors and images.
We implemented data augmentation techniques during the training of the neural
networks.

A cross-validation methodology was applied to ensure a good fit from the
algorithm. Our cross-validation approach split our image dataset into three
groups: train, test, and validation datasets. We then load the train images and
augment them using a Horizontal flip and Gaussian Filter, yielding 7286 images.
The algorithm does not know which is the original image and the noisy image.

3 Results

Table 1 presents the overall accuracies, mIoU indexes, and training time for the
encoders PSPNET and UNET and the five architectures: Resnet 18, Resnet 50,
Resnet 101, Resnet 152, and inceptionresnetv2.

Table 1 shows that the performance of the models is directly correlated with
the depth of the CNN, except for the Unet CNN with the Resnet 18 encoder.
This last architecture obtained the best result for the least depth encoder archi-
tecture. Unet architecture and the inceptionv4 encoder presented the highest
performance in the test set, yielding a mean accuracy of 0.91 and a Jaccard
index of 0.812. Figure 3 shows the Jaccard index yielded by the Unet CNN with
the inceptionv4 encoder during the training phase.

Table 1. Experimental results

Encoder type Encoder Val Acc Train Acc Test acc Train mIoU Val mIoU Test mIoU

PSPNET Resnet 18 0.892 0.899 0.881 0.727 0.694 0.681

PSPNET Resnet 50 0.883 0.886 0.871 0.701 0.688 0.657

PSPNET Resnet 101 0.888 0.896 0.877 0.727 0.754 0.669

PSPNET Resnet 152 0.905 0.923 0.906 0.792 0.773 0.729

PSPNET inceptionresnetv2 0.915 0.934 0.911 0.8 0.791 0.75

Unet Resnet 18 0.934 0.973 0.933 0.843 0.806 0.804

Unet Resnet 50 0.917 0.944 0.9154 0.77 0.789 0.765

Unet Resnet 101 0.908 0.904 0.947 0.769 0.739 0.746

Unet Resnet 152 0.916 0.949 0.917 0.788 0.794 0.774

Unet inceptionv4 0.92 0.936 0.91 0.778 0.793 0.812
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Finally, Fig. 4 presents the performance of the Unet CNN with the incep-
tionv4 encoder compared against the ground truth. We can note that the model
fits the general form of the label area, especially detecting borders and the gen-
eral shape of the objects (e.g. Forests, rivers, etc.). It is worth noting that the
mIoU value reported in Table 1 is the mean mIoU reported for the whole test
dataset, composed of 477 images.

Fig. 3. Jaccard index yielded by the Unet CNN with the inceptionv4 encoder during
the Training phase

It is important to note that the IDEAM Land Cover map contains errors, as
shown in Fig. 5 in which the purple area at the right is classified as an open area
and not as a forest. However, CNN learns the general pattern of each label and
classify it by that patter, making a visually acceptable segmentation, although
in terms of the Jaccard index, even if the CNN is doing a good classification the
mIoU is not perfect.

4 Discussion

This research has successfully adapted a land cover classification methodology
for a highly intervened area in the Colombian Andes region. This methodology
uses a state-of-the-art deep learning architecture previously trained with the
ImageNet dataset. This methodology has yielded the highest accuracy for the
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currently known DL experiments for the Colombian region [20,22]. Likewise, it
has achieved higher accuracy than other works presented with ML techniques.
i.e., [5] presented SVM, RF and KNN approaches which in terms of overall accu-
racy have been surpassed by the proposed DL models. Additionally, this work has
been done with a limited amount of images, which are set to be further increased
in future iterations, which will surely impact positively the performance of the
trained models.

Fig. 4. Ground truth comparison against the predicted mask. Purple: open areas, Teal:
forests, Yellow: water surface (Color figure online)

Fig. 5. Ground truth comparison against the predicted mask. Purple: open areas, Teal:
forests, Yellow: water surface (Color figure online)

The described methodology took up to 28 h to complete in terms of computa-
tional costs. We consider this a cost-efficient methodology, especially considering
that this could be replicated easily using cloud-based solutions for scalability.
Furthermore, we can see in Table 1 that the time needed for the training of each
CNN is affected by the depth of its architecture, especially in the case of the
Unet CNN, which presents a strong correlation between time and the number of
layers present in the CNN r2 = 0.7526, which is expected behavior of this type
of architectures.

Additionally, in Fig. 3, we see the Jaccard index yielded by the inceptionv4
for each training epoch. We can see a non-overfitted behavior, having close values
between train and validation mIoU values. This also shows that our validation
of splitting data into three groups adequately fits the CNN, ensuring the vali-
dation data is completely unknown to the model. Finally, regarding the model’s
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performance, in Fig. 4, we present the results of a classification performed on a
highly intervened area with the presence of dry forest. This area usually presents
challenges to machine-learning-based models due to the area’s dry conditions,
which are similar in terms of reflectance to a fragmented forest or an open area
[2]. Our results show that CNN has a good performance, as shown by the 0.906
Jaccard index, even in the difficult conditions for the classification.

The good fit of the model is also shown in Fig. 5. In it, we can see the ground
truth comparison of a conserved area near the Guatapé hydroelectric reservoir.
We wanted to show this image due to a small error in the ground truth label
image. The ground truth image shows the right part of the image as an open
area. However, at a closer inspection of the area, it is visible that the area
is populated by a continuous forest bordering the reservoir, which the model
correctly classifies, showing that the predictions made by it are not overfitted,
but the result of a pattern learned by the model during the fitting phase.

The training dataset is inherently unbalanced towards open areas label,
accounting for more than 72% of the training area, followed by forest label with
16% of the pixels, followed by urban area label with 10% and, lastly, the water
surfaces with 2% of the total pixels, which must be taken into account for the
future works made in this study area.

Although this experiment uses images from warm areas with the presence of
Tropical Dry Forest, this was not considered. Since it was generalized as Forest
label, however, due to the lack of reflectance in the optical bands of the spectrum
of this ecosystem, it may have resulted in noise due to the significant difference
between the high-altitude-green forest and the primarily brown Tropical Dry
forest. Additionally, we acknowledge that the classification of this endangered
ecosystem has not been fully explored from a Deep Learning perspective.

5 Conclusions

The objective of this paper has been successfully achieved, having systematically
revised the proposed architectures of deep learning models with its correspond-
ing results by using transfer learning techniques from RGB databases such as
ImageNet. The results presented in this work have improved those presented
previously by comparable methodologies [20].

Due to the high amount of data being constantly captured by remote sensing
satellites, deep learning models are emerging as an alternative for the classifica-
tion of LULC, surpassing the performance of machine learning models. However,
due to its unique geography and atmospheric conditions, Colombia is usually
covered by clouds, reducing the number of image samples available for training
these algorithms [31]. Because of that, Synthetic aperture radar (SAR) imagery
should be further explored as a complementary tool to mix with optical sensors.
However, the interaction of this kind of mixed dataset has not been sufficiently
explored.

Although the results are promising, this work is set to improve the results
by mixing high-resolution optical images with Synthetic aperture radar (SAR)



Land Cover Classification Using CNN and Semantic Segmentation 315

imagery for the study area, as presented by [5]. which is considered the future of
this work. Additionally, semi-supervised techniques will be evaluated to reduce
the number of images needed for the training phase.

The methodology presented in this work has limitations, such as excluding
clouds from the training images and a time-consuming training phase that can
exponentially increase by introducing more data. A low cost-effective labeling
method requires a human-based classification and a natural imbalance in class
labels due to the proliferation in the study area of open areas. These limita-
tions are set to be resolved in future works by including clouds, recurring to
time-optimized methods for training such as GPU-parallelization techniques,
the design and implementation of a semi-supervised technique for the classifica-
tion of land cover based on deep learning algorithms, and the use of synthetic
balance methods such as ADASYN and SMOTE.

Acknowledgments. This work was financed with resources from the Patrimonio
autónomo fondo nacional de financiamiento para ciencia, tecnoloǵıa e innovación Fran-
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Abstract. Exercising outdoors, in a polluted environment, can cause adverse
health effects for people. Therefore, it is important to know the levels of pol-
lutants in the environment in which the exercise is carried out. This article applies
the Clustering technique to generate a recommendation system of hours of the day
inwhich it is possible to performphysical activities, reducing the damage to health,
considering the levels of pollutants present in the environment. A dataset provided
by the Monitoring Network of the Public Mobility, Transit and Transport Com-
pany (EMOV EP) of Cuenca, Ecuador, was used. The results show that through
an unsupervised learning data mining technique such as clustering, a recommen-
dation system can be implemented. This system generates a range of time within
physical activities are suggested to be performed, reducing the negative impact on
people’s health of high levels of pollutants and meteorological variables present
in the environment.

Keywords: Physical activities · Clustering · Atmospheric pollutants ·
Recommendation system

1 Introduction

Nowadays, air pollution is a highly important problem due to it reduces air quality,
therefore, it has a negative impact on the people’s health. There are several mechanisms
that help monitor the different pollutants found in the atmosphere, the most common of
which are sensors. In this context, Sellers et al. [1] used passive sensors to monitor air
quality of Cuenca, Ecuador; this project was carried out using a system that collects data
in real time to get information about atmospheric pollutants. It is important to consider
the air quality to which people are exposed while performing their daily activities out-
doors. TheWorldHealthOrganization (WHO) inform that 91%of theworld’s population
stays on places that don’t meet established air quality standards, which could have future
consequences on health [2–4]. Air quality is measured in different scales: good, mod-
erate, unhealthy, harmful, very harmful, and dangerous [5]. The variables that directly
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affects are: ozone (O3), nitrogen dioxide (NO2), carbon monoxide (CO), particulate
matter (PM2.5), and sulfur dioxide (SO2). These pollutants together with atmospheric
variables such as: temperature, humidity, precipitation, among others, deteriorate the air
quality index (AQI) [1, 3, 6, 7]. The daily activities that take place during prolonged
exposure to a polluted environment should be considered, especially for athletes affect
significantly their performance and have negative impact on their subsequent perfor-
mance [8]. A tool focused on help athletes to consider the levels of pollutants to which
they will be exposed when exercising is a recommender system. A recommender or
recommendation system analyzes and processes data from a user with respect to an
item or field and returns an output with information that the same user is interested in
to help them make decisions [9]. Related works in which recommender systems have
been developed for aspects of daily life, such as exercise routines within gyms or a
recommender system to complement health videos [10, 11].

In some cases, a recommender system often uses data mining techniques for its oper-
ation. Data mining is the process by which large data sets are analyzed to find relevant
information that is hidden in plain sight. This information cannot be obtained using
conventional statistical methods [12]. In the evaluation of the air quality index, various
techniques were used, for example: clustering, association rule and sequential pattern
mining, obtaining results mainly through correlation patterns [1, 13–15]. There are rec-
ommender systems that use data mining for their operation, through the implementation
of techniques such as collaborative filtering, matrix factorization or clustering [9, 16].
In this work, the clustering method will be used to develop the recommender system of
a time range for the performance of exercises. Clustering is a data mining technique to
perform the division of data into groups of similar objects, which helps in data modeling
along with mathematics and statistics [17].

This work aims to generate a system for recommending physical activities based
on the time of day and the concentration of pollutants in the environment. Data mining
techniques are used to prepare the recommender, taking as a base the discretization of
data and the technique of clustering for grouping variables that affect air quality. The
data for the recommender’s operation will be obtained from the Monitoring Network of
the Public Mobility, Transit and Transport Company (EMOV EP) [18, 19].

The structure of this paper is the following: Section 2 presents the related works to
recommender systems that have addressed the problem of the air quality index. Section 3
explains the methodology used to implement the recommender and the experimentation
to obtain results. Finally, in Section 4 the results obtained in the previous section are dis-
played and the discussion is carried out to evaluate the hypothesis raised, thus providing
the conclusions of the operation of the recommender.

2 Related Work

The analysis of the related works allowed to obtain two topics: the first part refers lit-
erature about atmospheric and pollutant variables that have a strong impact on people’s
health and, specifically on people who perform physical activity abroad. And, the sec-
ond, it addresses the recommender systems that use data mining techniques for their
implementation, from decision trees to clustering, the latter being the most important
and related to the present work.
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2.1 Pollutants and the Effect on People’s Health

When performing physical activities outdoors, two types of variables are considered:
atmospheric and meteorological, they influence the performance of people’s activities
[3, 21]. The main atmospheric pollutants that affect the AQI, and consequently, people’s
health: ozone (O3), nitrogen dioxide (NO2), carbon monoxide (CO), sulfur dioxide
(SO2) and fine particles (PM2.5) [6, 21–23]. These pollutants can have adverse effects
on the health of people when exposed to them in the open air, causing respiratory and
cardiovascular diseases and other complications in the future such as problems in lung
functions [3, 4].

The level of air saturation is represented by relative humidity (RH), it quantifies the
proximity of the air to its saturation. RH is higher when air is closer to saturation. This
mainly occurs in the early morning and in winter, causing adverse effects on people’s
health [23, 24]. Davis, et al. [24] concluded that HR can cause adverse effects after
physical activity outdoors in asthmatic patients.

Temperature, on the other hand, is directly related to people’s health, Lee, et al.
[23] state that different types of ailments such as: headache, sneezing, menstrual pain,
etc., have a direct relationship with temperature. In the same way, temperature directly
influences when exercising, being a determining factor in the performance of athletes.
Prolonged exposures to non-optimal temperature conditions can result in future problems
such as those mentioned above [24].

The correlation between different atmospheric pollutants occurs due to the constant
emission of fossil fuels, secondary aerosols, among others, where meteorological vari-
ables such as temperature and humidity intervene in its constant growth. Correlations
between pollutants are also affected by temporal variations [25]. Liu et al [22] mention
that, annually and temporarily, the low relative humidity and long duration of sunlight
accumulate PM2.5, on the other hand, the high limited relative humidity increases the
levels of PM10, raising the chances of exceeding the range that affects people’s health.

2.2 Recommender Systems Based on Data Mining Techniques

Kuzelewska [26] presents a recommender system solution to help users in selecting
an interesting product, using grouping methods to find similarities between users. The
research uses the cluster-only technique, and this algorithmwas divided into two phases:
construction of an offline data model of user profiles; and online generation of recom-
mended articles by grouping the user’s profilewith the profiles built offline. The grouping
was carried out using the k-meansmethod, in thisway, themost similar objects are placed
in a group described by their representative values and the representatives of each group
are obtained in relation to the frequency of the evaluation of the belonging users to
the group. The research result showed that the cluster-only algorithm is faster than the
cluster-based methods. Recommendations are generated based solely on the selected
representative and for this reason the procedure for calculating the representative is of
high importance. This approach has a lower precision, but a higher speed, which, says
the author, is important in an online recommender system.

Alzu’Bi, et al. [27] implemented a recommender system for the elicitation of require-
ments. Using the a-priori algorithm, and the rules are extracted for user requirements.
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These can be used to suggest new requirements. In its development, it was shown that the
algorithm is efficient in execution time and was able to extract the rules quickly. How-
ever, the authors affirm that this technique is an alternative of several algorithms that can
be equal to or even more efficient than the one used for the extraction of correlational
requirements.

The aforementioned research addresses the implementation of recommender sys-
tems through the use of data mining techniques in different areas such as: marketing,
commerce, health, etc. [26–29]. In particular, it was possible to denote the use of the clus-
tering technique for the implementation of recommender systems [27, 30–33], through
the use of data mining techniques in a correct way and with an adequate approach, tak-
ing advantage of the use of different algorithms. However, unlike the studies analyzed,
this research uses the agglomerative clustering technique for the implementation of a
recommendation system, the basis is the grouping of atmospheric pollutants to suggest
hourly ranges to carry out physical activities in the open air, minimizing the impact it
has on people’s health.

3 Methods and Materials

This section shows how the information is collected in the EMAC and the description of
the variables involved in the research. In addition, it addresses the issue of the necessary
pre-processing techniques that must be applied to data to discard any type of anomalous
data, and finally transform the data, and get data on the same scale allowing to work
and process without inconvenience. The phases used in the methodology for this work
is showed in Fig. 1.

Fig. 1. SPEM diagram of the methodology

3.1 Data Description

According to the latest EMOV 2019 technical report, the data is collected through the
CuencaAirQualityMonitoringNetwork, it has 20 surveillance points located in different
parts of the city. This network has an automatic station which records the concentrations
of the different air pollutants in real time. A 19-station sampling subnetwork measures
pollutants using the passive technique which is based on the principle of gas diffusion.
By selection, the sampling devices capture the contaminants in a chemical substrate and
the passive collectors are placed in order tominimize the influence of external factors that
alter the results. Finally, quantification is carried out, a technique that allows determining
the mean concentration of contaminants [19].
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Table 1. Data information

Variable Unit of measurement Mean SD p_value

Ozone (O3) ug/m3 22.020261 12.436496 2.2e−16

Carbon monoxide (CO) mg/m3 0.730349 0.274170 2.2e−16

Nitrogen dioxide (NO2) ug/m3 11.811261 9.219506 2.2e−16

Sulfur dioxide (SO2) ug/m3 14.728704 8.403353 2.2e−16

Fine particles (PM2.5) ug/m3 8.343817 4.847673 2.2e−16

Temperature °C 14.124141 2.730022 0.1052

RH % 61.176064 14.239142 6.645e−12

Dew point °C 6.333214 2.134538 2.2e−16

Atmospheric pressure hPa 752.444518 5.053323 2.2e−16

Global radiation w/m2 165.631727 241.422521 2.2e−16

Precipitation Mm 0.002537 0.051147 2.2e−16

UVA w/m2 10.476273 14.607943 2.2e−16

UVE w/m2 0.005783 0.004271 2.2e−16

3.2 Data Pre-processing

The first part is to debug the dataset obtained by removing anomalous data. Next, the
normalization of the data is carried out using the Jarque-Bera normality test. Finally, a
correlation test between variables is carried out to eliminate data that is highly correlated
data.

Data Deletion. In the first part of the data preprocessing, the missing or anomalous data
must be eliminated within the data set to be used. Because the data is collected through
sensors [5], there is the possibility that one may fail and this causes incorrect data to be
stored, which when processed will generate empty knowledge. Then, a selection stage
was made of the data to be used since not all the data captured by the sensors are useful
or relevant for the present investigation. At this stage, working with wind direction and
speed was ruled out because they do not directly influence the main objective of the
research.

Data Normalization. The distribution test was performed to verify the normality of
the data. A test of goodness of fit was used to contrast the used data has a certain
distribution, therefore, allowing to verify what type of distribution the data has [35].
In the first instance, the Shapiro method was used for normality tests, however, it was
decided to use the Jarque-Bera due to the amount of data that is being processed in the
investigation is more than three thousand and, therefore, the Jarque-Bera test is better
adapted to that amount of data [36]. The formula is:

JB = n

((√
b1

)2
6

+ (b2 − 3)2

24

)
(1)
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The Jarque-Bera normality test follows a chi-square distribution with two degrees
of freedom. The null hypothesis is that skewness is zero and kurtosis was 3, with the
advantage of a larger amount of data [37].

The data was normalized using the scale technique, which performs a transformation
according to the characteristics, so that they all share the same mean value and the same
mean deviation. This method allows keeping the shape of the data; however, it must
be considered that it is very sensitive to outliers and it is the responsibility of the data
scientist to know how to correctly apply the method [37].

Correlation Data. Due to the non-existence of normality evidenced in the p_value
value of Table 1, therefore, non-parametric statistical techniques must be used to find
the correlationbetweenvariables. Through correlation tests, itwas possible to observe the
redundancy of data among three variables that were collected. In this case, the Pearson
correlation method [34] was used. Figure. 2 shows the correlation table between the
variables.

Fig. 2 Correlation between variables

As is presented in Fig. 2, the correlation betweenUVAandUVEwith global radiation
is 0.99, which allows eliminating both variables and keeping only one variable, in this
case global radiation is the variable maintained.

3.3 Data Inspection

It was plotted in two dimensions using the principal component analysis (PCA). This
is because there are 13 columns, each one reflects a pollutant or atmospheric variable.
Then, it is necessary to represent in some way for a better human understanding, since
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it is impossible to graph 13 dimensions in the plane. Here, the PCA is used to transform
the initial 13 dimensions to a 2-Dimensional chart that is easy for people to understand.
On the other hand, the solver parameter was used to execute the complete singular
value decomposition (SVD) and select the components through post-processing. SVD
is another way to factor a matrix into vectors and singular values. The main advantage
of using the PCA method is the ability to reduce dimensions for a better understanding
of problems [38, 39].

Based on the data dispersion observed in the Fig. 3, it is possible to use grouping
methods in order to create groups that share similar characteristics and it is possible to
forecast andmake decisions based on the processed information. The grouping technique
based on the figure is the agglomerative clustering, since the information is found in
clusters and this technique helps tomake a hierarchy of them in order tomerge equivalent
data.

Fig. 3. PCA graph

However, the process of going from 13 dimensions to 2 dimensions implies a loss of
accuracy, for this reason it is necessary to obtain the degree of confidence of applying
the PCA algorithm, allowing the point that can be used for the reduction of dimensions
and verify if it is useful to do it. In the present investigation, the confidence percentage
of applying the PCA algorithm is 99.24%.

3.4 Data Modeling

This phase has been divided into two parts for a better understanding. In the first part,
the specification of the ranges of the variables is presented, this is on relation to the
thresholds that they have to accept for performing the exercise. In the second section,
the methodology for the implementation of the recommender system is developed.

Variable Ranges. At this stage of the research, the data was discretized to be placed
on a categorical scale. Thus, it is determined if under these levels of pollutants, it is
possible to exercise: to perform the recommender system an additional column was
added in which denotes the possibility of exercising with exposure to outside air.

https://doi.org/10.1007/978-3-030-99170-8_13
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In the first instance, air pollutants were divided into six scales based on the risk they
represent to people’s health, associated with the air quality index, as presented on Table
2 [22].

Table 2. Discretization of atmospheric pollutants

SO2 NO2 CO O3 PM2.5 Quality Exercise

0–50 0–40 0.0–2.0 0–100 0–35 Excellent Yes

51–150 41–80 2.1–4.0 101–160 35–75 Moderate Yes

151–475 81–180 4.1–14.0 161–215 75–115 Regular Yes

476–800 181–280 14.1–24.0 216–265 116–150 Bad No

801–1600 281–565 24.1–36.0 266–800 151–250 Very bad No

1601–2620 566–940 36.1–60.0 – 251–500 Dangerous No

On the other hand, the meteorological variables were categorized with the same
objective. Temperature and relative humidity have a significant effect on the perfor-
mance and health of people who exercise in exposure to these variables, having a high
relationship with each other and being the most important at the time of the decision to
exercise outdoors. [23, 24, 40].

Table 3. Discretization of weather variables

Temperature (°C) Scale Exercise RH(%) Scale Exercise

< 5 Bad No < 40 Danger No

5–15 Excellent Yes 40–59 Excellent Yes

16–23 Good Yes 60–84 Danger Yes

24–29 Regular Yes > 85 Regular No

> 30 Danger No – – –

However, data collected in Cuenca, Ecuador does not satisfy the necessary pollutant
ranges to perform an analysis referring to the ranges shown in Tables 2 and 3. For
this reason, this proposal works with the minimum values to find results that are the
closest to the reality of our country. However, in this research the values and ranges
reviewed through the literature are emphasized, providing the possibility of generating
recommendation algorithms when the variables to be analyzed are within the previously
established ranges.

Recommender for Minimum Values. As a consequence of not being able to use the
ranges of the variables in the research, an alternative techniquewas used. In this technique
theminimumvalue and the first quartile are used, so the recommender system can specify
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whether it is possible to exercise at certain hours of the day. For this, clustering technique
is applied, which allows the necessary grouping which provides the desired results.

As its name indicates, the minimum value technique uses the minimum value of
each variable in the data set, working with the first or second quartile and obtaining a
specific range that allows physical activities to be carried out. A new columnwas created
for each variable or contaminant and in this way to locate if the examined variable is
in the previously established range. Subsequently, each piece of data in the data set
was compared, with the range established between the minimum and the first quartile
for each variable, thus determining if the data being evaluated falls within the range or
exceeds it.

With the data set obtained by combining the initial data with the columns created
from the acceptance of the ranges, a PCA is again carried out to reduce the dimensionality
of the new data set, which is presented on Fig. 4.

Fig. 4. Updated PCA chart

With the data set obtained by combining the initial data with the columns created
from the acceptance of the ranges, a PCA is again carried out to reduce the dimensionality
of the new data set, which is presented on Fig. 4.

The agglomerative clustering this grouping process is carried out in a direction from
bottom to top, in each step two nearby clusters generate a fusion with each other until
being able to leave only one,which generates a hierarchy of clusters. Said clusters turn out
to be a large accumulation ofmaterial or immaterial things, the hierarchy for two different
clusters A and B of different levels of the hierarchy has to be A∩B = ∅,A ⊂ B,B ⊂ A.
The few results of the computed clustering of the algorithm formed a certain metric
distance function, thus the algorithm computes a clustering K with an approximation
factor � (log k) [40]

In some initial groups, the closest neighbor fusion algorithm, as a first step in each
sample together with the nearest neighbor form a cluster and likewise n clusters are
obtained, each of which has two samples, as a next step the clusters are merge to remove
duplicate samples [41]. The use of the algorithm is complemented with structural graphs
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allowing the fusion of two clusters with maximum affinity within a directed graph, for
the construction of the graph a set of vectors is generated X = {x1, x2, . . . . . . . . . ., xn},
building a graph whereG = (V ,E), where V is the number of vertices corresponding to
a vector and E is the set of edges that connect with the vertices. The graph is associated
with an adjacency matrixW = [

wij
]
, where wij is the similarity of pairs between xi and

xj and is defined as:

wij =
{
exp

(
− dist(i,j)2

σ 2

)
, ifXj ∈ NK

i ,

0, otherwise.
(2)

As can be seen from Fig. 4, the massive amount of data demonstrates the use of clus-
tering function as a technique for data fusion. In Fig. 5, the application of the Agglom-
erative Clustering technique to the research data is evidenced, separating them into two
clusters, one red and the other purple. Here, one contains the hours that exercise can
be performed and the other the hours in which cannot be exercised, depending on the
location of its variables within the range between the minimum and the first quartile.

Through a visual analysis, a review of the values found in each cluster was carried
out in order to identify in which cluster the minimum values are located and relate
them to the hours of said values. Through this method, it was possible to obtain the
corresponding hours of the values that are in the range between the minimum and the
first or second quartile to determine the hours in which people can exercise according
to the least square’s method.

Finally, due to the dimension of the data in the research, which exceeds three thou-
sand data, the unique values were obtained, thus discarding repeated hours for a better
visualization of the results.

Fig. 5. Agglomerative clustering

The previously exposed methodology refers to its application, contrasting the vari-
ables with the range between the minimum value and the first quartile of the data.
However, for a better contrast of results, the use of the same methodology was added
with a variant in the range using the second quartile to contrast the data found with the
first quartile.
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4 Results

This section presents the results of the application of the minimum value method pro-
posed for the research, using the minimum and the first and second quartiles to compare
the results obtained in both cases, based on atmospheric pollutants and methodological
variables of the city of Cuenca (Table 4).

Table 4. Selection of hours according to the cluster with minimum values

SO2 NO2 CO O3 PM2.5 ºC RH
Min-Q1 7.77-9.96 0.001-

5.20
0.26-0.55 4.74-

11.40
0.46-5.29 5.3-12.2 24-

1251.0
Hour 1am-7am 1am-7am 1am-7am 1am-7am 1am-7am 1am-7am 1am-7am
Min-Q2 7.77-

11.68
0.001-
10.01

0.26-0.67 4.74-
20.30

0.46-7.3 5.3-14.0 24-61.0

Hour 1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

1am-8am 
/ 12pm-
12am

Bymeans of the eliminationmethod, the hours found in both clusters were discarded,
in this way only the hours found in the cluster that evidence the possibility of exercising
were obtained.

According to the minimum values detected in cluster 0 for the first quartile, the
linked hours in which exercise can be performed are between one in the morning and
seven in the morning (1 am–7 am), excluding the other hours. On the other hand, for the
second quartile a reduced restriction is obtained that goes between one in the morning
and eight in the morning (1 am–8 am) and continues from noon to midnight with a range
of twelve hours available (12 pm–12 am).

5 Conclusions

In this article, an hourly proposal has been presented for carrying out outdoor exercise
based on the level of pollutants and atmospheric variables existing in the environment.
This will allow considering the air quality for the exposure of athletes to it, reducing the
harmful effect it has on health.As it has been observed, the application of an unsupervised
learning technique such as clustering is appropriate to generate a recommender system
of physical activities in the open air. For future research, the use of other techniques is
planned, such as: decision trees, the nearest neighbor method or collaborative filtering;
in order to find more accurate data to the reality of the geographic space where the
research has been raised and observe if there is an improvement in the results obtained.
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Abstract. Since different studies alerted about deposits of contrast
medium in the brain after conducting contrast-enhanced magnetic reso-
nance examinations, developing strategies to reduce or avoid the use of
those contrast agents has become a highly relevant research topic. In this
work, we propose the use of a conditional generative adversarial network
model (cGAN) for generating a synthetic response to the application of
contrast agents in medical images, specifically magnetic resonance images
of the breast. A large MRI data set with 30527 images corresponding to
163 examinations were used to train and validate the model. The results
show a successful generation of the spatial structure of images; however,
a large variability in the results is observed, especially when the breast
tissue is high density. A detailed analysis shows an average error of 8%
for regions of diagnostic interest, which is a promising result.

Keywords: Breast cancer · Magnetic resonance image (MRI) ·
Generative adversarial networks (GANs)

1 Introduction

Breast cancer is the most common type of cancer in the world and is consid-
ered one of the leading causes of cancer death [24]. This cancer has the highest
prevalence rate (5 years). However, it is well-known that breast cancer can have
a good prognosis if it is diagnosed early and treated appropriately.

Among the methods for cancer diagnosis, Contrast Enhanced Magnetic Res-
onance Imaging (MRI) [6,10] is one of those that report the highest sensitivity
rate [16], showing significant potential in the detection, characterization, and
discrimination of tumors associated with the development of soft tissue cancer,
such as breast cancer. Moreover, the diagnosis through this type of image has
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shown the most significant sensitivity in the detection and characterization of
cancer in cases where other methods fail, such as patients with dense tissue or
breast prostheses [13].

It is a method for acquiring a series of MR images in rapid succession fol-
lowing the administration of contrast agent, which is usually a gadolinium-
containing molecule that is injected intravenously into the patient [7]. It is
performed by obtaining sequential magnetic resonance images before, during,
and following the injection of a contrast agent [7]. First, one unenhanced fat-
suppression T1 sequence is acquired; then, the contrast medium (gadolinium
based) is injected intravenously, and a sequence of images are acquired, allowing
to analyze hemodynamic and morphological tumor characteristics based on the
estimation of the rate of change of the concentration of contrast agent in blood
plasma (AIF) [25].

Even that, the implementation of this type of study in clinical settings is
restricted by both the limited availability of the acquisition equipment, and the
cost associated with the image acquisition and the radiology time interpreta-
tion [4]. On the other hand, in recent past, several studies has warned about
the deposition of gadolinium in the base of the brain when it is used as a con-
trast agent for magnetic resonance imaging, without ruling out the appearance
of side effects. Therefore, the development of strategies to reduce or avoid con-
trast agents and to reduce image acquisition costs are highly relevant research
topics [3].

Recently, computational models have been proposed to generate synthetic
information or pseudo-information from known information, such as other images
or signs. These techniques have shown promising results for the generation of
medical pseudo-images, allowing generate images that offer relevant information
for diagnosis. In state-of-the-art, the use of generative models based on artificial
neural networks, known as generative adversarial networks (GANs), has been
highlighted. Among these, Li et al. [14] recently proposed cycleGan, a model
to synthesize MRIs of the brain through computed tomography images (CT).
Similarly, Chong and Ho [1] used GANs to generate synthetic 3D magnetic reso-
nance images of the brain. In [15], a combination of a cycleGAN with conditional
GANs (cGANs) are used to generate high-resolution MRIs of the brain. Also,
in [22], the authors used generative models for this task, but this time using a
3D GAN. Results in those tasks are promising; however, breast MRI synthesis
proposes new challenges due to the variability of the tissues.

On the other hand, although the DCE-MRI examination requires the acqui-
sition of the sequence of post-contrast images, recent studies have demonstrated
the feasibility of using only the early response to the contrast medium, i.e. the
image acquired 2 or 3 min after the injection, for screening, staging, recurrence
assessing, and problem-solving or lesion clarification. Thus, in this work, we
evaluate the feasibility of generating a synthetic image of early contrast medium
response from the unenhanced image using a computational model, specifically,
one based on the generative model known as Pix to Pix [9]. This architecture
has already shown great potential for transforming images between two different
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domains, including: cityscapes labels to photo, black and white to color, edges
to photo, day to night, among many others. Recently has shown its usefulness
in the synthesis of mammograms for the detection of breast cancer [2].

2 Materials and Methods

The Pix to Pix model was modified to evaluate the synthetic generation of
early contrast agent response in breast MRIs. Specifically, the architecture of the
generator and the discriminator were modified to adapt them to our purpose.
The description of the model and its operation are detailed below.

2.1 Model

Pix to Pix is a conditional generative adversarial network (cGAN) that aims to
map a data set from a domain x and a random noise vector z to a new domain
y, that is, G : {x, z} → y. In this case, the x domain corresponds to a magnetic
resonance image acquired before applying the contrast agent. These images are
known as “conditional” images since they condition the learning of the model.
The new domain y is the objective domain and corresponds to the magnetic
resonance images after injection of the contrast agent. These images are known
as objective images or “real” images.

The model uses a generator G and a discriminator D, where both architec-
tures are based on convolutional neural networks. G aims to create a “false”
sample starting from a conditional image. Therefore, it is trained so that false
or generated samples cannot be distinguished from real ones. The goal of D is
to discriminate between real samples and fake samples. Mathematically the loss
function of the Pix to Pix model is drawn in Eq. (1).

LcGAN (G,D) = Ex,y[logD(x, y)] + Ex,z[log(1 − D(x,G(x, z))] (1)

where G tries to minimize this objective function, while its adversary D tries
to maximize it, that is:

G∗ = arg minGmaxD LcGAN (G,D) (2)

In [9] the authors show the benefit of using the objective function of cGAN
with the traditional loss L1 scaled by a factor λ. Therefore, the objective function
that was used in this work is given in Eq. (3).

G∗ = arg minGmaxD LcGAN (G,D) + λLL1(G) (3)

On the other hand, the architectures used for the generator and the dis-
criminator are shown in Fig. 1. Specifically, for the generator, a U-net [20] like
architecture was adopted. It has seven convolutional layers in which a “down-
sampling” of the input image is performed from the third convolution. Also, it
consists of six deconvolutional layers to perform an “up-sampling” and a last
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convolutional layer which returns the image to its original dimensions through a
sigmoid function. The discriminator consists of four convolutional layers and an
output layer that reduces the number of channels and applies the sigmoid activa-
tion function. A batch normalization [8] was used in both the generator and the
discriminator, except for the first convolutional layer. A Leaky rectified linear
unit (ReLU) [19], with α = 0.2, was used as the activation function for all layers
in the generator and discriminator, except for the output layer. The kernel size
for the convolutions was fixed to 3 × 3. For both architectures Adam [12] was used
as optimizer with the following parameters: α = 0.0001, β1 = 0.5, β2 = 0.999
for the generator, while for the discriminator, the value of LR was set to 0.0005.
We trained the model for at least 100 epochs, training first the discriminator
and then the generator during each iteration of the epoch. The parameter λ
of L1 regularization was set at 100 as suggested in the original architecture.
The model was implemented on the TensorFlow and Keras framework using a
NVIDIA GeForce RTX 2070 GPU.

The difficulty of training cGANs is well known. For this reason, various tech-
niques were tested in order to stabilize the model and its convergence. Spectral
normalization [17] was used in both the discriminator and the generator. Pixel
shuffle [23] was also tested to perform deconvolutions in the generator. Different
learning rates were tested for the discriminator and the generator based on the
Two Time-Scale Update Rule (TTUR) [5]. The value of the learning rate appro-
priate for each case were described above. To achieve the same goal, soft and
noisy labels and label smoothing [21] were used. In this work, the best results
are reported.

2.2 Dataset

A database with 30527 magnetic resonance images of the breast, belonging to
163 examinations, was used to carry out the training and validation of the model.
Specifically, 27791 images from 146 examinations of different patients were used
to train the model, and 2736 images from other 17 patients were used to evaluate
its performance.

The sequences of the MRI protocol [16] to perform the experiment were
unenhanced image, which corresponds to the conditional image or image before
the application of the contrast agent, and post-contrast image, i.e. the acquired
90 s after applying the contrast agent. Figure 2 shows an example of each of
these images corresponding to the training image set.

From the validation studies, 15 of those contain annotations made by expert
radiologists. The annotations include the localization of the regions of interest
(ROIs), as well as their classification according to the Breast Imaging Reporting
And Data System (BIRADS) [18]. Thus, were identified 66 ROIs distributed as
follows: 8 ROIs categorized as BIRADS 1 or normal tissues, 37 as BIRADS 2 or
benign lesions, one as BIRADS 3, which mean that it has a small probability to
be malignant (<2%), eight were classified as BIRADS 5 (with a high probability
of being malignant) and 12 were classified as BIRADS 6 due that malignancy was



336 J. S. Rincón et al.

Input  
32x32

32x32 32x32
16x16

8x8 4x4
2x2 1x1

64
1

128
256

512
512

512 512

2x2
4x4

8x8 16x16

32x32 32x32
Output  
32x32

1

1024 1024
1024 512

256 128

C

C

C

C

C

C

Generator

(a) Generator

Input
32x32

Discriminator

16x16

s2k3f64

64
128

256
512 1

s2k3f128 s2k3f256

8x8

4x4
2x2 2x2

s2k3f512 s1k3f1

s : stride size
k : kernel size
f : number of filters

: convolu�on
: deconvolu�on
: concatena�onC

(b) Discriminator

Fig. 1. Architectures for the generator and the discriminator of the cGAN model used.

biopsy proven. As an example, Fig. 3 shows an MRI image with its corresponding
annotated ROI, which is BIRADS 2.

2.3 Training and Validation

Figure 4 shows the general training scheme of the model using the generator and
discriminator components. First, a batch of real-conditional images and a batch
of generated-conditional images are shown to the discriminator so that it learns
to discriminate them. Then, the generator learns to generate false samples from
conditional images aiming to fool the discriminator.
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(a) Conditional image - unenhanced precon-
trast image.

(b) Real image - contrast enhanced image.

Fig. 2. An example of the MRI images contained in the database is shown. The images
correspond to one of the studies used to train the model.

Fig. 3. On the left, one of the MRI images with its proper region of interest demarcated
by an expert radiologist is shown. On the right, this region is zoomed in to appreciate
it in detail. ROI corresponds to a finding classified as BIRADS 2 or benign lesion.

At the training stage, patches with a spatial resolution of 32×32 pixels were
used instead of the complete image. This was done mainly for two reasons, first
for removing the image background by cutting the patches from places where
tissue that provided information was found, such as the breast or the thoracic
cavity. Second, to try to improve the resolution in the parts of the image that
contain dense tissue. The size of 32 × 32 pixels was chosen based on the average
size of the ROIs.
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Fig. 4. The general operation of the implemented model is shown.

Figure 5 shows the algorithm used for the generation of patches to train the
model. First, a mask is applied to the image filtering the background and leaving

(a) Original image (b) Mask filtering the
background.

(c) Point cloud based on
mask.

(d) 32x32 pixel patch. (e) Zoom-in on the cut
patch.

Fig. 5. Algorithm with which the 32 × 32 pixel random patch cut was performed to
train the model.
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only the tissue of interest. After this, a random point cloud is generated on the
mask. Taking these points as the center, patches of 32 × 32. Pixels are cut over
the original image.

Although the model was trained using randomly extracted patches, the com-
plete image was generated instead of generating it by patches. This was done to
avoid discontinuities in the image, especially at the edges where two consecutive
patches join. The model performance was calculated base on the mean absolute
error (MAE) and the mean squared error (MSE) among the generated and real
images. Equations (4) and (5) describe these metrics, where Xi is the i-th pixel
of the real image, X̂i is the i-th pixel of the generated image, and n is the number
of pixels in the image.

MAE =
1
n

n∑

1

|Xi − X̂i| (4)

MSE =
1
n

n∑

1

(Xi − X̂i)2 (5)

3 Results and Discussion

Figure 6 shows one of the images generated by the trained model. On the
left, there is the corresponding conditional image, which corresponds to the

Fig. 6. On the left unenhanced pre-contrast image, on the center real post-contrast and
on the right synthetic post-contrast generated. Its corresponding ROI is shown below
each image. In this case, the ROI correspond to a patient with BIRADS 5 classification.
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pre-contrast unenhanced image. In the center, the objective or real image (post-
contrast), which was acquired 90 s after the contrast agent has been applied.
Finally, on the right is the image generated by the model, which is the synthe-
sized post-contrast image. Below, ROI classified as BIRADS 5 (malignant) is
extracted from each image. Figures 7, 8 and 9 are structured in the same way,
but ROIs are classified as BIRADS 6 (Malignant), BIRADS 2 (Benign), and
BIRADS 1 (Normal tissue), respectively.

Fig. 7. The Figure is shown analogous to Fig. 6. In this case the ROI correspond to a
patient with BIRADS 6 classification.

According to these visual results, in all cases, the computational model gen-
erate the shape and spatial structure of the image correctly. However, results
show that the model have difficulties for synthesizing the details of the contrast
medium uptake, which are observed as micro textures in the tissue. Thus, in
Fig. 6 it can be observed that the spatial shape and normal tissues are repli-
cated correctly by the model. However, it misses in generating the densest tissue
in the thoracic region or inside the ROI. This difficulty is especially shown by
focusing on the region of interest as the corresponding contrasts between the
real and generated ROI are not entirely generated. This fail is less noticeable in
Fig. 7, in which it is observed that although there are slight differences between
the images in the thoracic region, the region of interest was better generated.
It can be observed that the differences between the contrasts of both real and
synthesized ROIs are minor. This is especially important since these two stud-
ies correspond to BIRADS 5 and 6, i.e., those are classified as malignant, and
their response to the contrast agent must be greater. This shows that the model
correctly generates the response to the contrast agent in some cases but does



Analysis of Synthetic Response to Contrast Agents in Breast Medical Images 341

Fig. 8. The Figure is shown analogous to Fig. 6. In this case the ROI correspond to a
patient with BIRADS 2 classification.

Fig. 9. The Figure is shown analogous to Fig. 6. In this case the ROI correspond to a
patient with BIRADS 1 classification, that is, normal tissue.



342 J. S. Rincón et al.

so only partially and even almost null in other cases. For this reason, particular
emphasis should be placed on cases in which the response to the contrast agent
is not as expected.

It can also be observed in Figs. 6, 7, 8 and 9 that the algorithm has more
difficulty synthesizing irregular contrast enhancing; however, the tissues that
present a highlighted contrast enhancement are generated satisfactorily. ROI in
Fig. 9, which was classified as normal tissue by the radiologist, is an example of
that: the model reproduces not only the structural or spatial shape of the image
but also the contrasts in this one.

Regarding the evaluation metrics, Table 1 presents the average MSE and
MAE for both whole images and Regions of interest in the validation set. As
can be observed, very low errors are reported to whole images (0.0047 ± 0.0018
and 0.0335 ± 0.0057), which is expected due to the normal tissue, which is pre-
dominant in the image, is successfully synthesized. Also, the image background
positively influences the metrics because it is fully replicated. However, the met-
rics computed only over the ROIs give us a better perspective on the model’s
error, being around 8% when the images are compared Pixel to Pixel.

Table 1. Evaluations results of whole breast MRI and Regions of Interest.

Images ROIs

MSE 0.0047 ± 0.0018 0.0146 ± 0.0163

MAE 0.0335 ± 0.0057 0.0806 ± 0.0478

4 Conclusion

In this work, a model based on conditional generative adversarial networks
(cGAN) was proposed to generate a synthetic response to the application of
contrast agent in breast MRIs. The model successfully replicates the spatial
structure of images and normal tissues. However, the response to the applica-
tion of contrast media has variable results, this being satisfactorily replicated in
some cases but unsatisfactory in others. The generation of tissues with irregular
or low contrast enhancement presents more difficulty than tissues with a high-
lighted enhancement. Regarding the evaluation metrics, the MSE and the MAE
have relatively small values when evaluating the set of both whole images and
ROIs. It can be explained since normal tissue’s spatial structure and intensities
are satisfactorily replicated, similar to many tissues that enhance with contrast
agent.

As future work, it is proposed to evaluate new models of deep neural net-
works, specifically generative models such as cycle-GAN [27] or GAN-Circle [26],
in order to improve the synthesis of dense breast tissue and, in turn, improve
the response to the application of contrast agent in the cases where this does
not have a satisfactory answer. It has also been recently shown that the use
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of attention mechanisms, as well as the implementation of local discriminators
in GANs architectures [11], helps to improve the response to the application of
contrast agents, therefore we propose to evaluate these new mechanisms in the
architectures already implemented and in the new ones to be implemented.

It is also proposed to use other evaluation metrics that allow measuring the
behavior of the response to the contrast agent. The current evaluation metrics
are computed pixel by pixel over all the images and are biased by the background
and normal tissues.
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Abstract. Glioblastoma is the most common malignant primary brain tumor,
making up approximately 80% of all malignant primary brain tumors and 48.6%
of all malignant tumors. Regardless of the diagnosis, the morbidity and mortality
associated with a brain tumor are significant. They have a 5-year relative survival
rate of around 7.2% and an average survival time of roughly 8 months. It’s a
difficult but vital endeavor to detect the existenceof brain tumors utilizingmagnetic
resonance images in a quick, precise, and repeatable manner. The delineation
of different tumor locations, such as peritumoral edema, enhancing tumor, and
tumor core, is a critical aspect in the analysis of gliomas. Various approaches in
the literature now use the tumor segmentation methodology to improve diagnosis
and treatment plans. The suggested methodology entails using neural networks,
specifically U-Net and Attention U-Net, to automate the segmentation of brain
tumors. In this study, the BraTS 2020 dataset is used to evaluate the segmentation
performance of the proposed approach. The accuracy of 0.9950 was obtained for
bothmodels, and a sensitivity of 0.9931 and 0.9891 for theU-Net andAttentionU-
Netmodels.Aperitumoral edema, enhancing tumor, and tumor core dice similarity
coefficient of 0.8453, 0.6950, and 0.7429 respectively has been achieved, for the
U-Net model. For the Attention U-Net model, a dice score of 0.8829, 0.7233,
and 0.8090 was obtained. Results show that both approaches have considerable
potential and can be employed in clinical practice in the segmentation of various
sub-regions of brain tumors.
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1 Introduction

A brain tumor is a mass of abnormal cells in the brain or central spine that grows
uncontrollably. These tumors might be benign or cancerous. Non-cancerous tumors,
also known as benign tumors, are homogenous formations that lack malignant cells.
Non-cancerous tumors, unlike malignant tumors, grow slowly and have clear borders
that do not spread to neighboring tissues [1]. Neurological symptoms vary in severity
based on the size, location, and organs involved; nevertheless, they can grow to be quite
large before causing any symptoms. It should be noted that some benign brain tumors
can change and transform into malignant tumors [2]. Malignant tumors are cancerous
heterogeneous masses with no clear borders that frequently include active cancer cells
[3]. They have the ability to proliferate quickly, skip crucial regulatory mechanisms, and
infiltrate other tissues, with the potential to spread to other vital organs in the body. MRI
scans of a healthy brain, a brain with a benign tumor, and a brain with a malignant tumor
are shown in Fig. 1. All brain tumors have the potential to destroy normal brain tissue,
which can be both detrimental and lethal.

Fig. 1. MRI scans of (a) a healthy brain, (b) a brain with a benign tumor, and (c) a brain with a
malignant tumor. The images were obtained from BraTS dataset [4].

Neuroimaging is useful for a variety of purposes, including diagnosis, therapy plan-
ning, tumor progression evaluation, andmonitoring [5, 6]. Themost common procedures
for evaluating this disease are computed tomography (CT) andmagnetic resonance imag-
ing (MRI). Magnetic resonance imaging is the most widely used technique for the detec-
tion of brain tumors. MRI can be used to determine the location of the tumor, the level
of tissue involvement, and the mass effect [7]. It can also be used to gather information
about cellular, vascular, metabolic, and functional aspects of brain tumors [8]. Images
of various tumor substructures, such as the tumor core, enhancing tumor, and peritu-
moral edema, can be obtained using a combination of MR modalities. Only having one
modality makes it difficult for these substructures to be studied, and it does not provide
entire information on abnormally-shaped tumors. As a result, T1-weighted (T1), T1-
weighted contrast-enhanced (T1ce), fluid-attenuated inversion recovery (FLAIR), and
T2-weighted (T2) are routinely utilized to segment brain tumors and provide an accurate
diagnosis [9].
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Glioma analysis relies heavily on brain tumor segmentation [10]. Because manual
segmentation can become exceedingly uneven, an automatic technique for brain tumor
segmentation is essential. Glioma segmentation inmultimodalityMRI scans is one of the
most difficult tasks in medical image processing due to their highly varied appearance
and structure of brain tumors. There has been an overflow of interest in brain tumor
segmentation in recent years, allowing for a lot of research in this field which brings
benefits for the biomedical industry [11]. The authors’ numerous methodologies for
automating the segmentation of brain tumors, and new deep learning methodology and
implementations are expected to improve segmentation techniques and produce more
accurate and reliable findings [12, 13].

Jiang et al. [14] proposed a brain tumor segmentation approach based only on a
cascade strategy. The authors used a two-stage cascade U-Net. The first stage’s purpose
was to train a coarse prediction.U-Netwas employed at this stage,with the 4modalities of
the MR images as input. The first stage’s neural network architecture has a big encoding
path and a short decoder path. The encoder path’s task is to extract all of the complex
semantic features. On the other hand, the decoder path must recover the segmentation
map while keeping the input dimensions. To extend the network width, they used a
second-stage network architecture. The first stage’s raw images and coarse segmentation
map are fed into the second stage’s U-net. The second stage can produce a more precise
segmentation with additional network parameters. The two-stage cascaded network is
used for end-to-end training.

Another study proposes a deep learning system for tumor segmentation which con-
sist of the application of a Cascade Convolutional Neuronal Network (C-CNN). Ran-
jbarzadeh et al. [15] propose amodel that begins with image pre-processing to remove all
unnecessary elements. This C-CNN model takes data from a variety of MRI modalities,
both local and global. The local route is used to detect each pixels of tumor, whereas the
global route is utilized to label each pixel within the tumor. All experiments performed
by Ranjbarzadeh et al. were developed on the BraTS 2018 dataset, obtaining promising
result. The dice scores achieved were as follows: mean whole tumor 0.9203, enhancing
tumor 0.9113 and tumor core 0.8726 [15].

Another study presents an Enhanced Convolutional Neuronal Network (ECNN) for
automatic segmentation with loss function optimization using the BAT algorithm. Thaha
et al. [16] designed a method that is divided into two components. Skull stripping, cortex
stripping, and image enhancing procedures. Following that, a patch extraction and patch
pre-processing were completed before moving on to the second phase, which involved
using ECNN to segment the brain image. The Enhanced Convolutional Neuronal Net-
work employs small kernels to ensure a deep architecture while also avoiding overfitting
due to the network’s smaller weights. The ECNN model produces results of higher pre-
cision, recall and accuracy obtaining 87%, 90% and 92% respectively, while the CNN
methods only produce 82%, 85% and 89% respectively [16].

The proposed methodology entails using neural networks, specifically U-Net and
Attention U-Net, to automate the segmentation of brain tumors, so it can differentiate
tumor regions including enhancing tumor, tumor core, and peritumoral edema regions.
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These networks are commonly utilized for quick and accurate segmentation of biomed-
ical images [17]. The effectiveness of the technique was evaluated using the freely
available BraTS 2020 dataset.

Several ideas relating to brain tumor segmentation were discussed in this paper.
The following section summarizes the methodology of the proposal for brain tumor
segmentation, which is based on the U-Net and Attention U-Net architecture. Finally,
all the results obtained by both models are represented, and these results are compared
with those obtained by other state-of-the-art methodologies. The paper concludes with a
discussion of the project’s findings as well as some of our directions for future research
works.

2 Proposed Methodology

The implementation of this project was performed on Google Colaboratory which offers
free GPUs with better features than a conventional computer. The resources provided
by colaboratory was NVIDIA Tesla P100-PCIE GPU and a RAM of 12 GB.

2.1 Dataset

The BraTS dataset is one of the most extensive and commonly utilized for segmenting
brain tumors, primarily in low- and high-grade glioma patients [18]. The 2020 edition
incorporates data from 19 different institutes, as well as the cancer imaging archive
(TCIA) collections; however, unlike previous versions, this edition exclusively includes
pre-therapy scans [19]. Furthermore, all MRI scans were brain extracted prior to pub-
lic distribution, in compliance with institutional requirements for anonymity; and the
images were aligned to the same brain anatomical template for normalization of different
resolutions and orientations.

As shown in Fig. 2, every MRI data comprises the following fundamental structural
imaging sequences:

• Fluid Attenuated Inversion Recovery (FLAIR): T2-weighted FLAIR image, axial,
coronal, or sagittal 2D acquisitions, 2–6 mm slice thickness.

• T1-weighted (T1): Native image, sagittal, or axial 2D acquisitions, with 1–6 mm slice
thickness.

• Post-contrast T1 weighted (T1ce): T1-weighted, contrast-enhanced (Gadolinium)
image, with 3D acquisition and 1 mm isotropic voxel size for most patients.

• T2-weighted (T2): T2-weighted image, axial 2D acquisition, with 2–6 mm slice
thickness [20, 21].

Implementation of the Dataset. In this study, the BraTS 2020 dataset is used to
evaluate the segmentation performance of our proposed approach. The clinical image
data consists of a training set and a validation set. The validation set has 125 images,
while the training set contains 369 MRI scans for each participant with the four imaging
modalities previously described. The ground truth is only available in the training set
and was manually segmented by one to four raters using the same annotation technique.



Brain Tumor Segmentation Based on 2D U-Net 349

Tumor segmentation annotations are Background (label 0), Non-enhancing Tumor (label
1), Edema (label 2), and Enhancing Tumor (label 4) [22]. Despite this, as seen in Fig. 3,
the labels that were used for this work were:

• Whole Tumor (label 0): consists of all tumoral structures.
• Tumor Core (label 1): it includes the necrosis and non-enhancing tumor structures.
• Edema (label 2): consisting of an abnormal accumulation of fluid in the affected tissue
surrounding the tumor core.

• Enhancing Tumor (label 3): comprises only the enhancing tumor class [23].

We randomly divided the training set into two parts: 80% for network training and
20% for validation and testing. There are 249 subjects for training and 119 individuals
for validation and testing.

Fig. 2. Three cases from the BraTS 2020 dataset, showing the different types of imagemodalities:
Flair, T1, T1ce, T2, and the Ground Truth.

2.2 Imaging Processing

The volume of each MR scan is 240 × 240 × 155 voxels. We separated the dataset
into slices because the dataset provided for the BraTS challenge is 3D volume data and
our proposed methodology is a 2D U-Net, therefore there are 155 axial slices available
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Fig. 3. Schematic diagram of brain tumor structures.

for brain tumor segmentation. Although a large amount of image preprocessing is not
required for this dataset, some processing was done. This involves scaling the axial slices
to 128 × 128 pixels so that a picture of 128 × 128 × 2 can be used as an input layer.
All images with no tumor regions visible or with a vaguely defined ground truth were
also discarded. Variations in tumor size and shape were evident in each of the slices.
Because there was usually no brain structure, let alone tumor, in the first and last slices,
it was decided to discard the first and last 5 slices. Normally, the tumor would appear
between the first 22 slices, small in size and located anywhere in the brain. The tumor
grows in size but remains in the same location in the successive slices. The tumor’s size
begins to decline once it has reached its maximum size and has not changed position,
until it fully disappears. The greatest tumors are depicted in slices 70 to 80, according
to the findings.

2.3 Neural Network Architecture

U-Net Model. The architecture employed in this project was a 2D U-Net, which was
based on a previous implementation by Kopál [24]. U-Net was originally developed for
cell tracking, but it is now being used in a number of medical segmentation applications,
including brain vascular segmentation, brain tumor segmentation, and retinal segmenta-
tion [25]. The complete architecture used for this project is detailed in Fig. 4. It consists
of two paths: an encoder (left side), also known as the contracting path, and a decoder
(right side), also known as the expansive path [26]. Five convolutional blocks make up
the contracting path. Each block consists of a repeated deployment of two convolution
layers with a kernel size of 3 × 3, a Rectified Linear Unit (RELU) activation function,
and zero-padding of all convolution operations to maintain the input image dimensions.
After the first block’s convolutional layers were finished, the image was downsampled
using a 2× 2 max-pooling operation, thereby reducing the dimension to half. This tech-
nique was continued until the base curve of the “U” which is where the expanded path
begins, was reached. Each of the five convolutional blocks can extract a broad variety
of rich and diversified feature components. The data processed by these five blocks was
concatenated via skip connections with the blocks of the expansive path, which has a
similar structure to the contracting path but uses a 2 × 2 up-sampling layer to process
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data from the bottom to the top. In addition, dropout between convolutional steps was
used in 20% of the pixels to avoid overfitting [27]. Finally, the final segmentation map
and an output layer with dimensions of 128 × 128 × 4 are created using a 1 × 1 con-
volution with a softmax activation function. In total, the network has 23 convolutional
layers. In each block of the contracting path, the number of filters doubles (32, 64, 128,
256, and 512). In the expanded path, on the other hand, the number of convolutional
filters is cut in half (512, 256, 128, 64, and 32). Our model has a total of 7,759,908
trainable parameters.

Fig. 4. Structure of the 2D U-Net used for the segmentation of brain tumors from multi-modal
brain images.

Attention U-Net Model. The attention model has a very similar architecture to the
previously discussed U-Net, with the exception that this model employs attention gates
(AGs).By assigningbigweights to the relevant parts and smallweights to the less relevant
parts, AGs causes the model to highlight only relevant activations during training. The
Attention U-Net model does this by using AGs at each skip connection in the network.
The model’s design was based on the implementation that was performed by Bhattiprolu
[28]. The composition of an attention block is depicted in Fig. 5. This block basically
has two inputs, × and g. × comes from the skip connections, which provide greater
special information, and g is the gating signal, which comes from the network’s deeper
layers and provides richer feature representation. Figure 5 depicts the attention gate
implemented in the B2 of the U-Net neural network as an example. Our model had a
total of 9,336,848 trainable parameters, and there are 7,816 non-trainable parameters.
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Fig. 5. Schematic representation of the attention block implemented in the B2 of the U-Net neural
network.

3 Results and Discussion

3.1 Qualitative Results

We used the 2020 BraTS training set to train the models using two versions of the U-Net
deep learning architecture, one of them including attention modules. The categorical
cross-entropy loss function was used, with this function it was possible to measure the
accuracy of the model during training [29, 30]. The trained models were then applied
to the validation and test sets to make predictions. Furthermore, these results were
immediately and automatically compared with the ground truth provided by the BraTS
dataset. The U-Net model was trained with 5, 15, 25, and 35 epochs also called model
A, B, C, and D respectively. Due to computational resources and good outcomes already
observed with 35 epochs, we did not train the neural network with more than 35 epochs.

Figure 6 shows the segmentation results using a deep convolutional neural network
using the U-Net architecture. Here we can observe the different visual segmentation of
our proposed model on the BraTS 2020 data training set. Figure 6 is split into four rows,
each representing a trained model with a variable number of epochs, and six columns,
each containing one image: The original picture flair is the first, and the manually seg-
mented ground truth mask is the second, both acquired directly from the dataset. The
third image shows the brain tumor’s predicted segmentation, which shows all of the
tumor regions merged together. The fourth, fifth, and sixth images are distinct predic-
tions for each of the tumor regions, i.e., peritumoral edema, enhancing tumor, and tumor
core, respectively. Figure 7 depicts the segmentation accomplished by the Attention U-
Net model after 35 epochs of training. We may say that there is no significant difference
between the results generated from this model and the results given in Fig. 6 (D) because
there is no substantial difference that highlights one model over the other.

3.2 Quantitative Results

We used the most generally used metrics for brain tumor segmentation to evaluate our
method and its experimental results: Dice Similarity Coefficient, Mean IoU, Accuracy,
Loss, Precision, Sensitivity, and Specificity. All of these metrics were tested in U-Net
models A, B, C, and D, which correspond to epochs of 5, 15, 25, and 35, respectively.
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Fig. 6. The segmentation visual results of proposed method U-Net on the BraTS 2020 datasets.
Row (A), (B), (C), and (D) are the model trained with 5, 15, 25, 35 epochs, respectively. The color
codes for prediction are as follows: Peritumoral edema (green), enhancing tumor (blue), tumor
core (red), and for ground truth: Peritumoral edema (sky-blue), enhancing tumor (blue), tumor
core (white).

Fig. 7. The segmentation visual results of proposed Attention U-Net model on the BraTS 2020
datasets. The color codes for prediction are as follows: Peritumoral edema (green), enhancing
tumor (blue), tumor core (red), and for ground truth: Peritumoral edema (sky-blue), enhancing
tumor (blue), tumor core (white).

The same metrics were calculated for the Attention U-Net model after 35 epochs of
training.

Table 1, lists all the metrics that are generally used for the evaluation of any method.
These metrics, however, are of minimal interest to us because they are not very accurate
for semantic segmentation. The values obtained are high, as indicated in Table 1, and
there are no significant differences between them.Wemay conclude from these statistics
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that our model has no major flaws and that around 98% are accurately segmented.
Nevertheless, what these values actually interpret is the number of pixels that have been
correctly classified in one of the tumor regions, also known as pixel accuracy. Due to a
problem known as class imbalance, these results aren’t very reliable for medical image
segmentation. This occurs when one class of objects, in this case a brain or tumor region,
dominates the image in disproportionately large proportions, while other objects make
up only a small percentage of the MRI scan.

Table 1. Quantitative evaluation of segmentation results on BraTS 2020 dataset using accuracy,
loss, precision, sensitivity, and specificity metrics.

Model Accuracy Loss Precision Sensitivity Specificity

U-Net model A Training set 0.9836 0.0698 0.9835 0.9835 0.9945

Validation set 0.9824 0.0798 0.9824 0.9824 0.9941

Testing set 0.9814 0.0824 0.9814 0.9814 ‘0.9938

U-Net model B Training set 0.9874 0.0411 0.9907 0.9842 0.9968

Validation set 0.9894 0.0371 0.9909 0.9875 0.9969

Testing set 0.9870 0.0427 0.9891 0.9848 0.9963

U-Net model C Training set 0.9938 0.0177 0.9943 0.9921 0.9981

Validation set 0.9915 0.0255 0.9922 0.9899 0.9974

Testing set 0.9933 0.015 0.9938 0.9918 0.9979

U-Net model D Training set 0.9950 0.0152 0.9948 0.9931 0.9982

Validation set 0.9926 0.0232 0.9931 0.9912 0.9977

Testing set 0.9940 0.0183 0.9943 0.9927 0.9981

Attention U-Net Training set 0.9950 0.0131 0.9940 0.9891 0.9882

Validation set 0.9930 0.0200 0.9930 0.9880 0.9880

Testing set 0.9927 0.0183 0.9922 0.9860 0.9810

In the evaluation of our model, two additional measures were included. The most
important parameters for brain tumor segmentation are the dice similarity coefficient
and mean IoU. Both measures have a better degree of reliability. The dice coefficients
and mean IoU for the U-Net models, as well as the Attention U-Net model, are shown
in Table 2. These data were only acquired from the testing set. These data, unlike the
metrics in the previous table, demonstrate considerable differences between models.
Model A, with a dice coefficient of 0.26 and a mean IoU of 0.37, is a model with a low
effectiveness in terms of tumor segmentation. Model D, on the other hand, gets a dice
coefficient of 0.63 and a mean IoU of 0.83. This demonstrates a very good segmentation
that is similar to other state-of-the-art approaches.
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Table 2. Quantitative evaluation of segmentation results on BraTS 2020 dataset using dice
similarity coefficient and Mean IoU metrics.

Testing set Dice coefficient Mean IoU

U-Net model A 0.2643 0.3757

U-Net model B 0.4372 0.3807

U-Net model C 0.5960 0.8095

U-Net model D 0.6313 0.8310

Attention U-Net model 0.7420 0.8836

Figure 8 and Fig. 9 illustrate the individual visual segmentation results of the U-Net
and Attention U-Net models, respectively. In both figures the model performance (a),
model loss (b), dice coefficient model curve (c), and the intersection over union model
curve (d) are illustrated, it can be see that these results are consistent with those shown
in the previous tables.

Fig. 8. Accuracy, loss, dice similarity coefficient, and intersection over union curves of the model
D, performed on BraTS 2020 dataset.
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Fig. 9. Accuracy, loss, dice similarity coefficient, and intersection over union curves of the
Attention U-Net model, performed on BraTS 2020 dataset.

3.3 Related Work

The method entails segmenting brain tumors using MRI multi-modalities brain images
with a 2D U-Net. The dataset used for training and validation is the publicly available
BraTS 2020. So that the results could be compared, we chose submissions that test
the BraTS 2020 dataset and examined all tumor regions: peritumoral edema, enhancing
tumor, and tumor core. The dice coefficient metric is used to compare the results of
previous studies since it is the most accurate way to quantify the performance of image
segmentation methods [31]. Our models perform similarly to the other four methods
proposed by different authors, as indicated in Table 3.

One of the benefits of the suggested model is that it consumes less computational
resources and a training time of 3 h. However, it is crucial to note that the architecture
and number of trainable parameters are not the only factors that influence training time;
the computational capacity of the machine used for training is also a significant factor.
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Table 3. Quantitative results of our proposed methodology for brain tumor segmentation
compared to the performance of other recently published deep learning-based methods.

Method Dataset Dice similarity coefficient

Edema Enhancing tumor Tumor core

Proposed U-Net BraTS 2020 0.8453 0.6950 0.7429

Proposed attention U-Net BraTS 2020 0.8829 0.7233 0.8090

Asymmetric U-Net – EfficientNet [32] BraTS 2020 0.8413 0.6537 0.6804

3D U-Net model [33] BraTS 2020 0.8893 0.6980 0.7835

Volumetric deep network (VDN) [34] BraTS 2020 0.7800 0.6600 0.7000

V-Net [35] BraTS 2020 0.8760 0.6702 0.7687

4 Conclusion

The qualitative and quantitative evaluations of the suggested method demonstrate that
our results are remarkably similar to those obtained utilizing other state-of-the-art
approaches. Furthermore, it was demonstrated that our suggested method’s visual seg-
mentation is comparable to the ground truth produced by expert manual segmentation.
The evaluation findings demonstrate that U-Net model D performs better than models A,
B, and C. Furthermore, the proposed methods more precisely segment the peritumoral
edema region, the tumor core, and lastly the enhancing tumor. Multiple models and
hierarchical architectures are not required because a single forward run through the sug-
gested model can successfully segment the three tumor regions in a relatively short time.
This will substantially facilitate practical application in real-life circumstances where
processing time and ease of use are critical. Both strategies, we believe, are extremely
acceptable and promising models. More implementations and functions, on the other
hand, can be added to improve its performance.

References

1. Wadhwa, A., Bhardwaj, A., Verma, V.S.: A review on brain tumor segmentation of MRI
images. Magn. Reson. Imaging 61, 247–259 (2019). https://doi.org/10.1016/j.mri.2019.
05.043

2. Community, C.S.: Frankly Speaking About Cancer: Brain Tumors (2013)
3. Bahadure, N.B., Ray, A.K., Thethi, H.P.: Image analysis for MRI based brain tumor detection

and feature extraction using biologically inspired BWT and SVM. Int. J. Biomed. Imag.
(2017). https://doi.org/10.1155/2017/9749108

4. Menze, B.H., et al.: The multimodal brain tumor image segmentation benchmark (BRATS).
IEEE Trans. Med. Imag. 34(10), 1993–2024 (2015). https://doi.org/10.1109/TMI.2014.237
7694

5. Almeida-Galárraga, D., et al.: Glaucoma detection through digital processing from fundus
images using MATLAB. In: 2021 Second International Conference on Information Systems
and Software Technologies (ICI2ST), pp. 39–45. IEEE (2021). https://doi.org/10.1109/ICI
2ST51859.2021.00014

https://doi.org/10.1016/j.mri.2019.05.043
https://doi.org/10.1155/2017/9749108
https://doi.org/10.1109/TMI.2014.2377694
https://doi.org/10.1109/ICI2ST51859.2021.00014


358 D. Tene-Hurtado et al.

6. Pereira-Carrillo, J., Suntaxi-Dominguez, D., Guarnizo-Cabezas, O., Villalba-Meneses, G.,
Tirado-Espín, A., Almeida-Galárraga, D.: Comparison between two novel approaches in
automatic breast cancer detection and diagnosis and its contribution in military defense. In:
Rocha, Á., Fajardo-Toro, C.H., Rodríguez, J.M.R. (eds.) Developments and Advances in
Defense and Security. SIST, vol. 255, pp. 189–201. Springer, Singapore (2022). https://doi.
org/10.1007/978-981-16-4884-7_15

7. Suquilanda-Pesántez, J.D., et al.: Prediction of Parkinson’s disease severity based on gait
signals using a neural network and the fast Fourier transform. In: Botto-Tobar, M., Cruz, H.,
Díaz Cadena, A. (eds.) CIT 2020. AISC, vol. 1326, pp. 3–18. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-68080-0_1

8. Villanueva-Meyer, J.E., Mabray, M.C., Cha, S.: Current clinical brain tumor imaging.
Neurosurgery 81, 397–415 (2017). https://doi.org/10.1093/neuros/nyx103

9. Zhang, J., Chen, K., Wang, D., Gao, F., Zheng, Y., Yang, M.: Advances of neuroimaging and
data analysis. Front. Neurol. (2020). https://doi.org/10.3389/fneur.2020.00257

10. Bhandari, A., Koppen, J., Agzarian, M.: Convolutional neural networks for brain tumour
segmentation. Insights Imag. 11(1), 1–9 (2020). https://doi.org/10.1186/s13244-020-00869-4

11. Alvarado-Cando, O., Torres-Salamea, H., Almeida, D.A.: UDA-µBioLab: teaching micro-
controllers with bioinstrumentation. In: Lhotska, L., Sukupova, L., Lacković, I., Ibbott, G.S.
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Medical Physics and Biomedical Engineering 2018. IP, vol. 68/2, pp. 713–717. Springer,
Singapore (2019). https://doi.org/10.1007/978-981-10-9038-7_132

14. Jiang, Z., Ding, C., Liu, M., Tao, D.: Two-stage cascaded U-net: 1st place solution to BraTS
challenge 2019 segmentation task. In: Crimi, A., Bakas, S. (eds.) BrainLes 2019. LNCS, vol.
11992, pp. 231–241. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-46640-4_22

15. Ranjbarzadeh, R., Kasgari, A.B., Ghoushchi, S.J., Anari, S., Naseri, M., Bendechache, M.:
Brain tumor segmentation based on deep learning and an attention mechanism using MRI
multi-modalities brain images. Sci. Rep. 11, 1–17 (2021). https://doi.org/10.1038/s41598-
021-90428-8

16. Thaha, M.M., Kumar, K.P.M., Murugan, B.S., Dhanasekeran, S., Vijayakarthick, P., Selvi,
A.S.: Brain tumor segmentation using convolutional neural networks in MRI images. J. Med.
Syst. 43(9), 1 (2019). https://doi.org/10.1007/s10916-019-1416-0

17. Al-Masni, M.A., Kim, D.-H.: CMM-Net: contextual multi-scale multi-level network for effi-
cient biomedical image segmentation. Sci. Rep. 11, 1–18 (2021). https://doi.org/10.1038/s41
598-021-89686-3

18. Kumar, D.D., Vandhana, S., Priya, K.S., Subashini, S.J.: Brain Tumour Image Segmentation
using MATLAB (2015)

19. Menze, B., et al.: Analyzing magnetic resonance imaging data from glioma patients using
deep learning. Comput. Med. Imag. Graph. (2021). https://doi.org/10.1016/j.compmedimag.
2020.101828

20. Karayegen, G., Aksahin, M.F.: Brain tumor prediction on MR images with semantic seg-
mentation by using deep learning network and 3D imaging of tumor region. Biomed. Signal
Process. Control 102458 (2021). https://doi.org/10.1016/j.bspc.2021.102458

21. Luo, Y., et al.: Edge-preserving MRI image synthesis via adversarial network with iterative
multi-scale fusion. Neurocomputing 452, 63–77 (2021). https://doi.org/10.1016/j.neucom.
2021.04.060

https://doi.org/10.1007/978-981-16-4884-7_15
https://doi.org/10.1007/978-3-030-68080-0_1
https://doi.org/10.1093/neuros/nyx103
https://doi.org/10.3389/fneur.2020.00257
https://doi.org/10.1186/s13244-020-00869-4
https://doi.org/10.1007/978-981-10-9035-6_163
https://doi.org/10.1016/j.media.2016.05.004
https://doi.org/10.1007/978-981-10-9038-7_132
https://doi.org/10.1007/978-3-030-46640-4_22
https://doi.org/10.1038/s41598-021-90428-8
https://doi.org/10.1007/s10916-019-1416-0
https://doi.org/10.1038/s41598-021-89686-3
https://doi.org/10.1016/j.compmedimag.2020.101828
https://doi.org/10.1016/j.bspc.2021.102458
https://doi.org/10.1016/j.neucom.2021.04.060


Brain Tumor Segmentation Based on 2D U-Net 359

22. Saleem, H., Shahid, A.R., Raza, B.: Visual interpretability in 3D brain tumor segmentation
network (2021). https://doi.org/10.1016/j.compbiomed.2021.104410

23. Puch, S.: Multimodal brain tumor segmentation in magnetic resonance images with deep
architectures. Ph.D. Thesis (2019)

24. Kopál, R.: 3D MRI Brain Tumor Segmentation (2021). https://www.kaggle.com
25. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image

segmentation. In: Navab, N., Hornegger, J., Wells, W.M., Frangi, A.F. (eds.) MICCAI 2015.
LNCS, vol. 9351, pp. 234–241. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
24574-4_28

26. Nguyen, T., Bui, V., Lam, V., Raub, C.B., Chang, L.-C., Nehmetallah, G.: Automatic
phase aberration compensation for digital holographic microscopy based on deep learning
background detection. Opt. Express 25, 15043–15057 (2017)

27. Brito-Loeza, C., Espinosa-Romero, A., Martin-Gonzalez, A., Safi, A.: Intelligent Comput-
ing Systems: Third International Symposium, ISICS 2020 on Proceedings. Springer Nature,
Sharjah, United Arab Emirates (2020)

28. Bhattiprolu, S.: Mitochondria semantic segmentation using U-net, attention Unet and Att
ResUnet (2021). https://github.com/bnsreenu/python_for_microscopists/blob/master/224_
225_226_mito_segm_using_various_unet_models.py

29. Yanchatuñaa, O., et al.: Skin lesion detection and classification using convolutional neural
network for deep feature extraction and support vector machine. Int. J. Adv. Sci. Eng. Inf.
Technol. (2020)

30. Vásquez-Ucho, P.A., Villalba-Meneses, G.F., Pila-Varela, K.O., Villalba-Meneses, C.P., Igle-
sias, I., Almeida-Galárraga, D.A.: Analysis and evaluation of the systems used for the assess-
ment of the cervical spine function: a systematic review. J. Med. Eng. Technol., 1–14 (2021).
https://doi.org/10.1080/03091902.2021.1907467

31. Takahashi, S., et al.: Fine-tuning approach for segmentation of gliomas in brain magnetic
resonance images with a machine learning method to normalize image differences among
facilities. Cancers 13, 1415 (2021). https://doi.org/10.3390/cancers13061415

32. Messaoudi, H., et al.: Efficient embedding network for 3D brain tumor segmentation. arXiv
preprint arXiv:2011.11052 (2020)

33. Tang, J., Li, T., Shu, H., Zhu, H.: Variational-autoencoder regularized 3D MultiResUNet for
the BraTS 2020 brain tumor segmentation. In: Crimi, A., Bakas, S. (eds.) BrainLes 2020.
LNCS, vol. 12659, pp. 431–440. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
72087-2_38

34. Soltaninejad, M., Pridmore, T., Pound, M.: Efficient MRI Brain Tumor Segmentation Using
Multi-resolution Encoder-Decoder Networks (2020)

35. Fang, Y., et al.: Nonlocal convolutional block attention module VNet for gliomas automatic
segmentation. Int. J. Image Syst. Technol. (2021). https://doi.org/10.1002/ima.22639

https://doi.org/10.1016/j.compbiomed.2021.104410
https://www.kaggle.com
https://doi.org/10.1007/978-3-319-24574-4_28
https://github.com/bnsreenu/python_for_microscopists/blob/master/224_225_226_mito_segm_using_various_unet_models.py
https://doi.org/10.1080/03091902.2021.1907467
https://doi.org/10.3390/cancers13061415
https://doi.org/10.1007/978-3-030-72087-2_38
https://doi.org/10.1002/ima.22639


Automatic Identification of COVID-19
in Chest X-Ray Images Based on Deep
Features and Machine Learning Models

Rubén D. Fonnegra1(B) , Fabián R. Narváez3 , and Gloria M. Dı́az2
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Abstract. In 2020, the novel coronavirus (COVID-19), spread around
the world and became a pandemic. It is diagnosed by a Real-Time
Reverse Transcriptase Polymerase Chain reaction (RT-PCR) test, which
requires a specialized laboratory to confirm the presence of the virus.
Due to the insufficient availability of these labs, medical images have
been used as an alternative diagnosis, being the most easily available and
least expensive option the Chest X-Ray. As COVID-19 infected patients
display very similar respiratory affections like other kinds of pneumo-
nia, distinguish them is difficult even for experienced radiologists. In
this paper, two popular deep learning architectures are used to extract
deep features, which are then used for training multi-class classification
machine learning models to distinguish COVID-19 from healthy, bacte-
rial, and other viral pneumonia infections. The evaluation was performed
on a dataset of 7732 images, including 1575 healthy patients, 2801 diag-
nosed with bacterial pneumonia, 1493 with a viral (no COVID) infection,
and 1863 subjects with COVID-19 confirmed diagnosis. The general area
under the ROC curve was between 93%± 2% for general categories; and
99%± 1% with a sensitivity of 83%± 2% to identify COVID-19 infected
patients.

Keywords: COVID-19 · Deep learning · Machine learning

1 Introduction

COVID-19 is a disease caused by SARS Cov-2, a coronavirus subtype that was
discovered in Wuhan, China, in December 2019. Despite the fact that it is not a
particularly fatal virus, it is characterized by a high level of infection, with 230
million infections and 4.7 million deaths worldwide as of September 21, 2021
[23]. As a consequence, The World Health Organization (WHO) declared the
disease a pandemic on March 11, 2020 based on its behavior [16].

COVID-19 causes issues in the elderly and those with a history of medical
problems. SARS-CoV 2 is reported to accumulate in the body to a higher level,
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resulting in a longer incubation period and being more infectious than SARS.
Furthermore, as a wholly novel virus, it was impossible to identify a distinct
prognosis or treatment for the condition early on. Moreover, despite the fact that
the creation of a vaccine has slowed the spread of the coronavirus, new sub-groups
of the virus have evolved. As a result, the WHO continues to advocate the use
of medical resources, including vaccination, to control it, and healthcare systems
around the world remain on high alert. Given this, the scientific community has
focused its efforts on developing a variety of techniques to combat the disease on
a daily basis, including the application of machine learning. However, there are
a number of limitations and downsides to COVID-19, including a lack of data,
protocol variability, simplicity of use, and new emergent sub-groups.

To tackle data availability, mainly from patients diagnosed with COVID-
19 and other pulmonary diseases in an easily accessible medical image type
(chest x-ray), we build a rich dataset containing images from normal patients,
patients with different bacterial lung disease, patients with different viral lung
disease and different patients with COVID-19. This dataset was build using
a combination of two different datasets, Chest X-ray images database (CXRI)
[14] and COVID saves lives dataset from HM Hospitals. In this point, it is
important to remark that this proposal does not include a data augmentation
algorithm, as COVID saves lives dataset from HM hospitals contains plenty of
information about patients diagnosed with the disease, including the chest x-ray
images. From each image sample, we extracted deep features using the ChexNet
model [18] and then, classification using different machine learning algorithms is
performed to distinguished between the classes. The model distinguish efficiently
between COVID-19 and other lung pathologies, as shown in results. Besides, deep
features and the original data joints will be shared to perform further analysis
during the worldwide health emergency.

The rest of this work is organized as follows: Sect. 3 mentioned the construc-
tion of the database, the extraction of deep features, the characterization and
the description of the machine learning models, Sect. 4 presents the most rele-
vant results for the detection of the disease, and Sect. 5 presents the conclusions
and future perspectives from this work.

2 Previous Works

Computer aided models for clinical applications have been widely used in var-
ious medical areas including risk of pulmonary failure or mortality caused by
pneumonia [7,24], mortality risk in critical care [5,9], among others.

Due to the rapid spread of the disease, some problems arose in the health
sector, one of these being the collapse of the hospitals [2,6,26]. This was due
in some cases to a misdiagnosis at the time of the patients’ first admission to a
healthcare systems and hospitals. For this reason, most of the studies initially
focused on early detection of the disease, since this is a decisive stage for carriers
of the [25] virus. These works emphasize that this is the main and decisive action
against the saturation of hospitals. As a consequence, scientific community has



362 R. D. Fonnegra et al.

responded to these needs by developing computational aid systems for tackling
the pandemic around the world

Therefore, the early diagnosis of the disease could establish early the needs of
usage of healthcare resources such intensive care units (ICU) and different diag-
nostic tools or imaging modalities. As COVID-19 have shown similar symptoms
to pneumonia, there exist a differential features among patients clinical history
and lung failure caused by the virus in comparison with other viral pneumonia.
As a consequence, previous works in the state of the art have conducted the
detection of COVID-19 using computational intelligence tools [4]. However, the
main limitation for most of these works lies in the lack of information available
for the time they were developed, as most hospitals and healthcare systems have
not released the data from patients with the disease, and reducing the possibil-
ities for contribution to a limited portion of the community.

Other works have treated the problem for detecting COVID-19 from com-
puted tomography images (CT) obtaining promising results in the diagnosis
[22,28]. However, their main limitation is the ease of usage massively and the
availability of the imaging sources. Despite CT remains as an accurate manner
to detect pulmonary diseases, other imaging modalities (such chest X-ray) can
be extended easily to supplement PCR in combating the virus from spreading;
as they might require lower ionizing radiation dose and result cheaper or more
available, in spite of imaging sources are also limited [21].

In this sense, deep learning approaches have displayed efficient performance
for detecting pulmonary disease. Deep learning is mainly boosted by stacked
convolutions with randomly assigned filters optimized iteratively during multi-
ple epochs. The filters are able to extract high dimensional abstract features
contained in input images describing different phenomenon in them. For this
reason, deep features have been used to estimate different applications includ-
ing medical imaging, displaying promising results. Nevertheless, one of the main
drawbacks concerning deep learning in medical setups is the lack of objective
interpretability [19].

The diagnosis using deep learning have been mainly employed to estimate
patient’s current state [8]. Some of the proposed or presented works have
obtained promising results to detect the disease from x-ray images [13,27]. Nev-
ertheless, two main drawbacks can be evidenced in most of the existing works.
First, as clinical data from patients diagnosed with COVID-19 have not been
widely shared for security reasons with patients data or privacy, data availability
is low. For this reason, proposed models have used small subsets of data, even
from the same patient or manually retrieved or annotated before implementing
abrupt data augmentation strategies to force models to learn [3]. Second, deep
learning models tend to a high bias as data augmentation is more severe and
naturally acquired data becomes significantly less or limited. Then, proposed
models might be biased and they cannot be effectively used or validated in real-
world scenarios as there is still limited source of information and their usage
might result medically unethical.
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Fig. 1. Proposed methodology

Despite, deep features from medical imaging are still used in medical imaging
analysis, and their availability might ease the research for specific purposes, such
the detection of COVID-19 using an adequate source of information. For all
these reasons, this work is intended to use deep learning to detect COVID-19 in
a differentiate setup and using a rich dataset containing images from multiple
patients diagnosed with the disease. From the complete dataset, deep features
are extracted and might be shared to ease and motivate the research on the
detection of the disease.

3 Proposed Methodology

3.1 Recombined Dataset

As there is not an homogeneous and consistent dataset currently published to
differentiate among covid and other kind of diseases, it was required to build a
dataset containing different lung pathologies and covid images. For this purpose,
4 different classes of patients were established: Normal (patients without any
kind of disease), bacterial (patients with any kind of bacterial lung disease),
viral (patients with any kind of viral lung disease) and covid (patients with any
kind of covid variant). The dataset was collected from a combination of the Chest
X-ray images database (CXRI) [14] and the Covid saves lives (CSL) dataset from
HM Hospitals1. It is important to remark, that images from the CSL datasets
are confirmed patients with COVID-19, and they were take from the first stage
or progression of the disease after detection. Images were relabeled according
to their respective class name. As images from both datasets where acquired
and converted in different data format (jpg for CXRI and dicom CSL), images
from CSL dataset were normalized and converted to 8 bits data format and
compressed to jpg to avoid discrepancies per differences in changes of intensities
in both collections. Besides, all personal information contained in the metadata
from the dicom file was discarded to guarantee anonimization of patients; as

1 FulldetailsandinformationofHMhospitalsandCOVIDDataSaveLivescanbefoundin
https://www.hmhospitales.com/coronavirus/covid-data-save-lives/english-version
https://www.hmhospitales.com/coronavirus/covid-data-save-lives/english-version

https://www.hmhospitales.com/coronavirus/covid-data-save-lives/english-version
https://www.hmhospitales.com/coronavirus/covid-data-save-lives/english-version
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some of them were not correctly anonimized. Finally, to guarantee that the model
only learn about information in the pulmonary regions of the x-ray images; a
segmentation algorithm was used. In our case, a lung segmentation is applied
to extract the appropriated region of interest from each image using a unet-
based model already trained 2. The segmentation network has been trained using
Montgomery County [12] and JSRT datasets [20]; which contains frontal-view
x-ray images from normal and abnormal patients suffering different pulmonary
disease (tuberculosis and lung nodules). The segmented pulmonary region is then
passed to the deep characterization models described below.

3.2 Deep Characterization Models

For the proposed architecture, two different deep characterization models were
employed. First, a DenseNet-121 model [11] was used to extract deep features
from images. The deep features were extracted from the last convolutional layer
of the last Dense block. Additionally, a ResNet50 model [10] was also used to
extract deep features as well with comparative purposes. In both cases, trans-
fer learning was performed from the ChexNet model [18]. ChexNet was selected
for transfer learning as it was trained using the ChestX-ray 14 dataset, which
contains x-ray imaging screening of lungs in front-view to detect 14 different
pathologies (Atelectasis, Cardiomegaly, Consolidation, Edema, Effusion, Emphy-
sema, Fibrosis, Hernia, Infiltration, Mass, Nodule, Pleural Thickening, Pneumo-
nia, and Pneumothorax). In case of both characterization models, the last layer
extracts 1024 filters with sizes 7 × 7 per sample; which means 50176 features
in total. Despite all features and kernels might not be required to obtain best
performance in the classification task; we pretend to determine the validity of
deep features to effectively characterize the types of pulmonary disease, includ-
ing COVID-19. Nevertheless, it might be an interesting approach to study the
relevance of deep features to optimize model performance. These 50176 features
are given to the classification models to perform classification among different
types of diseases and metrics are reported.

3.3 Deep Feature Classification

To perform classification, three different models were selected. First, a support
vector machine (SVM) with radial basis function (RBF) and liner kernels in
a one-versus-one configuration. According to the amount of deep features per
image extracted, gamma was selected as 1/num deep features and C = 1.0.
On the other hand, a random forest was employed as well to classify among
categories. Finally, a multilayer perceptron (MLP) was used containing 3 densely
connected layers with rectified linear units (RelU) [17] and softmax activation
for the output. For the MLP, Adam was selected for parameter optimization

2 Full details and results on the segmentation network can be found in https://
github.com/imlab-uiip/lung-segmentation-2dhttps://github.com/imlab-uiip/lung-
segmentation-2d

https://github.com/imlab-uiip/lung-segmentation-2d
https://github.com/imlab-uiip/lung-segmentation-2d
https://github.com/imlab-uiip/lung-segmentation-2d
https://github.com/imlab-uiip/lung-segmentation-2d
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Table 1. Data distribution for train and validation subsets

[15] using a learning rate of 1e−5, β1 = 0.9 and β2 = 0.999. All models were
trained using deep features extracted by ResNet and DenseNet individually.
Then, performance metrics were estimated, reported and compared. A diagram
showing the full proposed strategy can be found in Fig. 1.

3.4 Experimental Setup

To perform the experiments data was split in train and validation subsets. Train
subset was composed by a total of 6862 images distributed similarly for all
available categories. This subset is employed to adjust parameters of the models.
On the other hand, test samples was composed by 870 images distributed to
avoid great class unbalance. Besides; as similar works in the state of the art use
aggressive data augmentation techniques in COVID-19 patients given the lack of
available data; it is important to remark that no data augmentation was perform
and all images are real screenings from different patients. The validation subset is
employed to estimate predictions an compare performance using metrics such the
receiver operating characteristics (AUROC), accuracy, specificity, recall, f1 score
and confusion matrix. To implement the models and perform the experiments,
we used a Ubuntu system with an CPU Intel Xeon with 16 cores @3.8GHz and
a GPU Nvidia Quadro P2000 using CUDA 10 software. To train the models,
Python 3.6 was used with libraries for this purpose such TensorFlow and Keras;
and other useful libraries such as Numpy, Scipy, Pandas, and Matplotlib. The
data distribution for each data subset is shown in Table 1.

4 Results and Discussion

4.1 Detecting Pneumonia from Deep Feature Characterization

Results for all models can be found in Table 2, which portrays confusion matrix
per classification and image characterization models. As shown in figure, all clas-
sification models obtained high performance to detect COVID-19, which is the
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Table 2. Results for Deep features using Random forest for all normal, bacterial, viral
and COVID-19 patients. From left to right, MLP, Random Forest, SVM (RBF), SVM
(Linear). Top, results for DenseNet. Bottom, results for ResNet.

most interesting individual category given the worldwide emergency. This might
show efficiency for deep feature to model the disease. However, all models show
similar variations in confusion for normal patients; causing some false positive
cases. This aspect regards a limitation on our work. However, We believe this
difference might be given for the individual variability of bacterial and viral cate-
gories, as both of them contains different pathologies that might causes different
symptoms, visualizations and consequences. This limitation could be tackled by
extending the model to more specific types of pneumonia found in lungs; but
that migh be conducted in future works as our main interest is finding COVID-
19 in patients. Besides, as this tool is intended to provide a compliment to the
RT-PCR test; in combination might denote an increase y the diagnosis. In our
case specifically; this was not performed in our work since no data from patients
were available to estimate result of RT-PCR test per patients; but this could be
considered in future validation stages.

On the other hand, obtained average AUROC per characterization and clas-
sification model is reported in Fig. 2. As shown, MLP obtained best performance;
and the combination with ResNet show higher rates. This is supposed as both
ResNet and MLP are boosted by back-propagation optimization; which might
denote a better minimization in parameters in comparison with the other con-
ventional machine learning models. Obtained results are similar (99) in compar-
ison to [27] and [1] that obtained 96% and 98% in accuracy for the detection
of COVID-19 cases. However, there are several limitations that might outper-
form results of this work. First, content of images could beimproved during the
acquisition since chest x-ray might cause some false positive or negative cases
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Fig. 2. Summarized average AUROC per characterization and classification models.

for the protocol, the movement in patients or their position, etc. This might
cause limits or occlusion of lungs regions from soft tissues or bones. Despite
this was not addressed in this work, an enhancement in the images using non-
computational techniques could outperform results. Second, as deep features are
able to characterize the disease; it is also known that all features are not strictly
required to estimate the presence of the disease. For this reason, as classification
algorithms have similar performance, further analysis on the deep features (e.g.
the use of different feature selection, transformation or scaling) might improve
performance. This might be realized in future works to outperform results in
comparison with this model.

5 Conclusions and Future works

In this work, an implementation to detect COVID-19 from an easily accessi-
ble medical imaging modality (chest x-ray) is proposed. Due to the COVID-19
pandemic, this tool is presented as an alternative to increase detection rates in
combination to RT-PCR test. In the first stage, a dataset from the combination
of different subsets is compiled containing normal patients and different types
of pneumonia (bacterial, viral and COVID-19). In this sense, as other works
in the state of the art perform aggressive data augmentation techniques from
few COVID-19 patients due to the lack of data availability, it is important to
remark that no data augmentation was used and images belong to screenings
from different patients. Then, images are given to the framework that extracts
the pulmonary region to discard possible noise or other non-interesting image
regions. Afterwards, images are uses two different deep learning architectures
(DenseNet and ResNet) to characterize x-rays through their convolutions. As
a consequence, 1024 filters with size 7 × 7 are extracted from each image. The
deep feature dataset is then compiled and given to different machine learning
algorithms to detect among different categories. Results demonstrate efficiency
to detect pneumonia in general; and high accuracy to detect COVID-19. Despite
the work shows a limitation detecting normal patients (significant confusion
rate); this work is designed as a complementary tool to already existent tests to
detect COVID-19.
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To outperform results from this work, it is intended to realize further analy-
sis of the deep features using selection, transformation or scaling algorithms to
increase performance on the reported metrics. On the other hand; we will imple-
ment the advanced developments in this work including other data modalities
that report efficiency to detect COVID-19 such clinical trials and information. In
this sense, we believe that combination with medical imaging processing might
increase the detection and progression of the disease in comparison with inde-
pendent data modalities.
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public chest x-ray datasets for computer-aided screening of pulmonary diseases.
Quant. Imaging Med. Surg. 4(6), 475 (2014)



Automatic Identification of COVID-19 in Chest X-Ray Images 369

13. Kassania, S.H., Kassanib, P.H., Wesolowskic, M.J., Schneidera, K.A., Detersa, R.:
Automatic detection of coronavirus disease (COVID-19) in X-ray and CT images: a
machine learning based approach. Biocybern. Biomed. Eng. 41(3), 867–879 (2021)

14. Kermany, D.S.: Identifying medical diagnoses and treatable diseases by image-
based deep learning. Cell 172(5), 1122–1131 (2018)

15. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)

16. Mahase, E.: China coronavirus: who declares international emergency as death toll
exceeds 200. BMJ: British Med. J. (Online) 368 (2020)

17. Nair, V., Hinton, G.E.: Rectified linear units improve restricted Boltzmann
machines. In: ICML (2010)

18. Rajpurkar, P., et al.: CheXNet: radiologist-level pneumonia detection on chest x-
rays with deep learning. arXiv preprint arXiv:1711.05225 (2017)

19. Razzak, M.I., Naz, S., Zaib, A.: Deep learning for medical image processing:
overview, challenges and the future. In: Dey, N., Ashour, A.S., Borra, S. (eds.)
Classification in BioApps. LNCVB, vol. 26, pp. 323–350. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-65981-7 12

20. Shiraishi, J., et al.: Development of a digital image database for chest radiographs
with and without a lung nodule: receiver operating characteristic analysis of radi-
ologists’ detection of pulmonary nodules. Am. J. Roentgenol. 174(1), 71–74 (2000)

21. Shorten, C., Khoshgoftaar, T.M., Furht, B.: Deep learning applications for COVID-
19. J. Big Data 8(1), 1–54 (2021). https://doi.org/10.1186/s40537-020-00392-9

22. Song, Y., et al.: Deep learning enables accurate diagnosis of novel coronavirus
(COVID-19) with CT images. IEEE/ACM Trans. Comput. Biol. Bioinform. 18,
2775–2780 (2021)

23. World Health Organization (WHO): COVID-19 Weekly Epidemiological Update.
Technical report (2021). https://covid19.who.int/

24. Wu, C., Rosenfeld, R., Clermont, G.: Using data-driven rules to predict mortality
in severe community acquired pneumonia. PLoS ONE 9(4), e89053 (2014)

25. Wu, Q., et al.: Radiomics analysis of computed tomography helps predict poor
prognostic outcome in COVID-19. Theranostics 10(16), 7231 (2020)

26. Yan, L., et al.: An interpretable mortality prediction model for COVID-19 patients.
Nat. Mach. Intell. 2, 1–6 (2020)

27. Zhang, J., Xie, Y., Li, Y., Shen, C., Xia, Y.: COVID-19 screening on chest
x-ray images using deep learning based anomaly detection. arXiv preprint
arXiv:2003.12338 27 (2020)

28. Zhou, T., Canu, S., Ruan, S.: Automatic COVID-19 CT segmentation using u-net
integrated spatial and channel attention mechanism. Int. J. Imaging Syst. Technol.
31(1), 16–27 (2021)

http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1711.05225
https://doi.org/10.1007/978-3-319-65981-7_12
https://doi.org/10.1186/s40537-020-00392-9
https://covid19.who.int/
http://arxiv.org/abs/2003.12338


COVID-19 Pulmonary Lesion Classification
Using CNN Software in Chest X-ray

with Quadrant Scoring Severity Parameters

Denisse N. Niles1 , Daniel A. Amaguaña1(B) , Alejandro B. Lojan1 ,
Graciela M. Salum1,2 , Gandhi Villalba-Meneses1 , Andrés Tirado-Espín3 ,

Omar Alvarado-Cando4 , Adriana Noboa-Jaramillo5 ,
and Diego A. Almeida-Galárraga1

1 School of Biological Sciences and Engineering, Universidad Yachay Tech, San Miguel de
Urcuquí 100119, Ecuador

dalmeida@yachaytech.edu.ec
2 Instituto Tecnológico Regional Suroeste, Carrera de Ingeniería Biomédica, Universidad
Tecnológica del Uruguay, 65000 Fray Bentos, Departamento de Rio Negro, Uruguay

3 School of Mathematical and Computational Sciences, Universidad Yachay Tech, San Miguel
de Urcuquí 100119, Ecuador

4 Escuela de Electrónica, Universidad de Azuay, Cuenca, Ecuador
5 Nuclear Medicine World, Quito 170135, Ecuador

Abstract. The Sars-Cov2 virus has caused the worst health emergency of the last
decade. Furthermore, new strains make the fight against COVID-19 appear far
from over. The virus causes a severe acute respiratory syndrome that can lead to
death. Effective identification of lung damage by chest radiography using deep
learning methods could be advantageous for imaging physicians in differentiating
people who need to be admitted to an intensive care unit (ICU) from people that
don’t requiremedical attention, to avoid the collapse of health systems. This article
describes the development of a deep learning model to classify and assess lung
injuries with a protocol for lung injury quantification. The model is based on U-
Net segmentation and injury classification according to the RALE score system.
Kaggle platformwas used to obtain the chest radiography dataset andMATLAB to
generate the mask dataset for training. Finally, each lung is divided in 4 quadrants
for lesion quantification. An accuracy of 92.86%was obtained in the segmentation
process and 100% in the process of classifying levels of lung lesions.

Keywords: COVID-19 · Chest X-ray · CNN · Machine learning · U-Net · Lung
lesion

1 Introduction

COVID-19 is the disease caused by the SARS-Cov2 virus fromNidovirales order, family
Coronaviridae [1], this beta coronavirus is transmitted via zoonosis [2] and has spread
from human to human contact [3]. Although COVID-19 has less than 2% mortality
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rate [4] is a rapid transmission disease, on January 30th of 2020 the World Health
Organization (WHO) declared COVID-19 a Public Health Emergency of International
Concern [5]. The main initial symptoms of COVID-19 include fever, myalgia, dyspnea,
cough and fatigue. Furthermore, in later stages of COVID-19 acute respiratory distress
syndrome (ARDS) or multiple organ failure (MOF) may occur [6]. The main death
cause is respiratory failure, mechanical ventilation is used to stabilize patients [7] but
the increasing transmission rate makes the situation complicated for hospitals [8].

Chest X-ray is used in chronic lung disease detection, such as emphysema or cystic
fibrosis, as well as lung complications [9]. Themost frequent allegations on chest X-rays
are: nodulillary reticular opacities (52–47%) and ground glass opacity (48–33%) [10].
As the disease progresses, multiple bilateral opacities [11] can be detected in the lower
and peripheral lobes, the latter are the most common findings. Radiological findings are
commonly found between the 6th–14th day [12] and the peak of radiological severity
occurs between the 10th–12th day from the onset of symptoms [13].

Thoracic radiography has gained importance during the pandemic for pulmonary
lesion diagnosis and prognosis studies [14]. Oftentimes COVID-19 patients do not
present clinical symptoms [15], thoracic X-ray is a non-invasive way to evaluate pul-
monary lesions in the form of a frosted glass pattern and an increased vascular network;
it can also find condensations or consolidations that will depend on the injury or the
degree of COVID-19 [16].

It is important to remark that chest X-ray is not a virus detection method but rather a
lung lesion detection procedure, that is why chest X-rays can be crucial for mortality rate
prevention [17]. Some advantages of this method include: it can be done in a matter of
minutes, is a cheap technique and emits less radiation than other imaging methods [18].
In addition, since X-ray machines are found in most medical centers, it has a feasible
implementation [19]. The severity of lung lesions can be quantified with Radiographic
Assessment of Lung Edema (RALE) which employs a 1–8 point score system divided
in quadrants [20]. It has been found that patients with a higher RALE score have less
chance of survival [21].

According to the Royal College of Radiologists, in the last years the amount of
biomedical information has increased drastically while the amount of radiologist has
stayed practically the same [22], since X-rays can be used for COVID-19 identification
this numbers have grown exponentially during the pandemic, and radiologist have to face
the increasing clinical demands [23]. The situation has worsen in developing countries
with higher transmission rate [24], the medical personnel and ICUs are insufficient, the
need for a tool that facilitates the lung lesion identification produced by SARS-Cov 2,
given the scarce qualified radiologist specialists number in relationship to the increasing
workload [24].

The development of software to helpmanage radiologist workload have been actively
studied in recent years [25], deep learning applications with convolutional neural net-
works (CNN) have severely increased performance in comparison with previous state
of the art rule based and model based methods [26].

The detection of pathologies through artificial intelligence (AI) presents a significant
advance in current medicine. The detection of pathologies through artificial intelligence
(AI) presents a significant advance in current medicine. Through neural networks that
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are one of the main axes of AI, it has been possible to make smart decisions when
diagnosing diseases such as glaucoma, skin lesion, cancer, and Parkinson’s disease [27–
30]. Furthermore, artificial neural networks have proved to process various kinds of
medical data and improve theway health professionals diagnose. There is a diverse range
of CNN with potential biomedical applications. Minaee et al. review the application of
4 types of CNN (DenseNet-161, SqueezeNet, ResNet18 and ResNet50) in COVID-19
prediction with average results of 90% sensitivity and 98% specificity [16]. Inspired by
significant discoveries in neural networks [31], the present project is based on a ten layer
U-Net type of convolutional network [32], with the purpose of detecting pneumonia
patterns of chest X-ray in COVID-19 patients with potential clinical applications [33].
The current work aims to automatically detect lung lesions in thoracic radiography
and provide quantification of the severity of the lesion with the RALE scoring system
dividing each lung in four different quadrants [34], using open-source software and
public databases of COVID-19 affected and normal thoracic radiography for neural
network training to make front to the COVID-19 pandemic and prevent future public
health emergencies.

2 Methodology

In order to predict the degree of severity of COVID-19 based on chest X-rays, semantic
segmentation was used as a starting point, to detect the area of the lung lesion and
subsequently obtain a diagnosis corresponding to the COVID-19 degree of severity, see
Fig. 1.

Fig. 1. Proposedmodel.A) corresponds to the input (COVID-19 radiography image).B) predicted
mask corresponding to the COVID-19 lesions from the U-Net network. C) quadrant chart used to
predict the diagnosis; the final output could be: normal, mild, moderate, severe.



COVID-19 Pulmonary Lesion Classification Using CNN Software 373

2.1 Dataset Pre-processing

To create the database for this study a sample of 3000 images of COVID-19 chest
radiographs were used. The sample was obtained and validated from the COVID-19
Radiography Database [35, 36]. For each image of the sample there was created a mask
containing the lung lesions. COVID-19 lesion masks were generated in grayscale with
MATLAB, for this reason each mask image has 1 channel, see Fig. 1. Ground truths
segmentations were validated by Dr. Adriana Paola Noboa Jaramillo radiologist and
CEO of Nuclear Medicine World. All kind of lung lesions caused by COVID-19 were
included in the ground truths segmentations. The database was divided in a group of
training, corresponding to the random assignment of 80% of the total sample, and a
group of testing; corresponding to the random assignment of 20% of the total sample.
(Table 1).

The aim of image pre-processing is to improve the quality of the image, suppress
unwilling distortions and enhance some image features important for further processing.
Pre-processing is a group of operations with images at the lowest level of abstraction
[37]. In this study, for image pre-processing there were used a normalization of the data
followed by a conversion of the dataset images into grayscale and a resizing of 128 ×
128 × 1 pixels. This result into and advantage in computational and time cost. Once the
pre-processing was completed, the image segmentation was carried out (Fig. 2).

Fig. 2. Example of mask image generated. A) Original COVID-19 radiography image. B)
Author’s segmentation. C) Superposition of A and B images for validation of the segmentation.

Table 1. Dataset information description and distribution.

COVID-19 radiography images COVID-19 lesion masks

3000 3000

Training Testing Training Testing

2400 600 2400 600
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2.2 U-Net Segmentation Model

In order to automatically detect the lung lesions in patients with COVID-19 through the
analysis of chest X-rays a U-Net convolutional neural network was used because U-Net
networks needs few training images and yields more precise segmentations [26].

U-Net framework in terms of architecture is divided into two sections the contracting
path and extensive path, U-Net has the same amount of down-sampling and up-sampling
layers producing the characteristic “U” design architecture [32].

After image pre-processing with the resized inputs of 128 × 128 × 1 pixels (width,
height, channels) a U-Net architecture was constructed (Fig. 3). The implemented net-
work has a total of 10 convolutional layers: 5 convolutional layers corresponding to the
contraction path, 4 convolutional layers corresponding to the expansion path and 1 final
convolution layer to adjust the output dimension (Table 2).

Table 2. Proposed U-Net architecture

U-Net layers Characteristics

Contraction 2 convolutions with a 3 × 3 Kernel size and a ReLu activation

Dropout to avoid overfitting

A 2 × 2 max pooling

Expansion A 2 × 2 up convolution with a 2 × 2 kernel size

Convolution with a 3 × 3 kernel size and a ReLu activation

Dropout to avoid overfitting

Final Convolution with a 1 × 1 kernel size and a sigmoid activation

2.3 Process of Quadrant Chart and Diagnosis

To provide better visualization of COVID-19 lung lesions in thoracic X-rays. The U-Net
predicted mask was divided into eight quadrants; four quadrants corresponding to each
lung. The division of the imagen was based on the indications for RALE score; each
lung is divided into four quadrants. RALE score has been proved to be an effective
quantitative method for COVID-19 severity diagnosis and it is highly correlated with an
increased risk of ICU admission [38].

2.4 RALE Score

In order to obtain the final output corresponding to the diagnosis of COVID-19 severity
a binary classification was carried out to each quadrant obtained from the U-Net output
(mask). Through an algorithm a value of zero or one was assigned to each quadrant
(lesion present = 1, no lesion = 0). In the last step the value resulting of the sum of all
quadrant values of a single mask was used to calculate the severity degree of COVID-19
according to the RALE score (Table 3). RALE score is measured by dividing the lungs
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Fig. 3. U-Net implemented architecture. A) Represents the applied U-Net in a diagram. The
number of channels is denoted on top of the boxes. The turquoise boxes represent the contraction
path formed by 5 layers that reduce dimension to a half each time. The magenta boxes represent
the expansion path formed by 4 layers that increase the dimension in a factor of 2 each time. In
this figure is easy to observe the concatenation of each layer in the contraction path with each
layer of the expansive path, which forms the U-like structure.

in 4 quadrants each one, having a total number of quadrants equal. According to the
RALE scale every quadrant that presents a lesion is going to represent a point for the
final score. The final score of the RALE scale is calculated as the sum of the value of
every quadrant, being 8 the maximum score that can be achieved.

Table 3. Parameters for the final predicted output, where “FV” is the sum of the binary predicted
outputs for every quadrant of a single predicted mark.

Final output

Values Output

FV = 0: Diagnosis: normal

0 < FV ≤ 2: Diagnosis: mild

2 < FV ≤ 6 Diagnosis: moderate

FV > 6 Diagnosis: severe
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3 Results

3.1 Parameter Configuration

The parameters of the neural network were adjusted to optimize the processing of the X-
ray images. In the segmentationmodel, themost important parameters were: the learning
rate, the batch size, and the number of epochs, whose values are detailed in Table 4. These
parameters were essential to creating an efficient and reliable segmentation process [35].
Regarding the output of the segmentation model, the characteristics of the mask were
a 2D image of 128 × 128 × 1, with a batch size of 164, with a 3 × 3 kernel, and
a ReLu activation function. For the quadrant process, an impression of the lesions in
their respective quadrant was generated based on the Radiographic Assessment of Lung
Edema score. Subsequently, to quantify the percentage of damage in each lung, an
algorithm was generated capable of generating a counter-type output that will classify
the degree of severity of lung damage in levels.

Table 4. Parameters of the applied networks

Segmentation model (U-Net) RALE algorithm

Parameter Value Parameter Value

Learning rate 1 × e−4 Contour area 500

Batch-size 164 Contour retrieval mode RETR-EXTERNAL

Number of epochs 8

3.2 Performance Evaluation for Prediction and Evaluation

The performance of learning algorithms has accepted Performance EvaluationMeasures
ways of evaluating their results[39]. For this reason, parameters such as accuracy as a
metric and predictive quality indicator for the output images (1). In addition, Sensitivity
and specificity (2), (3) regarding recognized examples registered correctly and incor-
rectly for each class. These parameters use the confusion matrix that reflects the correct
answers that the algorithm prediction had in comparison with the actual value and are
helpful in biomedicine, especially in algorithms with images [39].

Accuracy:
Is the ratio of the correct class of samples to the total number of samples.

Accuracy = TP + FN

TP + FN + TN + F
(1)

Sensitivity:
Which defines probability of positive results in case of correct class of sample.

Sensitivity = TP

TP + FN
(2)
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Specificity: Gives the probability of negative result in case of incorrect class of sample.

Specificity = TN

TN + FP
(3)

Table 5. U-net detection and learning results.

Segmentation

Parameter Value

Accuracy 0.9286

Sensitivity 1.0000

Specificity 0.9286

For training, the neural network data was divided into 80:20 for training and testing,
respectively. Figure 4 A), B) shows that after eight epochs, a precision of 0.9286 and a
training loss relative to the epoch number of 0.2235 were obtained. This precision shows
us a great capacity for learning on the U-Net, an important point to take into account
when implanting for the detection of pathologies in chest radiographs. On the other hand,
a sensitivity of 1,000 was obtained, which shows us that the radiographs that present
lesions are correctly identified by the neural network (true positive rate). Finally, with
a specificity of 0.9286, we deduce a high identification of true negatives, thus avoiding
false negatives. These results are shown in Table 5.

Fig. 4. A) Train & validation accuracy with respect to number of epochs of U-Net. B) Train &
validation loss with respect to number of epochs

3.3 Output Evaluation

In summary, the process by which the output image is obtained using the actual model:
A conventional chest X-ray image does select from the data set. Subsequently, a mask is
produced withMATLABwhere the lung lesion can be isolated. After that, the prediction
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of the segmentation network originated. Then, RALE algorithm was applied to obtain
the level of damage in the lungs. This process is shown in Fig. 5. U-Net detection and
learning outcomes.

Fig. 5. The random input of images and their output with classification based on the RALE scale’s
normal, moderate, and severe levels.

For the final result of Fig. 6, an image divided into eight quadrants is generated, with
four quadrants destined for each lung. Subsequently, the lesions were located in each
lung, and weight was assigned to them. In this injury, a score of 6 quadrants was obtained
with a weighting of 1 point for each affected quadrant (presence of lung damage), which
in the weighted sum would mean

∑
quadrant = n with n affected quadrants out of a

total value of 8 quadrants. This result will be quantified to determine if the percentage
of damage is: normal, mild, moderate, severe. The process was repeated for each of the
images in the current database, as shown in Fig. 6.
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Fig. 6. The random input of images and their output with classification based on the RALE scale’s
normal, moderate, and severe levels.

4 Discussion

4.1 Comparison with Similar Models

The method presented in this project has promising results in arresting lung injuries
caused by COVID-19. Since it is based on an efficient method for pulmonary assessment
and the results it shows are high compared to similar studies that use machine learning
and chest radiographs to assess lung injury shown in Table 6. In which was collected
information on investigations that are in the same of CNN presented.

Table 6. Comparison with similar models.

Paper Study Model Performance Dataset

Present work Application of CNN in Software
assisted pulmonary lesion detection
due to COVID-19 using cheperfost
X-ray

U-Net 0.9286 3000

[40] Divergent Nets: medical image
segmentation by network ensemble

TriU-Net 0.796 1000

Divergent Nets 0.823

U-Net++ 0.917

Tri U-Net 0.925

[41] Few-shot 3D multi-modal medical
image segmentation using
generative adversarial learning

Basic U-Net 0.8200 3500
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5 Conclusions

The convolutional network successfully identifies lung lesions on chest radiography and,
with the help of the RELE score-based algorithm, classifies lung damage. Furthermore,
the values of the U-Net learning measurement parameters were satisfactory. The algo-
rithm alsomanaged to detect and classify the severity of COVID-19 damage to the lungs;
this is useful to support medical personnel. It is necessary to mention that although the
neural network predictions are correct, they do not constitute a diagnostic method by
themselves. A mandatory medical evaluation is necessary.

Automated lung injury identification has significant advantages for biomedical appli-
cations, especially during the COVID-19 pandemic; software innovation is necessary
to control the actual pandemic and future public health emergencies. Future work is
focused on improving the precision results of the convolutional neural network and
experimenting with different injury patterns, not just from COVID-19. But also, lung
diseases.
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Abstract. HJ-Biplot and Cluster Analysis are used in a data set that
contains variables related to the impact of COVID-19 and vaccination in
American and European countries. The variables considered are total
cases per million, total tests per thousand, total deaths per million,
total vaccinations per hundred, and people fully vaccinated per hun-
dred. The purpose of this paper is to analyze the time evolution of
the COVID-19 vaccination process in the aforementioned region during
March, April, May, June, July, and August 2021. The results obtained
provide a straightforward way of determining each country’s status with
respect to the variables considered, which could be useful for policymak-
ers to understand the evolution of their country throughout the pan-
demic.
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1 Introduction

A new coronavirus called SARS-CoV-2 is the cause of the disease COVID-19,
which was communicated through a report for the first time to the World Health
Organization (WHO) in December 2019, where cases of viral pneumonia were
mentioned in Wuhan, China [1]. Due to the rapid expansion rate of COVID-19,
on March 11th, 2020, the WHO announced that COVID-19 became a pandemic.
Even more, this disease continues to affect almost all countries around the world.
Also, this virus has infected more than 229 million people and killed more than
4.7 million people up to September 20th, 2021, according to Worldometers [2].

Fortunately, it took no more than a year for the world to announce the
development of vaccines capable of fighting COVID-19. Since then, at least 43.3%
of the world population has been vaccinated with one dose up to September 20th,
2021 [3].

In the early stage of the pandemic, the impact of COVID-19 was measured
through several variables such as the number of intensive care units, hospital
beds, tests, and economic-related ones. To illustrate, we can mention the work
done by Pozo et al. [4], where they studied the relationship between public
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health damages and economic impact of COVID-19 in South American countries.
When countries began their vaccination programs, new data became available
for researchers to study the impact of COVID-19. This work makes use of such
data.

The purpose of this paper is to analyze the time evolution of the COVID-
19 vaccination process in the aforementioned region during March, April, May,
June, July, and August 2021 by means of multivariate statistical techniques such
as HJ-Biplot and Cluster Analysis. The results obtained provide a straightfor-
ward way of determining each country’s status with respect to the variables
considered, which could be useful for policy makers to understand the evolution
of their countries throughout the pandemic.

The present work is organized as follows. Section 2 is dedicated to describe the
data and method used. Section 3 reports the graphical results obtained, which
consist of six graphs representing the clusters for each month. Besides, a dis-
cussion in view of the results is presented. Section 4 concludes the results and
provides policy implications. Additional visual material to Sects. 2 and 3 are
presented in Appendices A and B.

2 Materials and Methods

2.1 Data Description

The data set considered in this work was obtained from a GitHub public repos-
itory (https://github.com/owid/covid-19-data/tree/master/public/data) main-
tained by Our World in Data [3,5,6]. It consists of several variables that charac-
terize COVID-19 related issues such as the number of vaccinated people, number
of confirmed deaths, number of confirmed cases, number of tests, as well as other
variables of potential interest.

The data set covers the majority of countries and territories in the world
for which public data is available. For this work, the following American and
European countries (observations) are considered: Argentina, Bolivia, Canada,
Chile, Colombia, Costa Rica, Ecuador, The United States of America (USA),
Guatemala, Mexico, Panama, Paraguay, Peru, Dominican Republic, Uruguay,
Germany, Belgium, Spain, Italy, Netherlands, Portugal, and The United King-
dom (UK). The most important filtering criterion for selecting both American
and European countries is the availability of data and its update frequency. This
is why countries such as Brazil and France are not considered. Of the remaining
countries, we choose those with the largest population to better interpret and
visualize the results. This is also why countries belonging to other regions were
not initially considered.

To study the 22 countries described above, we consider 5 variables from
the previously mentioned GitHub public repository. The description of these
variables is given below. They are given with respect to the entire population of
each country.

1. total cases per million (V1): This variable measures the number of confirmed
cases of COVID-19 per one million people.

https://github.com/owid/covid-19-data/tree/master/public/data
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2. total deaths per million (V2): This variable quantifies the number of deaths
caused by COVID-19 per one million people.

3. total tests per thousand (V3): This variable counts the number of tests for
COVID-19 per one thousand people.

4. total vaccinations per hundred (V4): This variable measures the number of
COVID-19 vaccination doses administered per one hundred people.

5. people fully vaccinated per hundred (V5): This variable keeps track of the
number of people who received all vaccine doses per one hundred people

The data set is updated daily. However, for the purpose of this paper, a
Python [7] script is used to organize it on a monthly basis. The data is also
arranged cumulatively. That is, it takes into account all of the available historical
data until the last day of each month.

2.2 HJ-Biplot

Biplots are a useful data visualization method proposed by Gabriel [8]. This
multivariate analysis technique allows the representation of a n × p data matrix
Y in a low dimensional space, which helps its interpretation. For a geometric
interpretation of a Biplot representation, see Fig. 1. The Biplot technique is
based on the decomposition of Y as the product of two matrices A and B of
dimension n× s and p× s, respectively. In this way, Y = ABT , and any element
yij can be written as the inner product aT

i bj , where a1, . . . , an are the rows of A
and b1, . . . , bp are the rows of B. Vectors ai and bj are called row markers and
column markers, respectively. For a detailed explanation about the properties of
the markers of a Biplot, the reader is referred to [9].

The matrices A and B are usually obtained by the singular value decompo-
sition (SVD) of Y , that is,

Y = ABT = UΛV T , (1)

where the columns of matrix U are orthonormal eigenvectors of Y Y T , Λ is a diag-
onal matrix that has the singular values λs of Y which are sorted in descending
order, and the columns of matrix V are orthonormal eigenvectors of Y TY [9]. It
is easy to note that the elements yij can also be written as

yij =
min(n,p)∑

s=1

λsuisvjs. (2)

The most common classical Biplots are GH-Biplot and JK-Biplot, and the dif-
ference between the two is the choice of A and B. In the GH-Biplot, A = U and
B = V Λ while in the JK-Biplot, A = UΛ and B = V [9,10]. The former better
represents the columns of Y and the latter the rows. A third alternative intro-
duced by Galindo [11] depicts rows and columns simultaneously with a high
quality of representation [12]. This alternative is called HJ-Biplot, for which,
A = UΛ and B = V Λ. The quality of representation indicates how accurately a
row/column marker is represented in the low dimensional space.
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β
Axis 1

Axis 2

The correlation between the
variables is approximated by
the cosine of the angle between
the vectors. For example, bj3 is
highly correlated with bj1 but
uncorrelated with bj2 .

The variance of a variable
is approximated by the length
of the vector. To illustrate, bj1
has the largest variance.

bj1

bj2

The orthogonal projection
onto a vector indicates
the order of individuals
in that variable. For
instance, ai3 > ai1 > ai2
with respect to bj2 .

ai2

ai1 ai3

The distance between points
indicates similarity. For
example, ai1 is more similar to
ai2 than to ai3 .

bj3

α

Fig. 1. Geometric meaning of the HJ-Biplot representation on plane 1–2. Source: [10].

HJ-Biplot technique has been used by several authors to study a wide range of
problems. For instance, Dı́az-Faes et al. [13] used HJ-Biplot as a tool to inspect
a bibliometric data matrix. Recently, Carrasco et al. [10] evaluated the water
quality in Panama Canal by means of HJ-Biplot. In the context of COVID-19,
Tenesaca-Chillogallo et al. [14] studied the relationship between COVID-19 and
severe health complications using HJ-Biplot. This paper uses HJ-Biplot as well.

2.3 Cluster Analysis

Cluster analysis is a multivariate statistical technique that allows looking pat-
terns in a data set intending to achieve a grouping of observations with similar
characteristics into clusters based mainly on some dissimilarity measure. How-
ever, the clusters are heterogeneous among them [15].

Agglomerative Clustering. It is a hierarchical method that allows grouping
the two closest clusters in each step that is executed. To know what clusters
group a dissimilarity measure is used; usually, a distance metric is employed as
this measure [15]. In short, this works as in the following steps:

Step 1: Assume that every observation is a cluster.
Step 2: Choose the two closest clusters based on distance and put them together

as a new cluster.

Step 2 is repeated until getting only a single cluster. For this work, average
linkage is used, which computes the distance between two clusters C1 and C2

through the average of nm distances, where n and m denote the observations of
the cluster C1 and C2, respectively [15]. That is,

D(C1, C2) =
1

nm

n∑

i=1

m∑

j=1

d(yi, yj), (3)
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where d is a distance between the observations yi ∈ C1 and yj ∈ C2. Euclidean
distance is employed for the present work.

K-Means. This is a non-hierarchical method that allows dividing the data into
k clusters minimizing the intra-cluster distance [16], that is,

k∑

i=1

∑

y∈Ci

d2(y − μi), (4)

where μi is the mean of the Ci cluster and d denotes the distance employed.
This method is performed in the following steps:

Step 1: Choose the number of k cluster.
Step 2: Randomly select the centroids. These are not necessarily observations

from the data set. However, in the simplest case they are.
Step 3: Assign each observation to the nearest centroid. Notice that in this step,

clusters are constructed.
Step 4: Compute and assign the new centroid of each cluster.
Step 5: Reassign each observation to the nearest centroid. Repeat step 4 if new

assignments are observed (i.e., an observation changes of the cluster
where it was assigned previously); otherwise, stop.

Notice that in Step 3 to assign an observation to the nearest centroid, a
distance is used. Commonly Euclidean distance is chosen. Nevertheless, other
distances such as squared Euclidean and manhattan, are employed according to
the case studied. For this work, squared Euclidean distance is used.

In fields such as data analysis, information retrieval, and machine learning, K-
Means is one of the most used algorithm. However, it presents some restrictions,
such as define the optimal number of clusters, the presence of outliers, and others
[17]. A widely used technique to determine the optimal number of clusters is to
combine information obtained from hierarchical and non-hierarchical methods
such as dendrograms and the elbow method. In this sense, the present work uses
the average linkage approach as the hierarchical method and K-Means as the
non-hierarchical method.

2.4 Methodology

The following methodology is applied to each month considered in this work.
The first step was to standardize the data. What we did next was to compute

the determinant of the correlation matrix to check whether or not it is appropri-
ate to use multivariate statistical techniques. It turned out to be suitable for all
the months. The next step was to apply the HJ-Biplot using the software Mult-
Biplot developed by Vicente-Villardón [18] to get a representation of the data
in the plane 1–2 along with the quality of representation of countries/variables
and the total variance explained. Then hierarchical clustering with Biplot coor-
dinates was used in order to find the highest cophenetic correlation for each
method available in MultBiplot. In general, the highest cophenetic correlation
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was achieved when using the average linkage method. This method was then
used to plot a dendrogram for each month see Appendix A).

The large changes in distances approach is employed in the aforementioned
dendrograms to determine the appropriate number of clusters. Nevertheless, the
number of clusters was ultimately determined by combining the mentioned app-
roach and the elbow method (using original standardized data). Both approaches
conclude that 5 clusters are the appropriate choice to describe the data each
month. For plotting the elbow graph, we conducted several tests, which allowed
us to determine that the Hartigan-Wong version [19] of K-Means algorithm yields
the largest distance inter-cluster. After selecting the optimal number of clusters
and the best algorithm, we apply K-Means (squared Euclidean, Hartigan-Wong)
using Biplot coordinates to get the clusters in plane 1-2.

3 Results and Discussion

Before displaying and interpreting the graphical results, we first evaluate the
goodness of the fit and the quality of representation. We find out that the good-
ness of the fit is above 80% for all months and the quality of representation is at
least 65% for all variables in all months (see Appendix B). We therefore conclude
that the two dimensional projection of the data is acceptable and that all the
variables are suitable to draw conclusions. With respect to the quality of rep-
resentations of the countries, conclusions are not immediate. As a general rule,
we can say that the large majority are suitable to draw conclusions. The ones
excepting the rule are listed in Table 1. These countries are not be interpreted.
To determine whether a country/variable can be interpreted or not, the following
rule was used: a country/variable is interpretable if its quality of representation
is larger than half the largest, see [20] for more details.

Table 1. Countries that are not interpretable.

March April May June July August

Netherlands Netherlands Netherlands Netherlands Netherlands Costa Rica

Panama Panama Panama Panama Panama Panama

Canada Argentina

Bearing in mind the previous remarks, we now are able to report our findings.
According to the two approaches described in Subsect. 2.4 for choosing the

optimal number of clusters, five clusters are plotted in the HJ-Biplot represen-
tation on plane 1–2 for each month. This is done with the software MultBiplot,
in which K-Means on the Biplot coordinates was used to perform the clustering.
Along with the HJ-Biplot, a histogram showing the quality of representation of
the countries and some brief comments on the most notable changes are provided
(the complete analysis is reserved at the end of this section). A lighter turquoise
tone in the histograms indicates a high quality of representation.
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The HJ-Biplot representation in Fig. 2 explains 82.6% of variance correspond-
ing March. The most notable observations of this month are the location of
Canada and Germany and the marked isolation of Peru.

Fig. 2. HJ-Biplot, clustering, and quality of representation March.

The HJ-Biplot representation in Fig. 3 explains 82.6% of variance correspond-
ing to April. In this month, it is remarkable the new location of Uruguay, which
has migrated at a high rate.

Fig. 3. HJ-Biplot, clustering, and quality of representation April.
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The HJ-Biplot representation in Fig. 4 explains 83.5% of variance corre-
sponding to May. Uruguay also changes clusters this month. In fact, no other
country, except Uruguay, has significantly changed its relative position until May.

Fig. 4. HJ-Biplot, clustering, and quality of representation May.

The HJ-Biplot representation in Fig. 5 explains 82.7% of variance correspond-
ing to June. It is noticeable how Clusters 1 and 3 in Fig. 4 come together to
become one in this month.

Fig. 5. HJ-Biplot, clustering, and quality of representation June.



COVID-19 Vaccination Process of American and European Countries 391

The HJ-Biplot representation in Fig. 6 explains 81.3% of variance correspond-
ing to July. In this month, no country has changed clusters. However, it is inter-
esting how Ecuador, Mexico, and Bolivia become indistinguishable.

Fig. 6. HJ-Biplot, clustering, and quality of representation July.

The HJ-Biplot representation in Fig. 7 explains 80.5% of variance correspond-
ing to August. This month, Ecuador has moved considerably to the right and
has abandoned Mexico and Bolivia, which still overlap.

Fig. 7. HJ-Biplot, clustering, and quality of representation August.
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The remainder of this section provides an interpretation of the graphical
results.

Countries. If a vertical line is drawn along the origin in all Biplots in Figs. 2, 3,
4, 5, 6 and 7, we can immediately recognize two large groups of countries. One
consisting mainly of European countries (at the right-hand side) and the other
consisting mostly of Latin American countries (at the left-hand side). These
two groups can also be categorized as developed countries and developing coun-
tries, respectively. The categorization of a country as developed or developing
is according to the United Nations [21] classification. This tendency prevails
throughout time but becomes more evident in the last months (June, July, and
August), where the left-hand side of the corresponding Biplot consists of only
developing countries spotlighting the gap between the two groups.

As time goes by, clusters stabilize. In the first three months, all clusters
significantly change their structures, while they basically remain unchanged in
the last three months. For countries with high values in V4 and V5 (vaccina-
tion variables), this stabilization may not be alarming. However, for countries
in the opposite situation (for example, those in cluster 1 in Fig. 7), maintain-
ing the same position is not an appropriate indicator. In fact, staying stuck in
that position would indicate that national vaccination programs are not making
progress.

Ecuador, Bolivia, Mexico, Paraguay, and Guatemala stay together all the time,
except in August when Ecuador changes cluster. Italy, Portugal, Spain, and Bel-
gium never separate as well. As mentioned prior to Fig. 2, Peru always forms a
cluster by itself. Chile, USA, and UK constitute a cluster from the beginning and
remain together even when later they form a larger cluster. It is also noticeable
how Germany, Canada and Dominican Republic slowly separate from their initial
clusters and form a cluster by themselves (in August, Ecuador joins this cluster).
It is surprising the location of Germany and Canada in the first month. However,
as time goes by, they move to the right, where the other developed countries are.
Uruguay starts surrounded by developing countries and moves rapidly towards the
right reaching a better-positioned cluster, where developed countries enclose it.

Variables. We now advocate to provide information about the variables. Most
of the time, the variable with largest variance is V1. In all months, V3, V4,
and V5 are highly positive correlated. Indeed, as time goes by, V4 and V5 tend
to become equal. This result is expected since a higher number of people fully
vaccinated is related to a higher number of vaccines administered. The highly
positive correlation between V3 and {V4, V5} reflects the fact that the countries
that are most concerned about testing are those that are also most concerned
about vaccination.

Note how the angle between V2 and V3 and between V2 and {V4, V5}
increases as time goes by. On the one hand, in March, V2 and V3 are posi-
tively correlated since �(V2,V3) < 90◦1. In April, �(V2,V3) increases without
reaching 90◦. In the remaining months, it becomes evident that V2 and V3 are

1 �(V2,V3) < 90 is a short way of saying: the angle between V2 and V3 is less that 90◦.



COVID-19 Vaccination Process of American and European Countries 393

uncorrelated because �(V2,V3) ≈ 90◦. On the other hand, in the first three
months, �(V2, {V4,V5}) indicates that V2 and {V4,V5} are uncorrelated. How-
ever, in the last three months, �(V2, {V4,V5}) > 90◦, which means that V2 and
{V4,V5} are negatively correlated. This discussion shows that between May and
June, V2 changes from being positively related by testing to be negatively influ-
enced by vaccination. Therefore, vaccination has prevented the mortality rate
from continuing to rise.

Countries and Variables. An interpretation of both countries and variables
is presented in the sequel. We start noticing that Latin American countries,
specifically, those constituting the red cluster in all months has always the lowest
values in V1. This means that the number of cases per million is relatively low
in comparison with countries appearing in the right hand side (mostly European
countries) of the corresponding Biplot. UK has the largest value in V1 (except
in March). USA is also one of the leading countries with respect to V1 in the
first months. Oppositely, Guatemala has always the smallest value. Chile is one
of the Latin American countries with largest value in V1. The case of Uruguay
is interesting. In March, Uruguay has a small value in V1. However, as time goes
by, Uruguay migrates and increases its V1 value in the subsequent months. The
performance of Ecuador in terms of V1 is poor.

We now move into analyzing the behaviour of countries with respect to V2.
The most evident and worrying observation is the high value of Peru in V2

during the whole time frame. This unparalleled high value in V2 explains why
Peru always forms a cluster by itself. We note that Argentina increases its V2

value as time goes by. In June, it becomes the second worst country in terms of
deaths. This position is maintained the subsequent months. Uruguay and Chile
also increases its V2 as time goes by.

In average, we can say that European and Latin American countries perform
equally in terms of V2. In the first three months, the European countries have
higher values in V2 while in the last three months the trend is reversed. Most
of the time, the best performing countries with respect to V2 are Guatemala,
Dominican Republic, Canada, and Germany.

With respect to V3 we notice that Chile, USA, and UK are the leading
countries in the first four months. In August, Belgium, Uruguay, and Portu-
gal surpasses them (except to UK). It is evident that most of Latin American
countries are the worst in terms of V3 during the whole time frame.

Finally, we devote to study V4 and V5. In general, European countries are the
best performing in these variables. Chile, USA, and UK are the leading countries
in these variables during the whole time frame (except in August, where Belgium
and Portugal surpass USA and Chile). In April, we notice how Ecuador, Bolivia,
Paraguay, Mexico, Colombia, Guatemala, and Argentina are aligned in these
variables, which means that their performance is similar in terms of vaccination.

4 Conclusions

Understanding the time evolution of the COVID-19 vaccination process pro-
vides governments and policymakers with tools to better manage the pandemic.
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To that end, this paper used HJ-Biplot and Cluster Analysis. These visualization
tools led to the following conclusions. Despite having 5 clusters, the variables
considered in this study reveal that countries divide into two underlying groups:
developing and developed countries.2 This can be verified by looking at the
orthogonal projections of countries on V4 and V5 in Fig. 7. The formation of
these two groups shows two issues. The first is that facing the pandemic is not
a matter of global collaboration. The second one is that there is no need to be
a developed country to quickly vaccinate people as Chile and Uruguay demon-
strate.3 The evolution of Uruguay in terms of vaccination is impressive during
the whole time frame. The case of Ecuador also exhibits that a rapid vaccination
is a matter of political will. In fact, things started to change in August 2021,
just right after three months since a new government took office in Ecuador.

Another important conclusion is related to the positive impact of vaccina-
tion in reducing the number of deaths. This began to be evident in May (see
Fig. 4), when the number of deaths and vaccination variables (V4 and V5) became
inversely correlated, which means that as long as vaccination progress, the num-
ber of deaths will reduce.

Appendix A − Dendrograms Using HJ-Biplot
Coordinates

Fig. 8. Dendrograms using HJ-Biplot coordinates of March and April.

2 Being the Dominican Republic and Germany the border of the two groups, respec-
tively.

3 As of September 15th 2021, Chile and Uruguay has vaccinated over 73% of their
population [3].



COVID-19 Vaccination Process of American and European Countries 395

Fig. 9. Dendrograms using HJ-Biplot coordinates of May and June.

Fig. 10. Dendrograms using HJ-Biplot coordinates of July and August.

Appendix B − Quality of Representation for Months

Fig. 11. Quality of representation for March, April, and May.
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Fig. 12. Quality of representation for June, July, and August.
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10(1), 13–23 (1986)

12. Gallego-Alvarez, I., Vicente-Galindo, M.P., Galindo-Villardón, M.P., Rodŕıguez-
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Abstract. The mathematical models can help to characterize, quantify,
summarize, and determine the severity of the outbreak of the Coron-
avirus, the estimation of the dynamics of the pandemic helps to identify
the type of measures and interventions that can be taken to minimize the
impact by classified information. In this work, we propose four epidemi-
ological models to study the spread of SARS-CoV-2. Specifically, two
versions of the SIR model (Susceptible, Infectious, and Recovered) are
considered, the classical Crank-Nicolson method is used with a stochas-
tic version of the Beta-Dirichlet state-space models. Subsequently, the
SEIR model (Susceptible, Exposed, Infectious, and Recovered) is fitted,
the Euler method and a stochastic version of the Beta-Dirichlet state-
space model are used. In the results of this study (Portoviejo-Ecuador),
the SIR model with the Beta-Dirichlet state-space form determines the
maximum point of infection in less time than the SIR model with the
Crank-Nicolson method. Furthermore, the maximum point of infection
is shown by the SEIR model, that is reached during the first two weeks
where the virus begins to spread, more efficient is shown by this model.
To measure the quality of the estimation of the algorithms, we use three
measures of goodness of fit. The estimated errors are negligible for the
analyzed data. Finally, the evolution of the spread is predicted, that can
be helpful to prevent the capacity of the country’s health system.

Keywords: SARS-CoV-2 · Stochastic epidemic model · SIR model ·
SEIR model · Portoviejo-Ecuador

1 Introduction

All dynamic biological systems under stochastic forces are evolved. For example,
when the physiological characteristics of an individual are analyzed, many factors
are found that cannot be controlled, such as hormonal oscillations, variations in
blood pressure, respiration, neuronal control, the variability of muscular activ-
ity, enzymatic processes, chemical reactions, genes, cellular metabolism, among
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others. In [13] an epidemiological stochastic model is studied, and a method
determines the probability of an epidemic reaching, a specific size is proposed
to extinction, and also, a partial differential equation model by age-structured
populations models is obtained in continuous time. In [11] a deterministic epi-
demic model and an equation for the extinct size of the epidemic are studied,
and a threshold for population density is considered. In [5] a stochastic version
of the McKendrick model is developed. In [4] the version of a deterministic and
stochastic epidemiological model is unified. Also, the statistical models are pre-
sented to make an inference. Others deterministic models of great impact are
proposed, by [2,3,5,7] among others. Recent research on the subject is shown in
[6], that is a mathematical model for the spread of infectious diseases, a homo-
geneous population with spreads of a communicable disease is shown that is
during a short outbreak. In [1] some mathematical methods for numerical sim-
ulation of stochastic epidemic models are proposed, and the models in terms of
a continuous-time Markov chain and stochastic differential equations are formu-
lated. The methodology are illustrated to use well-known examples, such as the
SIR epidemic model and a vector-host malaria model. Some analytical meth-
ods are discussed to approximate the probability of a disease outbreak. In [10]
proposes two statistical models by systems of stochastic differential equations
to model the dynamics of population growth and to understand the relation-
ships between variables. In [15] a model in the space-state form by susceptible
infectious-recovered (SIR) deterministic mathematical model is proposed, sea-
sonal influenza is forecasted, simultaneously, multiple sources of uncertainties are
explained. A stochastic model of transmission of diseases of the SEIR model is
proposed in [14], a nonlinear system of stochastic differential equations is formu-
lated. Numerical simulations by the Euler-Maruyama algorithm are performed,
and the parameters by an adaptive Markov Monte Carlo chain and an extended
Kalman filter algorithm are estimated. Finally, the parameters by the proposed
methodology are identified. In [18] proposes a susceptible-exposed-infectious-
recovered deterministic model (SEIR), that is based on a dependent dynamic
system on the time, that considers clinical progression of the disease, that is
dependent on epidemiological status of individuals, and mobility restrictions.

The contribution of this paper is based on the estimation of the two classical
and stochastic versions of the SIR/SEIR models. In addition, an adaptation of
the Dirichlet-Beta state-space model is performed. Crank-Nicolson, Euler, and
Gibbs algorithms are used to estimate the parameters and solution of the states
of the differential equations.

The rest of the article continues, as follows: In Sect. 2, the models are for-
mulated; In Sect. 3, the methodology is described, In Sect. 4, the results are
discussed, In Sect. 5 a discussion and conclusions are established.

2 Models Formulation

2.1 SIR Model

In the SIR model, three compartments or categories are defined: Susceptible:
are individuals without immunity to the infection, those individuals, if they are
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exposed, they can become infected. Infectious: are infected individuals and they
can transmit the infection to susceptible individuals. Recovered: when individu-
als are immune to infection, therefore those individuals do not affect transmission
dynamics. A basic transmission model for a directly transmitted infectious dis-
ease is presented, the SIR model [11]. Consider a closed population of individuals,
that is divided into three categories: Susceptible (S), Infectious (I), and Recov-
ered (R). At any time t = 0.1, . . . , T . Each individual belongs to one of these
three categories. The proportion of the population as Susceptible, Infectious,
and Recovered is defined:

s(t) =
S(t)
N

, i(t) =
I(t)
N

, r(t) =
R(t)
N

(1)

respectively, S(t)+I(t)+R(t) = N , and s(t)+ i(t)+r(t) = 1. The SIR model by
a deterministic representation is described, that is, the dynamics of the infection
by a set of ordinary differential equations are modeled.

dS

dt
= −βsi,

dI

dt
= βsi − γi,

dR

dt
= γi (2)

where: β > 0 is the rate of transmission of a disease, and γ > 0 is the recovery
rate. The stochastic version of the SIR model is shown:(

dx1

dx2

)
=

( −βx1x2

βx1x2 − γx2

)
dt +

1√
N

( √
βx1x2 0

−√
βx1x2

√
γx2

)(
dB1

dB2

)

where x1 = s and x2 = i denote the fractions of susceptible and infectious
individuals in the population, B1 and B2 are independent Brownian motion, that
represents the stochastic part in the transmission and recovery of the disease.

2.2 Fokker-Planck-Kolmogorov Equation (FPK)

Suppose the transition density p(x, t) of an Itô diffusion process x(t):

dXi(t) = μi(t;Xi(t), θ)dt + Σi(t;Xi(t), θ)dBi (3)

where B1, . . . , BN denotes independent Brownian motion, μi(t;Xi(t), θ) ∈ R
N,

and Σi(t;Xi(t), θ) ∈ R
N×N. The probability density p(x, t) of the solution of the

SDE in Eq. (3) solves the partial differential equation (FPK):

∂pθ(t;x0, x)
∂t

= −∂ (μ1(x, θ)pθ(t;x0, x))
∂x1

− ∂ (μ2(x, t)pθ(x, t))
∂x2

+
1
2

∂2 (Σ11(x, θ)pθ(t;x0, x))
∂x2

1

+
1
2

∂2 (Σ22(x, θ)pθ(t;x0, x))
∂x2

2

+
∂2 (Σ21(x, θ)pθ(t;x0, x))

∂x2∂x1

The discrete version of the FPK equation is given by:(
1 − κ

2
c1(x, θ)

∂2pθ(t;x0, x)
∂x2

1

)
pi+0.5

j,l =
(

1 +
κ

2
c2(x, θ)

∂2pθ(t;x0, x)
∂x2

2

)

× pi
j,l + κc3(x, θ)

∂2pθ(t;x0, x)
∂x2∂x1

pi
j,l (4)
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and(
1 − κ

2
c2(x, θ)

∂2pθ(t;x0, x)
∂x2

2

)
pi+1

j,l =
(

1 +
κ

2
c1(x, θ)

∂2pθ(t;x0, x)
∂x2

1

)
pi+0.5

j,l

+ κc3(x, θ)
∂2pθ(t;x0, x)

∂x2∂x1
pi+0.5

j,l (5)

2.3 The SEIR Model

We investigate the SEIR epidemic model [11] for application to data of COVID-
19 incidence. The model assumes S, E, I, and R compartments that is represent-
ing: susceptible, exposed, infectious, and recovered individuals. The equations for
the population change of each warehouse that are established as following:

dS

dt
= −βSI,

dE

dt
= βSI − ωE,

dI

dt
= ωE − γI,

dR

dt
= γI (6)

where: β = β0k, β denotes the coefficient of the rate of infection, β0 denotes the
probability of exposure of infection, k denotes the frequency of exposure; ω = 1

Te
,

ω denotes the coefficient of the latency of the rate of migration, Te denotes the
average of latency; and γ = 1

Ti
, γ denotes the coefficient of the migration rate,

Ti denotes the average time of recovery. In [18] transmission dynamics by the
system of differential equations is modeled:

dS

dt
= − (β + c(t)q (1 − β) S (I + θA) + λSq) ,

dE

dt
= βc(t) (1 − q) S (I + θA) − σE

dI

dt
= σ�E − (δI(t) + α + γI) I,

dA

dt
= σ (1 − �) E − γAA

dSq

dt
= (1 − β) cqS (I + θA) − λSq,

dEq

dt
= βc(t)qS (I + θA) − δqEq

dH

dt
= δI(t)I + δqEq − (α + γH) H,

dR

dt
= γII + γAA + γHH (7)

where: c(t) is contacted rate, β is probability of transmission per contact, q is
quarantined rate of exposed individuals, σ is rate of transition of exposed indi-
viduals to the infected class, λ is the rate of uninfected individuals in quarantine
they are released into the wider community, � is the probability of symptoms
among infected individuals, δI is the rate of transition of symptomatic infected
individuals to the quarantined infected class, δq is the rate of transition of quar-
antined exposed individuals to the quarantined infected class. γI(t) is the rate
of recovery of symptomatic infected individuals, δA is the rate of recovery of
asymptomatic infected individuals, γH is the rate of recovery of quarantined
infected individuals, α is the rate of disease-induced death.

2.4 Dirichlet-Beta State-Space SIR Model

Let Xi = X(t;; θ), and X0:N = (X0, . . . , XN )T . The process X0:N is only
observed through another process Y1:N = (Y1, . . . , YN )T with Yn ∈ R

r. The
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conditionally observed random variables Y1:N are given by X0:N . The Dirichlet-
Beta state-space model is defined as:

X(t0) ∼ p0(x(t0)|θ), Y (ti)|η(ti) ∼ p1 (y(ti)|η(ti)) , η(ti)|X(ti) = f(xt)
X(ti+1)|X(ti) ∼ p2 (x(ti+1)|x(ti); θ) , θ ∼ p3(θ0) (8)

where: Y (ti) are the observations in time ti; Y (ti)|η(ti) is the distribution of the
observation; X(ti) is an unobserved state of the process. The states are governed
by a Markov process with a transition distribution p1 (x(ti+1)|x(ti); θ), that may
not be generally treatable; p2(x(t0|θ) is an initial distribution; p3(θ0) is a prior
distribution of the parameter θ; and f : R −→ R is a linked function, that is
allowed by a non-linear transformation of the observations. An equivalent way
of representing the Dirichlet-Beta state-space SIR model is followed

y (ti) |η(ti) ∼ Beta(μ(t), ν(t)), η(ti)|x(ti) ∼ Beta(UV ; (1 − U)V )

U =
μ(t)

μ(t) + ν(t)
, V = μ(t) + ν(t), x(ti)|x(ti−1) ∼ Dirichlet (κf(xt−1, β, γ))

x(t0) ∼ unif(Li, Ls), κ ∼ Gamma(a, b) (9)

where: y(ti) = (yS
ti , y

I
ti , y

R
ti )

T , the data with errors over time is measured: x(ti) =
(xS

ti , x
I
ti , x

R
ti)

T , i = 1, . . . , N represent the true proportion (unknown) of the
states of the susceptible, infected and recovered population, respectively, Θ =
(θ0, β, γ, κ)T where γ > 0 is the rate of the recovery, β > 0 is the rate of disease
transmission, and f (xt−1, β, γ) ∈ R3 is the solution of the system of ordinary
differential equations

dxS(t)
dt

= −βxS(t)xI(t),
dxI(t)

dt
= βxS(t)xI(t) − γxI(t),

dxR(t)
dt

= γxR(t)

(10)

where xS
t + xI

t + xR
t = 1, and xS

t = xS(t), xI
t = xT (t), xR

t = xR(t) > 0. The
system (10) is transformed by a system of stochastic differential equations.

dxS(t)
dt

= −βxS(t)xI(t) + dBS
1 , dBS

1 ∼ N(0, σ2)

dxI(t)
dt

= βxS(t)xI(t) − γxI(t) + dBI
2 , dBI

2 ∼ N(0, σ2)

dxR(t)
dt

= γxR(t) + dBR
3 , dBR

3 ∼ N(0, σ2) (11)

2.5 Dirichlet-Beta State-Space SEIR Model

Consider the Eq. (9), let:

y(ti) = (yS
ti , y

E
ti , y

I
ti , y

A
ti , y

Sq
ti , yEq

ti , yH
ti , yR

ti )
T , t = 1, . . . , T (12)
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and the observations with errors in time are measured:

x(ti) = (xS
ti , x

E
ti , x

I
ti , x

A
ti , x

Sq

ti , x
Eq

ti , xH
ti , x

R
ti , x

Iq
ti )T , i = 1, . . . , N (13)

is a vector to respectively represent proper proportion (unknown) of the states
of the susceptible, exposed, infected, symptomatic, quarantine, exposed isolated,
hospitalized, recaptured, and infected isolates. The system of stochastic differ-
ential Eq. (7) defines the Dirichlet-Beta state-space SEIR model:

dS

dt
= − (β + c(t)q (1 − β) S (I + θA) + λSq) + dBS

1 , dBS
1 ∼ N(0, σ2)

dE

dt
= βc(t) (1 − q) S (I + θA) − σE + dBE

1 , dBE
1 ∼ N(0, σ2)

dI

dt
= σ�E − (δI(t) + α + γI) I + dBI

1 , dBI
1 ∼ N(0, σ2)

dA

dt
= σ (1 − �) E − γAA + dBA

1 , dBA
1 ∼ N(0, σ2)

dSq

dt
= (1 − β) cqS (I + θA) − λSq + dB

Sq

1 , dB
Sq

1 ∼ N(0, σ2)

dEq

dt
= βc(t)qS (I + θA) − δqEq + dB

Eq

1 , dB
Eq

1 ∼ N(0, σ2)

dH

dt
= δI(t)I + δqEq − (α + γH) H + dBH

1 , dBH
1 ∼ N(0, σ2)

dR

dt
= γII + γAA + γHH + dBA

1 , dBA
1 ∼ N(0, σ2) (14)

3 Methodology

The solutions of the FPK equation are approximated, the Peaceman-Rachford
scheme [17] in conjunction with the Crank Nicolson algorithm are used that is a
very effective method, and that guarantees stability in the solutions, ([8,12,16],
among others). A tridiagonal system of equations is obtained, that can be solved
in an interactive way, i.e., 5.

The SIR epidemic model can be written in the form of space-state models,
and that is considered a partially observed process; that is interesting to infer
about the solutions of the unknown states x0:t = (x0, . . . , xt) where the states
are given the observations y1:t = (y1, . . . , yt). Then if θ is known, and x0:k is
unknown, the joint distribution of the states is given:

p(x0:t) = p(xt|xt−1)p(xt−1|xt−2), . . . , p(x1|x0)p(x0) = p(x0)
t∏

i=1

p(xi|xi−1) (15)

where p(x0) is a prior initial density. The likelihood of the data is given:

p(y1:t|x0:t) = p(y1|x1)p(y2|x2) . . . p(yt|xt) =
t∏

i=1

p(yi|xi) (16)
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Then a posterior distribution is given:

p(x0:t|y1:t) =
p(y1:t|x0:t)p(x0:t)

p(y) =
∫

p(y1:t|x0:t)p(x0:t)dx0:t
(17)

In most applications, that is complicated to implement the algorithm for the
Eq. (17) since the marginal density p(y) is generally not available in the closed-
form. Therefore, algorithm is based in methods to approximate values. A Markov
chain Monte Carlo (MCMC) method is used. Specifically, the Gibbs sampler [9]
simulates the samples of the posterior distribution. The algorithm is:

1. For m = 1, 2, . . . ,M ,
2. θ(m) ∼ p(θ) is sampled from (8).
3. For t = 1, 2, . . . , T ,
4. x

(m)
t ∼ p

(
xt|x(m)

t−1, θ
(m)

)
is sampled from (8).

5. y
(m)
t ∼ p

(
yt|x(m)

t , θ(m)
)

is sampled from (8).

The predictions for future observations yt+1:T = (yt+1, yt+2, . . . , yT ) are based
on a posterior predictive distributions, that are obtained from

p (yt+1:T |y1:t) =
∫ ∫

p (yt+1:T , x1:t, θ|y1:t) dx1:T dθ (18)

The algorithm is followed to sample from yt+1:T |y1:T by the Eq. (18)

1. Given M is sampled from x1:t, θ|y1:t
2. For m = 1, 2, . . . ,M,
3. For t = 1 = t + 1, t + 2, . . . , T

4. x
(m)
t ∼ p

(
xt|x(m)

t−1, θ
(m)

)
is sampled from (8).

5. yt ∼ p
(
x
(m)
t |x(m)

t , θ(m)
)

is sampled from (8).
6. Return:

y
(m)
t+1:T =

(
y
(m)
t+1 , y

(m)
t+2 , . . . , y

(m)
T

)
(19)

3.1 The Goodness of Fit Measures

The goodness of fit measures are presented, the accuracy of the estimation of
the proposed models is validated. The error is the difference between the actual
value and the predictive value that is corresponding period: εt = yt − ŷt, where
εt is the error, yt is the actual value, and ŷt is the predicted value in the period
t. Then, the error measures are considered:

1. The MAE or mean absolute error: measures the average of the sum of dif-
ferences of absolute value between observed values and predicted values:
MAE = 1

N

∑N
t=1 |yt − ŷt|

2. The mean square error (MSE) of a predicted value ŷ and current value y is
defined by: MSE = 1

N

∑N
t=1 (yt − ŷt)

2

3. The RMSE is the root of the mean square error that is defined by: RMSE =√
1
N

∑N
t=1 (yt − ŷt)

2 where N represents the number of used observations for
analysis.
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4 Results

The SARS-CoV-2 data is obtained from the National Health Commission of the
Republic of Ecuador and the project: Evaluation of the progress of the pandemic
in the Portoviejo canton of the Province of Manab́ı, that corresponds to series
from 15− 03− 2020 to 01− 05− 2020, that is considering a sample of 60 days in
the province of Potoviejo. The estimated population is of 329.144 inhabitants,
where there are 444 cases are confirmed.

Four epidemiological models are estimated to understand the dynamics of
the pandemic. First: the SIR model (5), a numerical method of estimation is
known as C-N, the algorithm is incorporated; Second: a second Bayesian model
is proposed to base on the Beta-Dirichlet state-space model (9), specifically a
Gibbs algorithm allows to approximate solutions in on-line, the vector of states
x(ti) of the model is defined in the Eq. (11); Third: the classic model [18] is
used, an Euler discretization is carried out, the solutions of the model (7) are
approximated. Finally, a stochastic version of the [18] model is adjusted, that
is defined in the Eq. (7). An adaptation of the SEIR model is performed to
estimate the solutions the form of Beta-Dirichlet state-space models (9) is used.
The stochastic version of the [18] model is given (14). The prior distributions of
the parameters are:

1. The Beta-Dirichlet state-space SIR model:
(a) xS(t0) ∼ Beta(0.00899, 8.98101), xI(t0) ∼ Beta(73.37198, 0.55817),
(b) xR(t0) ∼ Beta(0.25278, 0.00003), κ ∼ Gamma(241, 10),
(c) ν(t) ∼ Unif(1, 1000), μ(t) ∼ Gamma(241, 1).

2. The Beta-Dirichlet state-space SEIR model:
(a) xS(t0) ∼ Beta(0.00899, 8.98101), xE(t0) ∼ Beta(48.50625, 0.24375),
(b) xI(t0) ∼ Beta(73.37198, 0.55817), xR(t0) ∼ Beta(0.25278, 0.00003),
(c) xA(t0) ∼ Beta(23.87765625, 0.05984375), xSq (t0) ∼ Beta(0.8, 7.2),
(d) xEq (t0)∼ Beta(0.25278,0.00003), xH(t0)∼ Beta(5.99090343 ,0.00419657),
(e) κ ∼ Gamma(89.9, 809.1), ν(t) ∼ Unif(1, 1000), μ(t) ∼ Gamma(89.9,

809.1).

Table 1, the required values for the initialization of the algorithms are defined,
the solution states and the parameters of the SIR model are estimated. A closed
population of individuals of size N = 319.185 is considered, that is without any
restrictions, the population is partitioned into three states: Susceptible S, Infec-
tious I, and Recovered R, where each individual is a member of exactly one of

Table 1. Initial values and parameters of the SIR model

dt = 0.01 γ = 0.2 β = 1.75

I0 = 7.550e − 4 S0 = 0.999 R0 = 1.253e − 5

μ(t) = 1 ν(t) = 0.729 U = 0.578

V = 1.307 σ2 = 1 T = 6000
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those three categories. For a time t = 0, 1, . . . , T , the trajectories S(t), I(t), R(t)
of the solutions of the stochastic differential equation system are estimated by
Fokker-Planck-Kolmogorov. The graphs of the temporal evolution of the number
of susceptible, infected, and recovered individuals in the population are shown.
The graphs are obtained by a numerical computational scheme that is known as
the C-N algorithm. In the graph of the infected, a maximum outbreak point is
approximately reached at day 25. In Figs. 1(a), 1(b), 2(a), see appendix A, the
solutions by the SIR model is obtained. The second proposed model is a Beta-
Dirichlet state-space SIR model, that is defined in the Eq. (9). In Figs. 2(b),
3(a), 3(b) the curves for the susceptible, infectious, and recovered states are
shown, the infected pick on the day 22 is shown. The third considered model is a
deterministic model, that is defined in Eq. (7). In the first instance, a numerical
discretization of Euler’s algorithm is implemented when the system of differential
equations in a deterministic way is solved. The model is allowed to reflect the
flow of people between the four states: susceptible S, exposed E, infected I, and
recovered R. The model includes restrictions in the population such as quaran-
tine, isolation, hospitalization, treatment, reduced mobility flow. This model is
used to understand the dynamics of the pandemic. In the Figs. 4(a), 4(b), 5(a),
5(b), 6(a), and 6(b) are shown, see appendix A, the solution states S(t), E(t),
I(t), A(t), Sq(t), Eq(t), H(t) and R(t) are estimated. Finally, the fourth model
as a stochastic version of the [18] is adjusted, that is defined in Eq. (14). The
parameters of the model are established in Table 2. That is seen/observed that
when there are control policies by the government then the curve of the pop-
ulation of susceptible is slightly decreased, the maximum peak of the infected
population by less time is reached, that represents an asymmetric curve that gets
full height in the first week around day 7 and then that decreases and to tend to
zero after day 30. In non-symptomatic (pre-symptomatic) patients, a decreased
curve tends to zero that is approximately starting after day 50; the graph of the
exposed individuals is decreased, that is approximately tending to zero after day
20; in the recovery curve, an increased function can be observed that tends to sta-
bilize from day 40; in the hospitalized patients can notice an asymmetric curve,
a maximum peak around 10 is reached, that tends to decrease. In Figs. 8(a),
8(b), 9(a), 9(b), 10(a), 10(b), 11(a), and 11(b) are shown, see appendix A. Now
the Beta-Dirichlet state-space SEIR model is defined in (14). In the obtained
Figures, a very similar behavior to the model (7) can be observed. An earlier

Table 2. Initial values of the parameters of the SEIR model

S0 = 0.999 E0 = 0.005 I0 = 7.550e − 4 A0 = 0.0025

Sq0 = 1 Eq0 = 0.0052 Hq0 = 7.55.10−4 R0 = 1.253e − 5

α = 0.000017826 β = 0.000000021 γA = 0.13978 γI = 0.33029

γH = 0.11624 λ = 0.07142857 δIO = 0.86834 1
δIf

= 0.13266

δq = 0.1259 σ = 0.14285714 σ = 0.142857 � = 1

c0 = 14.781 cb = 2.9253 r1 = 1.3768 q = 0.000012
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warning in time is shown, i.e., in the case of the infected individuals, the max-
imum peak is reached at the end of the first week, and the convergence to zero
is accelerated faster than the model (7).

In Tables 3 and 4 are shown three measures of goodness of fit: the MSE,
RMSE and MAE measure the quality estimation of the models, that are defined
in (9) and (14), insignificant estimation errors are respectively shown. Table 5
shows the predictions of the third model (7) and the Beta-Dirichlet state-space
model (14). Expected values for days from 01 − 05 − 2020 can be observed.

Table 3. Estimation of the MSE, RMSE and MAE, model (9)

States MSE RMSE MAE

S 1.92e−07 4.39e−04 5.66e−05

E 8.81e−10 9.39e−05 1.21e−07

R 1.14e−07 3.38e−04 4.36e−06

Table 4. Estimation of the MSE, RMSE and MAE, model (14)

States MSE RMSE MAE

S 2.33e−07 3.53e−04 4.76e−06

E 7.85e−11 8.46e−06 3.25e−07

I 2.14e−07 2.21e−04 3.52e−06

A 2.14e−07 5.48e−04 4.67e−06

Sq 9.95e−09 2.46e−06 2.21e−07

Eq 3.32e−07 44.41e−05 5.54e−06

H 7.88e−08 3.55e−06 3.26e−07

R 4.44e−07 3.33e−05 4.41e−06

Table 5. Prediction of models (7) and (14)

Days Model (7) Model (14) Data Real

0 444 444 444

1 822 819 786

2 1099 1095 1016

3 1195 1192 1208

5 Discussions and Conclusions

Four epidemiological models are proposed to estimate the solutions of the differ-
ential equations SARS-CoV-2. Two versions of the SIR models and two versions
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of the SEIR model are fitted. Several strategies of the estimation are used: two
numerical methods, Cank-Nicolson and Euler are used. In addition, two versions
of the SIR and SEIR models are included in the form of Beta-Dirichlet state-
space models. In addition, a Gibbs algorithm is used to find the solutions. As
partial conclusions are obtained from this empirical study, that is possible to
point out that the proposed models allow to find the satisfactory solution of
the states. When the SIR model is fitted by the C-N algorithm, the maximum
point of infected I(t) is reached in the day 25, the susceptible S(t) tends to zero
after day 30, and the recovered R(t) stabilizes after day 40. In the case of the
SIR model fits in the Beta-Dirichlet state-space form, that has similar behav-
iors, S(t) = 38, I(t) = 22, and R(t) = 35, the only difference is in determining
the maximum peak of infected. When the SEIR model is fitting by the Euler
method, the maximum point of infected I(t) is reached in the first week, the
pre-symptomatic A(t) shows to tend to zero from day 40, the susceptible Sq(t)
in quarantine tends to zero from day 50, those exposed individuals in isolation
Eq(t) tend towards zero from day 30, hospitalized H(t) reaches the maximum
around day 10. Finally, the recovered R(t) stabilizes from day 40. Thus, the fit
of the SEIR model in the Beta-Dirichlet state-space form has a behavior quite
similar to the Euler method. Theoretically, that is known that the SIR model is
free of restrictions on the population, that implies that is controlling the peak
points of pandemic, outbreaks is much more complicated to handle due to the
lack of control in the population. The SEIR model incorporates restrictions such
as quarantine, isolation, treatment, and other stratifications in the population.
The restriction of measures in this study can explain how to detect the outbreak
of infections in two weeks, that is concerning much less time than free models of
restrictions that is compared by the values of the predictions for the considered
models, that shows all reasonable estimates. Finally, three goodness-of-fit mea-
sures are used to validate the performance of the models, insignificant errors of
estimation are obtained.

Appendix A: Supporting Information

Figures

Fig. 1. Estimate of S(t) and I(t), SIR model by the C-N algorithm



Estimate of the Risk of Transmission of SARS-CoV-2 in Portoviejo-Ecuador 409

Fig. 2. Estimate of R(t), SIR model by the C-N algorithm, and S(t) SIR model, Gibbs
algorithm

Fig. 3. Estimate of I(t) and R(t), SIR model, Gibbs Algorithm.

Fig. 4. Estimate of S(t) and E(t), model (7), Euler’s method

Fig. 5. Estimate of I(t) and A(t), model (7), Euler’s method

Fig. 6. Estimate of Sq and Eq, model (7), Euler’s method
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Fig. 7. Estimate of H(t) and A(t), model (7), Euler’s method

Fig. 8. Estimate of S(t) and E(t), model (14), Gibbs algorithm

Fig. 9. Estimate of I(t) and A(t), model (14), Gibbs algorithm

Fig. 10. Estimate of Sq(t) and Eq(t), model (14), Gibbs algorithm

Fig. 11. Estimate of H(t) and R(t), model (14), Gibbs algorithm
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Abstract. Hand gesture recognition (HGR) systems are the current topic, attract-
ing interest in many fields. This broad interest is because people use hand move-
ments to communicate and interact with the physical world. HGR systems are
overgrowing, and the reason is that they have applications for different fields of
study. Fields can be human-computer interaction (HIC), augmented and virtual
reality, robotics, medicine, and video games. Recognizing the frames to corre-
spond to the hand gesture from a frames sequence is essential to developing HIC
systems. Thus, this paper presents algorithms to detect the images corresponding
to a hand gesture from a frame sequence acquired by the Leap Motion Controller.
The frames sequence contains non-gestures images because themovement follows
a video pattern in which the initial and final images correspond to the transition of
the gesture. Therefore, this paper develops an automatic (AID) and manual (MID)
images discriminator. Every algorithm returns a dataset with images correspond-
ing to the hand gesture. To validate the algorithms, we present an HGRmodel with
every algorithm. The models take as input the new dataset and feed an architec-
ture based on convolutional neural networks (CNN). Our models recognize five
static gestures: open hand, fist, wave in, wave out and pinch. The results show a
classification accuracy of 92.31% with MID and 94.70% with AID.

Keywords: Hand gesture recognition · Convolutional neural network · Leap
motion controller

1 Introduction

Hand gesture recognition (HGR) systems are active research. This wide interest is
because, with hands, people can communicate and interact with the physical world [1, 2].
Likewise, HGR systems are a challenge for researchers because they seek to obtain high
accuracy values in classification and recognition using machine learning (ML) models.
MLmodels can fall into overfitting scenarios caused by data sparsity and the high dimen-
sionality of the problem. Moreover, the applications of HGR systems are adaptable to
different fields of study. The areas can be human-computer interaction (HCI), robotics,
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sign language interpreting, virtual and augmented reality, medicine, and video games [3,
4]. In [5] presents a rehabilitation application for improving upper extremity activity and
mobility. Similarly, in [6], an application for the control of electronic devices in oper-
ating rooms is presented. In [7] offers an application for the management of a robot in
rescue operations. Likewise, in [8], an analysis of human behavior in an instructional and
learning scenario in a classroom is presented. The previous applications changed theway
people and computers interact with each other due to non-invasive sensor technology.

In [9], the authors classify non-invasive sensors forHGR systems into two categories.
The first category includes wearable sensors like Myo Armband and Smart Gloves
using inertial sensors, for example: accelerometers, magnetometers, and gyroscopes.
These sensors improve the way of interaction. Nevertheless, it presents some limitations
in sensitivity measurements, signals noise level, device calibration, discomfort, and
sweating due to prolonged use. The second category is non-contact sensors, and it is
generally used in 3D depth cameras. Some of them areMicrosoft Kinect, Intel RealSense
Camera, and Leap Motion Controller (LMC). Sensors to the second category generate
more excellent safety and comfort for the user. It also presents problems with sensitivity
to lighting conditions, occlusion, complex backgrounds, and especially the interaction
in front of the sensor [9, 10]. On the other hand, it provides hand movement in two types
of data as spatial position data and images [9].

The spatial position hand gesture ismentioned in papers [9–15]. These papers present
HGR models with classifiers as Long-Short-Term Memory (LSTM), Support Vector
Machine (SVM), K-Nearest Neighbor (KNN). Whereas, the papers [8, 16–21] use non-
contact sensor images to developHGRmodels. TheseHGRmodels apply pre-processing
and feature extraction techniques to the images and use classifiers like Random Forest
(RF), Dynamic Time Warping (DTW), SVM, KNN, CNN to classify hand gestures.
Similarly, the papers [22, 23] use a CNN architecture to learn the features and classify
the image automatically. However, only the papers [24–27] use CNN architecture with
LMC’s images to develop HGR models.

In [11, 13], the authors mention that the LMC is a low-cost, accurate and ded-
icated device for capturing hand movements. In addition, LMC can be tracking the
hand in a range of 150° vast and 60 cm high, with an accuracy of 0.01 mm [28]. The
LMC uses infrared cameras to retrieve images, spatial positions of the hand and fin-
gers. This estimation is about the 3D coordinate axes, whose origin is in the sensor’s
center. The LMC returns a sequence of grayscale images f (h, w, 1), …, f (h, w, T),
where the image f (h, w, t) contains a snapshot of the hand movement at time t, with
t = 1, 2, 3, …, T. The position of the fingertips at time t is represented using the

matrix Pt = [p(x)
(1,t), p

(y)
(1,t), p

(z)
(1,t); . . . ; p(x)

(5,t), p
(y)
(5,t), p

(z)
(5,t)](leap)t , being

[
p(x)
(i,t), p

(y)
(i,t), p

(z)
(i,t)

]

the vector with the spatial positions of the i-th finger concerning the sensor coordinate
axes.

This paper aims to recognize five static gestures: open hand, fist, wave in, wave
out, and pinch using images captured by the LMC. According to the literature review,
these gestures are the most commonly used in HCI applications. For this reason, we
use the dataset from [29]. The dataset contains frame sequences that describe the five
hand gestures mentioned. In this context, our paper is divided into two parts. The first
part is an automatic (AID) and manual (MID) image discriminator to recognize images
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containing the hand gesture from frames sequences. Every algorithm returns a dataset
with images corresponding to the hand gesture. The second part is the creation of a CNN
architecture to validate AID and MID algorithms. We generate two HGR models. MID
dataset trains the first model, and the AID dataset train the second model. Then, we test
every model and compare the results. The results are very close, but the second model
classifies better than the first model. It is because the AID algorithm discriminates the
images in a better way.

AID uses Pt Signals to recognize the block of frames f (h, w, ti), …, f (h, w, tj) that
contain hand gestures. The ti is the starts zone, and tj is the ends zone of a gesture. Then,
every element from f (h, w, ti), …, f (h, w, tj) is pre-processing to remove the background
and noise. Finally, we use the Point Feature Matching (PFM) algorithm to discriminate
spullier images from f (h, w, ti), …, f (h, w, tj).

MID involves the researchers, and they select and discriminate the images that cor-
respond to a gesture-based on their perception. Then, we remove the background and
noise from the image through a pre-process.

2 Related Works

This section proposes review literature about the HGR problem using a Convolutional
Neural Network and images acquired by the LMC. We use scientific databases like
ScienceDirect, Springer,ACMdigital library, IEEEXplorer, and a scientific journal, Plos
ONE. In the same sense, we used a search string that includes all problem keywords and
logic operators. The keywords are Hand Gesture Recognition, Leap Motion Controller,
Images, Infrared images, infrared imagery, Convolutional Neural Network. The search
string is (hand gesture recognition) AND (leap motion controller OR (“LMC”)) and
(images OR (“infrared imagery”)) AND (convolutional neural network OR (“CNN”)).
The results obtained filterer by the inclusion and exclusion criteria defined in Table 1.

The inclusion and exclusion criteria showed the works described below.
In [24] proposed an HGR system using images captured by the LMC. The dataset

has 800 images of four gestures from five users. The images are segmented using the
Gray Threshold technique, and they perform several experiments on the Speeded-Up
Robust Features (SURF), Local Binary Pattern (LBP), and Geometric Structure feature
extractors. The systemuses theRadial Base Function (RBF) neural network as a classifier
and reports 99.5% recognition. They mention that LBP performs poorly when the size
of the image changes. This paper does not report the amount of data to train, test, and
evaluate the neural network.

In [25] proposed ahandgesture recognition systembasedon infrared images acquired
by the LMC. This system characterizes the hand gesture by calculating Depth Spa-
tiograms of Quantized Patterns (DSQP). However, DSQP is an improved modification
of LBP, but with too large a feature vector [30]. They use a Compressive Sensing frame-
work to cope with the high dimensionality of the image descriptor by reducing the
number of features. They employ an SVM for gesture recognition applying a One-vs-
All strategy. The dataset has 2000 images of 10 gestures from 10 users, and it divides
into 50/50 for training and testing the system. They report a high accuracy value of 99%
to the system.
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Table 1. Inclusion and exclusion criteria to filter related works according to our research

Type Description

Inclusion Publications from January 2016 to January 2021

Only work from the databases previously described

Papers and scientific publications focus on hand gesture recognition models
through infrared imaging of the LMC with a CNN architecture

Papers and scientific publications include the keywords in the abstract, even if
they are not in the title

Exclusion Publications before 2016

Papers and scientific publications that don’t include the use of infrared imaging
to recognize hand gestures

Non-English papers and scientific publishes

Papers and scientific publishes based on applications but not in the proposed
model

A real-time hand gesture recognition system proposes in [26]. The authors build
a dataset with 15 gestures, 11 static, and four dynamics from 25 users. The authors
annotate the user’s distance in front of the LMCand calculate the standard deviation. This
calculation is combinedwith theOtsu algorithm to segment the images. Then, the system
extract features from images using Histogram Oriented Gradients (HOG) and LBP. The
system uses two layers of SVM classifiers; the first layer is multiclass classifiers using
a one-vs-all binary classifier configuration; the second layer implements each previous
binary classifier as a bank of binary SVMs. Dataset is divided 80% for training and 20%
for testing. They report an average recognition accuracy value of 96.02%. However, in
[31], it is mentioned that HOG shows the occurrences of a specific gradient orientation,
but the histogram can change considerably due to image rotation or resizing.

In [27], the authors present a system to recognize hand gestures to manipulate 3D
objects interactively with images captured from the LMC. The dataset contains 12000
images from 6 gestures. This work does not mention the number of users. Each image
is processed by three Feature Extraction Unit (FEU). An FEU has a convolution layer,
a ReLU layer, and a max-pooling layer. They report a training and validation accuracy
of 98% and 99% for the proposed system. However, the dataset is small and does not
guarantee a generalization to recognize hand gestures of different users.

The papers [24–27] use LMC images to recognize hand gestures. However, their
datasets are composed of static images perfectly recorded in laboratory environments,
with the same light intensity, no noise, and no missing parts. But in fact, the gesture
follows a video pattern with images subject to complex background, noise, variable
lighting environments, and the interaction zone between the LMC sensor and the user’s
hand.
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3 Methods

The present work uses infrared information from the LMC sensor to recognize the
open hand, fist, wave in, wave out, and pinch hand gestures. To develop this work,
we use a dataset from [29]. This dataset has frames sequences that represent the hand
gestures mentioned above. The frames sequences include non-gesture images because
the movement follows a video pattern in which the initial and final images correspond
to the transition of the gesture. For this reason, we create AID and MID algorithms to
recognize the hand gestures images from a frames sequence. Every algorithm returns a
dataset with the hand gesture images. Then, we create a CNN architecture to validate the
AID and MID algorithms. The CNN feds with the newly generated datasets and classify
the hand gestures.

3.1 Dataset

This paper uses the dataset from [29], which describes a data acquisition protocol. The
protocol specifies performing 30 repetitions for every hand gesture during a sampling
time of 5 s. The dataset contains nine gestures, five static, and four dynamics from 56
people. Every gesture includes positions spatial sequence Pt , and a images sequence
f (h,w, 1), . . . , f (h,w,T ), and every element is labeled with ct ∈ {1, 2, 3, . . . , 9}. The
images have a dimension of 320 × 120 pixels.

The dataset presents challenges as different behavior from data per user, hand ges-
ture frame sequences, varying lighting environments, and the different interaction zone
between the LMC and the user’s hand. Also, the dataset has a variable frame sampling
that ranges between 16 to 225 fps. The variation is from computer data processing. These
challenges approximate how a user performs the gesture in real life when interacting
with a HIC system. But also, these challenges are difficult for the process of classifying
and recognizing hand gestures.

3.2 Manual Image Discriminator (MID)

MID constructs a new dataset with the hand gesture images. In this algorithm, the
researchers perform the process of recognizing and discriminating the images manually.
Frames sequence f (h,w, 1), . . . , f (h,w,T ) contains non-gesture images because the
movement follows a video pattern. Figure 1 illustrates the video pattern to the fist gesture.
The video starts and ends with the open hand; this shows the gesture is at the i-th time
instant of the acquired frames.

The researchers save every image in folders and subfolders structure that identifies the
user, the gesture, and repetition, as illustrated in Fig. 2. Images recognized by researchers
are different in every repetition, and this causes images distribution in each gesture to
be different, resulting in an unbalanced dataset.

An unbalanced dataset causes a classifier to be biased towards a specific class and
produces lower efficiency in the classifier. To balance our dataset, we establish a limit n
on the number of images selected by the researcher in every repetition.When the number
of images that the researchers recognize is less than n, a random image is chosen from the
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Fig. 1. Example to video pattern in fist gesture

Fig. 2. Folders and subfolders structures according to the user, gesture, and repetition.

selected images and doubled until complete limit n. To calculate n, we use the Hoeffding
inequality formula.

1 − δ = 2e−2ε2N (1)

Where 1 − δ is confidence level, ε is margin error, and N is the sample size to test
the model.

N =
log

(
2

1−δ

)

2ε2
(2)

With δ = 0.05 y ε = 0.05; N is ≈738, N is the minimum sampling number in every
gesture to test the model and minimize the overfitting risk. For this reason, we stablish
empirically n value in 4. Thus, every gesture train with 5400 images and tests with 1320
images. In this sense, the dataset has 33600 images, close to the amount of data required
to avoid falling into an overfitting scenario. Then, the images go through pre-processing,
and it consists of applying a Laplacian filter with sigma 0.4 and gamma 0.5 to accentuate
the edges. Then each image is segmented by the Gray Threshold level 2 technique to
remove the background and eliminate the image’s noise.

3.3 Automatic Image Discriminator (AID)

AID algorithm generates a new dataset with images corresponding to the hand gesture
automatically. AID algorithm composes by Zone Values, Image Selector, Image Pre-
processing, and Point Feature Matching. The Zone Values uses Pt signals to recognize
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and return the starts (ti) and ends (tj) zone values of a gesture. The Image Selector select
block of frames f (h,w, ti), . . . , f

(
h,w, tj

)
from frames sequence of a gesture. ImagePre-

processing consists in remove the background and noise from f (h,w, ti), . . . , f
(
h,w, tj

)
.

Finally, Point Feature Matching (PFM) algorithm detects an object based on finding
point correspondences between the reference image and the target image. We use PFM
to discriminate spullier images from f (h,w, ti), . . . , f

(
h,w, tj

)
. Figure 3 shows the AID

schema.

Fig. 3. AID algorithm schema

Zone Values. This algorithm receives the Pt signal as input and returns the i-th time
instants where user performs gesture. The i-th time instants of a gesture are represented
to ti and tj. Where ti corresponds to a time instant where the user starts the gesture and
tj corresponds to a time instant where the user ends the gesture. To calculate the values
for ti and tj. We pre-process Pt at k time instants using interpolation and extrapolation
techniques. Through experimentation, we empirically defined the value for k in 70. The
pre-processed Pt signal is divided intoWindows of 18with a step of 15. In every window,
the pre-processed Pt signal is represented by 15 channels. The spatial positions [X, Y,
Z] of each finger form the channels. Empirically, we observe that gesture representation
occurs at the same time instants in all channels. In this sense, we take only one channel for
processing. For every window, we calculate the spectrogram with a Short-time Fourier
transform (STFT). STFT returns a matrix where the columns represent the time instants
and the rows are frequencies starting at zero. From this matrix, we obtain an average
vector, and we calculate the standard deviation. A standard deviations vector is getting
at the end of sliding the window over the whole signal. From the standard deviations
vector, we take the index of the maximum value. This index defines the corresponding
window to the gesture. Figure 4 describes Zone Values process.
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Fig. 4. Zone values process to the pinch gesture.

Image Selector. This algorithm uses the images sequence f (h, w, 1), …, f (h, w, T) of a
gesture where the image f (h, w, t) contains a snapshot of the hand movement at time t,
with t = 1, 2, 3, …, T. To extract the block of frames that containing the gesture, we use
the t time instants. We normalize t whenever T> k. If the condition is met, T divides into
k, and the quotient (Q) is round. Every t element divides into Q whenever Q > 0. The
results obtained from this operation are new time instants f (h,w, ti), . . . , f

(
h,w, tj

)
.

Figure 5 describe the process to standardization in 70 time instants.

Fig. 5. Example to standardization in k time instants of a gesture.

The new time instants and the values returned by the Zones Value allow obtaining
the block of images corresponding to the gesture. For example, in Fig. 4, the third
window contains the hand gesture between ti=33 and tj=48. Then, the images between
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f (h,w, ti=33) and f
(
h,w, tj=48

)
are taken. Figure 6 illustrates the process of Image

Selector.

Fig. 6. Example to image selector with ti=33 and tj=48 in a frames sequence.

Image Pre-processing. The selected images go through pre-processing, and it consists
of applying a Laplacian filter with sigma 0.4 and gamma 0.5 to accentuate the edges.
Then each image is segmented by the Gray Threshold level 2 technique to remove the
background and eliminate the image’s noise.

Point Feature Matching. The newly generated dataset contains two problems: spullier
images and the unbalanced images distribution in each gesture. To solve these problems,
we use object detection using Point Feature Matching (PFM). This algorithm detects an
object in an image by extracting the most characteristic points of the object and searches
for matching points in the image using SURF. The operation of SURF consists of three
parts: feature extraction, feature description, and featurematching. SURF detects objects
despite a change of scale or rotation in the plane and is resistant to small amounts of
out-of-plane rotation and occlusion [32].

Fig. 7. PFM algorithm to discriminate spullier images

In the PFM, a Ground Truth image of each user’s gesture establish as a reference
image (RI) and the pre-processed images as target images (TI). From each TI, the
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strengths are extracted and compared with the IR strengths number. When TI strengths
number is equal to the number of RI strengths (TI corresponds to an image containing
the gesture), we save TI in a temporary image vector (TIV). When TIV length is less
than n, and there are no more ID images, RI is added to TIV until the length of TIV
equals n. In this way, the dataset obtains the images corresponding to the gesture, and
the classes are balanced. Figure 7 shows the PFM algorithm.

3.4 Convolutional Neural Network

The CNN architecture is defined according to the specific problem that wishes resolved.
The CNN is usually composed of two stages: feature learning and classification layers.
The feature learning to our CNN architecture is composed of 6 convolutional layers,
three pooling layers, six normalization layers, 6 ReLU layers, and two dropout layers.
Likewise, the classification layer contains a fully connected layer, a SoftMax layer, and
a pixel layer. Figure 8 shows our CNN architecture.

Fig. 8. CNN architecture

Conv 1 and Conv 2 convolutional layers have 8 filters with a size of 5 × 5 and use
a stride of 2. The following convolutional layer has a size of 3 × 3 with a stride of 1.
Conv 3, Conv 4, and Conv 6 convolutional layer have 16 filters and Conv 5 has 32 filter.
All pooling layers have a stride of 2. The first pooling layer has a size of 5 × 5, and the
following pooling layers have a size of 2 × 2.

In [33], the authors mentioned there should be multiple convolutional layers before
each pooling layer to extract enough features from an image. But, on the other hand, the
high dimensionality of the feature vector increases the complexity of the problem and
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can fall into an overfitting scenario. For this reason, we add the Dropout regularization
technique to CNN to avoid falling into this problem.

4 Experimentation and Results

The experiments used an Alienware computer with Windows 10 operating System and
Matlab Software version R2019B. The machine has an Intel Core i7-6800K processor
and 16 Gb memory ram. To develop the CNN architecture, we use Deep Learning
Toolbox with hyperparameters described in Table 2.

Table 2. CNN hyperparameters

Option Value

Optimizer Sgdm

Momentum 0.9000

Initial learn rate 0.0100

Learn rate schedule Piecewise

Learn drop factor 0.2000

Learn rate drop period 5

l2 regularization 1.0000e-4

Gradient threshold method L2norm

Max epochs 15

Mini-batch size 64

Validation data 1 × 2 cell

Validation frequency 50

Shuffle Once

Plots Training-progress

The MID and AID dataset is divided empirically into 80% for train and 20% for
testing the model, i.e., the model trains each gesture with 5400 images and tests with
1320 images. The MID and AID models execute three times. In each run, the model
obtains different images for training and testing.

Table 3 shows the training and testing accuracy values for each run of the MID
model. MID model reports the average test accuracy for MID model is 92.31% with
a standard deviation of 0.56%. On other hand, Table 4 shows the training and testing
accuracy values for each run of the AID model. AID model reports the average test
accuracy is 94.70% with a standard deviation of 2.55%.

TheCNN is also used to classify hand gestures from the dataset of [25]. This dataset is
available at the following link: https://www.kaggle.com/gti-upm/leapgestrecog, and the
images are entered directly into the CNN. Also, the dataset of [25] is divided empirically

https://www.kaggle.com/gti-upm/leapgestrecog
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Table 3. Accuracy results to MID dataset.

Execution Train accuracy Test accuracy Time

1 97.34% 92.92% 00:34:43

2 98.44% 92.17% 00:33:11

3 98.44% 91.83% 00:35:56

Table 4. Accuracy results to AID dataset.

Execution Train accuracy Test accuracy Time

1 98.72% 97.50% 00:36:40

2 96.20% 92.50% 00:36:59

3 98.80% 94.11% 00:35:40

Table 5. Accuracy results to [25] dataset with our CNN architecture.

Execution Train accuracy Test accuracy Time

1 100% 99.97% 00:16:39

2 100% 99.99% 00:15:59

3 100% 99.95% 00:16:12

into 80% for training and 20% for testing; this model executes three times. Table 5 shows
the training and testing accuracy values for each run.

The average test accuracy for the dataset in [25] is high with our CNN architecture.
We report to this dataset the average test accuracy is 99.97%, with a standard deviation
of 0.20%. This dataset confirms the robustness of our CNN. Accuracy results for this
dataset demonstrate the images were recorded in laboratory environments without noise
or missing parts.

Our accuracy results obtained for MID and AID are comparable to the accuracy
results reported in related works. Table 6 shows a comparative table of the results
of our work compared to related works. However, our work is different from related
work. Our work takes frames to correspond to the gesture from a frames sequence. The
frames sequence has varying lighting environments; the user’s hand gesture is at dif-
ferent interaction distances with the LMC. Moreover, related works take static images
flawlessly executed and recorded in laboratory environments without noise or missing
parts. Because of the above observations, the related works guarantee high results. On
the other hand, our work has high classification accuracies, although our dataset presents
different challenges for the researchers.
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Table 6. Comparative table of test accuracy result of our work compares to related works.

Dataset Classifier Test accuracy

[24] RBF 99.50%

[25] SVM 99.00%

[26] SVM 96.02%

[27] CNN 99.00%

MID CNN 92.31%

AID CNN 94.70%

5 Conclusions

Recognizing the frames to correspond to the hand gesture from a frames sequence is
essential for the development of real-time HIC systems. This paper presents a hand
gesture recognition model using infrared information from the LMC with a CNN archi-
tecture. Our dataset contains frame sequences that describe five static gestures: open
hand, fist, wave in, wave out, and pinch. The frames sequences include non-gesture
images because the hand gesture follows a video pattern.

We recognize the hand gesture images from a frames sequence with AID and MID
algorithms. These algorithms generate a new dataset with images corresponding to the
gesture. We create the MID algorithm to verify the efficiency of the AID results. Our
results are high, theAIDmodel has accuracy of 94.70%, and theMIDmodel has accuracy
of 92.31%.

The results of MID and AID are similar, but AID has better results; this shows that
the AID algorithm recognizes, selects, and discriminates the images that correspond to
the hand gesture from frame sequence in a better way. Because the ZoneValues and PFM
algorithms perform the image recognition and discrimination process. In comparison,
the images in the MID dataset are selected and discriminated by the researchers based
on their perception.

The results obtained for MID and AID are comparable to the results reported in
related works. However, we have challenges with our dataset like different behavior of
the data per user, the sequence of frames of a gesture, variable lighting environments,
different distances between the LMC and the user’s hand. Moreover, related works
have static images of the hand gesture, are flawlessly executed, and are recorded in
laboratory environments without noise or missing parts. Because of the related works
observations, their model has a good class separation and high classification accuracy.
It is demonstrated in experiment executed with dataset of [25] in our CNN architecture.
The results with our CNN architecture are superior to results of [25].

In this sense, the accuracy of ourmodels tends to decrease because the users have dif-
ferent interaction zonewith the LMC sensor in every gesture. Also, the frames sequences
have images with a gesture, not recorded perfectly, noise, and complex background.
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