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Preface

The goal of this book is to provide the reader with the knowledge necessary to
effectively formulate paints, plastics, and décor paper for laminates. Our intention is
that this book would be useful both as an introduction of concepts to the beginning
formulator and as well as a review or reference for the experienced formulator.

Although books already exist that discuss many aspects of formulation, we find
that these books primarily focus on the chemical nature of the raw materials rather
than on their physical behavior as particles. For example, polymers are the topic of
numerous books, but these books focus on the vast and rich chemistry of polymers,
rather than their particulate properties. In a similar manner, books exist that discuss
the extenders found in paint, plastics, and paper laminate applications, but these
mainly focus on their mineral and chemical properties. Similarly, additives are also
addressed in other books, but again the focus is on their chemistries.

By contrast, the interest of this book is the particulate aspects of the small particles
found in paints, plastics, and paper laminates. In many ways, the contributions of
these particles to the important properties of these materials are of equal or even of
greater importance than that of the polymer or additives. As such, many of these
important material properties, especially appearance properties, are best understood
on a particle basis. For this reason, we believe that a book devoted entirely to the
ways that the small particles encountered in these applications can affect and control
the end-use properties of paints, plastics, and paper laminates is fully justified.

Our premise is that information alone does not provide this knowledge, but that
understanding does. A book providing information only could be as short as a single
sentence—“Systematically alter the concentrations and identities of the pigment,
extender and resin particles until optimized”—perhaps with supplemental tables
listing the various materials commonly available for these purposes. Clearly, such
a book would be of little more value than a simple internet search of suppliers’
offerings.

Practical knowledge of formulation comes fromunderstanding the effects ofmate-
rial selection, concentration, and manufacturing steps on the performance of the final
product. Which materials are likely to give the desired properties? What undesired
side effects might they cause? What gives these materials these properties, and how
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vi Preface

might alternative materials perform differently? What other considerations must be
taken into account? Such an understanding requires not only a significant investment
of time and attention but also ready access to explanatory materials such as books,
literature papers, patents, and manufacturers’ brochures.

Our intention in writing this book is that it be a single source of these explanatory
materials. Different aspects of much of this information are already available in a
piecemeal way, but stitching this information together requires much labor, not only
in finding it but also in weeding out incorrect or conflicting information and weaving
the remainder into a consistent, complete, and coherent narrative. Our objective was
to unify this material in just such a way.

In addition, we wanted this book to be as comprehensive as possible, which meant
the inclusion of topics that do not fall directly within the category of small particle
properties. For example, we do not limit our discussion of color pigments to simply
their types and compositions but include aspects of how color is perceived, measured,
and controlled. While color perception may seem far afield from the properties of
small particles, it must be understood if the formulator is to truly master the use of
these particles to their best advantage.

As for the subject matter itself: it may strike the reader as odd that the technologies
of three very different industries—coatings, plastics, and paper laminates—would
be discussed in one book. However, at a very basic level, these materials are essen-
tially the same, differing only in details. They all consist of a continuous layer of
polymeric resin into which are dispersed and embedded small particles—a sort of
plum pudding, to borrow a phrase used over a century ago to describe a model of the
atom.1 Because of the fundamental similarity of these three materials, descriptions
of certain important aspects of them overlap. If properly designed, expositions of
these overlapping aspects can be of equal use to formulators in all three industries.

But what of the differing details? These fall into four categories. First, the concen-
tration of particles within the polymer matrix varies by application. For some coat-
ings, this can be significantly greater than 50% by volume, whereas for some plastics,
this can be less than 1% by volume. Particle concentrations in paper laminates are
intermediate between these, but closer to concentrated paints. Second, the typical
thickness of these materials also varies widely according to application. Dry paint
films are typically a few tens of microns thick, paper laminates on the order of 500
microns, and plastics can be as thin as coatings (plastics films) or as thick as several
centimeters.

The third difference is the manner in which the particles are dispersed in the final
product. In paints, particles are dispersed as a liquid slurry, and the final paint film
is formed by evaporating the solvent (typically water) from the applied wet paint.
In thermosetting plastics, the particles are dispersed in the molten polymer, which is
then allowed to solidify, freezing the particles in place. Finally, in paper laminates,
large agglomerates of particles are trapped in a paper fiber matrix, and then hot resin
is pressed, under considerable pressure, into and throughout the paper, displacing

1 Although this atomic model was later determined to be incorrect in the case of atomic structure,
we believe that it is an appropriate and useful description of most coatings, plastics, and laminates.
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the air voids within while maintaining the structure of the particles. Here again, the
particles are frozen in place when the molten matrix solidifies.

Finally, the appearance of these materials can differ widely—not only between
material types (coatings, plastics, or paper laminates) but also within a given type.
The appearance differences are due to the two different ways that light can interact
with a particle—it can be absorbed by the particle, or it can be deflected, or scattered,
by it. The same particles are used to do this in all three material types. However, the
details regarding how these particles are used, and their effect on the appearance
properties of the final material, vary according to the material type.

Bearing in mind the similarities and differences between coatings, plastics, and
paper laminates, we arranged our chapters according to topic, and arranged the topics
such that they build on one another. This arrangement is shown in the table below.

We believe such an ordering of chapters is the most logical way to develop the
understanding necessary for successful formulation. With this arrangement we lay
out the fundamentals that apply universally to the three material types in the first
three sections, then have chapters specific to the formulation considerations of each
material type. Finally, we describe specific formulation principles for each end use
application. Our ambition is not that the entirety of these chapters be of interest to
all readers, but that the entirety of the interests of any one reader be contained within
a subgroup of the chapters.
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An endeavor as broad as this one is beyond the abilities of a small group of people,
and the authors are indebted to their colleagues and other experts in the industries
discussedwho have contributed to the creation of this book. These include, in chapter
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Introduction

We encounter objects of various sizes every day, some of which we can see with our
naked eyes, while others are too small to resolve. For example, fish eggs and larvae
can span sizes between 100 microns and 1 mm, placing them on the cusp of what we
are able to observe visually. Even though they are too small for us to see, we know
that materials such as soot, vehicle exhaust or pollen are also composed of particles,
based on their characteristics and behaviors.

This book is concerned with the nature and effects that particles commonly found
in paints, plastics, andpaper laminates haveon end-use properties.As aprerequisite to
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4 1 The Behavior of Small Particles

this, we must define precisely what, in our context, a particle is. The word “particle”,
as it is commonly used, is quite general and, because of this, somewhat vague.
In broad terms, we can define a particle as an object having a specific size and
exhibiting both physical and chemical properties. For our purposes, we will define a
particle as an object that is smaller than approximately 100 microns and will refer to
materials larger than this as “macroscopic objects”. We will further divide particles
into three size categories, with “large” particles being roughly 20 microns or larger,
“small” particles spanning the range from 0.1 micron (100 nm) to 20 microns, and
“nano” particles being smaller than this.

Our reason for dividingparticles into these three groups is thatmanyphysical prop-
erties of particles are determined by their size, and the particles grouped according
to these different size categories behave differently from one another in many very
important ways. In our everyday life, we mainly deal with macroscopic objects—
from grains of salt to carry-on luggage. In coatings, plastics, and paper laminates
we deal predominantly with objects that are much smaller, with a range of charac-
teristic sizes between roughly 0.2 and 20 microns—that is, objects that we defined
as small particles in the paragraph above. Because most of our experiences are with
large particles andmacroscopic objects, and because the behaviors of large and small
particles are very different fromone another, aswewill see, it is worthwhile to discuss
the properties of small particles as a prelude to understanding their effects on many
paints, plastics, and paper laminate properties.

Physical Laws Governing Small Particles

We are familiar with the behaviors of objects that are large enough to hold in our
hands. Objects of this size, such as grains of salt or ball bearings, flow easily and
independently of one another, separate easily, are significantly acted on by gravity,
and pack efficiently. However, the behaviors of objects that are smaller than this—
objects thatwedefined as “small particles”—aremuchdifferent.We rarely knowingly
encounter small particles in everyday life and so are not familiar with many of these
differences.

Wewill begin our analysis of small particle behaviorwith a reviewof the important
forces that act on and between these particles.

The Forces of Nature

Physicists have identified four fundamental forces from which all other forces are
derived. These are the weak force, the strong force, electromagnetism1, and gravity.

1 As the name implies, the electromagnetic force can be split into two inter-related forces, the
electrostatic force (which causes attraction and repulsion of charged species at rest) and themagnetic
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Two of these forces are familiar to us in our everyday lives, and two, the weak force
and the strong force, are quite foreign. We are unfamiliar with these two forces
because their reach is subatomic—the strong force is important only at distances
similar to those of the atomic nucleus, while the weak force operates at distances
that are a small fraction (0.1%) of the size of an individual proton. The weak force
is roughly a million times less intense than the strong force.

Electromagnetic forces and gravity operate over a much larger length scale
than strong and weak forces. As an extreme, gravity can cause galaxies separated
by distances of many millions of light-years to aggregate into galactic clusters.
Both gravitational and electromagnetic forces decrease in strength as the square
of distance, and the equations describing these forces are very similar:

Fgravi t y = G
m1m2

r2
, where G = 6.67× 10−11 Nm

2

kg2
(1.1)

Felectrostatic = k
q1q2
r2

, where k = 8.99× 109
Nm2

C2 (1.2)

Note the large difference in the values of the constants in these equations (G and k).
Although we cannot equate coulombs to kilograms, we can say that these are conve-
nient units to describe the number of electrons and quantities of mass with which we
are accustomed to interacting. The difference in magnitude of these constants—20
orders of magnitude—suggests a very large difference in the relative strengths of
these two forces. This is, in fact, the case. As a point of comparison, consider two
electrons separated from one another by some distance d. These electrons will be
attracted to one another by gravity and repelled fromone another by charge repulsion.
The electrostatic force of repulsion between these electrons is a remarkable 4.17 ×
1042 times stronger than the attractive force of gravity [1].

The fact that gravity is by far the weakest of the four forces may come as a
surprise since gravity plays such a dominant role in our everyday lives. However,
if we look carefully, we can see indications that this force is, in fact, quite weak.
For example, a relatively weak 10-gram magnet can easily pull a paperclip off of a
table—in the process of completely overcoming the gravitational attraction of the
5.972 × 1024 kg mass of the Earth. Similarly, when rubbed on fur, a balloon can be
attached to a ceiling, again overcoming the gravitational attraction of the Earth, in
this case through electrostatic, rather than magnetic, interactions.

We may wonder why, if gravity is over forty orders of magnitude weaker than the
electric force, it dominates our lives. There are two reasons that, together, explain
this. The first is that there are two types of electric charges, positive and negative, and
the interactions among them are both attractive and repulsive, unlike gravity, which
operates solely on an attractive basis. The second reason is, paradoxically, that the
electrical forces are so very strong.

force (which arises from charged species in motion). These forces were united by Maxwell in the
mid-nineteenth century.
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The first of these reasons suggests a way that electrical forces can beminimized—
charge cancellation. Because there are two opposing types of electrical charge, differ-
ently charged subatomic particles can balance one another. This is what occurs in
free atoms and in molecules, where there are equal numbers of protons and electrons.
Ions, on the other hand, are charged, but oppositely charged counterions are nearly
always found in close proximity, again balancing the total charge of the system.

Not only canmost electrical charges be balanced on a very small scale, they almost
always are. This is explained by the second reason that the effect of gravitational
force on Earth dominates that of the electric force. Both the attractive and repulsive
forces are very strong between chargedmaterials. The strength of the repulsive forces
makes it difficult for unbalanced charges to build up in a given region of space, and
the strength of the attractive forces assures that any buildup of charge will quickly
be neutralized by charges of the opposing sign. The net effect is that, due to the high
strength of attraction between oppositely chargedmaterials, Nature will find a way to
bring oppositely charged materials together, canceling their interactions with other
materials or objects.

The net result of these factors is that the electrical charges are almost always
balanced on a very small scale (on the order of a few nanometers), and so their
influences do not typically extend beyond the molecular scale. Gravitational forces,
on the other hand, are always attractive and so cannot be shielded or canceled in
the same way as electrical forces. Gravitational forces instead always add onto one
another, combining in a way that extends their influence to the galactic scale.

The Nature of Forces

We are familiar with the most obvious ways that electrical energy reveals itself—the
shockwe get crossing a roomon a low humidity day, the benefit we get from plugging
appliances into electric outlets, the light we get by turning on a switch, and so forth.
However, there are also manifestations of electrical energy that are not so obvious.
One of these is the attraction of small particles to one another and to surfaces. These
attractions are generally referred to as van der Waals forces, a term that includes
three related types of interactions:

• those between permanent dipoles—the Keesom force,
• those between a permanent dipole and an induced dipole—the Debye force, and
• those between non-polar atoms ormolecules arising from instantaneous dipoles—

the London dispersion force.

Note that unlike electrical forces, which decrease as the square of distance, the
magnitude of van der Waals forces decreases as the sixth power of surface sepa-
ration distance and so recedes quite rapidly as touching particles move away from
one another. They are therefore only important at distances of no more than a few
nanometers.
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Fig. 1.1 Charge separation inmolecules. δ indicates a fractional charge. aWater.bMethane.Dipole
moment in (a) indicated by arrow

The three components of van derWaals forces arise from electric dipoles. Dipoles
are atoms or molecules for which there is a slight separation of electric charge.
Permanent dipoles are found inmoleculeswhen atoms of different electronegativities
are bound to one another and the symmetry of the molecule is not high enough to
balance these charges. For example, the hydrogen atoms in a water molecule are less
electronegative than the oxygen atom. This generates a slight positive charge on the
hydrogen atoms (designated as δ+) and a negative charge double that on the oxygen
atom (δ2−). This is shown in Fig. 1.1a. Because the hydrogen atoms are on one side of
the water molecule, and the oxygen atom on the other, there is a slight separation of
electrical charges in themolecule. This separation is referred to as the dipole moment
(designated as μ) and is shown in Fig. 1.1a as an arrow pointing to the negative part
of the molecule. Molecules with dipoles are termed polar, and those without them are
termed non-polar. As an example of the latter, there are slight charge separations in
methane (CH4), just as in water, yet methane has no net dipole moment (Fig. 1.1b).
This is because of the high (tetrahedral) symmetry of this molecule, which causes
all vectors of charge separation to cancel.

When polar molecules are arranged in a liquid or solid, they align themselves
to maximize attractive electrostatic forces and minimize repulsive attractive forces.
This means that the positive end of one molecule aligns next to the negative end
of another. This is shown pictorially in Fig. 1.2. These interactions result in a net
attraction between the molecules and a net stabilization whenmolecules with dipoles
assemble.

There is also a net attraction between molecules with a dipole moment (polar
molecules) and those without one (non-polar molecules). In this case, as the
molecules approach one another, the positive part of the polar molecule pulls towards
it the electrons in the non-polarmolecule,while the negative part of the polarmolecule
is aligned with the remainder of the non-polar molecule. Note that this remainder is
partially positively charged because some electron density flowed from it towards
the positive end of the polar molecule.

The separation of charge seen in a non-polar molecule that comes in contact with
a polar one is called an induced dipole. While the interactions between polar and
non-polar molecules are attractive, they are not as strong as the interactions between
permanent dipoles.
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Fig. 1.2 Alignment of
molecular dipoles a
individual molecule. b
Assembly of molecules. Red
shading indicates areas of
excess positive charge; blue
shading indicates areas of
excess negative charge

Finally, we have the situationwhere two non-polarmolecules come close together.
This, too, results in an attraction between them. The electrons within any molecule
are in constant motion, and at any given instant they could be imbalanced—that is,
there could be a net positive charge in one area of the molecule and a net negative
charge in another. This charge separation occurs spontaneously and is temporary.
This is referred to as an instantaneous dipole in the molecule.

When two non-polar molecules are in contact with one another, and one molecule
develops an instantaneous dipole, an induced dipole is created in the second, much
as occurs when a non-polar molecule is brought in contact with a polar molecule. As
was the case with polar/polar and polar/non-polar interactions, instantaneous dipole
moments cause an attraction between molecules. The attractions between non-polar
molecules are, however, significantly weaker than the other two types of dipolar
interactions.

The three ways that dipoles can align are shown in Fig. 1.3. Taken together, these
forces are called the van der Waals forces, and they account for the assembly of
atoms or molecules that are not chemically bound to one another (for example, they
account for the liquification of methane at low temperatures).

In our discussion of Fig. 1.2, we noted that molecules in solids typically orient
themselves in a way that maximizes the attractive electric forces and minimizes the
repulsive forces. Because of this, the surfaces of these typically have alternating posi-
tive and negative patches. Other molecules coming into contact with these surfaces
will generally align themselves according to these interactions. This explains the
well-known phenomenon of the adsorption of a gas or a dissolved molecular species
onto a particle surface.

This also explains the attraction particles have towards other particles. This attrac-
tion is a surface phenomenon—surface atoms act as shields and prevent the dipole
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Fig. 1.3 Dipolar interactions between molecules. a Permanent dipole–permanent dipole (Keesom
force); b permanent dipole–induced dipole (Debye force); c Instantaneous dipole–induced dipole
(London force)

charges from penetrating deeply into a particle. Because of this, we find the attrac-
tion strongest for particles with high specific surface areas.2 Particles that have high
specific surface areas are either porous or, more commonly, quite small. A sizeable
fraction of the atoms and molecules within particles that are smaller than about half
a micron are located at or near the particle surface, where they can participate in
particle–particle interactions. The high proportion of surface atoms and molecules,
and the sharp drop in interaction strength with distance, cause small particles to be
more strongly attracted to one another (and to surfaces in general) than large particles.

The Balance of Forces in Large and Small Particles

The differences in behaviors of large and small particles, on the one hand, and
nanoparticles, on the other, are due to differences in the physical laws that they
follow. Large and small particles follow what are considered the classical laws of
physics—the laws discovered by scientists several centuries ago. As a group, we will
call these Newtonian laws. These include, for example, the force law (force = mass
times acceleration) and the law of gravity (see Eq. 1.1 above).

Nanoparticles, however, follow a different set of laws. These are the laws of
quantum mechanics, where uncertainties in location and motion (momentum) are

2 Specific surface area is the surface area of a particle divided by its weight. A collection of smaller
particles has a higher specific surface area than a collection of the same weight of larger particles.
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linked to one another. Quantum behavior is quite foreign to us, and the implications
of quantum mechanics are difficult to perceive and understand at an intuitive level.

While nanoparticles follow quantum mechanical laws, both large and small parti-
cles follow the same laws (the Newtonian laws described above). As such we might
expect their behaviors to be similar. This is not the case, however. Although large
and small particles follow the same laws, the relative importance of the different
laws is quite different between the two particle size regimes. As discussed above,
large particles are governed primarily by gravity. Small particles, on the other hand,
are governed primarily by surface forces.3 These include friction and the natural
attraction of one surface to another.

Gravitational forces scale as the volume of a particle (d3, where d is the particle
diameter), whereas surface forces depend on the surface area of a particle (d2). The
relative importance of the two for a specific particle can be described by the ratio
of the forces. This ratio (d3/d2) changes linearly with particle size (d). For large
particles (large d), gravitational forces (d3) are dominant, whereas for small particles
(small d), surface forces (d2) are dominant (Fig. 1.4). This can also be understood by
comparing the fraction of molecules (or atoms) in a particle are that near the particle
surface to the fraction of those in the bulk. Those molecules (or atoms) near the
surface can be influenced by other surfaces, as discussed above, while those away
from the surface are affected only by gravity.

The remainder of this chapter will focus on comparing and contrasting the behav-
iors of large particles—behaviors that we are familiar with through our everyday
lives—to those of small particles—which we rarely encounter. For many, the most
common opportunity for interacting with small particles is in the kitchen, where
many food staples are in powder form. These powders often exhibit small particle
behavior, and an excellent point of reference for this chapter is the different behaviors
of large and small particles of the same material—sugar. One can use granular sugar
(a large particle) and powdered sugar4 (a small particle) to show the similarities and
differences between these two size regimes, and readers are encouraged to confirm
the observations made below for themselves by using these forms of sugar as exam-
ples. Some of these differences are also demonstrated in the video associated with
Fig. 1.5.

3 There is a second distinction between large and small particles that affects certain small particle
behavior. This distinction applies when particles are so small as to approach the atomic or molecular
dimensions. For macroscopic objects, we can ignore the fact that material is made up of indivisible
units (atoms or molecules), but we sometimes cannot do so for small particles. Brownian motion is
an example of this. Random imbalances of gas or liquid molecules striking a macroscopic object are
much too slight for detection,while for small particles, such as grains of pollen, the imbalance is great
enough to cause the particle to move. This is manifested as the random (Brownian) motion of these
materials in air orwater. An explanation ofBrownianmotionwas one of Einstein’s first contributions
to physics, and the fact that it arises from a discontinuity in structure (i.e., the indivisibility of atoms)
was determined by Perrin and was the basis for Perrin being awarded the Nobel prize in physics in
1908.
4 Sometimes called confectioners’ or 10X sugar. It is called icing sugar in the UK.
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Fig. 1.4 Schematic of the relative importance of volume and surface forces as a function of particle
size (both axes are logarithmic)

Fig. 1.5 Video demonstration of the behavior differences between granular and powdered sugars
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Properties of Small Particles

There are many properties common to all small particles that determine, in part or
in whole, their physical behaviors. These properties can be broadly divided into two
groups—physical properties and chemical properties. For the most part, chemical
behaviors are determined by the chemical nature of the particle surface, since atoms
below the surface are not available for chemical reaction. These behaviors can be
altered by modification of the particle surface, usually through the adsorption of a
small molecule or ion, or by the deposition of a new solid onto the particle surface.

By contrast, physical behaviors are determined by both the surface properties and
the dimensional characteristics of the particle. Here, the chemical nature or elemental
composition of the particle is not as important. Instead, aspects of the particle such
as size, shape, weight, density, coefficient of friction, etc., control these properties.
In this sense, we are concerned with the “object” characteristics of the particle rather
than the reactivity characteristics.

We will discuss many of the properties of small particles, particularly those that
have relevance to coatings and plastics. Before doing so, we note that, unless other-
wise specified, we will typically refer to a property on the basis of a unit weight of
particles, rather than on the basis of a single particle or a set number of particles. For
example, a single large particle clearly has a higher surface area than a single small
particle of the same shape. However, a gram of large particles will have a smaller
surface area than a gram of small particles. Our reason for defining properties on a
mass basis is that particles are formulated into paints, plastics, and paper laminates
on a weight or volume basis, rather than on a number basis, and so it is on this basis
that we will discuss their attributes.

Shape

All particles, regardless of their size, have specific shapes. This can include roughly
uniform shapes, such as a sphere, cube or block, irregular shapes, such as plates or
rods, and all shapes in between. It is most convenient to classify shapes based on the
number of dominant dimensions a particle has.We live in a three-dimensional world,
and therefore there are three shape categories (Fig. 1.6). Three-dimensional, blocky
shapes, such as a cube or a sphere, are roughly the same size in all directions. Plates
can be considered two-dimensional—they extend in breadth and width but have very
little thickness. Finally, needle-like or rod-shaped (acicular) particles extend in a
single dimension (length), with negligible breadth and width.

Particles acquire a given shape in one of two ways. First, they can be formed with
a preferred shape. This occurs when a small seed particle begins to grow. Growth
typically occurs by the addition of “building blocks” to an existing particle. When
building blocks are added to a growing crystal, they often do not attach to all faces
equally. This is because some faces of the crystal are more energetic than others
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Fig. 1.6 Representative particle shapes

and so are more likely to be attached to an incoming building block. This causes
crystal growth on certain faces to be more rapid than on other faces, with the result
that particle growth may occur preferentially in certain directions. This leads to the
formation of plates or needles.

Once a particle is formed, it can also be shaped through attrition. When particles
are ground, they are broken into smaller particles. This can occur through impact or
shear. The former crushes the particles, while the latter pulls them into pieces. The
origin of impact forces is obvious—amaterial collides with the particle. Shear forces,
on the other hand, are forces that vary in magnitude across a distance perpendicular
to the direction of the force. When shear is applied to a particle, one part of the
particle experiences a greater force than another part of the particle (Fig. 1.7).

In general, regardless of the shapes of the original particles, attrition results in the
formation of particles that are blocky or spherical. We can see this in the spherical
and ellipsoidal shapes of small stones polished in a river or on an ocean shore. The

Fig. 1.7 Unbalanced (shear) forces applied to a large particle, resulting in that particle breaking into
smaller particles
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reason for this is that when one or two dimensions of the crystal are longer than the
other(s), the shear forces are greatest between the two ends of the crystal that are
the furthest apart. This is analogous to the greater ease of snapping a pencil in half
perpendicular to its long axis as opposed to cleaving it in half lengthwise.5

Particles of all three shape types (block, plate, or needle) can be found in paints and
plastics. In some cases, the shapes bring a desired property, such as those discussed
below, while in other cases, the shapes are simply those that are the most convenient
for the powder manufacturer to produce.

Rod-shaped particles have a positive impact on two paint film properties. First, the
rods near the film surface cause surface protrusions. These protrusions enhance the
adhesion between layers of paint (the so-called paint “tooth”). Second, rods within
the film will reinforce it, enhancing its physical strength and resistance to abrasion.
This is analogous to the incorporation of rebar in concrete.6

Plate-shaped particles (typically extenders) are often used to enhance the protec-
tion fromwater penetration that the paint provides to the substrate. Because of surface
tension, platy particles will orient parallel to the film surface as the paint dries. Since
water cannot penetrate through an extender, it must follow a long and tortuous path
if it is to travel from the surface of the paint to the substrate. This increase in the
distance that the water must travel to reach the substrate will enhance the protection
of the substrate by the paint. In addition, special effects pigment particles are often
platy particles that orient themselves in the paint or plastic (see Chap. 8). This causes
the interactions between the pigment particles and light to have an angle dependence.

True Density and Bulking Value

There are two types of density that are important to particles: true density and bulk
density. True density is the density of a solid object made of a specific material, while
bulk density is the density of a collection of particles, such as a bag or container of
particles. Bulk density is inevitably lower than true density because any collection
of particles, no matter how tightly packed, will contain interparticle voids.

True density and its reciprocal (the bulking value, normally reported as liters per
kilogram or gallons per pound) are important to the paint industry for economic
reasons. Paint makers purchase their ingredients on a weight basis (e.g., dollars per
kilogram) and mostly sell them on a volume basis (e.g., dollars per liter). Because
of this, low-density (high bulking value) fillers have an advantage over high-density
fillers since a unit weight of low-density particles has a greater volume than an equal
weight of their high-density counterparts.

5 This can also be understood in terms of the number of bonds that must be disrupted to create the
break. This number will be a function of the area of the cross section of the break. The smallest
cross-sectional area will be perpendicular to the longest dimension of the particle.
6 The name “rebar” comes from the shortened conjunction of the words “reinforcing bar”.
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The true density of a particle also is important when the particle is suspended in
a liquid (i.e., in slurries and paints) because this, in part, determines the settling rate
of that particle. The force by which gravity affects a particle in such situations is
moderated by the difference in density between the particle and the liquid. Dense
particles are therefore more prone to settling than less dense particles and this must
be taken into account whenever a slurry or paint is stored.

We will discuss the bulk density of particles in detail in a later section on bulk
properties.

Surface Properties

As discussed above, the sizes of particles found in paints and plastics can be small
enough that a significant fraction of the individual molecules or atoms is close to
the particle surface. For this reason, many of the behaviors associated with small
particles are controlled by the surface of the particle. The extent to which the surface
of a particle affects its behavior depends on two factors: the amount of surface (i.e., the
surface area) and the chemical and physical state of the surface (i.e., the energetics
of the surface atoms or the roughness of the particle surface). We will begin our
discussion on surface properties with surface area.

Surface Area

Surface area is a physical property of all particles. Surface area increases when large
particles are broken down into smaller particles. It is easy to see why this is the
case—each time a particle is broken, two new surfaces are created. As shown in
Fig. 1.8, surface area increases linearly as particle size decreases—that is, cutting a
cube apart in half in all three dimensions increases the total surface area by a factor

Fig. 1.8 Increase in total surface area as particle size is reduced
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Table 1.1 Geometric surface
area as a function of edge
length of a cube

Length Area (m2/g)

1 mm 0.003

10 μm 0.3

1 μm 3

10 nm 300

of two (the surface area of each small particle is one quarter that of the larger particle,
but there are eight small particles).7

For most particles found in paints and plastics, surface areas vary between 1 m2/g
and 80 m2/g, although in a few exceptional cases (such as diatomaceous earth),
surface areas can be much higher. Table 1.1 shows surface area values for cubes
of a density of 2 g/cc (common for extender particles) as a function of the length
of the cube edge. To give an appreciation for the magnitude of surface area for
small particles, a tonne of pigmentary TiO2 has a surface area of roughly 15 square
kilometers.8

Surface Energy

In addition to area, surfaces have an energy characteristic that will vary from one
type of particle to another. Surface energy is an important determinant of the bulk
and handling characteristics of a powder.

To understand the origin of surface energy, consider what happens when a piece
of quartz is broken. Quartz (crystalline silicon dioxide) is a network solid, meaning
that there is a network of chemical bonds that link all of the atoms together (see
also Chap. 14).9 Before breaking, each interior silicon atom is chemically bonded to
four oxygen atoms, and each interior oxygen atom is bonded to two silicon atoms
(Fig. 1.9a). This arrangement of the atoms maximizes chemical bonding interactions
and leads to an energetically favored state.

When the quartz crystal breaks a series of Si–O bonds are disrupted (Fig. 1.9b).
Some silicon atoms on the new surfaces are bonded to only two or three oxygen
atoms, rather than the optimal number of four. This is a high-energy, highly reactive
state for the silicon atoms. The silicon atomic orbitals that had been directed to

7 Recall that surface area is reported on a weight basis rather than a particle basis. On a per particle
basis, surface area decreases as the square of particle diameter. On a per gram basis, it increases
linearly with decrease in particle diameter, as shown here.
8 This includes contributions from nano-sized particles that are normally deposited on the TiO2
particle surfaces to enhance pigment performance (see Chapter 7).
9 This can be compared to a telephone network. Here, a network of wires joins all of the telephones
together. There are no direct lines between a given telephone and every other telephone; instead,
the lines go from one telephone to the next. Similarly, in a network solid, there are no direct bonds
between a single atom and every other atom. Rather, an atom is bonded to a few of its nearest
neighbors, which, in turn, are bonded to other nearby atoms, and so on.
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Fig. 1.9 Creation of surface energy in quartz through bond breakage. Red circles are silicon atoms
and blue circles are oxygen atoms. Note that each silicon atom is bonded to one oxygen atom that
is above or below the plane of the page. a Before breaking. The break occurs at the arrows and
the dotted line shows where the new surfaces will be. b After breaking. Stars indicate high-energy
unsaturated atoms

oxygen atoms and were a part of an energetically favorable interaction now point to
empty space. In the same way, the oxygen atoms on the new surface are also in a
high-energy state.10 The excess energy that the surface atoms have relative to those
atoms in the bulk is called surface energy.

The amount of surface energy for any particle will depend on two factors. The first
is the strength of the bonds that must be broken to create a surface—the greater the
energy required to break these bonds, the greater the energy per unit area of surface
(energy must be conserved and the chemical energy of the bonds is transformed into
surface energy). The second parameter is simply the amount of surface—obviously
the greater the surface area, the greater the surface energy. The total surface energy is
the product of the energy per unit area (which depends on the chemical composition
of the particle) and the total surface area of the particle (which depends on particle
size and shape).

In general, nature is driven towards low energy states,which in this casemeans that
the high-energy surface atoms are driven to react in ways that lower their energies.
To some extent, the excess energy of these atoms can be lowered by relaxation
of the surface—some atoms physically move, migrating to lower energy positions
where they can interact with a higher number of atoms than they interacted with
in their original configuration. In addition, water, oxygen, and even nitrogen from
the air adsorb onto the highest energy (most reactive) sites on the surface. Water, in
particular, is very effective at decreasing surface energy. The oxygen atom in a water
molecule has two lone pairs of electrons that are available for bonding to silicon
atoms. The hydrogen atoms in the water can hydrogen bond to the surface oxygen
atoms.

10 Breaking these bonds can also lead to charge separation (e. g., SiO− or Si+ surface groups).
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Table 1.2 Example strengths for different bonding interactions

Bond type Example Bond energy (kJ/mol) Melting point (oC) Surface energy
(mJ/m2)

Van der Waals N2 3 −196 12

Hydrogen H2O 21 0 65

Covalent Diamond 347 4027 600

The surface energy of a particle depends on the weakest set of bonds that hold
it together. We can divide most chemical bonds into one of three groups. In order
from weakest to strongest, they are van der Waals forces, hydrogen bonding, and
covalent bonding. Examples of the bond energies of materials experiencing these
different interactions are given in Table 1.2, along with their melting points, which
are rough measures of the strength of the bonds holding these materials together, and
their surface energies.

An additionalmeans bywhich surface energies canbedecreased is through contact
with other surfaces. In the extreme case, this could lead to chemical bonds forming
across the surfaces, which would be the reverse of breaking the particle in half.
However, even in the absence of chemical bond formation, the close contact of two
surfaces will decrease surface energy due to van der Waals interactions between
atoms on the two surfaces. Said differently, the two particles will be held together
by van der Waals forces acting between the two surfaces.

A consequence of this is that surfaces are “sticky”. While this is true for all
surfaces, it is most apparent for small particles since these particles have high surface
areas (so high amounts of surface energy) and low weights. We can see this by
comparing the stickiness of particles against a wall. A relatively large particle, such
as a grain of sand, will, if pressed against a wall and released, readily slide down the
wall because the gravitational force on the particle is greater than the van der Waals
forces between the particle and the wall. However, for a small particle, such as a
speck of smoke, the balance between surface area (and therefore surface energy) and
weight (gravitational energy) favors the adhesion of the smoke particle to the wall—
the wall blackens. The small smoke particle will not slide down the wall because the
gravitational force is now less than the friction generated by van der Waals forces
holding the particle against the wall.

Friction

Friction is a force that acts at the junction of surfaces. It is defined as any force
that hinders (or entirely prevents) touching bodies from sliding across or over one
another. It is a vector quantity (i.e., it has both a magnitude and a direction), and is
always in a direction parallel to the surface of contact and opposite the direction of
motion or applied force if any.
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The magnitude of the frictional force between two bodies is determined by two
factors. The first is the strength of the force holding the bodies together. In our
everyday lives, this is normally gravity. For example, the strength of friction between
a book and a table on which it is placed depends on the weight of the book. However,
friction can result from any applied force. For example, consider a book pressed
against a wall. The book does not slide to the floor because the friction between the
book and the wall,11 which is created by applying a force to the book, prevents it
from moving.

The second factor is the identity of the two bodies. For example, friction is higher
between rubber and asphalt than between rubber and ice, and for this reason, a car
can be stopped more quickly when it is on dry pavement than on icy pavement.

Because small particles have high surface areas, the importance of friction is
much greater for these particles than for larger ones. This is manifested in the bulk
behaviors of the particles.

Bulk Density, Bulk Flow, and Powder Compressibility

Density is simply the mass of a material that fills a unit volume. The density of a
solid mass with no internal voids or porosity is termed the “true” density of that
material, as discussed earlier. The true density of a material depends primarily on
its composition,12 and for any given material it is a constant that can be measured
accurately and reproducibly.

The density of a collection of particles is invariably lower than that of a solid
mass because of the void spaces between the particles [2]. This density is referred to
as the loose bulk density of the material if the material is not under any stress. For
obvious reasons, the loose bulk density is determined by both the true density of the
particles themselves and the efficiency with which they pack together. For uniform
macroscopic spheres, such as ball bearings, packing is generally very efficient and
can approach the limit of random closest packing (approximately 54–58% solid and
42–46% void space). Particle shape can also play a role in packing efficiency—when
randomly arranged, blocky particles pack the most efficiently, and acicular (rod-like)
particles the least.

The packing efficiencies of small particles, in comparison to large particles or
small objects (e.g., sand or salt grains), are low and are dependent on particle size
and surface characteristics such as surface chemistry and surface morphology [3].
The dependence of bulk density on particle size is shown in Table 1.3 for silica
particles.

In this table,we specify that the bulk density values are “loose” bulk densities. This
is important because the bulk density of a sample can be changed quite easily. The

11 The friction between the book and the hand applying the force is also critical.
12 Although density can be affected by temperature (thermal expansion), this effect is small and
can be easily taken into account. In addition, different crystalline phases of the same material may
have different densities.
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Table 1.3 Bulk density and void fraction as a function of particle size

Material Particle size (μ) True density (g/cc) Loose bulk density
(g/cc)

Void fraction (%)

SiO2 sand 1,000 2.6 1.6 38

SiO2 microbeads 1.5 2.6 0.88 66

Fumed SiO2 0.015 2.2 0.05 98

sample can be compressed, increasing the bulk density, or “loosened”, for example by
shaking the particles in air. This can be understood on the basis of friction. A sample
of particles will naturally settle under gravity until it reaches a certain density. During
this settling, the number of particle–particle contacts increases. Settling ceases and
bulk density is set, when the frictional forces between the particles are greater than
the gravitational forces that act on them. Applying an outside force, such as by using
a piston in a pellet press or even rapping a small sample on a tabletop, augments the
gravitational force. The particles then move to a denser state, where the increased
friction from additional particle–particle contacts again equals the other forces acting
on the particles.

Bulk density can be measured either when the particles have been exposed only
to gravitational forces (loose bulk density) or when the particles have been subjected
to an additional force, in which case the bulk density is described by the nature of
that force (e.g., “tapped” density).

The degree to which a given amount of additional force causes the particles
to densify is referred to as the compressibility of the particles. Needless to say,
compressibility is a function of the particle size, the particle surface, the strength
of the additional force, and the coefficient of friction. Compressibility is greater
for particles that are initially loosely packed since the degree to which the particle
packing can increase is greater for loose particles than for particles that are already
packed tightly.

The effect of particle size onbulk density and compressibility is shown inFig. 1.10.
The same weight of two samples of sugar has been added to two test tubes. The
sugars differ in particle size (540 microns vs. 60 microns). The smaller particles,
due to stronger interparticle interactions, occupy a larger volume and so have a
lower bulk density. The heights of the powder beds were marked, and then the test
tubes rapped sharply on a tabletop ten times. After tapping, we see that the small
particles have compressed to a greater extent than the large particles (the volume of
the small particles decreased by 38%, while that of the large particles by only 2%).
The small particles are more compressible because these particles initially havemore
void volume. Despite their greater compressibility, the small particles still occupy
a greater volume than the same weight of larger particles after compressing. Note
that the total frictional forces resisting compression (and, roughly, the total area of
contact between the particles) are the same for each bed of particles since each has
been acted on by the same forces.
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Fig. 1.10 Test tubes showing compaction of equal weights of granulated and powdered sugar. Note
large void in untapped powdered sample (circled)

A second important bulk property of small particles is their flow characteristics.
If put in motion, large particles will interact with one another when they collide, but
otherwise move independently. On the other hand, small particles tend to move as a
coherent mass—all of the particles move with respect to their surroundings, but they
do not move with respect to one another. The smaller particles remain locked in place
due to friction, in amanner analogous to their resistance to compression. Here, we see
that the balance between the volume force (gravity) and the surface force (friction)
results in very different behaviors. For large particles gravity dominates, and both
the initiation and continuation of flow are more facile than with their smaller, higher
surface area counterparts.

At extreme conditions, when particles are very small and the surface chemistry of
the particles leads to strong interparticle forces, conveying and handling the mate-
rial in pneumatic lines and storing it in silos become challenging. For dilute-phase
pneumatic conveying, the particles need to be dispersed in the gas phase, and signif-
icant energy and high turbulences are required to initiate and maintain this degree
of dispersion. The challenge for storage is initiating the flow of the particles from
the bottom of the storage silo when removing the particles for use. Such a silo may
contain several tens of tonnes of titanium dioxide, yet when the outlet at the bottom
of the silo is opened, flow might not occur, even, in extreme cases, when the chute
diameter approaches one meter. Instead, the particles remain “hung up” in the silo.

This observation leads to an obvious question: what is holding the weight of the
titanium dioxide particles, if not the bottom of the silo where the outlet is located? It
is the walls of the silo that support the load through a combination of wall friction,
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Fig. 1.11 Frictional
resistance to flow of a
particle in contact with the
wall of a bin

interparticle cohesion, and interparticle friction. Particles that touch the walls are
held in place by wall friction, and these particles, in turn, hold particles that are
touching them in place by internal friction (Fig. 1.11). A simple calculation shows
that a single particle in contact with the wall can support the weight of as many as
one million other particles. Such is the importance of friction for particles in this size
regime.

Finally, we may wonder about the packing structure of small particles. For
example, a sample of pigmentary TiO2 is roughly 80% voids. How are these particles
arranged? We first note that the particles cannot be distributed evenly at the single-
particle scale (Fig. 1.12a). Here, there are far too few contacts to support the weight
of the particle bed. This is also inconsistent with electron micrographs that show a
tight packing of the particles at this length scale (Fig. 1.12b).

Instead, the particles pack in a fractal arrangement.13 Here particles are densely
packed into small micro-clumps (Fig. 1.13, top), consistent with what is seen in the
electronmicrograph inFig. 1.12b.Thesemicro-clumps, in turn, pack together densely
intomeso-clumps (Fig. 1.13,middle), which in turn pack together intomacro-clumps
(Fig. 1.13, bottom). If we assume a packing density of 50%, then the micro-clumps
are 50% void, the meso-clumps are 75% void, and the macro-clumps are 87.5% void.

13 A fractal is an object that appears the same at different length scales. An example is the appearance
of a coastline—the general character of a coastline looks the same from orbit as it does from an
airplane. This is known as the coastline paradox. This situation can be contrastedwith the appearance
of a tree—we can easily tell the scale at which we observe the tree by the features that we see.
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Fig. 1.12 Arrangements of small particles. a Even arrangement at 80% void volume. b Actual
packing of pigmentary TiO2 with a bulk void volume of 80%

Fig. 1.13 Fractal packing arrangement of pigmentary TiO2
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Of course, the sizes of the various clumps vary continuously over a large range rather
than falling into just these three categories.

Surface Charge—General

The surfaces of many materials can hold an electrical charge—either a negative
charge due to an excess of electrons or surface anions or a positive charge due to
a deficit of electrons or an excess of surface cations. This is true for both macro
and microparticles, and in both air and in slurry. However, the origin, control, and
stability of accumulated electrical charge on a surface are quite different in the wet
and dry states.

Surface Charges in Dry Powders

The charges on dry particles are typically referred to as static electricity and are found
when there is an excess or deficit of electrons on the particle. For energetic reasons,
the extra electrons will travel to the surface of the particles where they are arranged
in a way that minimizes electron–electron repulsive energy. For spherical particles,
this will be an even distribution on the particle surface. For other particles, charge
tends to accumulate based on surface curvature. Regions of high curvature (edges,
corners, or protrusions) accumulate a greater charge than relatively flat regions.

When a charged surface approaches an electrically grounded (earthed) surface, the
excess charge will travel through the air and discharge into the grounded surface as
a spark. The distance over which this discharge occurs depends on the magnitude of
the charge and environmental conditions (temperature, relative humidity, etc.). The
surface density of the electrons controls the magnitude of the charge—as density
increases, the voltage of the surface electrons increases. Charge will accumulate on
the surface until the number of charges per unit area, which determines the surface
voltage, exceed a threshold and the particle discharges to a grounded surface.

For small particles, the most common source of static charge is the friction gener-
ated when particles move past one another, a process known as triboelectrification.
As discussed above, charges will accumulate on the surface until a certain surface
density is exceeded. Obviously, the greater the surface area, the greater the number of
charge units that can accumulate. For this reason, the accumulation of static electricity
is greater for smaller particles than for large ones. As a consequence, considerable
charge (sometimes thousands of volts relative to ground) can build up in a stream of
moving small particles, and for safety reasons, it is essential that equipment through
which particles are conveyed is electrically grounded.
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Surface Charges in Liquid Slurries

The surfaces of slurried or suspended particles can also be charged but by a much
different mechanism. As outlined in the discussion on surface energy, the surfaces
of particles tend to be high energy, and therefore chemically reactive. This leads to
the adsorption of molecules or ions onto suspended particle surfaces. In some cases,
these absorptions occur at reactive sites on the surface, and the reactivities of these
sites are dependent on the chemical state of the site, the nature of the adsorbing
molecule or ion, and the identity of the liquid medium (water or organic solvent).
Certain combinations of surface site and adsorbing species can be quite energetically
favored, leading to strong adsorption.

Molecular salts, including acids and bases, tend to be soluble in water because
the water molecule is polar. When dissolved in water, these materials dissociate into
charged species, with the charges being either negative (anions such as hydroxide or
chloride) or positive (cations such as protons or sodium ions). Even in the absence
of foreign dissolved species, water has both anionic and cationic species within it.
These are the hydroxide (OH−) and proton (H+) ions that spontaneously form when
water molecules dissociate. The concentrations of these species change when an acid
or base is dissolved in the water.

The surfaces of most inorganic oxides are covered with oxide groups, hydroxyl
groups, and/or adsorbed water molecules. These groups can react with dissolved
hydroxyl groups or with dissolved protons. These reactions include the removal of
a proton from a surface hydroxyl or adsorbed water molecule, the addition of a
hydroxide ion onto the surface, the removal of a hydroxyl group from the surface, or
the adsorption of a proton onto the surface. The first two of these give the surface a
net negative charge, and the last two of these give the surface a net positive charge.
Note that both positively and negatively charged surface species can be present on
a given surface at the same time because a surface can have more than one type of
reactive site. Important aspects of surface charge formation are given in greater detail
in Chap. 2.

Interactions with Light

To some degree, all particles interact with light. These interactions can take two
forms: light absorption and light scattering. In principle, both types of interactions
occur for all particles. However, in most cases, one or the other of these interactions
dominates.

Light absorption by atoms, molecules, and particles occurs when the energy of a
photonmatches the energy required to affect somechange in thematerial. This change
can be an increase in the rotational rate of a molecule, an increase in the amount of
a vibration between atoms in molecule or particle, or an increase in the electronic
energy. These different transitions require different amounts of energy. Typically,
rotational changes occur when microwave radiation is absorbed, vibrational changes
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when infrared radiation is absorbed, and electronic energy changes when visible or
ultraviolet radiation is absorbed. The exact frequency of light absorbed depends on
the chemical identity of the absorbing species. This leads to, as an example, different
visible light wavelengths being absorbed by different materials, which explains why
different materials have different colors. This is discussed in greater detail in Chap. 8.

Light scattering occurs when light changes direction as the result of encountering
a particle. This change in direction occurs without a change in frequency (color)
or intensity (energy) of the light. The degree to which the direction of the light is
changed for a particle isolated in a medium depends on four factors: the wavelength
of light, the size of the scattering particle, the refractive index of the particle, and the
refractive index of the surrounding medium. In general, scattering is greatest when
the size of the scattering species is close to thewavelength of light being scattered and
when the refractive index of the particle is very different from that of the surrounding
medium. This is discussed in greater detail in Chaps. 3 and 4.

Even weak scattering, which is defined as a small change in direction for a given
scattering event, can be important if there are many such events. An example of this
is the blue color of the sky during the day, and the red color seen when the sun is on
the horizon. The separation of blue light from red light is caused by differences in the
light scattering strength of nitrogen and oxygen molecules in the air as a function of
the wavelength of light. More specifically, blue light is scattered by these molecules
more strongly than red light. Although each scattering event results in only a small
change in direction of the light, the thickness of the atmosphere (almost 100 km)
ensures that there is a multitude of such events.

Summary

Microscopic particles behave in many ways quite differently than their larger coun-
terparts. Because our everyday experiences are mostly with macroscopic particles
or objects, microscopic particle behavior can be both unexpected and foreign to us.
The factor that differentiates the behavior of large and small particles is the balance
between particle volume and particle surface area. On an equal weight basis, micro-
scopic particles have a much higher surface area than macroscopic particles, and as
such their behaviors are dominated by surface forces whereas the behaviors of large
particles are dominated by gravitational forces.

Regardless of particle composition, there are many important characteristics that
are common to all the small particles that are routinely used in the coatings and
plastics industries. These include particle shape, particle size and size distribution,
surface charge, light interactions, and various bulk powder properties such as bulk
density, bulk flow, and compressibility.14 By understanding the source and nature of
surface forces, we can understand these properties of powder samples.

14 The measurement of these properties is detailed in Chap. 2.
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Introduction

There is awide range of physical and chemical analyses bywhichwe can characterize
small particles. Each technique reveals a different aspect of the particle composition,
behavior, or both. By understanding the analytical options available, the paint or
plastics formulator can design experiments to elucidate particle properties that affect
the end-use properties of importance in a specific product or application. In some
cases, the results of an analysis can be directly related to a specific end-use property,
while in other cases the results from different techniques must be combined to gain
a more complete understanding of particle performance.

Most of the techniques that we will consider in this chapter are discussed in books
devoted entirely to each individual method, an indicator of the high level of detail and
complexity that has been developed on them. Due to space limitations, as well as to
keepwithin the intended scope of this book,wewill only briefly summarize the details
of each technique,with the hope that this information is enough to give formulators an
understanding of the scope and limitations of the different characterization methods
available to them.

Particle Size and Size Distribution

The defining attribute of the particles discussed in this book is their size.As detailed in
Chap. 1, our interest is in particleswith sizes ranging from a few tens of nanometers to
roughly 20 microns. Most particle properties are sensitive to size within this range,
and for this reason, it is important to characterize particle sizes as completely as
possible. There are several techniques for measuring size and they do not always
agree. In some cases, this is because of limitations in the assumptions that are made
about the measurement technique or its interpretation, while in other cases, it is due
to the very definition of what, exactly, a particle is.

Defining a Particle

We have been using the term “small particle” to indicate a single object of a certain
size. While this definition may appear explicit, there is in fact some ambiguity in
it. This ambiguity originates from the tendency of particles to stick to one another
with varying strengths of attachment. Individual particles are referred to as primary
particles. Two or more primary particles that are attached to one another but can
be easily separated by typical dispersion processes are referred to as agglomerates.
This is typical of particles that are held together by physical attractions. By contrast,
aggregates are groups of particles that are held so strongly together that they cannot
be separated by particle dispersion processes. Aggregates are typically treated as if
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they are single, larger particles. Primary particles in aggregates are held together
by chemical bonds. Aggregates are often created when particles are heated to high
temperatures during their production.

Defining a Particle Size

The meaning of particle size is quite simple when all particles have a regular shape
(e.g., a sphere or cube). In such instances a number of distances can be used to
characterize size, for example, diameter for a sphere, side or diagonal length for
a cube, etc. However, except for resin particles, it is nearly always the case that
particle shapes are not homogenous across the entire population of particles. Such
distributions of particles are known as “polydisperse”. A distribution in which all
particles are of the same is known as “monodisperse”.

In such cases, howdowe characterize the size of the particlewith a single number?
There are several options available. We could, for example, measure the longest
dimension (of importance if we wish to filter the material), or, if the particles are
of uniform shape, a specific dimension of the particle (e.g., the length of rod-like
particles). One of the more common methods is to characterize size based on the size
of a sphere that would have the same properties. For example, a sphere of the same
volume as the particle, or of the same area as the particle, or that would settle at the
same rate as the particle, or that has the same diameter as the maximum or minimum
length of the particle. It is critical that if we are measuring particle size for a specific
purpose—such as determining the amount of time it would remain suspended in air,
or how well it scatters light—we use the measurement parameter that is of the most
relevance.

When interpreting the results of a given type of particle size measurement, it is
important to keep in mind the basis by which size is defined. This is particularly true
when reconciling differences in the results of different types of measurement.

Particle Size Distributions

It is rare that all the particles of a given material have the same size. Instead, a distri-
bution of sizes is common. Such a distribution typically follows a log-normal distri-
bution. This distribution is skewed to the right when plotted on a linear X-axis but
takes the form of a symmetric bell curve when plotted with a logarithmic X-axis
(Fig. 2.1) [1]. This curve type is predicted theoretically for small particles that are
attritted from larger particles (i.e., made from the top down) and also for particles
that are grown by adding atoms or molecules to smaller (seed) crystals (i.e., made
from the bottom up) [2–5].

Particle size distribution curves can be presented in two ways: as a probability
density function and as a cumulative distribution function. Figure 2.2a is an example
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Fig. 2.1 Log-normal distribution. a Plotted on a linear X-axis. b Plotted on a logarithmic X-axis

of the probability density function for a normal (Gaussian) distribution. Here, we
find the probability of a particle with a size between x1 and x2 as the area under the
curve between these two sizes. When presented as a cumulative distribution function
(Fig. 2.2b), the y-value corresponding to an x-value is the fraction of particles with
size x or lower. In this way of presenting the distribution, the probability of a particle
with a size between x1 and x2 is the difference in y-values between these two x-
values. Both ways of expressing the particle size distribution are equally valid, and
the information contained within these graphs is the same. They are simply presented
on a different basis.

Because larger particles can be broken up into millions of smaller particles, it is
important when we describe the size characteristics of a sample of powder that we



Particle Size and Size Distribution 33

Fig. 2.2 Different types of particle size distribution curves. a Probability density function. b
Cumulative probability density function

specify whether we are making this characterization on a number basis or a weight
basis. For example, if we begin with two 15 micron particles, and crush one of the
particles into 3.375 million particles that are 0.1 micron in diameter, then we can
describe the average particle size based on weight as being 7.55 microns (there is
an equal weight of 15 micron particles and 0.1 micron particles), while the average
size per particle would be a very small amount greater than 0.1 micron based on the
number (there is less than 1 ppm of large particles). In most cases in the coatings and
plastics industries, we choose to characterize particle size on a weight basis rather
than a number basis. This is because we develop a given formulation based on the
weight of the constituent particles, not on their number.
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The attractive forces between particles of the dimensions typically seen in paints
and plastics (0.1 micron–20microns) are strong enough that these particles are rarely
present as individuals, but rather are found bound together in agglomerates. The sizes
of agglomerates are controlled by a number of factors, but as typically encountered
in the coatings and plastics industries, these agglomerates are composed of tens to
millions of primary particles. When measuring particle size, it is important to bear in
mind that agglomerates would be counted as a single large particle if left intact. For
this reason, the sample is typically sheared prior to measurement, with the intention
that thiswill disrupt, at least temporarily, the agglomerates. Ideally, the shear intensity
will match that of the process used to manufacture the paint or plastic so that the
particle size distribution as measured will match the distribution in use.

Most particle size measurements are done in a slurry, and dispersion is accom-
plished through one of the methods outlined in Chap. 11. In the case of in-process
slurries or final paints, no additional dispersion beyond that used to make the slurry
or paint is used for particle size testing.

Analytic Techniques

Several distinct technologies have been developed to measure particle size [6–8].
Some are technologies that already existed and could be used for this purpose,
while others are technologies specifically designed with this application in mind.
A common aspect of all methods and techniques is the necessity of testing a truly
representative sample of the larger population. Certain preparation techniques can
inadvertently segregate particles in someway—by size, shape, electrical charge, etc.,
and it is incumbent on the analyst to assure that such segregations are avoided (or at
least minimized).

Below we review some of the more common techniques used to quantify particle
size and size distribution.

Microscopy

Perhaps the most obvious means of characterizing particle size is to image the parti-
cles of interest and physically determine the dimensions of a large number of particles
from these images. Computer algorithms are available to measure these dimensions
both rapidly and accurately. Optical microscopes can be used on particles at the large
end of the range of our interest, but in most cases, electron microscopes are needed
for this type of analysis (these instruments are covered in greater detail in a later
section of this chapter).

While there is much to be said of the old adages that a picture is worth a thousand
words and that seeing is believing, there are several potential sources of error in
these measurements. As discussed above, sampling inhomogeneity, which is always
a concern, is especially relevant tomicroscopy, for three reasons. First, the deposition
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of the particles onto the microscope grid can result in the preferential placement of
particles based on their size. Second, we are looking at an infinitesimally small
number of particles compared to the number of particles present in even 1 gram of
material, and even sampling thousands of particles may not give a true representation
of particle variability. Finally, there is the concern that irregularly shaped particles
show a preferential orientation when placed on the microscope grid, potentially
accentuating certain particle directions while de-emphasizing others.

X-Ray Line Broadening

Solids canbe classified as crystalline or amorphous dependingonboth the short-range
and long-range order of their constituent atoms. In a crystalline solid, the atoms are
arranged in a regular, repeating pattern. Light of the appropriate wavelength (roughly
the atomic scale, meaning light in the X-ray range), when directed at a crystalline
material, will be scattered by the atoms within it. Since these atoms are in a repeating
arrangement, under certain conditions, which depend on the wavelength of light, the
direction of the light and the distances between repeating atoms in the crystal, the
light scattered by different crystalline elementswill constructively interfere, resulting
in a strong intensity of the light in specific directions. This scattering is referred to
as X-ray diffraction.

When crystal sizes are small the number of repeating units is limited, and the
implicit assumption in this process—that the atoms repeat infinitely in all direc-
tions—breaks down. This leads to a broadening of the X-ray beams that scatter from
the crystal. By measuring the breadth of the beams, one can calculate the size of
the crystal [9]. This technique can be applied to crystals of sizes up to about 0.20
microns.

There are several limitations to this technique. The first is that it can be applied
only to crystalline materials. It also assumes that the crystals are perfect—any imper-
fections or deviations, for instance, due to the partial replacement of one component
(such as sodium) by another (such as potassium), or due to any stress on the crystal
itself, will also broaden the beam. Finally, what we may consider a single or primary
particle may in fact be made of several individual crystalline domains that are not
aligned with one another. For example, TiO2 particles typically consist of twins or
higher-order intergrowths (Fig. 2.3).

Light Scattering

Perhaps the most common method of determining the size of particles of interest
to us is the use of light scattering techniques. This is because particles in this size
domain typically scatter light strongly, which is often the very reason that these size
domains are used. There are two broad classes of light scattering technologies used
for this purpose: dynamic light scattering and static light scattering.
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Fig. 2.3 Representative twinning of TiO2 particles (curtesy of E. Najafi and H. Huezo, Chemours)

Dynamic light scattering (also knownasphoton correlation spectroscopy) relies on
the principles of Brownian motion [10]. In this measurement, laser light is directed
at a suspension of the particles of interest. Light scattered by different particles
will combine constructively or destructively with light scattered by other particles,
modifying the total scattering intensity. By monitoring intensity over short periods
of time (microseconds), the velocities of the particles can be determined. Particle
sizes can then be calculated based on the measured velocities.

This technique assumes that the light is scattered equally in all directions (Rayleigh
scattering), which is only true for particle sizes that are significantly shorter than the
wavelength of light. This creates an upper particle size limit for this technique of
roughly one-half microns, restricting its application primarily to nanoparticles. The
size reported is the hydrodynamic diameter of the particle, which is the size of a
sphere that will diffuse through the solvent in the same way as the particle.

In the static light scattering measurement, particle sizes from a few tenths of a
micron to as large as a few millimeters are characterized by measuring the degree to
which a focused laser beam is deflected when passed through a dilute suspension of
particles. In this particle size regime, light scattering occurs by a different mechanism
(Mie scattering—see Chap. 3) than in the regime probed by dynamic light scattering.
In Mie scattering, light is deflected by a certain angle, rather than being completely
randomized as in Rayleigh scattering. The intensity of light as a function of deflection
angle is used to calculate the particle size distribution. The resolution of static light
scattering measurements is dependent in part on the distance between the sample and
detector, since diverging light beams spread over distance, and so these instruments
tend to be larger than those based on other principles.

An important aspect of both of these types of light scattering-based techniques is
that the suspensions probed must be very dilute (e.g., 0.1% by weight or less). This
is because these techniques rely on the light being scattered only once. At higher
particle concentrations, the degree of multiple light scattering, which interferes with
the interpretation of the scattering results, is unacceptable.
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Acoustic Spectroscopy

Amajor drawback of the light scattering technologies discussed above is that they can
bedoneonly ondilute slurries—muchmore dilute than a typical paint. This restriction
does not apply to acoustic spectroscopy, which is fully capable of measuring particle
sizes in concentrated systems (50% or more by volume) [11–13]. An additional
benefit of this technique is that dynamic processes such as flocculation or dispersion
can be followed over time.

The basis of this method is that sound waves are attenuated when they pass
through a dispersion of particles in a liquid. The exact form of this attenuation, and
its frequency dependence, is determined by a number of factors that include the
particle size distribution. This technique can measure particle sizes from roughly
tens of nanometers to millimeters.

Sedimentation

Sedimentation techniques rely on the separation of particles based on the rates at
which they settle in a liquid. Several factors control this rate, such as particle and
solvent densities, viscosity, etc., as shown in Stokes’ law (Eq. 2.1), but when these
are controlled, sedimentation rates are determined by particle size.

v = 2

9η

(
ρp − ρl

)
gr2 (2.1)

where:

v is the sedimentation velocity,

η is the viscosity of the liquid,

ρp is the density of the particle,

ρl is the density of the liquid,

g is the external force (either gravitational or centrifugal), and

r is the particle diameter.

Sedimentation occurs when particles are set in motion by an external force. In theory,
gravity can provide this force, but, for particles in the size ranges of interest to us, the
time needed for separation by gravity can be too long to be practical. Instead, slurries
or suspensions are typically rotated at high speeds and so separated by centrifugal
forces [14]. In some instruments, the particles are collected based on size, and then
the amount of each size is determined [15]. In others, the separated particles are
passed through an X-ray source and detector [16]. The degree of X-ray intensity
attenuation is determined by the concentration of the particles.
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Table 2.1 Size Comparisons
for Hegman Gauge

Hegman units Microns Mils

0 101.6 4.0

1 88.9 3.5

2 76.2 3.0

3 63.5 2.5

4 50.8 2.0

5 38.1 1.5

6 25.4 1.0

7 12.7 0.5

8 0 0.0

Large Aggregates

Our interest is often in the size of particle aggregates rather than the size of the
individual particles themselves. This is particularly true when evaluating the degree
to which particles are separated after a dispersion process (see Chaps. 11 and 12),
where aggregate size can be as high as several hundred microns. The method used
to quantify these large aggregates is dependent on the end-use application (coatings
or plastics).

To determine the aggregate content of a liquid paint (or of a particle slurry used to
make a liquid paint), the material of interest is placed on a metal block into which a
tapered channel has beenmachined. Ametal bar (“doctor blade”) is then used to draw
the paint down through the channel, from the deep end of the groove to the narrow
end (which is flush with the block surface). The channel is characterized by its width,
its length, and its maximum depth, and can be customized to a specific paint. The
most common block is the “Hegman gauge”, which has a maximum channel depth
of 100 microns (4 mils1).

The drawdown is examined by eye under a bright light or automatically with a
camera. The surface should be smooth and glossy at the deep end of the channel,
but then will appear rough at a certain depth. This is known as the fineness line for
the dispersion and represents the size of the majority of the aggregates remaining in
the slurry or paint grind. When large (“oversize”) particles or aggregates are present,
they cause a line in the drawdown due to being dragged by the doctor’s blade. The
size of the aggregate can be estimated based on the initial position of this line in the
channel. The side of the channel typically has markings indicating depth, in units of
microns, mils, or “Hegman Units”, as indicated in Table 2.1.

There are two situations in which a drawdown is used. The first is to test the
quality of a finished paint or slurry during production. It is often the case that the
degree of dispersion of a paint batch is monitored over time, to determine when the
dispersion process is complete and the paint is ready to proceed to the next stage of
production. The second is to intentionally use less energy than required for complete

1 A mil is one-thousandth of an inch.
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grind (“low shear dispersion”). Here, the intent is to determine the ease or speed of
dispersion. This analysis is typically done to characterize the raw materials of the
paint, rather than the paint itself, and is often a product quality release test for, for
example, titanium dioxide pigments.

Undispersed aggregates present in plastics can be quantified using a variety of
techniques. A common technique for plastic film application is to illuminate a semi-
translucent film from behind [17]. Undispersed matter is highlighted as a dark spot
on the film using either the human eye or, more commonly, optical cameras. The
dark spots are counted for a defined weight or area of film. This highly relied upon
technique has the drawback of being incapable of identifying the composition of the
dark spot. The spot could be gels of polymer or undispersed solids.

A second method is to extrude a molten plastic that contains particles through
a series of screens, referred to as a “screen pack”. The layer of screens is often
made with a gradation of mesh opening sizes. After a predetermined amount of
polymer melt has been passed through the screen pack, the screens are removed, the
plastic residue is removed and the amount of trapped solid material is determined
with a variety of analytical techniques. Typically, X-ray fluorescence techniques are
used to identify the elemental components of the retained solid. The intensity of the
fluorescence is calibrated with standards to provide a quantitative value of retained
matter from the sample.

An alternative is to extrude the melt through the screen pack while monitoring
pressure [18]. This extrusion technique provides a ”filter pressure value” which is
the pressure differential when extruding resin through the screen pack before and
after the sample has been processed. If desired, the trapped material on the screen
pack can be examined under a microscope to determine the chemical composition
of the aggregated particles.

Undertone of TiO2 Pigment

While it is not possible to see individual TiO2 particles by eye, there are perceptible
differences in the appearance of TiO2 pigment based on particle size. This is because
the efficiency of visible light scattering by a TiO2 particle is partly determined by the
size of the particle. Slightly smaller particles preferentially scatter shorterwavelength
light (blue), while slightly larger particles scatter all wavelengths relatively evenly
(neutral).

To test for TiO2 undertone, the TiO2 pigment of interest and a black pigment
(typically carbon black or black iron oxide) are mulled together in mineral oil, and
the color is determined. Alternatively, for plastics applications, films containing the
two types of pigments can be cast. Although subtle, the differences in appearance
can be readily measured and can be seen by eye in side-by-side comparisons. An
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Fig. 2.4 Colors of carbon black/TiO2 mixtures in plastic films. a 0.23 micron mean particle size.
b 0.26 micron mean particle size

example of the colors for plastics films of TiO2 grades at the two ends of the size
range used in pigments (means sizes of 0.23 and 0.26 microns) is shown in Fig. 2.4.2

Gas Absorption Measurements

Much can be learned about particle surfaces by measuring their interactions with
other molecules. Of particular interest are their interactions with inert gas molecules
[19],3 which are discussed in this section, and their interactions in water suspensions
with dissolved ions, which are discussed later in the section on surface charge.

There is generally an energetically favorable interaction between surfaces and
the gas molecules to which they are exposed, as this leads to a reduction in surface
energy. As a result, gases generally adsorb onto surfaces. The amount of gas absorbed
and the strength of this adsorption are functions of the concentration of the gas (gas

2 It is remarkable that we can visually distinguish particle size differences of 30 nm. By contrast,
most people are unable to visually detect the size difference of a colored billiard ball (57 mm) and
the white cue ball (63.5 mm)—a difference that is over two million times greater. One can even
more easily detect different colloidal gold particle sizes of the similar magnitude as the difference in
TiO2 particle size, since the wavelength of light most strongly scattered by a colloidal gold particle
is quite sensitive to particle size. This remarkable achievement is possible because these particle
sizes are matched to visible light, and because we are capable of discerning subtle changes in color
(as discussed in Chapter 5, we can distinguish roughly 10 million colors).
3 For simplicity we will refer in this section to the adsorbing species as molecules, but atomic gases,
such as helium, argon or krypton, absorb onto surfaces in the same way.
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pressure is usually used as a proxy for this), the temperature of this exposure, the
area occupied by a single gas molecule, the surface area, and the surface energy
(gas molecules attach more strongly to higher energy surfaces). We can therefore
calculate surface area and surface energy if we measure the pressure of a set amount
of gas that is exposed to the particles, the temperature, the weight of the sample,
and use standard values for the area occupied by a gas molecule (i.e., the adsorption
footprint). In addition, when 50 nmor smaller pores are present, their size and volume
can be calculated.

In the typical gas adsorption experiment, a known quantity of the powder of
interest is heated under a vacuum to remove any initially adsorbed species. The
sample is then cooled (typically to liquid nitrogen temperatures) andknownquantities
of a gas (typically nitrogen) are introduced step-wise into the sample vessel. Between
each dose, the gas is allowed to equilibrate with the surface and the gas pressure is
measured. The number of non-adsorbed gas molecules can be calculated from the
measured gas pressure using the ideal gas law and, by difference with the amount of
gas added to the vessel, the number of adsorbed molecules can be determined.

Ideally, a single layer ofmolecules will adsorb onto the surface (Langmuir adsorp-
tion). However, there are two related factors that complicate this process. The first is
that the gasmolecules can adsorb onto already adsorbedmolecules (i.e., the adsorbed
molecules are themselves adsorption sites). This is very similar to the formation of
the liquid phase of the gas, in the sense that the interactions between the already
adsorbed molecules and the gaseous molecules are comparable to the interactions
between condensed molecules and their counterparts in the gaseous state.

The second complication is that surfaces are not completely flat. Surface features
such as edges and corners tend to have higher surface energies than the flat areas
of the particle and so the gas molecules will preferentially adsorb onto them.
However, of greater importance is the presence of pores within some particles, and
the pores between particles. The adsorbing gas molecules can condense in these
pores, increasing the uptake of the particles. While this complicates our interpreta-
tion of surface area, it is in some ways beneficial because it provides us with a means
to calculate the volumes of pores as a function of their size over a certain size range.

As a result of these complications, the isotherms for adsorbed molecules can
deviate greatly froman ideal curve. Six different adsorption types have been classified
by the IUPAC. These are shown in Fig. 2.5. Note that, in some instances, the curves
show a hysteresis—that is, surface coverage as a function of gas pressure is different
when we are adding molecules to the gas phase (i.e., increasing pressure) than when
we are removing molecules from the gas phase.

Surface Area

For most particles, the results of the gas adsorption measurement can be modeled
using the “BET” equations, so named using the initials of its three developers
(Brunauer, Emmett and Teller) [20]. These equations apply when multiple layers
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Fig. 2.5 Shapes of the six types of adsorption isotherms. na is the number of adsorbed molecules

of gas molecules adsorb onto the particle surface (Fig. 2.6). In this situation, there
are two energies of importance—the energy released when a gas molecule attaches
to the particle surface, and the energy released when a gas molecule attaches to
an already present molecule. The energy associated with the latter interactions is
approximately the heat of condensation for that molecule. The energy of interaction
between the gas and the surface is a function of the chemical identities of the gas

Fig. 2.6 Interactions between gas molecules and particle surfaces. Open circles are gaseous
molecules; gray circles are molecules adsorbed onto the particle surface; patterned circles are
molecules condensed onto one another and the adsorbed molecules
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and particle as well as a function of surface energy—the higher the surface energy,
the greater the energy of this interaction.

The fractional surface coverage θ can be found based on the pressure measure-
ments and a constant denoted as “c” by using Eq. (2.2):

θ = cp

(p0 − p)(1 + (c − 1)(p − 1p0))
(2.2)

where:

θ is the fraction of surface covered by one or more molecules (θ = 1 for monolayer
coverage),

p is the measured (equilibrium) pressure,

p0 is the saturated pressure, which is the vapor pressure of the condensed (liquid)
molecules at the adsorption temperature, and

c is a unitless constant.

In this equation and elsewhere, P/P0 is referred to as the relative pressure of the gas.
This relationship is often expressed using Eq. (2.3):

1

νa
[(
p0 − p

) − 1
] = (c − 1)

νm

(
p0 − p

) + 1

νmc
(2.3)

where:

νa is the amount of gas adsorbed,

νm is the amount of gas in one monolayer, and

p, p0, and c are as in Eq. (2.2).

Note that νa/νm from Eq. (2.3) equals the θ term in Eq. (2.2).
The advantage of Eq. (2.3) is that plotting 1

νa[(p0−p)−1] = (c−1)
νm

(
p0 − p

) + 1
νmc

against νm = 1
Sl+I nt gives a straight line from which the monolayer gas amount (νm)

and the constant c can be calculated by using the slope of the line (Sl) and intercept
(Int) using Eqs. (2.4) and (2.5):

νm = 1

Sl + I nt
(2.4)

c = 1 + Sl

I nt
(2.5)
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Caution must be exercised when interpreting the measured surface area values for
different grades of pigmentary TiO2. All TiO2 pigment particles used in paints, and
many used in plastics, are surface treated with a few percent alumina and/or silica,
in order to improve end-use performance properties (this is discussed in detail in
Chap. 7). Importantly, the alumina is present as small (nano) particles affixed to the
pigment surface. Although the size of the TiO2 particles themselves are essentially
the same in all pigment grades, the surface areas of these materials can vary from
roughly 10 m2/g to 50 m2/g, depending on the surface treatment. For comparison,
the surface area of pure TiO2 particles before surface treatment is roughly 6–7 m2/g.

TheBET technique overestimates the surface areas of particles that containmicro-
pores (smaller than 2 nm). This is because these pores fill with condensed gas at the
same pressures as the gas molecules that coat the flat surfaces of the particles, and so
the information about surface adsorption is convoluted with the information about
pore filling. It is difficult to separate the volume of gas that is condensed in these
pores from the volume adsorbed on the particle surfaces, although some methods to
do this have been proposed [21].

Pore Characterization

There are two fundamentally different types of pores that can exist within a powder.
The first, intra-particle pores, are found within the individual particles. An excellent
example of this is the pores found in particles of diatomaceous earth (Fig. 2.7).
Diatomaceous earth is composed of fossilized skeletons of diatoms (microscopic sea
organisms). These particles have a nearly endless variety of shapes and sizes (up

Fig. 2.7 Electron micrograph of diatomaceous earth sample showing pores with a wide range of
diameters
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Table 2.2 IUPAC pore size
definitions [22]

Designation Pore size Approximate pressure
range (p/po)

Micropore pore < 2 nm <0.15

Mesopore 2 nm < pore < 50 nm 0.15–1.0

Macropore pore > 50 nm >0.35

to approximately 1 mm), and nearly all have an extensive pore content with sizes
varying from a few nanometers to a few microns or more.

The second type of pores is those that exist between particles. These pores are
significantly larger than the intra-particle pores and are strongly affected both by the
same factors that affect both bulk density and by the measurement technique itself.
That is, the inter-particle pore structure is affected by the arrangement of the particles
in the sample.

Intra-particle pore sizes have been categorized by the IUPAC into three ranges,
as shown in Table 2.2.

This classification is based in part on the practical consideration of pore size detec-
tion limits for different pore size techniques. Pore size distributions are presented
in the same manner as particle size distributions (we can, for this purpose, consider
pores to be air “particles” within a solid matrix). These presentation methods are
discussed above in the section on particle size and size distribution.

A number of different techniques have been developed to measure the pore size
distribution of materials [23, 24]. These methods fall into two categories. The first is
high-pressure infiltration of a non-wetting liquid (typically mercury) into the pores.
A non-wetting liquid is used because it will only penetrate a pore when forced to
do so using pressure. For idealized cylindrical pores, the pressure required to fill a
pore is determined by Washburn’s equation (Eq. 2.6) and is inversely proportional
to the pore diameter [25]. By monitoring the amount of liquid filling the pores as a
function of pressure, one can construct a pore size distribution of the material.

p = −4γ cosθ

Dp
(2.6)

where:

γ = surface tension,

θ = contact angle (typically 180° for a non-wetting liquid),

p = pressure, and

Dp = pore diameter.

The minimum pore size detectable by this method is dependent on the maximum
pressure that can be applied, but in most commercial instruments is in the range from
3 to 6 nm (i.e., near the lower limit of the definition of a mesopore).
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Micropores and mesopores can be measured using the second category of tech-
niques—inert gas adsorption and desorption. These techniques are an extension of
those used to determine surface area, and commercial instruments are typically
capable of both types of measurement. In this measurement, the sample is evac-
uated and heated, then placed under a high vacuum and the adsorbing gas is added,
similar to the BET measurement. However, for pore size analysis, the pressure is
first increased until all the pores are filled. Once the sample has equilibrated, the
pressure is decreased stepwise. It is the desorption data that is then used in the pore
distribution calculation (as shown in Fig. 2.5, the adsorption and desorption curves
deviate when pores are present).

The distinguishing factor between micropores and mesopores is their size in rela-
tion to the adsorbing molecules (Fig. 2.8). In this figure, all molecules are chemically
identical, but those within the pore that are not in direct contact with a surface and are
close enough to be perturbed by it, are shown in white. In mesopores, the pore diam-
eter is large compared to the adsorbing molecules, and so the majority of molecules

Fig. 2.8 Filling of pores by an adsorbent. a Mesopores. b Micropores. Circles are adsorbing
molecules. White circles are molecules perturbed by a surface, but not in contact with it. Dark
circles are molecules in an environment similar to its liquid state



Surface Energy, Contact Angle, and Wettability 47

found within the pores are in an environment similar to that of the molecules in
the liquid state (i.e, the proportion of molecules attached to a surface or strongly
perturbed by it is low). In Fig. 2.8a, these molecules are indicated by the darkest
circles. We will refer to the collection of these molecules as the condensed phase. By
contrast, although not all themolecules in amicropore are attached to a surface, those
that are not are still close enough that their environment is significantly perturbed
by the surface in comparison to the environment in the liquid state, so there are no
condensed phase molecules in these pores (Fig. 2.8b).

The most common mathematical model for mesopore size determination is the
BJH method, so named using the initials of its three developers (Barret, Joyner and
Halenda) [26]. This model assumes (a) that gas molecules in the condensed phase
within a filled mesopore volatilize sharply at a certain pressure that is dependent on
the pore size diameter and (b) that the molecules adsorbed onto the walls of the pore
or near enough to the wall to be perturbed by it are desorbed over a range of pressures
rather than all at one pressure.

Adifferentmodel is needed formicropores, sincemost of themolecules occupying
these pores are perturbed by the pore surface, and only a small fraction, if any, can be
considered to be in the condensed phase. In this case, density functional theory (DFT)
is used to calculate the pore size distribution [27–29]. This theory, which is based on
statistical mechanics, bridges the gap between themacroscopic andmolecular scales.
Here, the equilibrium particle density is determined based on the direct interactions
between the surfaces and the gas molecules.

Surface Energy, Contact Angle, and Wettability

Particles interact with their environments through their surfaces, and so surface prop-
erties are very important with regard to both the ease with which the particles will be
wetted by a liquid (solvent or water for paints, molten polymer for plastic) and with
which they can be subsequently dispersed in a milling step. This aspect of particles
is determined by their surface energy.

As described in Chap. 1, surface energy is the energy required to disrupt the
interactions between atoms or molecules within the bulk of a solid when the solid is
broken and a new surface is created. We can group surface energies into two classes
based on both their magnitude and the type of solid. It is relatively easy to disrupt
solids that are held together through weak forces, such as van der Waals forces,
and as such, they are considered low surface energy materials. These include most
paints and plastics, which are composed of organic polymer molecules that are held
together by relatively weak intermolecular forces.

On the other hand, solids that are held together by networks of bonds, which
includes most of the particles found in paints and plastics,4 require high energies to

4 The exceptions are resin particles in paints, which are organic and so are low surface energy
materials.
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disrupt, and as such these materials are high surface energy materials. An organic
surface treatment is often applied to some types of particles (e.g., pigmentary TiO2

or calcium carbonate) in part to decrease the surface energy and favorably change
certain particle properties.

Broadly speaking, we can say that atoms and molecules can lower their energy
by associating with other atoms or molecules. In the bulk of a solid or liquid, this
interaction is with other atoms or molecules of the same type. However, the surface
atoms and molecules can interact with any molecules5 with which they come into
contact, particularly gas molecules. Therefore, we see that the energy required to
break a particle into two (i.e., the surface energy of a solid or liquid6) is a special
case of a more general type of interaction—that between molecules of any sort.

We can characterize the energetics of a surface based on how that surface interacts
with different molecules or atoms—not just other molecules or atoms of the same
type.Wewould expect to see different degrees of interaction, which can be quantified
based on the energy released on adsorption when different atoms or molecules are
the interacting species.

For example, one method to quantify the surface energy of a particle is by deter-
mining the interactions between its surface and a gas molecule. Returning to the
previous section, we noted that the c-value in Eq. (2.2) is a function of surface
energy. More precisely, it is proportional to the exponential of the difference in heat
of adsorption for the first layer on the surface to the heat of condensation of the
adsorbing molecule (i.e., the heat released when the gas condenses to a liquid), as
shown in Eq. (2.7).

c ∝ e
qa−qL
RT (2.7)

where:

c is the constant in Eq. (2.2),

qa is the heat of absorption for the first layer of gasmolecules (gray circles in Fig. 2.6),

qL is the heat of condensation of the gas molecules,

R is the gas law constant, and

T is the absolute temperature.

The quantity qL is determined in part by the surface energy of the particle, and so c is
related directly to particle surface energy. In this case, c tells us about the energetics
of the interaction between the surface and the adsorbing atom or molecule.

Of greater interest to the paint or plastics producer is the degree to which particle
surfaces interact with the liquid molecules used in that specific paint or plastics

5 Following the practice of the last section, we will refer here to the interacting species as molecules,
but such species can be atoms as well.
6 The surface energy of a liquid is sometimes referred to as its surface tension.
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manufacture. In this case, the situation is significantly more complex than when
considering only the interactions between a surface and a gas. Here, wemust consider
the strength of the interactions between the surface and the liquid molecules as well
as the strength of interactions between the liquid molecules with one another (this is
a function of the surface tension of the liquid, which is surface energy per unit area).

This latter consideration is an important one. When we immerse a particle into
a liquid we are, in effect, creating a liquid surface in a manner similar to when we
create a solid surface by breaking a solid particle apart. In this case, however, the
new surface is not in contact with the atmosphere, but rather is in contact with the
particle surface. The criterion that determines the ease with which a particle will
immerse in a liquid is not the absolute strength of the interaction between the liquid
and surface particles, but rather it is the difference in interaction strengths between
this interaction and the interactions between the liquid molecules with one another.

A convenient way to measure the interactions between a surface and a liquid
is through contact angle [30]. The most common technique for measuring this is
to place a drop of the liquid on the surface and optically measure the angle at the
air/surface/liquid interface (Fig. 2.9). This is normally done using large surfaces (on
the order of severalmm2; for example, a paint film), rather than particles, although this
measurement is sometimes done on pressed pellets. In this case, care must be taken
to ensure that the pellet surface is completely smooth because surface roughness can
alter the apparent angle at the interface. Powders can also bemeasured by penetration
of the test liquid into a sample of uncompressed powder, as discussed below.

Contact angle θ7 is determined by the relative interaction energies between the
liquid and solid (γls) compared to the interactions between the liquid molecules with
one another (i.e., the surface tension or surface energy of the liquid, γl), and the
surface energy of the solid (γs).8 This relationship is given by Young’s equation:

γs = γls + γl · cosθ (2.8)

When the liquid is water, we refer to θ as the water contact angle. If θ > 90°, the
surface is hydrophobic; if θ < 90°, the surface is hydrophilic, and if θ = 0° the surface
is completely wetted.

There is a complication to this analysis that arises when measuring contact angle
on a powder pellet, even a smooth one, which is that there can be a difference in
advancing and receding contact angles (this complication is termed contact angle
hysteresis). This difference can be quantified in a dynamic contact angle measure-
ment. In this test, a droplet is applied to the surface of interest. Additional liquid is
then injected into this droplet, causing it to grow laterally—that is, the intersection
between air, droplet, and solid surface is pushed outward. The angle measured at this

7 This should not be confused with the surface coverage in Eq. 2. Equation 2, on the one hand, and
Eqs. 8, 9, and 11, on the other, use the symbol θ in a very different way.
8 Properly speaking, we must specify the materials on both sides of a surface when discussing
surface area. In situations of interest to us, the surface interface with a liquid or solid is air (or
gas), and the subscripts for the symbols for liquid and solid surface energies will include the letter
“g”—e.g., γlg and γsg.
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Fig. 2.9 Contact angle
measurements. a Poor
wetting. b Good wetting. c
Complete wetting

moving interface is the advancing contact angle. Similarly, liquid can be pulled out
of the droplet and the receding contact angle measured.

The degree of contact angle hysteresis is dependent on a number of factors,
including the liquid used, the chemical homogeneity of the particle surfaces, and,
importantly, any roughness at the pellet surface, if present. This situation is very
complex and the subject of much active research.

An alternative means of measuring the contact angle of a particle is to measure the
penetration of a liquid into a particle bed using theWashburn capillary rise technique
[31]. In this test, a powder is loaded into a tube with a porous bottom and the tube
is then immersed in the wetting liquid. The height of the rising liquid front is then
measured as a function of time (Fig. 2.10). In practice, the amount of infiltrating
liquid is most often determined by weight gain of the column, which is attached to a
tensiometer for mass changemeasurements. The contact angle can then be calculated
by Eqs. (2.9) or (2.10). Equation (2.9) is often rearranged into Eq. (2.11), with contact
angle being determined from the slope of the line relating the square of height to
immersion time.
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Fig. 2.10 Infiltration of a
liquid into a powder column

cosθ = η

Cρ2γl
· m

2

t
(2.9)

where:

C is a material constant that is calculated as shown in Eq. (2.10),

ρ is the liquid density,

γl is the surface energy (tension) of the liquid,

m is the mass of the liquid that has penetrated the powder, and

t is time.

C = re f f · A2 · ε2

2
(2.10)

where:

reff is the effective radius of the pores,

A is the cross-sectional area of the tube containing the powder, and

ε is the porosity of the powder within the tube.
Alternatively:

h2 = re f f · γl · cosθ
2η

t (2.11)

where:

h is the height of the penetrating liquid,
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reff is the effective radius of the pores,

γl is the surface energy (tension) of the liquid,

η is the viscosity of the liquid, and

t is time.

The constant “C” in Eq. (2.9)9 can bemeasured, rather than calculated, by performing
this test using a low surface energy liquid such as hexane, which can be assumed to
have a contact angle of zero. Equation (2.9) is then rearranged to calculate C, since
all other variables will be known, and this value of C is then used for other liquids.

The importance of contact angle for powders is that it is related to the wetting
dynamics of the powder. As discussed in Chap. 11, an important aspect of the disper-
sionof particles into the liquid carrier of a paint is the easewithwhich the surfacewets.
During wetting the solid/air interfaces of the particles are replaced by solid/liquid
interfaces. Wetting can be enhanced by adding a wetting agent, or surfactant, to the
liquid. This reduces the surface energy, or tension, of the liquid. Referring back to
Eq. (2.8), we see that a decrease in surface tension (γl) is offset by an increase in the
cosine of the contact angle, which means a decrease in the contact angle.

Bulk Density, Bulk Flow, and Powder Compressibility

The bulk behavior of particles is determined by the degree of attraction that the
particles have towards one another [32]. In the extreme, these attractions can cause
particles to irreversibly stick to one another, but even at lower levels, the degree of
attraction has a significant impact on bulk properties because this attraction causes
resistance to particle motion. When particles that are near one another, but not
touching, move away from one another, their separation distance increases, which
requires energy. For particles that are touching one another, or touching the walls of
a bin or container, movement is impeded by friction, which, in turn, is controlled by
the strength of attraction between particles and one another or with the bin walls.

The degree to which particles can flow past one another affects three properties of
the powder: the density at which it settles, the degree to which the entire powder can
flow, and the extent to which a powder compresses when placed under pressure. We
will consider the measurement of each of these bulk properties, but will first discuss
aspects of particle packing.

9 This should not be confused with the constant c in the gas adsorption equations.
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Particle Packing

Unlike true density, the loose bulk density of powder samples is highly dependent on
the measurement technique, the sample preparation technique, and the stress state
of the sample. Some sample preparation procedures are designed to minimize bulk
density (e.g., gentle sifting of the powder into ameasurement container) and therefore
give a lower limit for bulk density. Other procedures densify the pigment in a known
and (hopefully) reproducible manner. There are two common methods to do this.
The first is tapping a filled container on the countertop until the occupied volume
no longer changes. This is known as the “tapped” or “tamped” bulk density of the
material. The second is to press the powder into a pellet, which gives the ultimate
packed or compressed bulk density of the material.

The prevalence of voids in collections of small particles, such as those introduced
into the chamber of a pellet press, leads to the concept of powder compressibility. If
we place the piston in the press and apply pressure with a hydraulic ram, the powder
bed compresses. In doing so, we add work energy to the system (in the form of the
force applied by the ram multiplied by the distance the piston moves). This energy is
used to overcome inter-particle forces (i.e., friction and cohesion) and wall friction,
as well as to rearrange the particles (which mainly takes place at the beginning of
the compaction). Because the particles become more concentrated, the number of
particle-particle contacts (known as the coordination number) increases. At any given
time in this process, the piston compresses the powder bed to the point at which the
force applied by the ram equals the combined forces of (1) inter-particle friction, (2)
inter-particle cohesion, and (3) particle–wall friction or adhesion. If the force applied
to the piston is increased, the powder will densify further until, again, the combined
frictional forces equal the force applied by the piston.

The compressibility response of powder beds can be compared to the placement of
a weight onto a compression spring. The spring compresses until its restoring force
equals the gravitational force of the applied weight. There is a crucial difference
between the spring and the bed of particles, however: when the weight is removed
from the spring, it returns to its original state. When the force from the hydraulic ram
is removed from the pellet press, the particles do not return to their original packing
state, since doing so would require restoring motion, which in turn would require the
particles to slide past and over one another. Additional energy would also be required
to overcome the higher gravitational potential of the original particle arrangement.

For this reason, the bulk density of small particles is very sensitive to the history of
the sample. If a sample is compressed, for example by stacking bags of particles on
top of each other, or by being driven over a bumpy road, then it will retain its higher
bulk density even after the compression force is removed. On the other hand, if a
sample is handled carefully, without jarring or compression, then the bulk density
will remain low. Because of this, it is not possible to state the bulk density of a
sample with a single value. Instead, bulk density values should be reported in a way
that indicates the sample history (e.g., tapped or loose).
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Measurement

Bulk density is simply measured by weighing a known volume of the powder. As
indicated above, it is essential that powders be handled in a controlled and repeatable
way.

There is no universally agreed-on definition of powder flowability, nor is there
a means of measuring it in a way that is applicable to every situation. However,
for bulk storage purposes, critical “rathole” diameters are often used as a means to
characterize the expected flow from the silo outlet [33, 34]. The term “ratholing”
refers to the tendency of powders to exhibit “funnel flow” out of a silo (Fig. 2.11).
Here, a core channel immediately above the outlet forms, with the powder within
the channel flowing while the rest of the powder remains in place. The width of the
channel is referred to as the critical rathole index and is measured in units of distance
(typically meters or feet for silos used industrially).

The critical rathole diameter for a powder depends on the compressibility of
the powder as well as the size, shape, and materials of construction of the silo.

Fig. 2.11 Funnel flow and
formation of a “rathole” in a
powder silo
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To determine the critical rathole diameter of a powder, the powder is loaded into
a cylindrical hole in a sintered metal base that has the ability to vent air from the
sample. A piston is then placed on top of the powder and pressure is applied to
compress the sample under a controlled and reproducible load. The base is then
removed from around the powder, leaving a free-standing column of it. The piston
is again applied on top of the column and the stress required to cause the column to
fail is determined. This stress is a measure of cohesive strength. The critical rathole
index is then calculated from the ratio of the cohesive strength of the powder to its
bulk density, using a constant that is specific to the metal base and piston.

The compressibility of a powder is also measured in a piston press. In this case,
the volume of powder at a certain load is determined by using the distance over which
the piston is moved. A curve of density versus consolidation stress is then plotted,
and from this, a relative compressibility is calculated.

Oil Absorption

In general, we are deferring characterization techniques that are important to only
a limited set of end-use applications to the chapters that describe formulation
(Chaps. 16 for paint, Chap. 17 for plastics, and Chap. 18 for paper laminates).
However, we will include here a discussion on oil absorption, which is a technique
that is only important to coatings, because oil absorption values are determined by
five of the physical properties that are described above—surface area, surface energy,
intra-particle void volume, inter-particle void volume, and powder compressibility.
For this reason, a description of oil absorption follows naturally from our discussions
above.

The oil absorption test is used to determine the packing efficiency of particles
in linseed oil [35, 36]. In this test, linseed oil is added to a single particle type or
to a mix of particles. The particle mixes are typically the particles formulated into
a paint (pigments and extenders), at the same relative proportions as in the paint.
As the oil is added, it is incorporated into the particle mass by vigorously working
the mass with a spatula or a rubber policeman. This process is often referred to as
a “rub-out”. The mix of oil and particles begins as a moist powder, but at a certain
point, it converts into a paste—that is, a thick liquid. This is the defined endpoint of
the test. At this point, all of the particles have been wetted with the oil (i.e., have a
monolayer coating of oil on their surfaces) and there is just enough remaining oil to
fill the voids between the particles.

Oil absorption is generally reported as the number of grams of oil needed to bring
100 g of particles to the test endpoint. In some contexts, this value is referred to as the
“oil demand” of the particles, and the endpoint in the test is referred to as “satisfying
the demand”. The oil absorption value is important in paint formulation because it
can be used to determine the minimum amount of organic resin required to form a
solid film from a set volume of particles, a quantity known as the resin demand of
the pigment. The conversion between oil absorption and resin demand is given in
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Eq. (2.12). Resin demand is important as it determines the critical pigment volume
concentration (CPVC) of the paint. This is discussed in greater detail in Chaps. 4
and 16.

CPVC = 100

1 + (OA)•(ρ)

93.5

(2.12)

As mentioned above, oil absorption values are affected by five particle param-
eters. Three of these are determined by the individual particles themselves—their
surface area, surface energy, and intra-particle porosity. The effects of these are quite
straightforward. The higher the surface area, the greater the amount of oil required
to wet the particles, and so the higher the oil absorption value. Similarly, the greater
the intra-particle void volume, the greater the amount of oil needed to fill the voids.
Surface energy affects the wetting of the particles by the oil, and so also has a direct
effect on oil absorption values.

Inter-particle voids are as important as intra-particle voids since all pores must be
filled with oil. The filling of intra-particle voids, such as those found in diatomaceous
earth (Fig. 2.7), is quite straightforward, and it is clear how the void volumes affect
the amount of oil required to satisfy the particles. However, the filling of inter-
particle voids is more complicated. When the oil/particle mix is worked, much of the
energy applied to the system is used to compress the particle packing arrangement,
decreasing the void volume of the particle mix. This is similar to the effect on
bulk density of adding energy into a particle bed, both in terms of compressing the
particles and in terms of being very dependent on the exact history of the particlemix.
The compressibility of the powder is, therefore, the fifth particle property that affects
oil absorption. The more energy introduced during the oil absorption test, the greater
this compression and the lower the void volume of the resulting particle mix. This,
in turn, decreases the measured oil absorption value of the mix. This dependence is
a significant source of error for this test since different operators are likely to apply
a different degree of force when incorporating the oil into the powder.

In addition to the uncontrolled application of energy, this test also suffers impre-
cision due to the need to interpret the true endpoint of the test. There is generally
not a sharp change to a paste consistency as oil is incorporated into the particle bed,
and different operators may have different definitions as to when the mass becomes
a paste.

Finally, there is a sixth parameter that affects oil absorption but is not determined
by the particle. This parameter is the exact identity of the oil used in the test. There
are many types of linseed oil that vary in chemical composition, in particular, in the
density of carboxylic acid groups in the polymer chain. The chemical composition
is expressed as the acid number of the oil, and this value partially determines the
ability of the oil to efficiently wet the particle. A comparison of oil absorption values
for a variety of TiO2 pigments using two different linseed oils, which differ in acid
number, is shown in Fig. 2.12.



Thermal Techniques 57

Fig. 2.12 Comparison of oil absorption values for a variety of TiO2 pigment grades using linseed
oils with different acid contents. Values are the grams of oil per 100 g of particles

Thermal Techniques

Different materials react to temperature changes in different, and often unique, ways.
We are familiar with the change in spatial dimensions on heating (normally an expan-
sion). In addition, heating can lead to a weight loss due to the volatilization of some
(or all) components of a sample, and it can lead to changes in the heat capacity of
the material (i.e., the change in temperature that occurs when a unit amount of heat
is applied). Both weight loss and heat capacity change as a function of temperature
is used to characterize particles.

TGA

Thermal gravimetric analysis, or TGA, is a test in which weight loss is determined
as a function of temperature. In this method, a small amount of power is placed on a
balance that is itself in an oven. A gas is flowed over the sample as it is controllably
heated and weight as a function of temperature is recorded.

Weight loss occurs for two reasons. The first is the burning of organic compo-
nentswhen the analysis is done in air. Different organicmaterials or classes of organic
materials have different ignition temperatures, and the onset of combustion can be
used to identify these materials. The second cause of weight loss is the decompo-
sition of materials that contain volatile constituents. The volatile product of such
decompositions is typically water molecules from hydrated materials, but it can also
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be small molecules such as ammonia if it is present. A gas chromatograph or mass
spectrometer is often used to analyze the composition of the evolved gases.

Many of the particles used in paints and plastics are hydrated minerals. These
not only contain internal waters of hydration but also surface water adsorbed from
the atmosphere. The latter normally evolves at a temperature near or slightly below
100 °C.Waters of hydration, on the other hand, can be released at significantly higher
temperatures.10 The temperature at which this occurs is dependent on the chemical
composition of the sample.When thematerial is crystalline andwell defined, all of the
water is in the same environment and so volatilizes at the same temperature, giving a
sharp weight loss in the temperature scan. On the other hand, in amorphous or poorly
defined materials, each water molecule is in a slightly different local environment
and so the weight loss is spread out over a wide temperature range.

A TGA scan of a mixture of amorphous hydrous alumina (Al2O3·nH2O) and
crystalline hydrous alumina (Al2O3·3H2O) is shown in Fig. 2.13. Here, the weight
loss due to the amorphous alumina is seen as a broad decrease over the entirety of the
scan, while the weight loss due to the crystalline alumina is indicated by the relatively
sharp feature between 250 and 300 °C. The amount of weight lost (13.4%) can be
used to calculate the weight proportion of the crystalline material in this mixture
(38.8%, since Al2O3·3H2O is 34.6% water).

DSC

Differential scanning calorimetry is used to characterize solids that undergo a
temperature-dependent transition at the molecular level. In this test, the heat capacity
of a material is measured as a function of temperature. The foundation of this test is
that heat added to a sample can affect it in twoways. Thefirst, andmost obvious, is that
it can increase the temperature of the material. The relationship between heat input
and temperature rise for a unit mass of material (normally one gram) is the specific
heat of the material. For most particles found in paints or plastics, at the tempera-
tures of interest to us, specific heat generally varies only slightly with temperature
(the exception is organic resin particles, for which specific heat changes sharply
at certain temperatures, as discussed below). This results in a linear relationship
between temperature and heat added to the sample, as shown in Fig. 2.14a.

The second effect of heat added to a sample is that it can cause a physical or
chemical change within the material. In this case, heat enters the sample but does
not increase its temperature, and so this is often referred to as latent heat. The most

10 We might expect that all water would evolve at 100 °C—the boiling point of liquid water.
While the end product is the same in all cases (gaseous water molecules), the starting point is
different. The vaporization process—and the temperature at which it occurs—is dependent on how
strongly a molecule is attached to its neighboring molecules. When the neighboring molecules are
like molecules, as they are in liquid water, this process occurs at 100 °C. In other materials, the
atomic environment surrounding the water molecules is different, and so, too, is the water evolution
temperature.
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Fig. 2.13 TGA weight loss scan of a mixture of amorphous hydrous alumina and crystalline
hydrous alumina. Losses below approximately 100 °C are due to waters of adsorption. Broad
losses between 100 and 700 °C are due to water loss from the amorphous alumina. Sharp loss
between 250 and 300 °C is due to the decomposition of the crystalline alumina

obvious of these transitions are melting and boiling (Fig. 2.14b). Here, there are
abrupt changes in the motion of molecules and these changes require energy.

Another example of such a transition is a change in the crystalline structure,
or crystalline phase, of a material. For example, one solid phase of alumina may
change into another when heat is added to the sample at a certain temperature, or
an amorphous material may crystallize at a certain temperature (the crystallization
temperature, or Tc). These transitions are not accompanied by any change in mass
or temperature. Although crystalline changes are important in the plastics industry
when a polymer is heated or cooled, the particles found within the plastic, or within a
paint, do not typically undergo a phase change within the temperature range of most
applications.

The final thermally induced change to a particle is its glass transition. This transi-
tion occurs in the polymer particles found in a latex paint, as well as in many plastics.
At a specific temperature, termed the glass transition temperature and indicated with
the abbreviation “Tg”, there is a step-change increase in the mobility of sections of
the polymer chains. This is accompanied by a change in the heat capacity of the
material and is seen as a discontinuity in the curve relating heat added to a sample
and its temperature (Fig. 2.14c). The glass transition and its importance to the resin
found in waterborne coatings are discussed in more detail in Chap. 10.
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Fig. 2.14 Relationship
between temperature and
heat added to a material. a
Simple heating. bMelting. c
Glass transition

The DSC experiment is simple in principle [37]. A known amount of heat is added
to a sample, and the corresponding temperature change is determined as a function
of this added heat. A control sample of known thermal characteristics is used as a
reference for this measurement. There are two fundamentally different types of DSC
instruments. Heat flow, or flux, instruments use a single furnace for the unknown and
reference samples. The temperature difference between the samples is monitored and
heat flow is calculated based on this difference. By contrast, a power-compensated
DSC uses two furnaces, one for the unknown and the other for the reference. The two
samples are kept at the same temperature during heating. The power required to heat
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the sample furnace to the same temperature as the reference furnace is monitored
and the energy input per incremental increase in temperature is calculated from this.

Elemental Analysis

A quantitative determination of the amounts of the elements found in a material is
a powerful tool for determining the identity of any material, including powders or
powder mixtures. This can be used for gross characterization of the sample as well
as the detection of trace impurities. Such impurities often reveal the process used to
make the particles (e.g., the sulfate and chloride routes for producing TiO2 each have
difficulties in removing certain impurities) or the geographical origin of a mineral
sample (impurities are generally specific to a particular region).

There are a number ofways tomeasure the elemental composition of a powder, but
we will focus on three—X-ray fluorescence spectroscopy (XRF), atomic absorption
spectroscopy (AAS), and inductively coupled plasma atomic emission spectroscopy
(ICP-AES).

In the XRF measurement, the material of interest is subjected to X-ray radiation.
The atoms within the sample absorb X-rays with a concomitant ejection of a certain
electron from the atomic inner core. This leads to a high energy excited state of the
atom. An electron from the outer core of the atom will typically transfer to the inner
core, replacing the ejected electron, and in the process will lose energy as a photon
with a characteristic wavelength (also in the X-ray region of the light spectrum). The
overall process of light absorption and re-emission at a lower energy wavelength is
referred to as fluorescence.

The elemental composition of the material can be calculated by comparing the
intensities of the fluorescent X-rays to those of known standards. This technique can
be used to detect atoms between sodium and uranium on the periodic table, as the
fluorescent X-rays for lighter elements are typically reabsorbed before they can leave
the material.

AAS is based on the light absorption characteristics of gaseous atoms. In this
analysis, a solution of the material of interest is heated (often by an argon plasma
generated in an inductively coupled heating process) to a temperature that causes it to
decompose. This generates individual atoms in the gas phase. A light is then applied
to the gas and its intensity spectrum after passing through the sample is measured.
Individual atoms of each element exhibit a characteristic absorption spectrum, and
so the amount of a particular element can be determined by adsorption spikes in the
spectrum. The wavelength of light can be modified to match the absorption features
of a specific atom.

The final technique thatwewill consider is ICP-AES. In this technique, the sample
of interest is again dissolved and subject to high enough temperatures to vaporize the
material. In this case, an inductively coupled plasma is used to heat the sample and
ionize the resulting vapor. These high-energy ions typically radiate, or emit, certain
wavelengths of light. A detector determines the intensity of the emitted light and
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Fig. 2.15 Geometry of the X-ray powder diffraction measurement

compares this to intensities for standards of the elements present. This technique is
often used for trace metals analysis in addition to routine elemental analysis.

Crystalline Phase Composition

When discussing the use of X-ray line broadening to determine particle size, we
described the interaction of X-rays with crystalline materials. These interactions
cause X-rays to scatter with certain intensities in certain directions (angles). The
intensities are governed by the type of elements in the crystal and the directions
are determined by the arrangement of these atoms within the crystal lattice (i.e., the
crystal phase).

The combination of scattering angles and intensities is a fingerprint for a specific
crystal type. These parameters are measured by scanning a powder sample with
X-rays, simultaneously changing the angle of the incoming beam and the angle
of the detector (Fig. 2.15). The results are typically reported as detected intensity
as a function of angle (2θ). Different components for even very complex mixtures
of crystals can normally be resolved and an approximate composition determined
(Fig. 2.16).

Microscopy

We mentioned microscopy earlier as a means for characterizing the size distribution
of certain particles or particle mixtures. While it is quite capable of doing this, the
overall usefulness of microscopy to particle characterization is significantly broader.

Two types of microscopes are available to the researcher—optical microscopes
and electronmicroscopes. Optical microscopes are useful for imaging particles at the
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Fig. 2.16 Powder X-ray diffraction pattern of a complex mix of many materials found in paints or
plastics

larger end of the size range of interest to us, as well as agglomerates of particles, and
this level of detection is adequate for many needs of the paint or plastics formulator.
However, resolution in microscopy is theoretically limited to about one-half of the
wavelength of the illuminating light,11 although in practice it is impossible to resolve
features smaller than a fewmicrons using light microscopy. This is due to limitations
on the depth of focus. Because of this, particles at the smaller end of the range of
interest to us cannot be imaged using this technique.

This issue can be avoided by using probes ofmuch smaller wavelengths. However,
there are practical issues with this when the probe is light (X-rays). Instead, a high-
energy electron beam is used for this purpose. Because of wave/particle duality, these
electrons have associated with them a characteristic wavelength. The resolution limit
of these electrons is about 0.1 nm—an improvement of several orders of magnitude
compared to optical microscopes.

There are two fundamentally different ways to use electrons to image a sample,
leading to two types of electron microscopes—scanning electron microscopes
(SEMs) and transmission electron microscopes (TEMs). In both cases, an electron
beam is focused on the sample. In the case of an SEM, the degree of interaction
between the beam and sample is quantified in some way (i.e., a signal is created and
processed), while in the case of a TEM the electrons that interact with the sample
are projected onto a screen, directly creating an image of the particles without the
need to create or process a signal.

11 Light does not merely reflect from particles that are of similar size to the wavelength of light, but
instead scatters from them (see Chapter 3).
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Fig. 2.17 The three
quantities detected in
traditional scanning electron
microscopy. The solid circle
is the nucleus of an affected
atom; concentric circles
indicate electron shells

There are three main detection approaches for the SEM: detecting backscattered
electrons, detecting secondary electrons (these are electrons that are ejected from
atoms in the sample by the incoming electron beam), and detecting X-rays generated
from the samplewhen the atoms that have ejected secondary electrons relax to a lower
energy state (similar to X-ray fluorescence, discussed above, except using electrons
rather than X-rays to eject a core electron from the atom). These three processes are
shown schematically in Fig. 2.17.

For all three detection methods, the electron beam in an SEM is rastered across
the sample of interest, and the image created from this scan is essentially a map
of interaction intensity as a function of beam location. In effect, the intensity is
measured for a pixel of area, and the pixels are combined to give an image. Note
that this form of imaging is fundamentally different from optical imaging (or TEM
imaging, discussed below), where a wave source (visible light or electrons) is applied
to the entire sample at once, and the resulting waves are focused and imaged.

The three detection methods provide a somewhat different view of the sample.
Because secondary electrons are easily absorbed, only those at the topmost region of
the surface (1–10 nm) can escape the sample and be detected. In addition, these elec-
trons are less likely to escape from valley or pore regions than they are from regions
of prominence. These two factors enhance the topographical (surface) features of the
sample, providing a three-dimensional appearance to these images (Fig. 2.18).

The sensitivity of secondary electrons to surface features can also be used for depth
studies. In this case, the energy of the beam electrons is changed—higher energies
allow for deeper penetration. An example of this is shown in Fig. 2.19. These show
the same region of a paint film containing only TiO2 and resin. The electron beam
energy for one image was 3 keV and for the other was 10 keV. Film surface features
and the topmost TiO2 particles are seen at 3 keV while the top micron or so of the
film is imaged at the higher beam energy.
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Fig. 2.18 SEM secondary electron image of a mixture of particles (curtesy of E. Najafi and H.
Huezo, Chemours)

The intensity of electron backscattering is controlled by the atomic number of
the atom. Heavier atoms have more electrons, and so there is a greater chance of an
electron in the beam being scattered backward by the electrons in heavy atoms than
is the case for lighter atoms. The contrast in these images, therefore, is determined by
the elemental identities of the atoms in the sample, with the heavier atoms appearing
brighter.

A comparison of secondary electron images and backscattered electron images
for a paint sample is shown in Fig. 2.20. The surface-specific nature of the secondary
electron technique, and the elemental contrast of the backscatter technique, are clearly
seen in these images.

Finally, analysis of the X-ray energies can give information as to the elemental
identity of the atoms present. This can either provide an element map of the entire
image area or a spectrum for an individual regionwithin the image. An example of X-
rayfluorescence is given inFig. 2.21.Here, four images are given for a samplemixture
of hollow silica sphere microparticles (diameter 0.3 microns) and gold nanoparti-
cles (40 nm). The secondary electron and backscatter electron images are shown in
Fig. 2.21a and b. In the secondary electron image, there is no contrast between the
two particle types, while in the backscatter electron image the gold nanoparticles
are clearly highlighted in comparison to the silica microparticles. Figure 2.21c and d
shows elemental maps for the two metal atoms found in the different particle types.
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Fig. 2.19 SEM secondary electron images of the same region of a paint film at different electron
beam energies. a 3 keV. b 10 keV

SEM imaging of materials that are electrically insulating, which describes nearly
all particles of interest to us, is complicated by the accumulation of electrical charge
on the material surface. This electrical charge arises from electrons in the beam
becoming trapped within the sample. Because the electrical fields created by this
excess charge will deflect the electrons in the beam, the sample image becomes
distorted. This problem can be solved by coating (sputtering) the samplewith an elec-
trically conductive material (e.g., gold, osmium, or carbon). However, this unavoid-
ably alters the sample surface at the atomic level, and so surface features of only a
few nanometers cannot be properly imaged when these coatings are used.
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Fig. 2.20 SEM images of a paint film using different detectors. a Secondary electron image. b
Backscattered electron image. (curtesy of E. Najafi and H. Huezo, Chemours)
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Fig. 2.21 SEM images of a mixture of hollow silica sphere microparticles and nanogold particles.
a Secondary electron image. b Backscatter electron image. d X-ray fluorescent image for silicon.
e X-ray fluorescent image for gold. (curtesy of E. Najafi and H. Huezo, Chemours)

Unlike the SEM, the TEM, as the name implies, analyzes electrons that are trans-
mitted through the sample. For this reason, the sample must be thin enough (typically
less than 100 nm) to allow some of the electrons in the beam to pass through. After
passing through the sample, beam is then expanded using a magnetic lens12 and
directed at a phosphor screen.

Electrons in the electron beam interact with the sample in two ways—through
elastic scattering, which preserves the energy of the beam, and through inelastic
scattering, during which the beam loses energy. Both types of interactions can be
used to image the sample.

The TEM is capable of higher magnification than the SEM and can, in fact,
resolve individual atoms or columns of atoms. This can be seen in Fig. 2.22, which is
a TEM image of a pigmentary TiO2 crystal coatedwith 3wt% amorphous silica. Here
arrayed columns of titanium atoms are clearly visible near the TiO2/silica interface,
whereas the amorphous coating shows no indication of regularity. The contrast seen
in TEM images is controlled by the thickness of the sample, and the atomic identity
of the sample—as with SEM, the electron beam in the TEM process interacts more
intensely with heavier atoms than lighter atoms, making the amorphous silica in

12 The ability of a magnetic lens to spread out an electron beam is far greater than the ability of a
glass lens to spread out a light beam.
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Fig. 2.22 TEM image of a TiO2 particle with a thin coating of amorphous silica

Fig. 2.22 lighter than the TiO2 portion of the particle. In addition, resolution can be
increased by using phase contrast.

Elemental analysis and mapping are also possible with the TEM. In this case,
a technique known as electron energy loss spectroscopy (EELS) is used. Here, the
electron beam causes an electron in a sample atom to eject, decreasing the energies
of the beam electrons by a specific amount. The energies of the beam electrons are
measured after passing through the sample, and from that, the elemental identity of
the sample can be determined. This measurement is so precise that the oxidation
state of the atom and even the crystalline phase of the material (which sets the local
environment around the sample atoms) can be differentiated. An example of an EELS
image is shown in Fig. 2.23 for a TiO2 particle with a patchy alumina coverage.

Surface Charge

The surfaces of particles dispersed in water typically carry an electrical charge.
The sign of this charge, and its magnitude, are governed by dissolved ions in the
water (especially H+ and OH−, the concentrations of which are determined by pH),
particularly when the particle is a metal oxide.

Any un-neutralized or excess charge in a particle will be found at or near the
particle surface. A charged particle surface in water will create an electrical double
layer that surrounds that particle [38]. The inner electrical layer consists of ions
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Fig. 2.23 EELS image of a
TiO2 particle with patchy
alumina coverage. Blue
indicates titanium and red
indicates aluminum (curtesy
of E. Najafi, Chemours)

(either from water dissociation or any dissolved salts) that are tightly adsorbed onto
the particle surface. These ions are not swept away if the solution around the particle
moves relative to the particle. The outer layer is composed of counterions that remain
in solution and screen the charge on the inner layer.

The exact distribution of ions around the charged surface, and the electrical poten-
tial as a function of distance from the particle surface, has been the subject of much
experimental and theoretical attention since Helmholtz first reported his analysis
of electrodes immersed in ion-containing solutions in 1853. Because this layer can
extend into a relatively large region around the particles, it is often referred to as
the diffuse layer. The amount to which it extends and the electrical potential as a
function of distance are determined by the magnitude of the surface charge layer
and the concentration of ionic species in the liquid phase (the diffuse layer is more
compact if the ionic concentration is high).

The association of the ions within the diffuse layer with the particle is not strong
and these ions can be swept away if the solution moves relative to the particle. The
boundary between the mobile diffuse layer and the tightly held inner layer is referred
to as the slipping plane. The electrical potential at this plane is called the zeta potential
(ζ) and is typically measured in millivolts. The surface charge, and its application to
dispersion stabilization, are discussed in greater detail in Chap. 11.
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Fig. 2.24 Modification of oxide surface charge by addition of acid or base

Controlling Surface Charge

The surfaces of most metal oxides are terminated by oxygen groups (typically
bridging two or more metal ions) and hydroxyl groups (typically bound to one metal
ion, although bridging hydroxides are also seen). H+ and/or OH− in the water phase
of the slurry or paint react with these groups, bringing with them their electrical
charge.

These reactions provide us with a convenient way to change the magnitude and
the sign of the charge on a particle surface. We can give the surface a positive charge
by adding acid (low pH), or a negative charge by adding base (high pH). In conditions
between these (mid pH), the surface will have no net charge (Fig. 2.24).

We might assume that the pH value for no net charge would be 7.0, which is the
value for which water has an equal number of dissolved hydroxide ions and protons.
However, in the paragraph above we have carefully chosen the words describing this
value as “mid pH”, rather than as a pH value of 7.0. This is because the pH value for
surface charge neutrality (called the iso-electric point (IEP) or point of zero charge
(PZC)) varies from one type of particle to another, depending on the exact chemical
nature of the particle.13 This is an exception to the earlier statement that the ideal
particle in a paint would have physical characteristics but would be chemically inert.

To understand why the IEP varies from one particle type to another, we will
consider the family of chemical reactions that can be written as

X - OH + H2O � X - OH+
2 + OH−

X - OH + H2O � X - O− + H3O
+

X - OH + H+ � X - OH+
2

X - OH + OH− � X - O− + H2O

X - OH � X+ + OH−

For water, X = H. In this case, neutrality is achieved at a pH value of 7.0. When
X is a metal atom at the surface of an oxide particle, however, the character of the

13 There are still positively and negatively charged sites on the surface at the IEP, but these charges
balance to give a net charge of zero. This situation is equivalent to the concept of zwitterions for
discrete molecules.
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Fig. 2.25 Zeta potential as a function of pH for an acidic solid (TiO2) and a basic solid (ZnO)

surface O–H bonds vary depending on the identity of X. If X is electronegative, then
the proton on the surface -OH group will be more acidic and when incorporated into
water, the X–OHmoiety will spontaneously disassociate to generate H+ and XO−—
that is, the material will be an acid. If X is electropositive, then the oxygen in the
hydroxide group will be more capable of supporting a second proton. This second
proton is formed by the dissociation of water into H+ and OH−. After the reaction
of the H+ with the surface -OH group, the dissociated OH− ion remains in solution,
raising the pH. In this case, the oxide is a base.

Since, by definition, the X group is different for different oxides, some oxide
particles are acidic and some basic. We can see this by measuring the zeta potential
on a particle in water as a function of pH using techniques described in the next
section. The results for such measurements are shown in Fig. 2.25 for pigmentary
titanium dioxide and zinc oxide. The intersections of these curves with the X-axis
give the IEP values for these particles.

The curve shapes are similar for both materials. The charge on these surfaces is
positive at low pH values and negative at high pH values, consistent with Fig. 2.24.
However, the curves are horizontally shifted from one another. TiO2 is amildly acidic
solid.14 As a consequence, it is relatively easy to remove the surface protons, leaving
a negative charge on the particle surface. This is favored enough that the surface
protons will even dissociate under mildly acidic conditions (i.e. at pH values as low
as 5.9). By contrast, ZnO is a basic solid. Protons from the water adsorbed onto it,
releasing hydroxide, even under moderately basic conditions (7.0 < pH < 9.2), giving
it a higher IEP value than that of TiO2.

Most grades of pigmentary TiO2 that are used in the paint industry, andmany used
in the plastics industry, are coated with hydrous alumina and, in some instances, a

14 Pigmentary TiO2 particles made by the chloride process invariably have some alumina on their
surfaces, which shifts the IEP to a higher value than for pure rutile (IEP = 5.2).
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combination of hydrous alumina and hydrous silica, or of hydrous alumina and
zirconia. Since these coatings reside on the particle surfaces, they affect the acid/base
characteristics of the particles. Silica is an acidic solid, while alumina is a basic solid,
and the IEP values of these grades reflect contributions from all surfaces.

Ideally, the surface charge of a particle in a slurry or paint will not change over
time. Such a change would indicate that the particle surface is chemically reacting
with a dissolved species in the paint, replacing the original surface with a new surface
composed of the reactive dissolved species. This type of undesired reaction is often
seen in waterborne paints that contain both pigmentary TiO2 and zinc oxide [39].
These paints often gel on storage. The cause of this gel formation was found to be the
deposition of a layer of zinc ions onto certain surfaces in the TiO2 pigment, which
transforms the pigment surface into a zinc oxide surface. This deposition could be
monitored bymeasuring the zeta potential of the TiO2 as a function of pH as the paint
ages. Because zinc oxide has a higher dispersant demand than pigmentary TiO2, the
paint becomes dispersant starved over time and gels (the effect of dispersant on paint
formulation is discussed in Chaps. 11 and 16).

As noted above, different surface sites have different acid/base characteristics.
This is an important consideration for particles that contain more than one type of
metal. For example, clays typically have both alumina and silica (and some have addi-
tional cations). When a clay surface has both aluminum and silicon atoms exposed,
then, in a slurry, that surface will have both positive and negative charges. This results
in a near-neutral surface charge at the pH value of a typical paint. However, the faces
of certain clays, such as laponite, can be terminated exclusively with either surface
aluminum or surface silicon atoms. At pH values near neutral, this results in some
faces being positively charged and others being negatively charged. The combination
of positively and negatively charged surfaces leads to the formation of flocculates in a
“house of cards” structure (Fig. 2.26). Such flocculation,when adequately controlled,
can be used to modify the rheology of a slurry or paint.

Fig. 2.26 Face-to-edge house of cards structure seen in laponite. Patterned faces are negatively
charged; gray faces are positively charged [40]
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The surfaces of non-oxide solids can also be charged, but not with protons or
hydroxides. As an example, barium sulfate consists of discrete barium cations and
discrete sulfate anions. Both of these ions are exposed at the surfaces of barium sulfate
particles. If sulfuric acid was added to a slurry of barium sulfate, we might expect
the surface charge to become positive due to the adsorption of protons. However, the
surface charge actually becomes negative.

The explanation for this behavior is that there are no hydroxyl or metal oxide
groups present on the barium sulfate surfaces, so these surfaces do not react with
the protons in sulfuric acid. Instead, the negative sulfate ions absorb onto the posi-
tive surface barium cations, in a sense extending the barium sulfate lattice by one
sulfate anion. Because sulfate is negatively charged, the surface will become nega-
tively charged. Similarly, the addition of a barium salt to a slurry of barium sulfate
will result in positively charged surfaces. Ba2+ and SO4

2− are referred to as the
potential determining ions for barium sulfate. For metal oxide particles, the potential
determining ions are typically H+ and OH−.

Measuring Surface Charge

There are two technologies currently used tomeasure the zeta potential. Inmost forms
of both technologies, the movement of particles within an electric field is monitored,
a process referred to as electrophoresis [41]. Particle velocities are proportional to,
among other factors, the zeta potential of the particles.

In these tests, the electric field is typically created using charged parallel plates.
The slurry of interest is then placed between these plates, and the movement of
particles is measured as a function of the voltage on the plates. Of particular interest
is themovement of particles in an alternating field. In this case, not only is the velocity
of the particle measured but also the ability of the particle to change direction. This
ability is affected by the size of the particle as well as by the extent of the charged
layer around it. In general, larger particles are more sluggish in their response to
changes in the electric field.

The first measurement technology is based on interactions between the particles
and light. Many of the particles used in paints and plastics are specifically designed
to interact with light, so it should be no surprise that light can be used to monitor
their movement. The motion of individual particles can be followed if the particles
are large enough (this is known as microelectrophoresis). For particles below the
imaging limit, dynamic light scattering can be used to follow particle movement.
This technology was discussed earlier in the section on particle size measurement.
Finally, tunable resistive pulse sensing can be used to detect individual particles as
theymove through a nanopore aperture. An advantage of this technology is that it can
simultaneously determine the size of the individual particles as well as their charge
when they traverse the nanopore.

A disadvantage of these light-basedmeasurements is that they require the slurry or
suspension to be significantly diluted when compared to the particle concentrations
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found inmost commercial slurries and paints. The dilution process has the potential to
significantly disturb the environment around the particles and change their properties,
a process known as shocking. As such, it is often difficult to apply the results for the
diluted material to the properties of the fully concentrated material. Shocking can
be minimized by diluting the slurry or paint with the same liquid phase as is present
in it. This can be done by separately making the liquid solution used in the slurry
or paint, or by centrifuging a sample of the slurry or paint and using the separated
supernatant as the diluent.

Low solids concentrations are not needed for the second measurement tech-
nology—electroacoustic detection. With this technology, there are two related but
fundamentally different acoustical effects that can be used tomonitor particlemotion.
The first is the colloid vibration current method. With this technology, sound waves
are used to create a pressure gradient within the suspension. Particles move in
response to this gradient. The ionic layers surrounding the particles move more
slowly than the particles themselves, and this creates a dipole moment. This dipole
moment creates an electric current, which is then measured and analyzed.

The second acoustical approach relies on the same principles but differs in how
motion is created and detected. In this case, an alternating electric field is applied
to the sample. The motion caused by the charged particles moving in response to
this field creates an ultrasonic wave, which is then converted to an electrical signal
using an audio transducer. This technique is in some ways the reverse of the colloid
vibration current method.

All of these analytical techniques determine particle velocity under different elec-
tric fields, and this velocity data is analyzed in similar ways. Different analysis tech-
niques can be applied to the data, with the most commonly used based on Smolu-
chowski’s theory [42]. A variety of other theories have been developed to relate
velocity to zeta potential under conditions where Smoluchowski’s assumptions do
not hold.

pH and Acid/Base Capacity

In the section above, we showed that different solid materials show different acid
and base characteristics. These characteristics can be quantified through titration of
a slurry using a strong acid or base. The pH of a powder is typically determined by
mixing the powderwith deionizedwater (10% solid byweight) and simplymeasuring
the pHof the resulting suspension [43]. This is an indicator of the acid or base strength
of the solid, similar to the pKa or pKb value for a weak molecular acid or base. The
total number of acid or base sites (or buffer capacity) can be measured by then
titrating the slurry with the appropriate strong base or acid. The results are typically
measured in milli-equivalents of acid (or base) per gram of material.
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Optical Properties

The interactions between visible light and particles can be quite complex, particularly
for particleswithin the size range of visible light (approximately 380–700 nm). These
interactions generally fall into two categories: light absorption and light scattering.
Particles that interact with light strongly are referred to as pigment particles—colored
pigments if the interaction is absorption, and white pigments if it is scattering.

Understandably, each type of interaction has very important consequences for
the appearance of the paints or plastics that contain these particles. Because of their
importance, these properties, and how they are measured, are discussed in depth in
Chaps. 5, 6 and 15 (light absorption) and Chaps. 3 and 4 (light scattering) and so
will not be discussed further here.

Summary

A wide variety of particle properties affect an array of paint and plastics end-use
performance attributes, and so particle characterization is an essential aspect of paint
and plastics formulation. The particle properties of interest can generally be divided
into two categories—chemical properties and physical properties.

Physical properties include particle size (and size distribution), particle surface
area, intra- and inter-particle void sizes (and size distributions), thermal properties,
shape, appearance, composition, and bulk behavior. Each of these properties can be
measured or probed with an appropriate technique or instrument, and it is often the
case where more than one analytical option is available for a particular property.
In such cases, complementary information can often be generated using different
methods or instruments.

The main chemical property of interest is the reactivity of the particle surfaces,
particularly in a liquid carrier, such as in a paint, but also in air. In such environments,
the particles can adsorb different species. In water, when the adsorbing species are
ionic, an electrical charge will develop on the particle surface. We can measure
this charge as a function of the species concentration. When the surface species are
protons or hydroxyls, we can measure the acidic or basic strength of these species
as well as their surface concentration.

In later chapters, we will show how these different analyses can be applied in
ways that aid the understanding of the effect of different particles on the behaviors
of paints and plastics and how they can assist in modified of existing products or the
formulation of new ones.
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Introduction

The defining difference between pigment particles and extender (or filler) parti-
cles is whether the particle interacts meaningfully with light or not. In the paint or
plastic matrix, pigment particles interact with light by either partially or completely
absorbing it, scattering it, or doing both. For most pigment particles, one of the
two types of interaction—scattering or absorption—dominates the other, and we can
classify these particles as being white pigments (when light scattering dominates) or
being colored pigments (when light absorption dominates).
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An important aspect of these interactions is that each allows us to make a paint
film or plastic object opaque. They do this in different ways. For light absorption,
light is removed before it has the chance to pass through a paint film or a plastic
article and return to the eye. For light scattering, light is redirected out of the film or
article before it has passed through it. With either interaction, full opacity is achieved
when light does not emerge from the back of the film or object, making the visual
information of anything behind the film or article obscured. For a paint film, this
visual information is the appearance of the substrate. For a plastic article, it is more
generally anything behind that article.

There are many situations where opacity is desired, and so both types of inter-
actions between light and particles are of high importance in paints, plastics, and
papers. We will discuss light scattering in this chapter and in Chap. 4, and light
absorption in Chaps. 5, 6, and 15.

Light and Light Scattering

The interaction of light with a particle is determined by the nature of both interacting
species—the light and the particle. While our interest is in the particle aspects of
this interaction, we cannot understand this interaction without first understanding
the nature of light. We will therefore review this briefly, before discussing the role
of the particle in light scattering interactions.

In Chap. 1, we discussed the four fundamental forces of nature—electromag-
netism, gravity, the weak nuclear force, and the strong nuclear force. Electromag-
netism is the combination of the electrical and magnetic forces, which are grouped
into one force because they do not occur independently of one another, but instead
are inseparably linked. To see this, we will consider each aspect of electromagnetism
individually, and then in combination, beginning with the electrical force.

Certain subatomic particles possess an electrical charge, which can be either
positive or negative.While these charges are localized on the particles, their influence
extends through nearby space. This influence occurs through the electrical field,
which is defined as a property of a given region of space that affects the electrical
energy or forces on an electrically charged particle located within that region. This
is admittedly a somewhat circular definition, which is partially due to the fact that
the exact mechanism by which the effects of electrical charge extend through space
is, as yet, incompletely understood. Although the exact mechanism is not known,
these effects can be described quite accurately using several physical laws and their
associated mathematical equations.

Magnetism is in some ways similar to electricity and in other ways different from
it. Like electrical charge, it is a property of some forms of matter, and like electrical
charge, it has two different states (north and south). The influence of magnetism
also extends through space, and magnetic objects create a magnetic field that is
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analogous to the electric field. Unlike electrical charges, however, the two magnetic
states cannot exist in isolation and instead are always found in opposing pairs.1

The link between electricity andmagnetism is that when one type of field changes,
it creates a nearby change in the other. For example, flowing electrons create a
magnetic field (this is the basis by which electrical motors operate), and moving
magnets create an electric field (this is the basis by which the magnetic strip on credit
cards conveys information). This link leads to the phenomenon of self-propagating
fields, wherein a perturbation in one type of field causes a perturbation in the other
type, and as this second type of field changes, it creates a change in the first field
type. Since the fields extend in space, the changing fields can propagate through it.
This traveling self-propagating field is light. Light can be characterized by speed,
wavelength (distance overwhich a single perturbation spans), and frequency (number
of perturbations per second). The three are related as shown in Eq. 3.1.

c = λ · ν (3.1)

where

c is the speed of light,

λ is the wavelength of light, and.

ν is the frequency of light.
Einstein famously showed that the speed of light is a constant, but this is true

only within a given medium. Light traveling through a vacuum does so at roughly 3
× 108 m per second, but it travels appreciably more slowly through matter. Matter,
in essence, creates a drag on light, in much the same way that knee-high water acts
as a drag on movement when wading. Different materials affect the speed of light
differently, universally by decreasing it. One way to quantify the amount by which
a material decreases the speed of light is as the ratio of the speed through a vacuum
divided by the speed through that material. This ratio is termed the refractive index of
that material. Its value varies from one material to another, and from one wavelength
to another, and is generally denoted by the lower case letter n.

Refractive indices are useful ways of expressing the effect of a material on light
becausemany optical properties of a material can be affected by it. Importantly, these
properties include the ways that light can change direction (scatter) when it moves
from one material to another.

1 Magnetic monopoles were originally predicted mathematically by Dirac, but as yet have not been
detected.
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Fig. 3.1 Reflection and
refraction when light crosses
a surface

Light Scattering Mechanisms

Light scattering plays a crucial role in creating opacity in most paint, plastics, and
paper applications. The term “scattering”, when applied to light, refers to an inter-
action that changes the direction of the light, but not its intensity (brightness) or
wavelength (color). The magnitude of this change in direction can be measured by
an angle of deflection, and this angle may be large or small.

There are three means by which light traveling from one material to another
changes direction. Two of these are familiar to us in our everyday experience—reflec-
tion and refraction (Fig. 3.1). These occur at the interface between twomaterials with
different refractive indices (designated as n1 and n2). When one of these materials is
a particle, this interface is the particle surface.

Reflection describes the light that rebounds from the surface at the mirror angle.
Depending on this angle, reflection can occur with a large change in direction. While
a large change in direction is desirable, not all the light that strikes a surface is
reflected by it. The fraction that reflects is determined by the difference in refractive
indices between the two materials, as given by Fresnel in Eq. 3.22[1]. For reference,
this fraction is shown for a particle in air, as a function of the refractive index of that
particle, in Fig. 3.2.

Reflected intensity =
[
n1 − n2
n1 + n2

]2

(3.2)

Light that is not reflected at the surface continues in the same general direction
but is deflected by a relatively small angle. This redirection is termed “refraction”.
We are familiar with refraction when we see a straight rod partially submerged in
water. The rod appears to bend at the water’s surface, but, in fact, it is the light that
bends at the surface (Fig. 3.3).

2 This equation applies only to light that is incident normal to the surface. The relationship between
reflected intensity and angle of incidence is complicated, but this does not alter our analysis.
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Fig. 3.2 Fraction of light reflected at the interface of a material with air

Fig. 3.3 Refraction at the air/water interface

As with reflection, the extent of refraction is determined by the difference in
refractive indices between the two materials, but, for refraction, the angle of inci-
dence (θ1 in Fig. 3.1) is also important. The mathematical relationship between the
magnitude of the deflection (� in Fig. 3.1) and the refractive indices of the two
materials is given in Eq. 3.3. This equation is often attributed to Snell, but others
discovered it before him [2].

Angle of Deflection = � = θ1 − sin−1

[
n1 sin(θ1)

n2

]
(3.3)
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Fig. 3.4 Wave diffraction. a
Through a gap. b Around a
barrier

The third mechanism by which light is scattered is diffraction. Diffraction is
far less common in our everyday lives than reflection and refraction,3 and so it
merits closer analysis. Any wave that travels near an obstacle will be bent by it. This
can be seen in ocean waves, which bend (diffract) around barriers such as rocks,
piers, and even small islands. Interestingly, waves also diffract around openings in
extended barriers. This is seen, for example, when waves enter a harbor through
a small inlet. Babinet showed that the mathematics describing the diffraction of
waves is symmetrical in this respect and so the effect of the obstructive object or the
non-obstructive opening is identical [3]. These two forms of diffraction are shown
schematically in Fig. 3.4. Similar considerations apply to sound waves and explain
how sound can “bend” around a corner.

Diffraction also affects light waves. Here, an obstacle—for our purposes, a small
particle—causes the light that passes near it to change direction. The magnitude of
the change in direction is dependent on the wavelength in comparison to the size
of the obstacle. If the particle is much smaller than the wavelength, it diffracts light
poorly. However, when the particle size and light wavelength approach one another,
diffraction can become a very important contributor to light scattering. Refractive
indices, too, are important, and the greater the difference in refractive indices between
the particle and the surrounding medium, the greater the magnitude of diffraction.

3 There are few examples of light diffraction in our everyday lives because diffraction occurs at
roughly the same scale as thewavelength of light being diffracted. Visible light spans thewavelength
range of roughly 390 nm–700 nm, and features at this length scale are nearly impossible to see with
the naked eye.
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A commonality of the three light scattering mechanisms—reflection, refraction,
anddiffraction—is that the extent of scattering is dependent in part on thedifference in
refractive indices between the particle and the surrounding medium. The refractive
indices of most polymers are near 1.5, and so to scatter light most strongly, the
refractive index of a particle embedded in a polymer should be as far below this
value or as far above it as possible. Air has the lowest refractive index (1.0), and so
an air “particle” (i.e., a bubble or void in the polymer) is often used in paints, plastics,
and papers to scatter light. At the other end of the refractive index scale, the rutile
form of titanium dioxide has the highest refractive index for a colorless material
(2.73 for light of wavelength 560 nm), and so it, too, is used in paints, plastics, and
papers to scatter light. Light scattering is much stronger for rutile than for air, but air
can cost nothing and so can be an economical way of achieving opacity.

The Scattering Cross Section

An important consequence of light diffraction, particularly of visible light diffraction
by a submicron particle, is that it causes light that passes close to the particle, but
does not actually strike it, to be scattered by that particle, nonetheless. One way
to quantify scattering is to do so based on the scattering cross-sectional area. The
scattering cross section of a spherical particle is a circle centered at the particle
center and perpendicular to the direction of the light. The size of the circle is such
that any light striking the circle will be scattered by the particle—light that strikes
the portion of the circle that is interior to the particle will be scattered by reflection
and refraction, while light that passes through the portion of the circle outside the
particle will be scattered by diffraction. The scattering cross-sectional concept is
shown schematically in Fig. 3.5.

Fig. 3.5 Scattering cross
section of a spherical
particle. Any light that
passes through the circle will
be scattered
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Light Scattering by a Single Particle—Mie Scattering

The phenomenon of light scattering by the particles formulated into paints, plastics,
and papers is quite complex. In most of these materials, light is scattered by several
particles as it travels into andout of the paint filmor plastic object,with each scattering
event redirecting the light in some way, large or small. Further complicating matters,
the scattering strength of a particle within a polymer matrix is not invariant—instead,
it is changed by the presence and identity of nearby particles. This has important
implications in systemswhere the light scattering particles are agglomerated orwhere
their concentration is high enough that particles are forced to be near one another.

Before we can consider light scattering in systems containing many particles, we
must first understand light scattering by a single, isolated particle. This situation
was approached theoretically by Mie in the first decade of the twentieth century
[4]. Mie applied Maxwell’s equations, which describe electromagnetic forces and
fields, to the phenomenon of light scattering by a single spherical particle embedded
in a matrix with a different refractive index. This analysis was further confined to
particles having the same refractive index in all directions (many materials found in
paints and plastics slow light to different extents in different crystalline directions).
Within these constraints, Mie was able to solve Maxwell’s equations exactly. The
values calculated from the Mie analysis are generally referred to as “Mie Scattering”
values.

Mie’s analysis showed that the theoretical scattering strengths of particles are
determined by the refractive indices of the particle and medium, the size of the
particle, and the wavelength of the scattering light. We will use his equations to
determine the values for these parameters that give the highest scattering efficiency
under the above-listed constraints. Before doing so, however, we must be clear on
the exact type of information that we desire from this analysis.

Our first inclination may be to determine the particle size that gives the greatest
total scattering. This is, however, of little use to us. For example, a 10 cm glass sphere
will scatter more light than a single 1 mm glass bead for the simple reason that it is
much greater in size. There is, in fact, no optimal particle size for light scattering for
a single particle—generally speaking, the larger the particle, the greater its scattering
power. This extends even to “particles” the size of planets or larger.

However, our interest is not, in fact, in determining the greatest scattering for a
single particle, since we do not formulate paints or plastics on a particle count basis.
Instead, we would like to know the particle size that gives us the greatest scattering
on a weight or volume basis (the two being related by particle density), since it is on
these bases that paints and plastics are formulated. Although either weight or volume
can be used in this analysis, it is more convenient to use volume becausemany optical
properties of paints and plastics are determined by the volume concentration of the
particles rather than their weight concentration.
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Mie Analysis of Light Scattered by a Single Particle
in a Polymer Matrix

Our procedure for finding the optimal particle size for light scattering will be to first
calculate the scattering cross-sectional area of a particle using the Mie equations and
then normalize this value by dividing it by the particle volume. This gives a measure
of scattering strength per unit volume of material, with units of area per volume,
or one over length (most conveniently given in units of microns−1). In the literature
these values are often abbreviated as “S”, but in this book, they will be abbreviated as
“SMie” to avoid confusion with other measures of scattering that will be encountered
in later chapters (in particular, the S constant in Kubelka–Munk theory).

The equations that Mie derived are quite complex, but one can find Mie calcu-
lators readily available online. These calculators use as inputs the particle size, the
wavelength of the scattered light, and the refractive indices of the particle and the
medium for light of that wavelength (recall that refractive index is wavelength depen-
dent), and provide as output the calculated value of SMie. It is convenient to show this
output graphically by holding three of the parameters constant and calculating SMie

as a function of the fourth. Because we are interested in the particle size that gives
the greatest scattering per unit volume or weight, the parameter that will be varied
in these graphs is particle size.

The results of the Mie calculations for different materials embedded in a polymer
with a refractive index of 1.5 are shown in Fig. 3.6 for 560 nm light (this is the
wavelength for which the human eye is the most sensitive—see Chap. 5). In this
figure, we see the clear advantage that rutile has in scattering strength due to its

Fig. 3.6 Mie calculation results for four materials embedded in a polymer resin (polymer refractive
index 1.5; light wavelength 560 nm)
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Fig. 3.7 Opacities of paints made with different white particles. All paints are at the same thickness
and have the same volume concentration of particles [5]

high refractive index, and we see that the scattering strength of these particles is
maximized when they are roughly one-quarter micron in diameter.

We also see in Fig. 3.6 that although extender particles are white in air (where the
refractive index of the surrounding medium is 1.0), they should be virtually trans-
parent in polymer (where the refractive index of the surrounding medium is roughly
1.5). This is, in fact, the case, as seen in Fig. 3.7. Here are shown drawdowns of a
series of paints that were made using different white particles, with refractive indices
spanning a wide range. The paints have the same volumetric particle concentration
(20 PVC) and are drawn down to the same film thickness. The refractive index of
the resin in this case is 1.55. Clearly, extender particles do not scatter light in these
paints.4 The importance of the refractive index of the surrounding medium is also
demonstrated in the video associated with Fig. 3.8.

The TiO2 curve shown in Fig. 3.6 has many sharp features. These are due to
resonances at certain combinations of particle size and light wavelength (560 nm) for
which the light either constructively or destructively interferes. The exact locations

4 By contrast, the paper industry relies heavily on extender particles to provide opacity. The key
difference between this and paints or plastics is that the particles in a sheet of paper are surrounded
by air rather than polymer.
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Fig. 3.8 Video demonstration of the scattering power of various white powders when surrounded
by materials with different refractive indices

of these resonances are different for different wavelengths of light, and over the
entire range of visible light they average out to give a smoother curve (Fig. 3.9). As
can be seen, there is in fact a broad maximum spanning the diameter range of about
0.20–0.30 microns, with a secondary peak around 0.77 microns.

Several decades after Mie’s analysis, Weber tested the light scattering abilities of
particles with varying refractive index and size. He developed an empirical equation,
known as Weber’s law, used to estimate the particle diameter that is optimal for light

Fig. 3.9 Average Mie scattering results for TiO2 particles over the range of visible light
wavelengths, as compared to the results for 560 nm light [5]
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scattering for a given material [6]. This equation is shown as Eq. 3.4.

Doptimal = λ

1.5(n1 − n2)
(3.4)

where n1 and n2 are the refractive indices of the higher and lower refractive index
materials, respectively.

We can test this equation by comparing its result for TiO2 (n1 = 2.73) embedded
in a resin matrix (n2 = 1.50) illuminated by 560 nm light, against the value calculated
using theMie theory (Fig. 3.6). The result fromEq. 3.4 is 0.30microns,which is at the
upper end of the range of that given by the Mie calculations, and slightly higher than
the optimal size for an isolated TiO2 particle as determined experimentally (about
0.23 microns).5

One will, on occasion, encounter paints that contain only resin and extender
particles yet are white, or at least show some level of white opacity. This is not due
to light scattering by the extender particles, as Fig. 3.7 clearly shows it cannot be,
but is instead due to the presence of air voids that develop in films so crowded with
particles that there is not enough resin to fill the regions between the particles. Such
paints are discussed in detail in Chaps. 4 and 16.

The Scattering Volume

The direction of light traveling through a paint or plastic that contains light scattering
particles can, after enough scattering events, become random—a condition known
as being “diffuse”. This randomization of direction leads to the important concept of
scattering volume. When discussing the scattering cross section of a particle, we did
so by considering light coming from a single direction only, with the scattering cross
section being oriented perpendicular to that direction. Through simple symmetry
arguments, we can show that a particle has similar scattering cross sections, which
are appropriately rotated, for light coming from other directions. If light comes from
all angles (i.e., is diffuse), then the scattering cross sections will trace a sphere around
the particle (Fig. 3.10). This sphere is called the scattering volume of the particle.

Any light that enters the scattering volume—fromany direction—will be scattered
by the particle. In the same way that the scattering cross section of a particle can be
larger than its physical cross section, the scattering volume of a particle can be larger
than its physical volume. As a point of reference, for visible light, the scattering
volume of a quarter-micron titanium dioxide particle is roughly four times larger
than its physical volume [5]. That is, approximately three times as much visible
light scatters by coming close to a TiO2 particle than by actually striking it. The

5 While not obvious, the TiO2 particle size for optimal light scattering is also affected by the concen-
tration of the TiO2 particles. Specifically, as concentration increases, the optimal size increases. This
is discussed in more detail in Chap. 4.
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Fig. 3.10 Generation of scattering volume by rotating the scattering cross section at all angles

implications of this for the scattering strength of a paint or plastic containing these
particles are obvious.

Scattering Direction

Earlier we defined light scattering as an event that causes the direction of the light to
change, regardless of how large or small that change is. For maximum opacity, we
obviously desire a large change in direction. However, we find that a single scattering
event normally causes only aminor change in direction—certainly less than is needed
to reverse the direction of the light. In his analysis, Mie developed an equation that
calculates the theoretical intensity of the light deflected, as a function of deflection
angle, for a single particle. The result of this calculation for 560 nm light scattered
by a 0.25 micron diameter TiO2 particle embedded in resin is shown in Fig. 3.11.

Clearly, the light is most likely to be deflected by a relatively small amount, and
deflection in the backward direction has a very low probability. In order to return light
back through the surface of a paint film or plastic article, the light must strike many
particles. Even then, the light is not preferentially reflected back through the original
surface, but instead, its direction is, at best, randomized (i.e., the light becomes
diffuse), with the same amount of light proceeding through the film or object as
being redirected out of it.

Wewill discuss light absorption inChaps. 5, 6, and 15 in detail, butwill here briefly
compare the opacity efficiency of light-absorbing pigments to those of light scattering
pigments. Even for a strong light scatterer such as TiO2, dozens of photon/particle
encounters are required for light to be scattered out of a paint or plastic. On the
other hand, light absorption occurs in more than 99% of the encounters between a
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Fig. 3.11 Scattering intensity versus scattering. Arrow length (l) is the relative scattering strength
of light deflected at an angle α.[5]

photon and a strongly absorbing black pigment particle. For this reason, the weight
of a black pigment in a high-quality opaque black paint is from one to two orders of
magnitude less than that of a TiO2 pigment in an opaque white paint.

Scattering by Groups of Particles—Multiple and Dependent
Light Scattering

Mie’s analysis of light scattering by a single particle is useful for understanding
how best to maximize light scattering—by maximizing the difference in refractive
indices between the particle and surrounding resin while matching the particle size
to the wavelength. However, as complex as this approach is, it is much too simple
to adequately describe light scattering within a paint or plastic, where millions upon
millions of particles are present.

We already described one shortcoming in using the Mie theory to quantify light
scattering in a paint or plastic, which is that Mie’s analysis only applies to a single
light scattering event, whereas multiple scattering events are required to give opacity
to a white paint film or plastic article. This limitation can be addressed through
computer simulations of the paths of a large number of photons through an optically
dense layer of the pigmented polymer [7].

A second, more consequential factor that is missing from Mie’s analysis is the
effect that one particle has on the scattering strength of nearby particles. Recall that,
due to diffraction, the scattering volume of a particle can be larger than its physical
volume. This is quite beneficial to opacity as it increases the scattering “footprint”
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of the particle, and so increases the amount of light scattered by it. However, there
is a drawback associated with this property.

We can see this drawback if we consider the total light scattering from two parti-
cles. If the particles are far apart, separated by a few particle diameters or more,
then each scatters light independently of the other, and the total amount of light
scattering is simply twice that of a single particle. Imagine that we push the particles
towards one another until they touch. While it is impossible for the physical volume
of the particles to occupy the same space (i.e., to push one particle into another),
this is not the case for the portions of the scattering volumes that reside outside
of the particles. These regions are free to inter-penetrate, and, when they do, the
total scattering volume of the system decreases by the amount of overlap volume.
The overall effect is that the scattering strengths of particles decrease when particles
come close to one another. We refer to the effect of the proximity of nearby particles
on scattering strength as dependent light scattering and understand its cause to be
scattering volume overlap [8–11].

It is quite common in paints, and even some plastics, for light scattering particles to
approach one another closely enough that their scattering strengths are affected [12].
There are two causes for such close approaches. First, if the particles are attracted to
one another, as small particles are (refer back to Chap. 1), then they are both difficult
to initially separate (i.e., to disperse) and to remain separated (i.e., to stabilize).
When the particles are not adequately dispersed during processing, we refer to the
undispersed groups of particles as aggregates or agglomerates. In liquid paints, when
dispersed particles join back together, we refer to these groups as flocculates. In
either case, the practical result is the same—a loss of light scattering strength due to
scattering volume overlap. Because of the importance of dispersion and dispersion
stability to light scattering, these factors are discussed in detail in Chaps. 11 and 12.

The second cause for particles to approach is that their concentration is so high
that it is simply impossible to keep them far apart. This effect is termed “crowding”.
We can estimate the particle concentration above which scattering volume overlap
occurs by calculating the surface-to-surface distances6 between perfectly arranged
particles7 as a function of their concentration. Such distances can be considered best-
case scenarios—any deviation from these arrangements result in shorter distances
between neighboring particles.

The results of these distance calculations are shown in Fig. 3.12 for 0.25 micron
particles. Based on theoretical considerations, the surface-to-surface distance for
which the scattering volume overlap of titaniumdioxide particles of this size becomes
important is about 0.5 microns [13]. This distance occurs at a TiO2 particle volume

6 Surface-to-surface distances are of greater importance than center to center distances because
dependent light scattering is controlled by overlap of the portion of the scattering volume that is
outside the particle volume—that is, in the region between the surfaces. For this reason, the extent
of this overlap is best correlated to the distance between the particle surfaces.
7 In three dimensions, there are two packing arrangements that do this—hexagonal closest packing
and cubic closest packing.
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Fig. 3.12 Surface-to-surface distances for perfectly spaced 0.25 micron particles as a function of
particle concentration [5]

concentration (PVC)8 of 2.5%. On a mass basis, this corresponds to 9.7 wt% TiO2

in a typical polymer.
For comparison, the TiO2 PVC values of most paints span the range from 6 to

25%, while those for plastics range from less than 0.5% for rigid objects to about 2%
for thin films. For this reason, dependent light scattering is a much more important
issue for paints than for plastics.

As an indicator of the potential magnitude of scattering loss, computer modeling
has shown that two TiO2 particles touching one another lose approximately 20%
of their combined scattering power, while particles in the center of a 70-particle
cluster lose approximately 70% of their scattering power [14]. The magnitude of
these losses is consistent with the scattering volumes of the pigment particles being
approximately four times larger than their physical volumes, as noted above.

As an aside, there is a proposition that has been made numerous times in the liter-
ature for increasing TiO2 particle scattering strength by improving particle spacing
at mid to high TiO2 concentrations. The proposition is to cover the TiO2 particles
with a thick layer of material (up to a quarter micron) so that the TiO2 portion of
the pigment particles cannot approach one another closely enough to interfere with
one another’s scattering ability (or at least to keep the particles far enough apart to
limit the amount of interference). Various proposals have included creating an air
void from resin, with the TiO2 particle inside the void (“nano-rattles”) [15], placing
a thick layer of polymer on the particle surface [16], and creating larger particles

8 The use of PVC to measure particle concentration is discussed in detail in Chap. 4.
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that are composed of appropriately spaced TiO2 particles held in place by resin [17].
Often air voids are incorporated into the resin/particle composite as well [18].

The underlying premise of this proposition is that one can add high concentrations
of TiO2 to paints without the crowding normally associatedwith these concentrations
of TiO2 because the added particles are “frozen” in place at a set distance from one
another. Unfortunately, there is a flaw in this reasoning.

We can see this flaw by looking at Fig. 3.12 from a different perspective. When
we introduced this Figure, we did so as a means of describing the particle–particle
distances as a function of TiO2 concentration. However, we can also use this figure
to determine the maximum concentration of particles as a function of the particle–
particle distances. If we were to place, as an example, a 0.20 micron shell around the
TiO2 particles, then the closest distance these particles can approach one another is
0.40 microns. From Fig. 3.12, we see that the highest concentration of TiO2 particles
possible with this degree of spacing is 4.2 volume percent.

Thus, we cannot use these particles at TiO2 concentrations above 4.2 volume
percent. It is simply not possible to both space the particles well and to increase
their concentration simultaneously—instead, we are limited to either having high
concentrations of particles with minimal spacing (paints and paper) or distantly
spaced particles at low particle concentrations (plastics).

Summary

Particles embedded in a matrix can interact with light through either absorption or
scattering. Each of these interactions can give opacity to paint, plastic, or paper,
but with very different appearances: light absorption gives dark opacity (e.g., black
paints), whereas light scattering gives light opacity (e.g., white paints).

Light scatters (changes direction) when it crosses the interface between materials
with different refractive indices. There are three mechanisms by which this occurs:
reflection, refraction, and diffraction. While all three occur when light is directed at
any particle, their relative importance depends on the nature of the particle. Reflection
and refraction of visible light dominate for macroscopic particles and objects while
diffraction dominates at the micron scale.

Light scattering by a single spherical particle was first investigated byMie. Using
Maxwell’s equations, Mie showed that scattering strength depends on the particle
size, the wavelength of the scattered light, and the refractive indices of the particle
and the surrounding medium. To maximize light scattering, the particle size must be
matched to the light wavelength, and the difference in refractive indices must be as
high as possible.

Two materials are typically used to scatter light in paints and plastics: TiO2 parti-
cles, which have a refractive index greater than the polymermatrix, and air “particles”
(bubbles or voids), which have a refractive index less than the polymer matrix. In
both cases, the particle size for maximizing the amount of scattering per unit volume
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(or weight) of particle is somewhat less than a micron (about a quarter micron for
TiO2 and a half micron for air).

The scattering strength of a particle can be quantified by its scattering cross-
sectional area. This is the area of a circle centered on the spherical particle and
perpendicular to the direction of the light, and for which any light that it crosses will
be scattered. Due to diffraction, the cross-sectional area can be significantly larger
than the physical cross-sectional area of the sphere. The scattering cross-sectional
concept can be extended to a scattering volume concept when light strikes the particle
from randomdirections. For pigmentary TiO2, the entire scattering volume is roughly
four times greater than the physical volume of the particle itself.

Light scattering by more than one particle—as occurs in paints and plastics—is
more complex than that by a single particle. One complication is that light must
be scattered multiple times before it is returned through the surface of the paint or
plastic. While multiple scattering complicates the analysis of light scattering, it can
be modeled relatively simply and accurately by a computer.

A second, more consequential complication is the effect that particles have on
the scattering efficiencies of their nearby neighbors. Because so much of a particle’s
scattering volume can reside outside the physical confines of that particle, the scat-
tering volumes of two nearby particles can overlap, decreasing the entire scattering
volume of the system. For pigmentary TiO2 particles, which are roughly one-quarter
micron in diameter, this undesirable effect occurs at surface-to-surface distances of
roughly one-half micron. Such distances are unavoidable at TiO2 volume concentra-
tions greater than 2.5 volume percent, even when the particles are perfectly spaced.
This concentration is greater than that typically seen in plastics applications but less
than that seen in most paints. The implications of this effect on paint opacity are
discussed in detail in Chap. 4.
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Introduction

The complexity of light scattering is significantly greater in crowded systems than
in dilute ones (here we define “crowded” systems as those having more than 2.5%
volume concentration of TiO2). In dilute systems, such as those typical of plas-
tics applications, light scattering is proportional to TiO2 concentration. However, in
thin materials, such as paint films, particle concentrations must be proportionally
higher than in thicker applications. Due to dependent light scattering, the response
of scattering to TiO2 concentration is not linear at these higher concentrations. The
non-linear relationship between opacity and TiO2 concentration has far-reaching
consequences for the coatings industry and understanding light scattering in crowded
systems is essential for effective paint formulation.

Similarly, TiO2 particles are quite crowded in paper applications. Here the root
cause is different: papers are generally composed of fibers that are only loosely
intertwined. As such, these materials are mostly air, with large gaps (pores) between
the fibers. Individual TiO2 particles are far smaller than these gaps and so are prone to
passing entirely through the paper during the wet stage of the papermaking process.

This issue is dealt with in twoways—first, retention aids are added into the process
to affix the TiO2 particles (and extender particles) onto the fiber surfaces. Second, the
TiO2 particles are intentionally flocculated into clusters (often hetero-clusters that
include extender particles) that are large enough to be trapped by the fibers. Because
of this, even though the volume concentration of the TiO2 pigment may be low, the
particles are crowded to the same extent as in highly concentrated paints. This is
discussed in more detail in Chap. 18.

Our primary focus in this chapter is light scattering in paint systems. Many of the
principles that are discussed here are demonstrated using paints that were developed
solely for this purpose and without regard to other important paint properties. As
such they are not meant to represent paints that would be suitable for commercial or
practical purposes. The practical aspects of formulating such paints are discussed in
detail in Chap. 16.

Particle Volume in Paints—The PVC

Many important properties of paints, plastics, and papers are determined by the
concentrations of the particles they contain. An important aspect of these concen-
trations is the way in which we measure them—on a weight basis, a volume basis,
or something else. As a practical issue, using weight to define concentration is very
convenient as we can measure weight directly and, in most types of manufacturing,
we use weight to indicate how much of an ingredient to add to a production batch.
However, when considering the properties of a material containing particles, it is
often the volume of the particles that determine their effect on properties, rather than
their weight. This is especially true in paint applications, where the particles typically
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occupy a significant portion of the paint film volume. For this reason, we quantify
the concentrations of particles in paint films on a volume basis.

Measuring Particle Concentration

There are two separate aspects of the volume concentration that are important
to paint properties. The first has to do with the balance between the volume of
resin and the volume of particles. Resin holds the particles together and attaches
them to the substrate, and paints with similar balances between resin volume and
particle volume often have similar mechanical and physical properties. For example,
replacing one extender with another will normally result in similar paint properties if
the replacement is done on an equal volume basis rather than an equal weight basis.1

The second reason we use volume to characterize concentrations in paints is
that the scattering strength of TiO2 particles decreases with decreasing surface-to-
surface distances. This is because, as we saw in Chap. 3, the scattering volume
of a TiO2 particle is significantly greater than its physical volume. The fact that
the scattering volume is much larger than the physical volume increases the total
scattering strength of a particle considerably.However, at evenmodest concentrations
ofTiO2, the particles are close enough together for their scattering volumes to overlap.
This decreases the total scattering volume of the system and can be interpreted as
a loss of TiO2 scattering strength. As we will see, the rate of decrease in particle
scattering strength is nearly constant with increasing concentration, and so volume
concentration tells us how strongly the particles scatter light.

By contrast, in plastics applications, we typically use weight percent (also called
“hundred weight” or “pounds per hundred”—pph) to characterize particle content.
This is because at the low concentrations of TiO2 that are typical of plastics applica-
tions (less than one volume percent), scattering loss due to scattering volume overlap
is negligible. That is, the change in scattering loss with concentration, which makes
the TiO2 volume percent important in paints, is not an issue for plastics. In addi-
tion, particles are bought, sold, and used on a weight basis. Taken together these
considerations support the use of weight as the basis for particle concentrations in
plastics.

Particle concentrations measured on a volume basis are termed “pigment volume
concentrations” and abbreviated as PVC. It is unfortunate that the word “pigment”
is used here, rather than the word “particle”, because this concentration is, in fact,

1 Of course, the two are the same if the density of the particles are the same. This is true when
replacing, for example, a calcium carbonate extender with one particle size with a calcium carbonate
extender of another.
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determined by the amounts of all particles, not just the pigment particles,2,3 PVC is
typically given as a percentage from 0 to 100, with the percent sign (%) omitted, but
is occasionally given as a fraction from 0 to 1. It is usually clear from context which
convention is being used.

The calculation of the overall PVC for a dry paint film is straightforward, as shown
in Eq. 4.1. Because TiO2 alone scatters light effectively, we often wish to calculate its
relative volume separately. This quantity is called the TiO2 PVC, and its calculation
is shown in Eq. 4.2. When the particle concentration is low, the particles are said to
be dilute, while, when it is high, they are said to be concentrated or crowded.

PVC = 100x
(extender volume) + (T iO2volume)

(extender volume) + (T iO2 volume) + (resin volume)
(4.1)

T iO2PVC = 100x
T iO2 volume

(extender volume) + (T iO2 volume) + (resin volume)
(4.2)

Notice that in both equations the denominator is not the total volume of the paint
film, but rather the combined volumes of the pigment, extender(s), and resin. In
most paints, these combined volumes are, in fact, the total volume of the paint film.
However, in paints that incorporate air pores for hiding purposes, we do not include
the air volume in the PVC calculation. The implications of this are far reaching, as
will be discussed later in this chapter.

The pigment-to-binder ratio (P/B) is sometimes used in the paint industry as an
alternative to the PVC. This is a weight-based value that is defined as the mass of
the pigments and extenders divided by the mass of the dried binder, and expressed
as a fraction. Although the P/B ratio is a bit easier to calculate, we prefer to work
with PVC as this is based on the physically more relevant volume composition of the
film rather than the weight composition. The P/B ratio and PVC are related through
Eqs. 4.3 and 4.4:

PVC = 100 x
1

ϑ

P/B
+ 1

(4.3)

P/
B = ϑ

(
100
PVC

) − 1
(4.4)

where ϑ is the ratio of the particle density to the resin density. If more than one type
of particle is present, their weight average density is used in these equations.

2 The origin of the term PVC dates to a time when it was common to call all particles added to a
paint, including extender, “pigment”. Today we restrict the word “pigment” to those particles that
interact with light.
3 It is also unfortunate that “PVC” is often used as the acronym for polyvinyl chloride, a plastic
used in high volumes worldwide.
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The Critical Pigment Volume Concentration (CPVC)

The PVC tells us about the balance between the resin and particle contents. While
the PVC concept appears straightforward, there is an important aspect of it that is
somewhat complicated. This aspect is that above a certain PVC value—the critical
PVC or CPVC—a third component enters the paint film: air.

Before discussing the implications of the air regarding the way that we view
particle concentration, we will first describe how it is brought into the film through
the following thought experiment. We begin with a cube, 100 microns on a side, that
is filled with resin. The starting PVC is obviously zero, since there are no particles.
Next, we wish to increase the PVC of the cube. We cannot do this by simply adding
particles to the cube because the cube is already filled with resin. Instead, we must
remove resin to make room for the added particles, that is, we must replace resin
with an equal volume of particles. For our purposes, we will assume that the particles
are added at random locations within the cube. If necessary, we will rearrange the
particles already in the cube to create contiguous regions of resin large enough to
accommodate new particles.

We can make these replacements, with the necessary particle rearrangements,
only up to a point. At some concentration of particles, we find that while there is still
resin present in the cube, no amount of particle rearrangement can create a region
of pure resin that is large enough to fit an added particle. This concentration is the
CPVC. At this concentration, there is just enough resin to coat each particle with a
monolayer of resin and to fill the voids between the particle with resin [1]. We call
the amount of resin needed to reach this state the “resin demand” of the particles.

We might expect the CPVC to be the upper limit of PVC, since no more particles
can befit into our 100micron cube and sowe cannot increase their concentration. This
expectation is not correct, however.We can continue to increase the PVC because the
PVC calculation uses only the volumes of the particles and the resin.We can continue
to remove resin, while holding the particle concentration constant, by replacing resin
with air. That is, we can continue to increase the PVC, as defined in Eqs. 4.1 and
4.2, by changing our thought experiment at the CPVC point from replacing resin
with particles to replacing resin with air. The many implications of this change in
our thought experiment are important and far reaching, as will be made clear below,
but here we will observe that many of the properties of the paint film experience
a discontinuity at the CPVC. Before discussing the implications of replacing resin
with air, rather than with particles, we will consider two alternatives to use the PVC
to express particle concentrations in systems above the CPVC.

The first of these is the pigment packing factor, φ. This value gives the concen-
tration of particles based on the entire volume of the paint film (or the volume of the
cube in our thought experiment), including air, rather than the combined volumes
of just the particles and resin. This calculation is shown in Eq. 4.5, which is similar
to Eq. 4.1 except that the volume of air (when present) is included in the denom-
inator. Unlike PVC, φ is typically reported as a fraction (from 0 to 1) rather than
percentage. The pigment packing factor is identical to the PVC in paints below the
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CPVC. Importantly, however, at and above the CPVC, the pigment packing factor
is constant because we can place no more particles into our cube (i.e., neither the
numerator nor the denominator of Eq. 4.5 change above the CPVC).

φ = (extender volume) + (T iO2 volume)

(extender volume) + (T iO2 volume) + (resin volume) + (air volume)
(4.5)

The invariance of the pigment packing factor above the CPVC is an indicator
of an important change that occurs at the CPVC. Below the CPVC, when we add
particles, we increase their absolute concentration and so increase the degree of
crowding (and the scattering volume overlap) that they experience. However, above
the CPVC, particle crowding no longer increases. This means that there is no further
increase in scattering volume overlap and so no further decrease in scattering strength
as the PVC increases. That is, while more particles are present (the PVC is higher),
the particles are no more crowded than at the CPVC. This seeming contradiction is
explained by the total volume of the paint film being increased when air is added,
while the combined volume of the particles and resin is held constant throughout.
This will be explained in more detail later in this chapter.

The second alternative to the use of PVC to characterize particle concentrations
is the reduced PVC. As we will see, paints do not all have the same CPVC value
and, in fact, the CPVC values of two paints can differ by a significant amount. When
comparing the properties of paints that differ in CPVC value, it is found that many
paint properties are comparable when the degree to which the paints exceed (or,
alternatively, are lower than) the CPVC is similar. This degree can be conveniently
described by the reduced PVC, which is the ratio of the actual PVC to the CPVC
and is typically indicated by the symbol �. The reduced PVC is less than one below
the CPVC and greater than one above it.

Particle Packing in Crowded Systems

Randompacking of uniformly sizedmacroscopic spheres, for example, glassmarbles
or tennis balls, typically results in a volume density (CPVC) within the narrow range
of 64 ± 2% [2]. By contrast, the packing density of particles found in paints, when
at their CPVC values, span a much greater range, with values both above and below
that of uniformly sized macroscopic spheres. There are three contributors to this
difference in packing behaviors at the macroscopic and microscopic scales.

The first contributor is the relatively high attraction and frictional forces between
small particles compared to their macroscopic counterparts. As described in Chap. 1,
the packing of these particles in air is quite loose because their high surface areas
give them high internal friction that “freezes” the particles in place and prevents
the particles from settling or compressing into a denser state. The magnitude of this
effect in air is such that the void fraction of nanosized particles can exceed 99%. A
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similar effect is seen when nanosized particles are packed in oil or resin, although to
a lesser extent. As an example, nanoparticles of aluminum hydroxide (0.01 to 0.30
microns) have CPVC values from 13.0 to 33.2 [3].4 Another way of saying this is
that small particles have a high resin demand, and so a low CPVC value.

A second physical factor that can affect theCPVCof a particle is the particle shape.
Packing efficiency generally increases when going from needles to plates to blocks.
In addition, nanosized particles have associated with them a degree of “structure”.
This term applies to aggregates of these particles and refers to the openness of the
three-dimensional arrangements of these particles. Quite often small particles form
linear or spikey aggregates that cannot pack efficiently and so have lowCPVCvalues.
Examples of particles for which structure is important are fumed silica and carbon
black, both of which have very low CPVC values (below 20).

Both frictional forces and a high degree of structure result in an open, low CPVC
packing arrangement. By contrast, the third factor that affects CPVC, non-uniform
particle size, results in a denser packing arrangement than is possible with densely
packed, uniformly sized particles. This situation arises when a single particle type
has a very broad particle size distribution or when two or more particle types with
different particle diameters are mixed.

To demonstrate this principle as it applies to paints, we will first discuss the
effect of multiple particle sizes on packing density in two dimensions. We begin by
considering a field containing circles of diameter 10 units that are packed closely
together (Fig. 4.1a). For closest packed arrangements of uniformly sized circles, the
area coverage is 91%, but with the looser packing in Fig. 4.1a, the circles cover 75%
of the area. Next, we place smaller circles (diameter 2 units) between the larger ones
(Fig. 4.1b). These circles occupy 11% of the field, bringing the total area covered by
all circles to 86%. Finally, we place still smaller circles (diameter 0.75 units) in the
remaining void areas. This further increases the coverage to 93%, that is, the field is
filled with loosely packed circles of three different sizes to a greater extent than is
possible with efficiently packed circles of only one size.

The same principle applies to the filling of three-dimensional volumes. We can
increase the CPVC of a particle mix by using particles of different sizes and nesting
the smaller particles in the regions between the larger particles. This is demonstrated
in Fig. 4.2, which shows the CPVC values of large extender particles (10 microns),
small extender particles (0.55microns), andmixtures of the two [4, 5]. Because small
particles can displace resin in the regions between large particles, the total volume
concentration of the particles in these mixtures (that is, their CPVC) can be greater
than that of either particle packed efficiently by itself.

Note also that the CPVCvalue for the small particles (PVC= 41.6) is significantly
reduced from the CPVC value of the large particles (PVC = 50.1), in accordance

4 These values were determined by oil absorption measurements made using dioctyl phthalate oil
(DOP) rather than linseed oil, which is used in a typical oil absorption test, as discussed later. This
is relevant because DOP has a higher density (1.05 g/ml) than linseed oil (0.93 g/ml).
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Fig. 4.1 Increasing
maximum coverage by
nesting circles of different
sizes

with the first two reasons for CPVC to vary that are outlined above. In addition to
these reasons, particle surfaces are coated with a thin layer of resin, and the higher
surface areas of small particles requiremore of resin to satisfy this need and so lowers
the CPVC. This will be discussed in detail later in this chapter.
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Fig. 4.2 Critical pigment volume concentrations of a large extender particle (10 microns), a small
extender particle (0.55 microns), and mixtures of the two. Adapted from [4, 5]

The Opacity Versus PVC Curve

The relationship between a paint’s composition and its opacity is complicated by
fact that the scattering volume overlaps between TiO2 particles, and with it their
scattering strengths, are dependent on the concentrations of both the TiO2 particles
and the extender particles.5 A practical way of addressing the formulation complexity
that this causes is through a graph of paint opacity as a function of TiO2 PVC. To use
this graph as a formulation tool, we must first discuss the factors that determine it.

5 Note that there is not a scattering volume overlap between TiO2 particles and extender particles
in contact with one another since the scattering volume of an extender particle embedded in a resin
does not extend outside of its physical volume, due to it having a similar refractive index to that of
the surrounding resin.
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Fig. 4.3 Relationship between PVC and dry thickness for the paints shown in Fig. 4.4

Visualizing the Loss of Scattering Efficiency Due to Dependent
Light Scattering

As was shown in Chap. 3, when the TiO2 PVC exceeds about 2.5, the surface-
to-surface distances between neighboring particles are small enough that even in an
ideally spaced arrangement, the scattering volumes of the particles begin to overlap.6

The detrimental effect of scattering volume overlap on paint opacity above this TiO2

PVC can be seen visually in the following experiment: a series of paints weremade at
different TiO2 PVC values and applied to black and white opacity charts at different
film thicknesses. These thicknesses were chosen such that the total number of TiO2

particles applied per square centimeter of dry film was the same (Fig. 4.3). Two
grades of TiO2 were investigated—a universal grade and a highly treated grade that
is typically used in paints formulated above the CPVC (such paints are discussed in
detail in Chap. 16).

Images for these two paint drawdown series are shown in Fig. 4.4. In both series,
the opacity declines significantly as TiO2 PVC increases, even though the same
number of scattering centers cover each drawdown chart.

Close inspection of Fig. 4.4 shows that opacity generally decreases as TiO2 PVC
increases, as expected based on crowding arguments. However, there is a reversal
of this trend at the highest PVC values for both paint series (the highest PVC paint
made with the universal grade, and the three highest PVC paints made with the
highly treated grade). This is due to these films being above the CPVC value for
these pigments.7 As such the films contain air voids that, as will be discussed in a
later section of this chapter, are capable of scattering light on their own and also
increase the scattering strength of the TiO2 particles.

6 Even below this PVC, scattering volume overlap typically occurs in paints because the particle
arrangement is closer to random than to ideal, and so particles can, by chance, be close to one
another.
7 The significance of the difference in CPVC value for the highly treated grade (approximately 45)
and the universal grade (approximately 60) will be discussed in Chap. 16.
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Fig. 4.4 Effect of TiO2 crowding on paint opacity for two grades of TiO2 pigment. Each film has
the same number of TiO2 particles per square centimeter. a Universal TiO2 grade. b Highly treated
TiO2 grade

Quantifying the Loss of Scattering Efficiency Due
to Dependent Light Scattering

The effect of TiO2 PVC on film opacity is complex, since increasing the TiO2 PVC
increases the number of scattering centers, but at the same time reduces the scattering
strength of these centers by increasing scattering volume overlap. To determine the
overall effect of those opposing factors, we can experimentally measure the average
scattering strength per TiO2 particle as a function of PVC.8

The results of one such experiment, in this case a laboratory paint system,9 are
shown in Fig. 4.5. We see that the scattering strength of the TiO2 particles decreases
linearly with increasing particle concentration, and that the rate of decrease is rela-
tively steep—the consequences of dependent light scattering can be quite significant
between the two ends of the range of TiO2 PVC values typically seen in paints
(roughly 8 to 25). The scattering power difference is about 30%. Extrapolating this
line to higher PVC values, we calculate that at the CPVC of this paint system (41.5),
the total loss of scattering power is 75% compared to isolated TiO2 particles.

8 We do this by first measuring the scattering strength of an entire paint film (see Chap. 13), and
then dividing that by the number of particles in the paint, using PVC as a proxy for the number of
particles.
9 We define a paint system as a series of paints, made with the same particle or particle mix, that
spans a range of PVC values.
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Fig. 4.5 Scattering strength per particle for a series of paints made at different PVC values using
the same resin and TiO2 pigment

Factors Affecting the Rate of Scattering Strength Loss at Increasing
PVC Values

Studies similar to that shown in Fig. 4.5 for different paint systems reveal that the loss
of scattering strength line varies according to the exact nature of the paint system.
Some of the more important paint parameters that affect this relationship are the size
of the resin particles, the amount of coalescing agent, the grade of TiO2 pigment,
and the size and concentration of any extender particles. This variability is shown
for three pairs of paint systems in Fig. 4.6.

In the first pair of paint systems (Fig. 4.6a), the paints have the same grade of
universal TiO2 but differ in the size of the resin particles (the resin particles have
the same chemistry). The second pair (Fig. 4.6b) shows paint systems made with
the same universal grade of TiO2 as in Fig. 4.6a, but with a different resin than the
paints in Fig. 4.6a. In one case, TiO2 is the only particle present while in the other
a constant amount (15 PVC) of a 15 micron extender is also present. Finally, in the
third pair (Fig. 4.6c), two types of TiO2 pigments are compared (the same universal
grade as shown in Fig. 4.6a, b, and a highly treated grade) in the same resin system
as shown in Fig. 4.6b. Note that the blue lines in Fig. 4.6b, c are the same.

As is true for any line, those shown in Fig. 4.6 have two independent parameters—
the y-axis intercept and the slope. Each of these is a direct measure of an important
opacity attribute of the paints. The first, the y-axis intercept, is the scattering strength
of an isolated TiO2 pigment particle (that is, of a single particle for which there is
no reduction in scattering volume due to the presence of close neighbors). We will
refer to this as the intrinsic scattering strength of the particle.
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Fig. 4.6 Average TiO2
particle scattering strength as
a function of PVC. a
Universal TiO2 pigment
incorporated into paints with
two different sizes of resins.
b A universal TiO2 pigment
alone and with 15 PVC large
extender. c Two different
grades of TiO2 pigment in
the same paint as shown in
(b)

We would expect that the intrinsic scattering strength of the TiO2 particles to vary
from one pigment grade to another, but to be independent of other aspects of the
paint system (resin, extender, etc.). This should be the case for the four paint systems
in Fig. 4.6a, b, since these are all made with the same universal grade of TiO2. The
lines for these paints are plotted together in Fig. 4.7, where we see that the y-axis
intercepts (i.e., the intrinsic TiO2 scattering strengths) for all four paint systems are,
as expected, very nearly the same.
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Fig. 4.7 Average scattering strength per particle for the same universal grade of TiO2 in four
different paint systems

The second parameter of the lines shown in Fig. 4.6—their slope—is a measure
of the degree to which scattering volume overlap increases with increasing TiO2

concentration in the different paint systems. In the absence of scattering volume
overlap, the slopes of these line would be zero and the line would be horizontal.
When we compare the slopes of the lines in Fig. 4.6, we see that in some paint
systems the TiO2 scattering strength decreases more rapidly with PVC than in others.
For example, in Fig. 4.6a, b, we see that the presence of large particles (either resin
or extender) results in a more rapid loss of scattering power (this can be seen more
directly in Fig. 4.7). This is expected based on the crowding effect that large particles
have on TiO2 particle spacing, as discussed earlier.

In Fig. 4.6c, we see that the intrinsic scattering strength of the universal pigment
is significantly greater than that of the highly treated TiO2 grade. We also see that
the particles of the universal TiO2 grade lose scattering strength more rapidly than
do those of the highly treated grade. We will defer a more detailed discussion of
these grades to Chap. 7, but here we note that these observations can be understood
based on two important differences between these grades. First, as the name implies,
the heavily treated grade has more surface treatment than the universal grade, and
so a lower TiO2 content (that is, there are fewer TiO2 particles per kilogram of
pigment). The reduced TiO2 content of the pigment particles results in a reduction of
their intrinsic scattering strength as particle concentration increases (i.e., their y-axis
intercept).

Second, this heavy coating prevents the TiO2 cores of the pigment particles from
coming very close together (this is, in fact, its purpose). Because the surface coating
acts as a barrier, preventing the close approach of the TiO2 cores, it reduces the loss
in opacity due to scattering volume overlap as the particle concentration increases.
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The line for this grade, therefore, is less steep than that of the universal grade. In this
case, it is roughly half as steep, indicating a nearly 50% reduction in the rate of loss
of scattering strength.

Making the Opacity Versus PVC Curve

Figure 4.5 shows the average scattering strength of a TiO2 particle as a function of
TiO2 concentration for a laboratory paint system. While this information can be of
great use to the paint formulator, paint consumers have little interest in the average
scattering strength of a single particle. Their interests instead lie in the combined
scattering of all particles, that is, the total scattering strength, or opacity, of the entire
film.

The scattering strength of the entire film is simply the scattering power of an
average TiO2 particle (Fig. 4.5) multiplied by the number of particles in the film. It
would be tedious to calculate the actual number of particles, so instead we multiply
the scattering strength per particle by the TiO2 PVC, which varies linearly with the
number of particles. Doing this for the data points in Fig. 4.5 gives the curve in
Fig. 4.8—the opacity versus PVC curve. This curve is among the more powerful
tools available to the formulator of TiO2-containing paints.

There is a sharp discontinuity of this curve at a PVC value of 41.5. This is the
CPVC for this particular paint system. As was discussed in our thought experiment
describing the process of increasing the PVC of a 100 micron cube of paint film, the

Fig. 4.8 Opacity versus PVC curve for a paint containing only resin and a universal grade of TiO2.
This is the same paint formulation as used in Fig. 4.5
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way PVC is increased below the CPVC is very different than the way it is increased
above the CPVC—below the CPVC, resin is replaced with particles, while, above
the CPVC, it is replaced with air. In that discussion we stated that this change in the
thought experiment results in a sharp change in many paint properties at the CPVC
point. Clearly film opacity is one of these properties.

There are many ways to characterize the scattering strength, or opacity, of a paint
film. In opacity versus PVC charts, it is often convenient to do so using the spread
rate of the paint, which is defined as the number of square meters that a liter of
paint can cover at complete hide.10 The benefit of using spread rate is that it directly
displays the property of direct interest to the paint consumer, namely, how much
paint is required for a specific job.

In practice, we construct the opacity versus PVC curve by measuring the spread
rates of a series of white paints that are identical except for their TiO2 PVC.11 This
is most easily done by first making large amounts of master paints at the two ends
of the concentration range of interest and blending them in the appropriate ratios to
give the target intermediate concentrations. If extenders are anticipated in the final
formulation, they can either be held at a constant level throughout the paint series or
varied in proportion to the paint PVC (that is, by using a constant ratio of TiO2 and
extender throughout the series). In addition, it is best (but not essential) that all the
paints have the same volume percent solids. A bar chart representation of the relative
volumes of the water, resin, and TiO2 for the series of waterborne paints used to
construct Figs. 4.5 and 4.8 is shown in Fig. 4.9a.

Next the paints are applied to black and white opacity cards (as shown in Fig. 4.4).
Reflectivemeasurements aremade over the black andwhite backgrounds, and spread
rate is calculated using the procedure in Chap. 13.

While not strictly necessary, it is conceptually easiest to consider the paints to
have been drawn down at the same wet film thicknesses. This results in the combined
volume of pigment and resin being the same for each dry film (Fig. 4.9b). The dry
film thicknesses for paints below the CPVC are identical, while above the CPVC the
thickness increases linearly with PVC.

The monotonic increase in the height of the orange bars in Fig. 4.9b indicates
that the TiO2 coverage rate, measured as, for example, the grams of TiO2 per square
meter, increases linearly with PVC. The reason for this linear relationship below the
CPVC is obvious—the same solids are applied per unit area, and so the amount of
TiO2 per unit area will increase proportionally with the TiO2 PVC. However, it is
less obvious as to why this increase should continue to be linear with PVC, and why
the rate of increase is the same above the CPVC as below.

We can understand this by returning to our thought experiment in which we
sequentially replaced the resin in a 100 micron cube side with TiO2 particles. Below
the CPVC, the increase in TiO2 coverage rate is simply due to an increase in the

10 Most commercial paints have spread rate values greater than the laboratory paint used to generate
Fig. 4.8. However, the laboratory paint was not optimized to give high levels of opacity, but rather
was developed to best exemplify the concepts discussed here.
11 The procedure for measuring the spread rate of a paint is given in Chap. 13.
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Fig. 4.9 Relative proportions of a wet paint and b dried paint film for a PVC paint series. The
CPVC for this paint is 41.5

number of TiO2 particles in the cube. However, once we reach the CPVC value, we
can no longer increase the number of TiO2 particle in the cube, and so it seems that
an increase in TiO2 coverage with increasing PVC is no longer be possible. However,
as shown in Fig. 4.9b, the volume of dry paint—that is, the number of 100 micron
cubes in the film—increases above the CPVCdue to the increase in dry film thickness
(which, in turn, is due to the increase in air volume in the dry film). The increase in
the number of cubes occurs at a rate exactly such that the relationship between the
TiO2 PVC and the TiO2 coverage rate continues unabated as the paints pass across
the CPVC threshold.
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Significance of the Curve Maximum

The significance of the PVC of the maximum in the opacity curve (PVC = 27.1 in
Fig. 4.8) has often been confused both in the literature and in the coatings industry
as a whole. It does indicate, of course, a maximum for some parameter of the paint
system. This parameter is often claimed to be the PVC at which the TiO2 scatters
light most efficiently. This is in error—in Figs. 4.5 and 4.6 we saw that the scattering
efficiency of a TiO2 particle is highest at very large dilution (PVC close to zero) and
decreasesmonotonically as the PVC is increased. Alternatively, it has been suggested
that this maximum signifies the PVC for which the cost of the paint, on a coverage
basis, is the lowest. This, too, is in error as the PVC for minimal cost of coverage
is dependent not only on the shape of the curve but also on the relative costs of the
resin and TiO2 pigment, which do not enter into Fig. 4.8 [6].

The parameter being maximized in Fig. 4.8 is, in fact, the scattering efficiency of
the entire film on a thickness basis, that is, the maximum in Fig. 4.8 gives the PVC
for this paint system that gives the greatest hiding for a set thickness of film. This is
an important consideration in many thin film paint applications, where only a limited
amount of film is either desired or capable of being applied to the substrate. These
paints should be formulated at the PVC that gives a maximum in the curve.12

Curve Shape Below the CPVC

The opacity versus PVC curve is an extremely useful tool for the paint formulator as
it can reveal the effects of different aspects of a paint (TiO2 grade, resin, extenders
if present, etc.) on film scattering strength. This is done through a careful analysis
of various aspects of the curve, both from a mathematical viewpoint and a physical
viewpoint.

Mathematical Analysis

We will begin our analysis from a mathematical perspective and derive from this
the expected shape of the curve below the CPVC (i.e., in the absence of air void
scattering). To do this, we will return to our earlier description of the points on this
curve as being calculated by multiplying, at each PVC value, the scattering power
of an average particle at that PVC, by the number of particles at that PVC.

12 Most paints are formulated at lower PVCvalues than themaximum in this curve for cost reasons—
even though a lower PVC film must be thicker than the film at the PVC for the maximum in this
curve, the TiO2 in the film, by being at a lower PVC value, scatters light more efficiently and so
less TiO2 is required per unit area covered at complete hide.
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From Fig. 4.5, we see that the scattering power of an average particle decreases
linearly with increasing TiO2 concentration. We can represent this with Eq. 4.6:

Scattering per particle = a · (PVC) + b (4.6)

As discussed when Fig. 4.5 was introduced, the slope of the line (“a” in Eq. 4.6)
represents the rate of scattering loss as particle concentration increases. Because
scattering power decreases with increasing PVC, the value of “a” is negative.

We can also write an equation for the number of particles in the paint as a function
of the paint PVC:

Number of particles = c · (PVC) (4.7)

The number of particles, obviously, increases with increasing PVC, and so “c” in
Eq. 4.7 is a positive number. Since there are no particles present when the PVC value
is zero, there is no constant in this equation that would be analogous to the “b” term
in Eq. 4.6.

To determine the total scattering strength of the paint film, we simply multiply
the scattering power of an average particle by the number of particles:

Total scattering =(scattering per particle) × (number of particles)

=(a · c)(PVC)2 + (b · c)(PVC) (4.8)

Since Eqs. 4.6 and 4.7 are first order in PVC, their product (Eq. 4.8) is second
order in PVC. That is, the total scattering (opacity) versus PVC curve is expected to
be parabolic [7] as Fig. 4.8 shows it to be. Because there is no constant in Eq. 4.8
(or, more precisely, because the constant is zero), this function passes through the
origin of the graph. The physical significance of this is that there is no film scattering
when there are no particles present, which is a reasonable boundary condition to set
for this curve. In addition, because the coefficient of the second-order term (“a·c”)
is negative, the parabola will face downward.

A second-order equation generally has associatedwith it three independent param-
eters—the coefficient of the second-order term (“a·c” in Eq. 4.8), the coefficient of
the first-order term (“b·c” in Eq. 4.8), and a constant term (zero in this case). We
saw that the constant term being zero had a physical significance; this is also true of
the two other coefficients in this equation. The magnitude of the coefficient of the
second-order term (“a·c”) determines the degree of curvature of the parabola. When
this coefficient is small, there is little curvature and the curve takes on a near-linear
appearance.

The final parameter in a second-order equation—the coefficient of the first-order
term (b·c in Eq. 4.8)—determines the location of the maximum of the curve (in
terms of both the x-value and y-value at the curve maximum). When the other two
parameters of Eq. 4.8 (the constant and the coefficient of the second-order term) are
set, as they are here, the PVC of the maximum in the curve and the scattering power
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at this maximum cannot be set independently—instead they are linked through the
coefficient of the first-order term.

The shape of the curve at low PVC values has important implications to materials
with low concentrations of light scattering particles (such as most plastics). At low
PVC, the second-order term in Eq. 4.8, ((a·c)(PVC)2), is quite small compared to
the first-order term, ((b·c)(PVC)), and the curve in the vicinity of the origin is nearly
linear. For this reason, the response of total scattering to PVC in most plastics appli-
cations, where the PVC value is quite low, is nearly linear. This is a mathematical
restatement of the reason given for this earlier (that the surface-to-surface distances at
low PVC values remain so large that there is very little increase in scattering volume
overlap as the PVC increases).

Examples of Opacity Versus PVC Curves

We saw in Fig. 4.6 that several parameters of a paint system can affect the relationship
between TiO2 scattering strength and PVC. In Fig. 4.10, we show the opacity versus
PVC curves that are generated from the lines in Fig. 4.6.13 As can be seen, these
curves differ in (1) the tangent at the origin (shown as dotted lines in Fig. 4.10), (2)
the degree of curvature below the CPVC, (3) the PVC of the curvemaximum (i.e., the
x-value at the maximum), (4) the spread rate at the curve maximum (i.e., the y-value
at the maximum), (5) the CPVC value, and (6) the rate of opacity increase above
the CPVC. In the previous section, we discussed the relationship between the first
four of these differences and the mathematical equations describing these curves.
We discussed the fifth difference—the PVC value of the CPVC—in the section on
particle packing, and we will discuss the sixth difference—the shape of the curve
above the CPVC—in the section on opacity above the CPVC.

Quantifying the Opacity Loss Due to Scattering Volume
Overlap

Returning to Fig. 4.8, the straight red line is the tangent of the curve at the origin. This
line shows what the response of spread rate to increasing TiO2 concentration would
be if there were no reduction in TiO2 scattering strength due to scattering volume
overlap. We can use this red line to calculate scattering power loss due to scattering
volume overlap. We see, for example, that the spread rate of the 15 PVC paint would
be 5.85 m2/l in the absence of scattering volume overlap while the measured spread
rate is only 4.23 m2/l. This represents a scattering power loss of nearly 28%. At the
CPVC, the reduction in scattering strength is 77%. Clearly no commercial paints

13 In actual practice, the order of these steps is reversed—first we measure the opacity of the paint
film (Fig. 4.10), and from that calculate the scattering strength of an average TiO2 particle (Fig. 4.5).
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Fig. 4.10 Opacity versus
PVC curves for the paint
pairs shown in Fig. 4.6.
Dotted lines show expected
scattering in the absence of
scattering volume overlap
(i.e., they are curve tangents
at the origin). a Universal
TiO2 pigment incorporated
into paints with two different
sizes of resins. b A universal
TiO2 pigment alone and with
15 PVC large extender. c
Two different grades of TiO2
pigment in the same paint as
shown in (b)

would ever be formulated with such a high TiO2 content! Instead, when a high PVC
is desired, high levels of extenders are used. It is important to note that the opacity
losses seen here are unavoidable since they are due to the fundamental physics behind
dependent light scattering, rather than to poor paint formulation.
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The Effective TiO2 PVC

In paints containing only TiO2 and resin, the PVC tells us not only how many TiO2

particles are present in the film, but also the extent of TiO2 crowding. As was shown
in Chap. 3, Fig. 3.12, and reproduced here as Fig. 4.11, we can use simple geometry
to calculate the surface-to-surface distances of ideally spaced 0.25 micron TiO2

particles as a function of PVC. In paints that contain extender particles, however,
the relationship between TiO2 PVC and pigment crowding is altered. In particular,
in the presence of extender particles, the TiO2 particles are typically crowded more
closely together than Fig. 4.11 would indicate.

When extender particles are present, it is useful to separate the information that
the PVC tells us about the number of TiO2 particles present in the paint from the
information that it tells us about the degree to which these particles are crowded.
We use TiO2 PVC, as calculated in Eq. 4.2, to characterize the number of TiO2

particles present in the film. To characterize the degree of TiO2 crowding in the
paint containing extender, we will develop a method to calculate the PVC value that
reflects the same degree of TiO2 crowding in the paint without extender. That is, we
will characterize the degree of TiO2 crowding in a paint containing extender, and
with a certain TiO2 PVC that we will call X, by saying it is the same as the degree
TiO2 crowding in a paint made without extender at a TiO2 PVC of Y. This will be
further clarified below.

Fig. 4.11 Surface-to-surface distances for perfectly spaced 0.25 micron particles as a function of
particle concentration [6]
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Fig. 4.12 Crowding of TiO2
particles (red) by the
presence of large extender
particles (blue). All three
fields have the same number
of TiO2 particles
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The Effect of Large Extender Particles on TiO2 Crowding

If we compare paints made with the same concentration of TiO2 particles, one paint
with large extender particles and the other without, we find that the degree of TiO2

crowding is much greater in the paint made with large extender. The direct cause
of this is that the TiO2 particles cannot occupy the same regions in the film that are
already occupied by the large extender particles. Instead, the TiO2 particles must
crowd into the interstitial voids between the extender particles. From a TiO2 packing
viewpoint, we can ignore the volume of film occupied by the extender particles when
determining the extent of TiO2 crowding.

This crowding is illustrated schematically in Fig. 4.12. In Fig. 4.12a, we see a
paint for which TiO2 is the only particle. As is apparent in this figure, the randomly
positioned TiO2 particles are entirely spread out within the entire region, and the
scattering volumes of the particles overlap one another to only a minor extent. The
situation is quite different when large extender particles are present (Fig. 4.12b).
Here, despite the film having the same total volume and the same number of TiO2

particles, the distribution of the TiO2 particles is much different. This is more easily
seen in Fig. 4.12c, where the TiO2 particles are located in the same positions as in
Fig. 4.12b, but the large extender particles have been removed for clarity. We see that
the TiO2 particles are much more crowded in the presence of large extender particles
than in their absence.

Clearly the relevant volume for calculating the extent of TiO2 crowding is not
the entire volume of the paint film, but rather the volume available for TiO2 particle
occupation. Stieg noted that when the extender particles are of the same size as the
TiO2 particles or smaller, they do not restrict the volume available for TiO2 particle
occupation in the same way as large extender particles [8, 9]. He proposed that the
volume used to calculate the TiO2 PVC when we are interested in characterizing
particle crowding is simply the entire volume less than the volume of the large
extender particles. Stieg referred to the PVC value calculated in this way as the
“effective PVC” of the pigment. His calculation for effective PVC is given in Eq. 4.9.

E f f ective T iO2 PVC = T iO2 volume

(small extender volume) + (T iO2 volume) + (resin volume)
(4.9)

The success of Stieg’s effective TiO2 PVC concept for paints containing relatively
lowconcentrations of large extenders can be seen inFig. 4.13. InFig. 4.13a, the spread
rates of paints are plotted as a function of the TiO2 PVC as calculated by Eq. 4.2.
Here we see the negative effect that the large particles have on TiO2 crowding, as
evidenced by the drop in spread rate with increasing extender content at a given TiO2

PVC.We see that this drop is minimal at low TiO2 concentrations, as expected, since
even in the presence of the large extender particles there is plenty of room available
for the TiO2 particles to remain well separated at these low TiO2 PVC values.

Using Stieg’s effective PVC concept, we can make a model of expected opacity
as a function of both extender PVC and TiO2 PVC. The results from this model are
plotted as dashed lines in Fig. 4.13a. Note that these are not best fit lines for the data
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Fig. 4.13 Response of spread rate to TiO2 concentration in paints containing large extender parti-
cles. a Based on actual TiO2 PVC. The dashed curves are from the effective PVC model, not best
fit lines to the data. b Based on effective TiO2 PVC
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points on the graph, but rather are the values predicted by the model. The details
regarding model construction are given in the appendix.

An alternative way to demonstrate the effective PVC concept is to multiply the
spread rate of a paint by the ratio of the effective TiO2 PVC over the actual TiO2

PVC and plot the result against the effective TiO2 PVC (rather than the actual PVC,
as shown in Fig. 4.13a), as shown for this dataset in Fig. 4.13b. When this is done,
the data points for the different paint systems will fall on a common curve if the
assumptions associated with the effective PVC value are valid.

In Fig. 4.13, the concentrations of large extender are relatively modest (only as
high as 10 PVC). At higher extender concentrations, the effective TiO2 PVC concept
fails to model the opacity data accurately. This can be seen in Fig. 4.14. Here we
apply the same process used to make Fig. 4.13b to the spread rates for paints made
at higher concentrations of large extender. In this case, the results do not agree with
those predicted by the effective PVC model. The failure of the effective PVC model
at high concentrations of large extender particles is due to the resin demand of these
particles. The resin required to fulfil the resin demand of the large extender particles
decreases the amount of resin available to separate the TiO2 particles, and so the TiO2

particles are closer together than the effective PVCmodel calculates. This same effect
on TiO2 scattering efficiency can also be seen for small extender particles, as will be
discussed in detail in the following section.

Fig. 4.14 Effective PVC concept at high large extender concentrations. The dotted black line is
the best fit line for the three series shown in Fig. 4.13b
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Fig. 4.15 Effect of large and small size extender particles on paint opacity

The Effect of Small Extender Particles on TiO2 Crowding

Because well-dispersed small extender particles do not create the same large,
contiguous regions of inaccessibility to TiO2 pigment particles that an equal volume
of large extender particles create, we might assume that the replacement of resin by
small extender particles would not affect TiO2 particle spacing. However, experi-
ments show that while this assumption is often correct, it is sometimes incorrect. In
fact, the presence of small extender particles can, in some cases, negatively affect
paint opacity by roughly the same extent as an equal volume of large extender parti-
cles [10]. This is shown in Fig. 4.15, which compares the opacity versus PVC curves
for paints made with a universal grade of TiO2 alone and mixed with either a 15
micron extender or a 0.8 micron extender.14

A different mechanism applies to the reduction in TiO2 scattering strength in the
presence of small extender particles than that applied to large extender particles. This
mechanism is related to that which explained the failure of the effective PVC concept
at high concentrations of large extender particles, discussed earlier (Fig. 4.14). Both
mechanisms are based on the resin demand of the extender particles.

Resin demand was discussed in Chap. 2 and is defined as the amount of resin
required to bring a collection of particles to their CPVC point, that is, the amount
of resin required to give each particle a thin (monomolecular) coating and to fill the
spaces between the particles when they are packed at their highest density. This can
also be described as the amount of resin that absorbs into the particle bed and is

14 It is important to repeat that the laboratory paints used in these experiments were not formulated
to be commercially viable, but rather to demonstrate certain principles. As such, in some cases,
their behaviors cannot be directly extrapolated to those of commercial paints.
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often measured using the oil absorption test, as discussed below in the section on
measuring the CPVC.

To understand the role of extender resin demand in TiO2 particle spacing, we will
return to our analysis of the increase in TiO2 particle crowding when large particles
are introduced into the paint film (see Fig. 4.12), and the opacity loss due to this
crowding. In the previous section, we approached this opacity loss from a geometric
viewpoint. The physical volume of the film occupied by the extender particles is
unavailable to the TiO2 particles, and so the TiO2 particles crowd together into the
regions that are available to them (the interstitial voids between the large particles).
The degree of crowding was quantified by calculating the effective TiO2 PVC, which
omits the large particle volume from the PVC calculation.

There is an alternative interpretation of the crowding effect. This interpretation
focuses on the resin, rather than the extender particles. To understand this approach,
we must first consider the different roles that resin plays in a paint film [6].

We begin by examining a film that is at the CPVC of the paint system. Here the
particles are packed at their densest configuration. A portion of the resin coats the
particles, and the remainder fills the voids between them. The combined amounts of
resin are the resin demand of that particle mix. Paints formulated below their CPVC
have a higher resin concentration than at the CPVC, and the resin in excess of the
resin demand is situated between the particles, pushing them apart and decreasing
their crowding (this is often referred to as diluting the particles). This resin improves
the scattering efficiency of the individual TiO2 particles.

For the sake of clarity, we will refer to the resin that coats the particles as “type
1” resin, which fills the voids between the particles at their densest packing as “type
2” resin, and the remaining resin, which pushes the particles apart from their densest
packing, as “type 3” resin.15 These designations are based on the role of the resin
alone—the different types of resin are chemically and physically identical.

The amounts of types 1 and 2 resin determine the CPVC of the paint system16

while the amount of type 3 resin determines the actual PVC—the greater the amount
of type 3 resin, the greater the spacing between the particles and so the lower the
PVC. Classifying the resin into these three types is also useful in explaining one
reason for the CPVC of small particles to be lower than for large particles (Fig. 4.2).
Because the surface areas of small particles are greater, on an equal volume basis,
than large particles, their type 1 resin requirements are also greater. This increases
the amount of resin at the CPVC conditions of the small particles (that is, their resin
demand), and so decreases their CPVC value.

Returning to our alternative interpretation of the crowding effect, we next consider
the addition of large extender particles to paints formulated with only TiO2 and resin
that are at a PVCvalue below theCPVC.Recall that we cannot simply “add” extender
particles to this film—insteadwe substitute some of the resin with an equal volume of
large particles. The resin that is substituted is not a random mix of the three types of

15 Type 3 resin is often referred to a “free” resin, as it is not bound to the role of satisfying the resin
demand of the particle mix.
16 That is, the sum of the amounts of types 1 and 2 resin is the resin demand of the particles.
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Fig. 4.16 Example of diatomaceous earth particles [6]

resin—it is exclusively type 3 resin.17 We are therefore replacing resin that separates
TiO2 particles with an equal amount of a material that is too large to get in between
individual TiO2 particles in the same way that type 3 resin can. From this viewpoint,
the increase in TiO2 particle crowding when large extender particles are formulated
into a paint is due to a loss of type 3 resin.

If we extend this logic to the small particles, we would conclude that they should
not cause a loss in opacity like their large counterparts because the small particles
should be able to occupy voids between the TiO2 particles and separate them in the
same way that the type 3 resin they are replacing does. This is, in fact, an implicit
assumption in the effective PVC model.

However, as seen in Fig. 4.15, this is not the case—the opacity for paints made
with small extender (squares) is lower than for paints made in the absence of extender
(circles). This analysis omits the fact that small particles reduce the amount of type
3 resin available in the paint system due to their resin demand [8]. That is, replacing
a given volume of resin with small extender particles removes that volume of type
3 resin and converts some of the remaining type 3 resin into the types 1 and 2 resin
needed to satisfy the small extender particles.

This effect can be illustrated by considering diatomaceous earth. This is a unique
extender particle that is composed of large particles that are very porous (Chap. 9).
These fascinating particles are the fossilized remains of tiny, one-celled organisms
that encapsulate themselves in a porous shell (Fig. 4.16). These particles are in the
size range of the large extender particles used in the paints discussed in this chapter,
but they have a much higher resin demand because resin is needed not only to coat

17 Above the CPVC, type 2 resin is exchanged. In the case of extremely high PVC values, when
the reservoir of type 2 resin is depleted, then type 1 resin is exchanged.
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the particles and fill the interstices between them, but also to fill the pores and open
spaces within them.

As a result of their higher resin demand, the deleterious effect of diatomaceous
earth on paint opacity is much more severe than the effect that extender particles of
equal size (10 to 12 microns) have on opacity—in fact, the loss of opacity at equal
PVC for diatomaceous earth is roughly double that of the large extender particles.18

We can understand this readily—first, each particle of diatomaceous earth occupies
the same volume as do large extender particles. Second, because their void fraction
is so high (approximately 85%), a roughly equal volume of resin is required to fill
the intraparticle voids. Thus, roughly twice the amount of type 3 resin is lost for
diatomaceous earth as for solid extender on an equal particle volume basis.

We can now understand why the effective PVC concept fails at high concentra-
tions of large extender particles. The effective CPVC calculation (Eq. 4.9) takes into
account the amount of type 3 resin replaced based on the volume of the extender
particles but does not include the type 3 resin loss due to the resin demand of the
large particles, that is, the amount of type 3 resin that must convert to the type 1
resin that adsorbs onto the extender particles. Large particles consume relatively
little type 1 resin, and so the error from omitting this source of type 3 resin loss from
our effective PVC calculation is minor at low extender concentrations. However, at
higher concentrations of large extender particles, the amount of type 3 resin lost due
to conversion to type 1 resin is enough to negatively impact paint opacity (Fig. 4.15).

The fact that the opacity loss due to small particles is roughly equal to that of large
particles in our laboratory paints can be understood by considering that the effective
PVC calculation should include the volume of lost type 3 resin in the sameway that it
includes the volume of large extender particles. Equation 4.10 is the traditional way
of calculating TiO2 PVC (this is the same equation that was listed as Eq. 4.1 earlier
in this chapter and is repeated here for convenience). To measure the effective PVC
based on the volume of large extender particles, we modified the denominator of this
equation by subtracting (removing) the volume of large particle extender (Eq. 4.11a).
This equation simplifies to the effective PVC equation given earlier as Eq. 4.9 and
repeated here as Eq. 4.11b.

TiO2PVC = TiO2volume

(extendervolume) + (TiO2volume) + (resinvolume)
(4.10)

Effect TiO2 PVC =
TiO2 volume

[
(TiO2 vol) + (resin vol) + (large extender vol)

] − (large extender vol)
(4.11a)

EffectiveTiO2PVC = TiO2volume

[(TiO2volume) + (resinvolume)]
(4.11b)

18 This is true when comparing paints below the CPVC value. Small amounts of diatomaceous earth
can increase paint opacity by decreasing the CPVC to a level below the paint PVC. The air voids
created by the CPVC dropping below the PVC will scatter light, as discussed elsewhere in this
chapter and in Chap. 3.
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For paints made with small extender particles, we can take into account the avail-
able volume loss due to the resin demand of these particles by subtracting their resin
demand from the denominator of the TiO2 PVC equation in a similar way that we
subtracted the large extender particle volume from the denominator. This is done in
Eq. 4.12a.

EffectTiO2PVC = TiO2volume

[(TiO2vol) + (resinvol) + (smallextendervol)]− (resindemandvol)
(4.12a)

EffectiveTiO2PVC = TiO2volume

[(TiO2volume) + (resinvolume)]
(4.12b)

We can estimate the resin demand of most small extender particles as roughly the
same volume as the particles themselves (this implies a CPVC value for the small
extender particles of 50, which is consistent with those measured for most small
particles). If the small extender volume and the resin demand volume for the small
extender are equal, then we can simplify Eq. 4.12a to give Eq. 4.12b, which is exactly
the same as the standard effective TiO2 PVC equation when large extender particles
are present (Eq. 4.11a). We can therefore understand how, in some paints, the effect
of extender PVC on TiO2 crowding is the same for small extender particles as large
ones, as is borne out in Fig. 4.15.

The physical implications of this mathematical analysis are displayed schemat-
ically in Fig. 4.17. Here we consider, in two dimensions, the ideal spacing of the
same number of small particles (TiO2) in four particle scenarios.19 The TiO2 parti-
cles (0.25 micron diameter) are at the same concentration (20 PVC)20 in all four
scenarios. The first scenario (Fig. 4.17a) has TiO2 as the only particle present, and
the surface-to-surface distance between nearest neighbors (of which there are six) is
0.283 microns.

In the second scenario, a large hexagonal extender particle (side length 2.57
microns) is placed in the center of the field (Fig. 4.17b). This represents an extender
PVC of 25. Again, the TiO2 particles are positioned such that they pack as tightly
as possible in the space available to them. Using Eq. 4.11b, we calculate the effec-
tive PVC of the TiO2 to be 26.67. In this scenario, the surface-to-surface distance
between nearest TiO2 neighbors (of which there are again six) is only 0.212 microns,
demonstrating the crowding effect of large extender particles.

The third scenario is somewhat more complex. Here we have replaced the large
extender particle with small extender particles having the same total volume.21 This
collection of particles is packed together as tightly as possible, that is, at their CPVC

19 A similar analysis applies to three dimensions, but this is more difficult to illustrate in figures.
20 Note that wewill refer to the concentration of the two-dimensional particles as if based on volume
(PVC) although, technically, since this is a two-dimensional analysis, the concentration should be
expressed on an area basis.
21 The number of small extender particles is such that the volume of each is 25% greater than that
of a TiO2 particle. In this way, there are the same number of small extender particles in the film
(their concentration is 25 PVC) as are TiO2 particles (their concentration is 20 PVC).
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Fig. 4.17 Particle spacing for different combinations of TiO2 (red) and extender (blue) particles
in a field of resin (gray). a TiO2 particles (20 PVC) only. b TiO2 particles (20 PVC) and large
extender particle (25 PVC). c TiO2 particles (20 PVC) and small extender particles (25 PVC) at
their tightest packing (CPVC = 50). d TiO2 particles (20 PVC) and small extender particles (25
PVC) distributed throughout the film

value, which we will define here as 50. The small particles occupy twice the space
as the single large particle because of this and result in the removal of 25 PVC resin
(the resin demand for 25 PVC of small particles). For the purposes of calculating
the effective PVC of the TiO2 particles, we use Eq. 4.11b and treat the collection of
small particles, with their attendant resin, as a single large particle with twice the size
of the large extender particle. Alternatively, we can use Eq. 4.11b, with the amount
of small particle extender and excluded resin volume being equal (25 PVC each). In
either case, we calculate an effective TiO2 PVC of 40. The additional crowding due
to the increase in inaccessible area between scenarios B and C leads to a reduction
in the TiO2 surface-to-surface distance to 0.127 microns.

Were we to terminate our analysis here, we would conclude that the crowding of
the TiO2 particles in the case of small extender particles (Fig. 4.17c) is twice that of
an equal volume of large particles (Fig. 4.17b). We know, however, that this is not the
case, as shown in Fig. 4.15. What is missing from the analysis is that there are two
contributors to TiO2 crowding in the case of the small particles (Fig. 4.17c). The first,
as drawn in this image, is crowding due to the volume of the small particles being
inaccessible to the TiO2 particles (as is the case for the large particle in Fig. 4.17b).
The second contributor is that the small particles have made an equal volume of type
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Table 4.1 Analysis of the four scenarios described in Fig. 4.17

Scenarioa TiO2 PVC Effective
TiO2 PVC

Extender
PVC

Surface-to-surface
distance (μ)

Number of
near
neighbors

A 20 20 0 0.283 6

B 20 26.7b 25 0.212 6

C 20 40.0c 50d 0.127 6

D 20 40.0c 50d 0.127 2

a See Fig. 4.17 and the text for the description of each scenario
b Calculated using Eq. 4.9
c Calculated based on the resin available to the TiO2 (see Eq. 4.12b)
d This includes the resin demand volume for the small extender particles

3 resin inaccessible to the TiO2 particles (the resin demand of the small extender).
The contribution to crowding for both of these components is, in this case, equal.

Figure 4.17c is quite artificial since it is a near impossibility that a random mix
of the TiO2 and small extender particles would result in all of the small extender
particles positioning together as one mass. Instead, we would expect these particles
to be interspersed with the TiO2 particles. This is shown in Fig. 4.17d. In this case,
the penalty due to exclusion of the TiO2 particles from region occupied by the small
particles is removed, but the penalty due to the resin demand of the small particles
remains.

In this arrangement, the surface-to-surface distance between each TiO2 particle
and its nearest neighbors remains at 0.127 microns. However, the number of near
neighbors has decreased from six (Fig. 4.17c) to two (Fig. 4.17d). This reduces
the amount of scattering volume overlap. Based on the similarity in the measured
scattering power of paints made with large and small extender particles (Fig. 4.15),
we conclude that the total extent of scattering volume overlap must be roughly the
same for large and small extender particles at equal extender concentrations.

The numerical details of this analysis are given in Table 4.1.

Using the Opacity Versus PVC Curve to Measure the Effective
TiO2 PVC

The red line in Fig. 4.8 is a special case of a more general family of lines that we
can place on the opacity versus PVC chart. This family comprises all lines that pass
through the origin. The significance of these lines is that the scattering efficiencies
of the individual TiO2 particles for all paints that fall on the same line will be the
same.

We can understand this by recalling that the scattering efficiency of an average
particle in a paint is the scattering strength of the paint divided by the number of
particles in it. In the opacity versus PVC curve, the y-axis value is the scattering
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strength of the film and the x-axis value is the number of particles, measured as
the particle concentration. Any point on a straight line through the origin will have
the same ratio of the two and therefore the same average scattering efficiency per
individual TiO2 particle.

We can use lines through the origin to experimentally determine the effective TiO2

PVC of a given paint. Recall that the importance of the effective TiO2 PVC concept
is that it describes the local concentration of TiO2 particles in a paint, omitting the
regions of the film that are inaccessible to the TiO2 particles (such as the regions
occupied by individual large extender particles). As stated earlier, the scattering
ability of a TiO2 particle in a paint film is determined as if the concentration of TiO2

particles was at their effective PVC value, rather than at their true PVC.
We will demonstrate how the lines of constant TiO2 scattering efficiency can be

used to determine the effective TiO2 PVC using the paint made with 20 PVC TiO2

and 15 PVC large extender (circled red triangle in Fig. 4.10b) and the series of paints
made with the TiO2 alone (blue line in Fig. 4.10b). We reproduce this information in
Fig. 4.18. Because the large extender particles restrict the volume of film accessible
to the pigment particles, the pigment particles scatter light less efficiently in the
presence of extender than in its absence and so the red triangle in Fig. 4.18 is below
the blue curve.

We can quantify the opacity cost of the extender by comparing the spread rate
of the paint made in the absence of extender (4.93 m2/l) to that in the presence of
extender (4.47m2/l). This shows that the paint film loses roughly 10%of its scattering
power by the exchange of 15 PVC resin with an equal volume of large extender.

Fig. 4.18 Comparing a paint made with 15 PVC large extender and 20 PVC universal TiO2 (red
triangle) to a series of paints made with the same universal TiO2 in the absence of extender (blue
line)
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Fig. 4.19 Comparison of effective PVC for the red curve in Fig. 4.10-B as calculated by Eq. 4.6
to the value experimentally determined as described in the text. The dashed line represents perfect
agreement between the methods rather than the best fit line

In Fig. 4.18, we extend a red dashed line from the origin through the extended
paint to the curve for the non-extended paint. The red line and blue curve intercept at
a TiO2 PVC value of 22.9. Since the average scattering efficiencies of the individual
TiO2 particles for all paints that are on this line are the same, the TiO2 particles in
the extended paint scatter light as if they were at 22.9 PVC rather than at their actual
concentration of 20 PVC. That is, the measured effective PVC for this paint is 22.9.
This is in good agreement with the value calculated from Eq. 4.9 (23.5 PVC).

We can extend this analysis to all paints made with 15 PVC large extender (shown
in red inFig. 4.10b) to determine the experimental values for the effectivePVCfor this
paint series. In Fig. 4.19, we compare the experimentally determined effective PVC
values to the calculated values. As can be seen, the values are in excellent agreement.
The measured values are slightly higher than the theoretical values, possibly because
of the slight resin demand of the large extender particles (this factor is not captured
in Eq. 4.9).

For the extended paint shown in Fig. 4.18, we calculated a loss of the average
TiO2 scattering strength, due to crowding by the large extender particles, of roughly
10%.22 This value is not uncommon for extended paints. In fact, many paints have
significantly greater levels of extender, and in these paints the loss in average particle
scattering strength can be much larger. As a worst-case example, a paint was made
similar to the extended paint in Fig. 4.18, except with 25 PVC TiO2 and 25 PVC

22 Here wemeasure efficiency on the basis of the unextended paint, not on the basis of the scattering
value of the TiO2 pigment in the absence of scattering volume overlap (the basis for the analysis of
Fig. 4.8).
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Fig. 4.20 Comparing the paint made with 25 PVC large calcium carbonate extender and 25 PVC
TiO2 (red triangle) to a series of paints madewith the same universal TiO2 in the absence of extender
(blue line). The red dashed line indicates the TiO2 scattering efficiency of this paint

extender.23 This is shown in Fig. 4.20.Here the paint loses nearly 30%of its scattering
value due to crowding of the TiO2 pigment by the large extender particles. The
measured effective TiO2 PVC of this paint, 33.8, is in good agreement with the
calculated value or 33.3.

Measuring the CPVC

The CPVC value for a specific single particle type or mixture of more than one
particle types is typically measured in the laboratory using one of two strategies. In
the first, paints are made over a range of PVC values while keeping the composition
of the particle mix the same. This is most conveniently done by making master
paints at the high and low ends of the PVC range of interest, then filling in paints at
intermediate PVC values by mixing appropriate amounts of the two master paints.24

Drawdowns are made of these paints and the paints tested for a property that shows
a significant change at the CPVC.

23 We consider this aworse case sample because the TiO2 PVC—25 in this case—is at themaximum
in the curve for the unextended paint (i.e., the blue curve in Fig. 4.18 and elsewhere). No reasonable
paint would be formulated at a TiO2 PVC above the maximum of this curve.
24 Note that the two master paints must be made at the same total solid volume concentration, so
that equal thicknesses of wet paint films will give equal thicknesses of dry films.
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The film properties that change at the CPVC can be grouped into the following
categories [11]:

• Opacity—Any of the opacity tests outlined in Chap. 13 will show a significant
increase at the CPVC.

• Gloss—Air entrained in a film will cause the surface of that film to roughen.
Gloss values are sensitive to roughness of this magnitude and so decrease at the
CPVC. That said, this is among the least precise techniques of determining the
CPVC since gloss generally decreases with PVC below the CPVC. The change
in the rate of gloss loss can be similar in the two concentration regimes (below
and above the CPVC). In addition, some paints below the CPVC are formulated
to have low gloss (e.g., eggshell and flat sheens), which further compounds the
uncertainty inherent in this method.

• Profilometry—This is an alternative technique to measure surface roughness. It is
generally more accurate than gloss loss but requires a special instrument. Overall,
it is less preferred than many other methods.

• Density—Below the CPVC, the measured densities of dry films agree quite well
with the those calculated based on the densities of the constituents (i.e., the mass
weighted average density). Above the CPVC, the measured density is lower than
the calculated density due to the presence of air voids. This is a fairly accurate
means of determining the CPVC, and also has the advantage that the air content of
the film (that is, its porosity) can be determined from the difference in measured
and calculated densities.

• Pore Volume—Pore volume of the paint film can be measured directly using
mercury porosimetry. Below the CPVC there are no pores, and so this value will
be zero. Like density, this method provides volumetric information about the
pores. In addition to the total volume of the pores, it also reports the volumes on a
size basis. This method can also be used to determine the void volume of hollow
sphere polymer particles, as they collapse at specific pressures (this pressure
changes from one grade of hollow sphere polymer to another). A specialized
instrument is required for this test.

• Elasticity and Tensile Strength—These related properties drop sharply at the
CPVC point, making them promising options for CPVC determination. However,
they require free-standing films (i.e., films separated from the substrate), which
makes sample preparation difficult and time-consuming. In addition, these proper-
ties can also be affected by the degree to which the latex particles in a waterborne
paint coalesce, and so factors such as coalescent levels, drying time, and drying
temperature must be carefully controlled.

• Scrub Resistance—This is an alternative method of determining film strength.
This test differs from elasticity and tensile strength as it does not require a free-
standing film (in fact, a durable substrate is required). Paints are submerged in a
soap solution and scrubbed with a mechanical device. Scrub resistance is quan-
tified as either the film loss after a certain number of scrub cycles or the number
of scrub cycles to a predetermined failure point. As with elasticity and tensile
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strength, the results of this test are affected not only by the presence of air, but
also by how well the resin particles coalesce during film formation.

• Stain Resistance—Capillary forces pull a liquid deep into a film that has inter-
connected pores, and the degree to which a liquid stain that is applied to a film
surface and then wiped off will discolor that surface changes at the CPVC value.
However, there is some variability in this measurement when different liquids
are applied, especially if the liquid carriers are chemically different (and so have
different surface tensions) for the different stain materials.

• CorrosionResistance—The ability of a paint film to prevent corrosion of a reactive
substrate will obviously decrease substantially when the film contains pores. This
technique is seldom used, however, because it, too, is sensitive to the quality
of resin particle coalescence and because of the relatively long exposure times
(weeks) required.

• Outdoor Durability—Intrusion of rainwater or dew into a porous film will signif-
icantly decrease the durability of that film and its ability to protect the substrate
fromweather. However, this test is seldomused because these tests requiremonths
to years of exposure.

• Electrical Conductivity—Paints are drawn on a metal panel and allowed to dry
in an oven overnight. They are then soaked in salt water for a period of time. The
panels are removed from the saltwater bath and, while still wet, one electrode of
a resistance meter is applied to the painted surface and another electrode to the
back of the panel. The resistance will be low (conductance high) if there are pore
channels that travel from the film surface to the substrate surface [12].

The second strategy for determining CPVC is to use oil absorption values (refer
back to Chap. 2). In this procedure, oil absorption is measured for a well-mixed
sample of the particle blend of interest [13]. The end point of the oil absorption test
occurs when there is just enough oil to make a thin coating on all of the surfaces
and to fill the gaps between the particles at their tightest packing. This is the same
description as the CPVC, except that oil, rather than resin, is the diluting material
in the oil absorption method. Under the assumptions of this equivalence, the CPVC
can be calculated from oil absorption using Eq. 4.13.

CPVC =
100

1+ (OA)(ρ)

93.5

(4.13)

In this equation, the CPVC is given on a percent basis (0 to 100%), OA is the oil
absorption value, and ρ is the density of the dry resin (in g/cc). The value 93.8 in this
equation is one hundred times the density of linseed oil (the factor of 100 is included
because oil absorption is reported as the grams of oil per 100 g of particles, and for
Eq. 4.13 we use the grams of oil per gram of particles). Note that CPVC decreases
as oil absorption increases, that is, there is a reciprocal relationship between them.

Although the oil absorption method generally predicts CPVC accurately for
solventborne paints, it invariably over-estimates it for latex waterborne paints. The
reason for this is that not all of the resin in the resin particles is free to flow into the
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crevices between the pigment and extender particles. Instead, resin particles can be
considered as having two components—an outer component that can be solubilized
by the coalescing agent and so can deform and flow, and an inner core that is shielded
from the coalescing agent by the outer component and thus cannot deform or flow.25

Since the resin in the core of the latex particles is unavailable for coating extender or
pigment particles, or for filling the voids between them, more resin is required at the
CPVC than for a solventborne paint (where all the resin is available for these roles).
This results in a lower CPVC for a latex paint than for a solventborne paint, or than
calculated using Eq. 4.13. This property of resin is referred to as its Binding Power
Index (BPI) and will be discussed in detail in Chap. 10.

We will end this section with a note of caution. There are numerous examples
in the literature of formulation experiments for which the oil absorptions values
of particle mixtures (and the CPVC values calculated for them) are calculated by
measuring the oil absorption values of the individual particle types and then using
theweighted average of these values as the oil absorption formixtures of them.While
many mixture properties can be calculated as a weighted average of the properties of
the individual particle types (e.g., density, composition, surface area, TGA weight
loss, etc.), this is not the case for oil absorption or CPVC. As was clearly shown
in Fig. 4.2 and discussed in the section on particle packing, the packing of particle
mixtures can be very different than the packing of the individual constituents. For
this reason, both oil absorption and CPVC must be measured for each particle mix
and not inferred from the values for the individual mixture components.

Opacity Above the CPVC

Inclusion of air voids in the dry paint film increases light scattering by two mech-
anisms. First, as noted above, air voids scatter light. An extreme example of light
scattering by air voids is the bright white color of unpigmented polystyrene foams
(e.g., Styrofoam®). These materials generally contain no TiO2 or other light scat-
tering particles. Instead, they achieve complete opacity exclusively through air void
scattering (on a volume basis these materials are 98% air).

The second mechanism by which air voids increase light scattering arises from
the refractive index of air (1.0) being significantly less than that of the resin (1.5),
extender (1.5), and titanium dioxide pigment particles (2.73). Air inclusion therefore
lowers the average refractive index of the film and so increases the difference in
refractive indices between the TiO2 particles and their surroundings [14]. As such,
air voids increase the scattering strength of the titanium dioxide pigment.

25 These two components of a resin particle should not be confused with the three types of resin
described earlier. Resin type describes the role that a particular portion of resin plays in a paint film
while the two components describe differences in the resin particle, rather than the paint film.
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Dry Hide

The contribution of air voids to the opacity of a dry paint film is referred to as dry
hide. This designation is derived from the fact that this opacity is only apparent in
the dry paint but is completely missing in the wet paint. This is because the wet paint
does not contain air voids—these are only created when the liquid carrier of the paint
(typically water) leaves the film. Aspects of wet hide will be discussed later, but first
we will consider the nature of dry hide.

The Opacity Versus CPVC Curve Above the CPVC

Referring back to Fig. 4.8, we see that the shape of the opacity versus PVC curve
above the CPVC is quite different from that below the CPVC. More specifically,
above the CPVC the opacity increases linearly with increasing PVC, while below
the CPVC there is a decrease in the rate of increase in opacity as PVC increases,
eventually leading to a net loss in film scattering power above a certain PVC value
(for example, a PVC value of 27.1 for the paint system in Fig. 4.8).

As outlined above, the increase in film opacity with increasing PVC above the
CPVC can be attributed to several factors. First, increasing the PVC increases the
air void content of the film (see Fig. 4.9b). This provides the two benefits to light
scattering and film opacity described above (the air voids scatter light themselves
and they decrease the average refractive index of the region surrounding the TiO2

particles).
As mentioned earlier, as the PVC is increased in paints above the CPVC, TiO2

particle crowding does not increase. This is very different than increasing the PVC in
paints below the CPVC, where an increase in PVC results in an increase in particle
crowding. By definition, the particles cannot crowd any closer together than at the
CPVC, and so when increasing the PVC in paints above their CPVC, we do not
increase crowding or scattering volume overlap (instead we increase the number of
particles by increasing film thickness).

Therefore, above the CPVC, increasing the PVC has the benefit of linearly
increasing the number of light scattering centers (both TiO2 particles and air voids)
without the penalty of increasing the scattering volume overlap between the TiO2

particles. As a result, we expect that paint opacity should also increase linearly.
Figure 4.10 confirms this for a variety of paint systems.

Porosity Index

When characterizing paints according to their PVC value (and their CPVC value),
our focus is on the particles within the film. While this is an important determinant
of many film properties, it is often useful to characterize films that are formulated
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above the CPVC from an alternative viewpoint—that of the air voids. This is because
the concentration of air voids affects many important properties of the film. These
include opacity, as discussed elsewhere, as well as film integrity, stain resistance,
and substrate protection.

The most obvious way to characterize the pore content of a paint film would be
to do so by volume based on the entire volume of the film (Eq. 4.14), in a manner
analogous to using the packing factor calculation (Eq. 4.5) to characterize particle
volume. This quantity is termed the film porosity.

Film Porosity = airvolume

(combined particle volumes) + (resin volume) + (airvolume)
(4.14)

Film porosity compares the volume of air to the combined volumes of all film
components. In doing so, we are differentiating between air, on the one hand, and
the solid components (resin and particles), on the other. While this differentiation is
useful in some situations, particularly with regard to understanding the contribution
of air to light scattering, it is not the only way we can quantify the air content of the
film. An alternative is to quantify the air void volume by the porosity index, which
is based only on the volumes of the air voids and the resin (Eqs. 4.15 and 4.16):

PI = airvolume

airvolume+ resin volume
(4.15)

= 1− CPVC(100− PVC)

PVC(100− CPVC)
(4.16)

The usefulness of the porosity index is that it combines air and resin into a single
component. That is, we can consider the film to be composed of solid particles that
are held together by an air/polymer mixture. We are quite accustomed to mixtures
of air and polymer in our daily lives—these are simply solid foams. The porosity
index tells us how much air is in this foam mixture, and as such it is an excellent
indicator of many important film properties, as listed above. As a general rule, paints
made with the same resin particles and having the same porosity index have the same
degree of “foaminess” and so similar mechanical and stain properties.26

Specialized TiO2 Grades for Paints Formulated Above
the CPVC

TiO2 spacing is of importance in all paints, especially in those formulated above the
CPVC. Because of this, some TiO2 grades have been specifically developed for high

26 This is true only to a first approximation for scrub resistance. Pore size can also affect scrub
resistance, as will be shown in Chap. 16.
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PVC systems. We introduced these grades earlier as “highly treated TiO2”, a name
that highlights their composition.We can also describe these same pigments as “high
PVC grades”, as they are used only in paints near or above their CPVC.

As will be discussed in Chap. 7, the particles in these grades are encased in a
thick layer of alumina and silica. These two oxides are present in the form of a
highly porous aluminosilicate. Because it is porous, the aluminosilicate occupies
a high volume when compared to its weight. This is important because a denser
material would unnecessarily decrease the TiO2 content of the pigment (and with it,
the number of scattering centers per unit weight of pigment).

These materials have long been thought to consist of individual TiO2 particles
that are enveloped in a thick layer of porous aluminosilicates (Fig. 4.21a). This layer
would prevent the TiO2 cores of the pigment particles from touching one another
and so restrict the loss of opacity in crowded paint systems. However, there is an
alternative morphology that explains the spacing benefit of the aluminosilicates.
These particles could be composed of agglomerates of a few TiO2 particles held
at a fixed distance from one another (Fig. 4.21b). This is consistent with electron
micrographs of these particles (Fig. 4.22) and also with the shape of the opacity
versus PVC curves for these materials below the CPVC (discussed below).

Before comparing the shapes of the opacity versus PVC curves for the two types
of TiO2 pigment, we will first consider the particle spacing implications for the
two different morphologies. If this pigment exists as individual particles with thick

Fig. 4.21 Different particle
morphologies for highly
treated TiO2. Blue shapes are
TiO2, red regions are
aluminosilicate. a
Individually coated particles.
b Small agglomerates
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Fig. 4.22 Electron
micrograph of highly treated
TiO2 pigment. Red lines
indicate the rough shapes of
the TiO2 particles within the
aluminosilicate agglomerate

coatings (Fig. 4.21a), then the particle spacing will change as the PVC changes,
just as it does for the universal grade. On the other hand, if the pigment exists as
small agglomerates of spaced particles (Fig. 4.21b), then the distances between the
agglomerates will change with PVC, but, to a first approximation, the distances
between the individual particles will remain constant (because the TiO2 particles in
the agglomerates are frozen in place). This will not be exactly true, since the spacing
between particles near the surfaces of two nearby agglomerates will change as the
concentration of the agglomerates increases. Even so, the overall effect of PVC on
crowding should be small.

For the agglomerate morphology, the opacity versus PVC curve in the region
below theCPVCwould be nearly linear, while for the individual particlemorphology,
there would be significant curvature in this part of the opacity versus PVC curve.
Inspection of this curve for the highly treated grade, shown in red in Fig. 4.10c
and reproduced in a larger format as Fig. 4.23, shows a nearly linear response of
opacity to particle concentration for the highly treated TiO2 pigment, consistent with
the agglomerate morphology (Fig. 4.21b). In fact, a linear fit, with the constraint of
passing through the origin, has an R2 value of 0.986.

We will now shift our attention from comparing the two possible morphologies
for the highly treated grade to comparing various aspects of the opacity versus PVC
curves for the highly treated grade and a universal grade. As Fig. 4.23 shows, these
curves cross one another at the CPVC value of the highly treated grade (PVC =
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Fig. 4.23 Comparison of the opacity versus PVC curves for a universal grade of TiO2 and a highly
treated grade of TiO2

32.3). The CPVC for the highly treated grade occurs when the TiO2 agglomerates
are packed as tightly as possible. At this PVC, the two paint systems have the same
number of particles and the same paint opacities (spread rate= 4.94 m2/l), indicating
that the particles in both paints must have the same light scattering strength and so
must have the same TiO2 spacing. This spacing is the fixed spacing of the individual
particles in the agglomerate.27 Although this is theCPVC for the highly treated grade,
the universal particles do not yet touch, and so their CPVC value should be higher,
consistent with Fig. 4.23.

A second important aspect of Fig. 4.23 is that, below the CPVC value of the highly
treated grade, we see that, at any given PVC value, these particles scatter light less
efficiently than those of the universal grade (the red line in Fig. 4.23 is below the
blue line at PVC values below 32.3), while above that CPVC we see the opposite.
This is because, by fixing the particle–particle distances in the agglomerate, we are
preventing the particles from spacing further apart below the CPVC, where there is
room for the particles to spread into. This decreases the hiding below the CPVC.
That is, when we compare the spacing of the TiO2 particles for the two grades, the
constant spacing of the highly treated grade is closer together than the universal grade
below the CPVC of the highly treated grade, while the spacing is the same at that
PVC and is further apart for the highly treated grade at PVC values above that PVC.

Finally, we see in Fig. 4.23 that the opacities of the two paint systems at their
respective CPVC value are quite different. At its CPVC value (PVC = 32.3), the
opacity of the heavily treated grade (spread rate= 4.94 m2/l) is roughly 30% higher

27 We assume that at the CPVC condition, the distances between particles on the periphery of
touching agglomerates are equal to the distances between particles within the same agglomerate.
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Fig. 4.24 TiO2 particle
packing conditions in paints
formulated above the CPVC.
a Universal grade of TiO2. b
Highly treated grade of
TiO2. Gray circles are large
extender particles. Red
regions are porous
aluminosilicates. Blue circles
are TiO2 cores

than that of the universal grade (spread rate= 3.79 m2/l) at its CPVC value (PVC=
41.5). In paints formulated above the CPVC, the TiO2 particles are typically packed
in the voids between the large extender particles at particle densities that are at or
near their CPVC condition, as shown in Fig. 4.24. Since the highly treated particles
give better opacity at their CPVC than do the universal particles at theirs, there is a
significant advantage to using highly treated TiO2 grades in paints formulated above
the CPVC. This will be discussed in more depth in Chap. 16.

An extension of this analysis can be made by referring again to the universal
pigment curve in Fig. 4.23. We see that the CPVC for this grade (41.5) is above
PVC at the maximum in this curve (27.1). This means that decreasing the CPVC of
the universal grade from its measured value will actually improve the hiding power
of the paint. By replacing the universal grade with the highly treated grade, we are
decreasing the CPVC and so should expect the hiding power to improve.

Oiled Hide

We can conceptually separate the factors that are responsible for increasing opacity
as the PVC increases above the CPVC into two categories, both of which can be
seen in Fig. 4.9b. The first are the two contributions from the air voids—scattering
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light in their own right and increasing the scattering strength of the TiO2 particles.
The second is the linear increase in the number of TiO2 particles per unit area as the
PVC increases.

It can be useful to separate these two contributions to increased opacity. In thisway,
the paint formulator can assess the effectiveness of the air voids. This effectiveness
varies from one paint to another for several reasons, the most important of which
is the size of the void [15]. This variability can be seen in the different slopes of
the paint opacity versus PVC lines above the CPVC for different paint systems in
Fig. 4.10.

We can separate these contributions by filling the air voids in the paint film of
interest with mineral oil. The refractive index of mineral oil (1.47) is very similar to
that of resin (typically from 1.48 to 1.55). This is not surprising since the two are
similar chemically—they are both hydrocarbons, with the major difference between
them being the length of the carbon chains, and this has little effect on refractive
index. By replacing the air voids with mineral oil, we essentially return the film to
the CPVC condition,28 at least from a light scattering viewpoint.

The scattering strength of the paint film treated in this manner is termed the “oiled
hide” of the film.29 The average scattering power of the TiO2 particles should be the
same in all oiled films above the CPVC, regardless of the PVC, because the particles
are in identical environments in all cases—packed as tightly as possible, and with the
voids between them filled with hydrocarbon. The scattering power increases linearly
simply because the film thickness and the number of TiO2 particles per unit area
increases as the PVC increases (Fig. 4.9b).

Because the average scattering power of the TiO2 particles is the same in all
oiled paints above the CPVC, we would expect them to be joined by a line that
passes through the origin. This is in fact the case. In Fig. 4.25, we extend a line from
the origin through the oiled spread rate values for the paints made with the highly
treated TiO2 grade in Fig. 4.10c. The correlation coefficient (R2) for this line is 0.999,
even with the constraint that it passes through the origin. Such excellent agreement
between calculated and experimental values confirms the validity of the premise that
the scattering volume overlaps between the TiO2 particles in paints above the CPVC
is constant.

Wet Hide

The hiding power of the wet film immediately after it is applied to a substrate is
termed “wet hide” [16]. Although the film remains in this state for only a short time,

28 That is, the particles are packed as tightly as possible and the voids between them filled with
hydrocarbon (resin in one case, a mix of resin and mineral oil in the other).
29 In some regions of the world, this is instead called the “wet hide” of the film. We discourage this
use of the term “wet hide” here as the same term is often used to define the hiding ability of the
freshly applied wet paint, as discussed in the next section.
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Fig. 4.25 Red triangles are the oiled hide values above the CPVC for a heavily treated TiO2 in
paints made with the same resin as in Fig. 4.10b, c. The red dashed line intersects the origin and so
indicates a line of constant TiO2 scattering efficiency [6]

its opacity is nonetheless of great importance for architectural paints (also called
wall or décor paints). These paints are typically applied by roller, sprayer, or, less
commonly, brush. In each case, the painter can control, within reason, the thickness
of the paint applied.30 The painter uses the opacity of the wet film as a guide in
judging how much paint to apply onto the substrate for complete hide.

Ideally, the wet opacity and dry opacity of the paint would be the same, in which
case the wet hide would directly indicate the amount of paint to apply. However,
these two can differ significantly from one another in some paints. If the wet opacity
is weaker than the dry opacity, then the paint is likely to be overapplied, resulting in
waste. If the wet opacity is stronger than the dry opacity, then the paint is likely to
be underapplied, requiring time and labor for the later application of a second coat.

Wet and dry opacity can differ from one another for several reasons. First, the
particle concentration in the wet paint is lower than that in the dry film. This dilutes
the TiO2 particles, lessening the scattering volume overlaps and so increasing the
opacity of the wet paint compared to the dry film. Second, in waterborne paints, the
average refractive index surrounding the particles is lower in the wet paints (where
this environment is dominated by water) than dry films (where this environment
is dominated by resin). In addition, extender and resin particles scatter light when
surrounded by water, although this scattering is not nearly as efficient as that of the

30 The lower end of the range of practical thickness is so thin that thickness variation due to the paint
applicator (brush marks or, for roller application, stipple) results in visual non-uniformity across
the wall. The upper end is dictated by the propensity of thick layers of wet paint to sag or run down
vertical surfaces.
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Fig. 4.26 Light scattering strength for particles typically found in paints, when surrounded by resin
(top) and water (bottom) [6]

TiO2 pigment [16].31 The theoretical differences in the light scattering abilities of
various paint components in the wet state versus the dry state are shown in Fig. 4.26
[6]. This figure indicates that TiO2 content should be the primary determinant of
wet hide, with minor contributions from extender particles. This has been confirmed
experimentally [16].

These opacity losses on drying are offset in paints formulated above the CPVC,
which many interior architectural paints are, by the presence of air voids in the

31 This is seen for clear lacquers, which are quite cloudy in the liquid state but completely transparent
when dry, andwith paints formulated below theCPVCwith extenders only (deep base paints), which
are also completely transparent when dry.
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dry films.32 This effect is so great that most paints formulated above the CPVC
become more opaque on drying whereas paints formulated below the PVC become
less opaque on drying.

Particle Size for Optimal Light Scattering

Before leaving the topic of light scattering in crowded systems, we will revisit the
topic of TiO2 particle size for maximum scattering. In Chap. 3, we calculated the
optimal particle size for a single, isolated TiO2 particle using two methods—the Mie
equation and Weber’s law. The results spanned a range from about 0.21 microns to
0.31 microns.

These results apply to systems that do not experience scattering volume overlap
between particles (i.e., systems with PVC values below about 2.5). In systems where
scattering volume overlap does occur, such as those described in this chapter, it does
so between the parts of the scattering volumes that reside outside of the particles
themselves. For this reason, the degree of scattering volume overlap is determined
primarily by the surface-to-surface distance between particles. This distance depends
on both the PVC and on the size of the particles, with smaller particles being closer
to one another than the larger particles at the same concentration.

This is shown in Fig. 4.27 for two diameters of ideally spaced particles—one with
a diameter of 0.23 microns and the other with a diameter of 0.26 microns (compare
withFig. 4.11,which is for a 0.25microndiameter particle).Wechose these diameters
for discussion because in Chap. 3, in Fig. 3.8, we saw, using the Mie equation, that
the scattering strength of a 0.23 micron TiO2 particle is slightly greater than that of
a 0.26 micron particle under conditions where there is no scattering volume overlap
and so the 0.23 micron particle is preferred for plastic applications, where the PVC
is so low that there is no scattering volume overlap.33

In Fig. 4.27, we see that the surface-to-surface distances for these particles overlap
at the two ends of the PVC range, but not in the center of the range, that is, they
deviate at the PVCvalues typically of interest to paint formulators. This has important
implications for the optimal TiO2 particle size for paints, as follows.

Consider paints made with each particle size at 15.0 PVC. The surface-to-surface
distance for the smaller TiO2 particles, if ideally spaced, is 0.164 microns, while that
for the larger particles is 0.183 microns. For the paint system shown in Fig. 4.5, we
can calculate that for this paint system the loss of opacity due to scattering volume
overlap at 0.164 microns is 5% greater than at 0.183 microns, and so in this case we

32 The opacity of paints containing hollow sphere polymer pigments (described in Chaps. 7 and 10)
also increases on drying because these spheres contain water in the wet state (and so do not scatter
light) but contain air in the dry state.
33 The 0.23 micron particle is also preferred because its undertone, which is bluer than that of the
larger particle, offsets the slight yellow color of many polymers (see Chap. 2 for information on
pigment undertone).
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Fig. 4.27 Surface-to-surface distances as a function of particle concentration for two sizes of
particles

would expect the larger particles to scatter light 5% more efficiently at 15.0 PVC
than the smaller particles.

Overall we see, therefore, that the optimal particle size for TiO2 light scattering is
dependent on the concentration of the intended application, and that a larger particle
is preferred at TiO2 concentrations typical of paints than for those concentrations
typical for plastics. In addition, we see that using the wrong particle size can result in
a roughly 5% loss in opacity. Large TiO2 producers are capable of controlling their
particle size within this range and so produce different primary particles for different
end-use applications.

Light Scattering in Paper Laminates

Paper laminates require a high level of opacity, and the papers used in them typically
contain roughly 40% TiO2 by weight. That said, because of the low densities of most
paper ingredients, as well as the extensive pore structure of paper, this amounts to
only about 10% TiO2 by volume. As such we would expect particle crowding and
scattering volume overlap to be relatively low. This is not the case, however, because
the particles in paper are not distributed evenly throughout the sheet, but rather are
found in small regions, or pockets, of high particle density. The effective PVC value
within these pockets can readily exceed 50 and these particles are typically packed
as tightly as at their CPVC condition.

There are two important consequences of this non-homogenous packing. The first
is that the response of opacity to TiO2 loading is generally linear, unlike what is seen
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in paints (e.g., Fig. 4.8). This is because increasing the loading of TiO2 does not alter
the amount of scattering volume overlap of the existing TiO2—it alters the number
of TiO2 pockets, but not their local density. The second is that there is a significant
opportunity to improve opacity by better spacing the particles when they are packed
at their highest density. This will be discussed in more detail in Chap. 18.

Summary

Light scattering in systems containing more than 2.5 volume percent TiO2, which
includesmost paints, is complicated by the negative effect that near neighbor particles
have on one another’s scattering strength. These effects are due to overlapping scat-
tering volumes, which reduce the total scattering of the system. As particle concen-
tration increases, the distances between particles decrease and so the scattering loss
due to scattering volume overlap increases. At the same time, as the TiO2 particle
concentration increases, there are more scattering centers in the paint. As a result of
these two opposing effects, the relationship between TiO2 concentration and paint
opacity is non-linear.

This relationship is most usefully expressed through a chart of paint opacity as
a function of TiO2 PVC. In such charts, the opacity increases steeply at low TiO2

volume concentrations, where the particles are well separated and so do not suffer
from scattering volume overlap. At roughly 2.5 PVC, scattering volumes begin to
overlap, and the opacity benefit from increasing the number of scattering particles
begins to decrease. This loss of effectiveness grows as more and more particles are
added, and, at a certain point, increasing the particle concentration actually leads to
a net loss of opacity.

This loss in opacitywith increasing particle concentration continues until the paint
arrives at its CPVC value, where the particles are crowded as densely as possible
and there is just enough resin to coat the particles and fill the voids between them.
As the PVC continues to increase, air becomes incorporated into the paint film. Air
voids increase the film opacity because they can scatter light in their own right and
because they improve the scattering efficiency of the TiO2 pigment. However, these
opacity improvements come at a cost in terms of paint properties—the air voids join
together into a network of pores that reduce the strength of the film and degrade the
protective properties of the paint on the substrate.

The presence of extender particles in a paint further complicates the relation-
ship between TiO2 content and film opacity. Both large and small extender particles
cause the TiO2 particles to crowd one another, but for different reasons. Large exten-
ders exclude the TiO2 particles from large regions in the film, while small extender
consumes resin that would otherwise be used to space TiO2 particles.

It is convenient to quantify these crowding effects through the effective TiO2 PVC
concept. To do this the equations used to calculate the TiO2 PVC are modified to
remove the volume of the paint that is inaccessible to the TiO2 particles. In this
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way, we can compute the amount of scattering volume overlap in terms of the local
concentration of the TiO2 particles.

Although extender particles cause the TiO2 particles to crowd together, and so
decrease their scattering strength, they can have a beneficial effect on opacity as
they can be used to bring a paint above its CPVC value. This could be done using
TiO2 pigment alone, but the particle concentrations needed to reach and exceed the
CPVC value more than offset any economic benefit of improving opacity through
the incorporation of air, which is free.

Using extender particles to exceed the CPVC results in cost savings beyond the
opacity boost due to bringing air into the film—extender particles also replace rela-
tively expensive resin with an inexpensive substitute. This benefit is maximized by
formulating the paint to have a high CPVC value, which can be done by using
mixtures of extender particles with different particle sizes. In such mixtures, the
larger particles are packed as efficiently as possible, which results in the replacement
of much resin, and the smaller particles pack in the voids between the larger particles,
replacing the resin that would otherwise be there and further increasing the amount
or resin replaced by extender.

Appendix

In this appendix,wewill show theprocess formodeling the strength ofTiO2 scattering
in paint films that contain large extender particles based on the scattering that we
see for the same TiO2 particles in an unextended paint. This allows us to predict the
expected opacities of extended paints based on the measured opacities of unextended
paints.

Basis for the model:

The opacity of a paint containing only TiO2 and resin (which we will refer to as
an “unextended paint”) is invariably greater than that of a similar paint for which a
portion of resin has been replaced by large extender (which we will refer to as an
“extended paint”). The opacity penalty for the extended paint is due to the loss of
scattering efficiency per TiO2 particle because the extender particles crowd the TiO2

particles together, as discussed in the text.
It is useful to have ameans of describing the degree of TiO2 crowding in a paint. An

obviouswaywould be by theTiO2 concentration—the higher the TiO2 concentration,
the greater the crowding. We can therefore describe the degree of TiO2 crowding in
an extended paint with a certain PVC value based on the PVC value that would give
the same degree of crowding in an unextended paint. As discussed in the text, the
effective PVC describes this degree of crowding. For example, a paint with an actual
TiO2 PVC of 20 and large extender PVC of 40 would have an effective TiO2 PVC of
33.3, as calculated by Eq. 4.9 in the text. This means that the scattering efficiency of
the TiO2 particles in the extended paint (at 20 PVCTiO2) is the same as the scattering
efficiency that the TiO2 particles would have in an unextended paint at 33.3 PVC
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TiO2. Note that the opacity of the extended paint at 20 PVC TiO2 will not be the
same as the opacity of the unextended paint at 33.3 PVC TiO2 (i.e., at the effective
PVC) because, although the TiO2 particles experience the same amount of crowding,
there are more of them present in the unextended paint (since it is at a higher PVC).

In our model, we will develop a way to modify the opacities of the unextended
paints by decreasing the scattering strength of each TiO2 particle to reflect the opacity
penalty of extender crowding in the extended paints.

Developing the model:

To demonstrate how this model can be developed, we will use the opacities of an
unextended paint system to estimate the opacities of a paint system with 20 PVC
large extender.

Themodel is based on experimentally determined opacity data for the unextended
paint system. The first step in this process is to measure the spread rate (or another
opacity indicator) of a series of unextended paints that span a range of TiO2 values.
Data for the paint system with the universal grade of TiO2 that are shown in this
chapter are given in the second column of Table 4.2 and plotted in Fig. 4.28.

Next, a measure of the scattering strengths per individual TiO2 particle in these
paints is calculated by dividing the spread rate (a measure of total scattering) by the
TiO2 PVC (ameasure of number of TiO2 particles). This is shown for the unextended
paint in the third column in Table 4.2 and as the blue line and symbols in Fig. 4.29.

The best fit equation for this particular set of data is

Scattering per unit concentration (unextended paint) = −0.0063 · PVC + 0.3634

We next calculate the expected line for the paint series with 20 PVC large particle
extender. To do this we will define a factor F that is the ratio of the reciprocal of one
minus the extender PVC when expressed as a fraction. In this case, F equals 1.25
(= 1

1−0.2 ). Multiplying the actual TiO2 PVC of the extended paints by factor F gives

Table 4.2 Scattering
parameters for unextended
paints below the CPVC

PVC Measured spread rate
(m2/l)

Scattering per unit
concentrationa

0 0 –

4.9 1.55 0.313

9.6 2.89 0.300

14.6 4.15 0.284

19.4 4.91 0.253

24.3 5.32 0.219

29.9 5.29 0.177

34.2 4.80 0.140

39.1 4.11 0.105

a spread rate divided by PVC
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Fig. 4.28 Measured spread rate values for unextended paint system

Fig. 4.29 Scattering per unit volume for the unextended paint series (blue) and calculated values
for the 20 PVC extended paint series (red)

the effective TiO2 PVC:

Effective PVC = F · PVC

Because the scattering per unit concentration is linear with PVC, we can calculate
the scattering per particle for the extended paint series as simply the scattering per
particle at the effective TiO2:
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Scattering per unit concentration (extended paint) = −0.0063 · (effectivePVC) + 0.3634

= −0.0063 · (F · PVC) + 0.3634

= −0.0079 · PVC+ 0.3634

This equation is shown as the red line in Fig. 4.29. We can use this line to predict
the opacity values for the extended paints as a function of PVC by multiplying
the scattering per unit concentration for the TiO2 particles in the extended paints,
as expressed in the equation above, by the actual TiO2 PVC (that is, reversing the
procedure used to develop Fig. 4.29 from Fig. 4.28). The results of this calculation
are shown in Fig. 4.30.

This model is useful for calculating the expected opacity of paints made with
extenders based on the opacity of paints made without extenders. In some situations,
we may wish to do the reverse, that is, we may have measured the opacity versus
TiO2 PVC curve for a paint system that has extender in it and wish to calculate the
opacity that the paints would have without the extender. One way of doing this is the
reverse of the procedure discussed above, that is, to calculate the best fit line for the
scattering per unit concentration for the extended paints, then adjust the slope of the
line based on the effective TiO2 PVC.

There is a second way to accomplish this task. To demonstrate this, we begin by
plotting one data point from the opacity versus PVC curve for the extended paint
that has 20 PVC large extender and 25 PVC TiO2. This is shown as a red triangle in
Fig. 4.31. We can extend a line from the origin, through this data point, and to the
TiO2 PVC of 31.25 (blue circle in Fig. 4.31). This PVC is the effective PVC value

Fig. 4.30 Modeled opacity for extended paint system based on the opacity of the unextended paint
system
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Fig. 4.31 Spread rate data points. Red triangle—extended paint at an actual TiO2 PVC of 25. Blue
circle—opacity of this paint at the effective TiO2 PVC

of the paint and was arrived at by multiplying the actual PVC (PVC = 25) by factor
F (1.25 in this case).

As explained in the text, all data points on the line going through the origin have
the same TiO2 scattering strength. The blue circle, therefore, indicates the same TiO2

scattering strength as the unextended paint would have at a PVC of 31.25, and so
this point will be a point on the curve for the unextended paint. For reference, this
circle is indicated as a green star in Fig. 4.30.

We can repeat this process for any paint in the extended paint series to recreate the
blue line in Fig. 4.30. However, in this case, the X-axis will be the effective PVC of
the extended paint, rather than its actual PVC (note that the effective PVC values for
the unextended paints equal their actual PVC). This is how Fig. 4.13b was created.
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Introduction

Vision is arguably the most important of our five senses: when our eyes are open,
approximately two-thirds of the electrical activity in our brain is dedicated to the
vision process [1]. The complex process of seeing begins when light is generated by
a source and ultimately ends after complex processing, within both the eye and the
brain, of the nerve impulses generated by light that enters the eye.

With vision comes color. Color is an important, and sometimes vital, part of our
lives. Color is one of the first concepts we learn as children, and most of us could
identify the different colors before we could say their names.We use color to provide
aesthetics (the red color of a car), to convey information (the red color of a stop light),
to convey a message or idea (the red color identifying a certain brand of soft drink),
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or for pure pleasure (the red color of the sky during sunset). Nearly all coatings are
colored, for these or other reasons, and this coloring is almost always provided by
small pigment particles in the coating.

The primary goals in this chapter and the next two are to develop a system for
quantitatively measuring color and to apply that quantification to the mixing and/or
matching paint colors.Wewill do this by first discussing the visual process of sensing
colors, in this chapter, and then developing several frameworks that can describe,
precisely, any color, in Chap. 6. In Chap. 15, we will apply this knowledge to colors
in paints and plastics. In Chap. 8, we will discuss the pigment particles that generate
these colors.

The Nature of Light

Before discussing color, we must discuss light. Light is a repeating, self-propagating
disturbance of the electric and magnetic fields. This disturbance propagates through
a vacuum at slightly less than 3 × 108 m/s—what is typically quoted as the speed
of light. Light propagates more slowly through matter, such as glass or the resin in a
paint film. The repeat time of the disturbance is the inverse of the light frequency, and
the distance over which the light propagates during one repeat time is its wavelength.
The disturbance itself is referred to as a photon. Energy is contained within a photon,
with the amount of energy being linearly proportional to the frequency of the light and
inversely proportional to wavelength. Higher frequency, shorter wavelength photons
are higher in energy than lower frequency, longer wavelength photons. Light below a
certain wavelength is energetic enough to break chemical bonds, an important topic
that we will discuss in Chap. 14.

In principle, light of any wavelength is possible, and while we have not created
or detected light of very long or very short wavelengths, we have done so over a
wavelength range of approximately 16 orders of magnitude. Visible light spans a
much narrower range—from approximately 400 to approximately 700 nm (Fig. 5.1).
Different wavelengths of visible light appear to us differently from one another—
this is color. Moving across the range of visible light, beginning at the shortest
wavelength, color progresses from violet to blue to green to yellow to orange and
finally to red—a progression familiar to us in rainbows.

Often we discuss light intensity as a function of wavelength. We refer to this as
a spectrum. When the light comes directly from a light emitting source (rather than
being reflected from an object), we call this the spectral power distribution of the
source.1 Separation of light into its individualwavelengths is done through refraction,
the bending of light as it travels through a transparent media. In the lab, we use a glass

1 In some literature, the term “spectral power distribution” is used to describe the reflectance spec-
trum of an object. To avoid ambiguity, wewill use this term onlywith respect to the emitted spectrum
from some light source. This is in agreement with the definition of spectral power distribution given
by the Illuminating Engineering Society of North America.
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Fig. 5.1 Range of accessible wavelengths

prism as the transparent media that bends the light; in nature, raindrops spread the
light according to wavelength. This separation of colors occurs because the refractive
indices of materials change with wavelength. This affects the angle at which the light
is bent by a prism or drop of water. Since different wavelengths are bent at different
angles, the light spreads out by wavelength and, therefore, by color.

The Nature of Color

Color is a sensation that we experience when looking at a lighted object. This sensa-
tion is distinct from shape and brightness. To understand why we experience this
sensation (the topic of this chapter), how we can measure this sensation (the topic
of Chap. 6), and how we can control and manipulate this sensation (the topic of
Chap. 15), we must first understand the fundamental nature of the colors themselves.

Primary Colors and Color Mixing

When we separate white light by wavelength with a prism, we find that each wave-
length appears as a certain color. We call these the spectral colors, as they are the
components of the visible spectrum. They are also referred to as monochromic colors
since they consist of a single wavelength. Combining light of different wavelengths
gives us new colors that are not found in the spectrum (for example, brown and pink).
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We will call colors that consist of more than one wavelength “complex colors”. The
spectra for these colors range from relatively simple (made from as few as two spec-
tral colors) to quite complex (with no nonzero components over the entire visible
range).

That we can combine colors to form new colors leads to the concept of primary
colors. Because the human eye has three types of cells that respond to color (discussed
below), we can create most—but not all2—colors from just three starting colors.
These starting colors are called primaries.

Over the last 200 years, several workers attempted to find a set of three primary
colors from which all other colors can be made. These attempts failed for reasons
that are discussed in Chap. 6. However, it was found that most shades of color could
be made by combinations of red, green, and blue lights, and these three colors are
called the additive primary colors and are familiar to us as the colors of the lights
found in our television screens and computer monitors. Similarly, for printing or
painting, where color arises from light absorption rather than emission, most colors
can be made from the combination of three light absorbing pigments—yellow, cyan,
and magenta. These three colors are called the subtractive primary colors and are
familiar to us as the colors of inks used in printers.

Additive primaries are usually associated with colored light sources. We have all
seen colored lights by observing light directly from its source, typically a lamp. In
color science, it is more convenient to study colored lights by reflecting them onto
a white screen, rather than by observing them directly from their sources. This is
because colored lights can be easily combined by projecting them onto the same
portion of a screen. This combination usually creates a third color, and so we see that
we can create new colors by adding light from different colored sources, as noted
above.

For additive mixing, we begin with an absence of light (black) and then add
colored lights to this. This is often depicted by overlapping circles of the three
additive primaries, red, green, and blue, on a black background to make yellow, cyan,
magenta, and white (Fig. 5.2a). When created in this fashion, color is considered to
be a property of the light.

Subtractive primaries are associated with pigments, and color is manifested by
illuminating an object containing pigment with white light. Here the object appears
colored because it selectively absorbs specific wavelengths of light and reflects the
others. As was the case with colored lights, we can combine color pigments to
produce new colors. For subtractive color mixing, we do this by beginning with a
white background that reflects all colors, and then add pigments to selectively remove
certain colors or wavelengths. This is often depicted by the combination of yellow,
cyan, and magenta overlapping circles on a white background to produce red, green,
blue, and black, as shown in Fig. 5.2b. Colors produced in this way are considered
properties of the object, rather than the light.

2 It may be more accurate to say that not all shades of colors can be created from any set of three
primary colors.
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Fig. 5.2 Mixing of primary
colors. Top—additive
mixing. Bottom—subtractive
mixing

In both cases, we can define “complimentary” colors as those colors that are
diametrically opposite on the color mixing images in Fig. 5.2. For example, green
and magenta are on opposite sides on these mixing images. For additive mixing, they
combine to give white, while for subtractive mixing, they combine to give black.

An important aspect of the primary color concept is that the colors formed by
combining primary colors depend on whether they are being additively combined
(using colored lights) or subtractively combined (using pigments). For example,
mixing green and red lights produces yellow (additive mixing), while mixing green
and red pigments produces gray or black (subtractive mixing).

Wemight expect that our main interest would be in subtractive color mixing, since
we color paints by adding pigments that selectively absorb light. However, we sense
and interpret colors by an additive process, additively combining the nerve signals
from the various color detecting cells in the eye. In addition to sensing colors on
an additive basis, we measure colors on this basis. Because of this we will use the
properties of additive mixing to develop color theory and follow this in Chap. 15
by a discussion on subtractive color mixing to understand and control the colors of
paints and plastics.
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Color as a Property

A white card illuminated by red light and a red card illuminated by white light will
look identical, yet in the first case we say that the light is colored while in the second
case we say that the card is colored. That is, we might say that color is a property of
light or of an object.

Not all color scientists agree with this assertion. An argument can be made that
color is in fact a sensation that we perceive only after our brains have processed
nerve impulses from the eye created when light strikes it, that is, it only exists in
our brains.3 Consider that the combination of roughly equal amounts of light with
wavelength 460 nm (“blue”) and light of wavelength 570 nm (“yellow”) produces
white. How can we say that 460 nm light is blue if blue cannot be seen in this simple
combination? Similarly, in our example above, how can we say that a card is a certain
color (white, in this case) if it appears to be a different color when illuminated by
different wavelengths of light? In general, how can we say an object or light has a set
color when the color that we perceive changes depending on viewing circumstances?

This is, to a certain extent, an argument of definition, and as such we are free to
define “color” any way we wish. That said, there is a logic to the concept that color
exists only as a sensation within our brains. This logic will be further supported
later in this chapter, where we will see that very different combinations of lights
can produce identical colors. We will make the distinction between the definition of
color as a property of objects and lights, and the definition of color as a perception
created within our brains, by referring to the latter as a “color sensation”. Thus, we
would say that the white card illuminated by red light and the red card illuminated
by white light give the same color sensation, without needing to distinguish whether
this sensation arises from the spectral distribution of the light striking the card or the
light absorption properties of its surface.

Hue, Lightness, and Saturation

The simple names of colors—red, blue, purple, etc.—are referred to as “hues”.While
there is no exact number of hues (definitions may vary somewhat from one person
to the next), it generally numbers between 11 and 16 [2]. As an example, Newton
counted seven hues among the spectral colors he saw when sunlight passed through
a prism.4 We can increase the number of color names by adding descriptors to the

3 This topic is analogous to the age-old question of whether a tree falling in the woods, with no one
nearby to hear it, would make a sound. Everyone should agree that this would cause vibrations in
the air (sound waves), but the debate is whether we define sound as these vibrations or define it as
the sensation our ears give us due to these vibrations.
4 Newton based his belief that there should be seven spectral colors by analogy to the musical scale
having seven notes before repeating itself (i.e., the musical octave). It was his belief that there was
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hues—cherry red, brick red, blood red, wine red, etc.—but even these are limited
and typically unique to one hue (e.g., there is no such thing as “blood yellow”).

While these descriptors may increase color names to a few dozen, this is clearly
far too few to uniquely describe the millions of colors that our eyes can distinguish.
Two additional factors have been developed to add to the hue designations—lightness
(sometimes referred to as brightness5 or luminosity) and saturation (also referred to
as purity or intensity).

Lightness is well understood by the average person. It is the property of an object
that is determined by howmuch incident light is reflected from it. Perceived lightness
is dependent on both the intensity of the reflected light and the sensitivity of the eye
to the wavelengths being reflected (the eye is not equally sensitive to all visible
wavelengths).

Saturation describes how bold or intense a color is. The most saturated colors are
the spectral colors, which consist of only a single wavelength of light. As other colors
are added to a spectral color, the visual intensity diminishes. This is particularly true
when white is blended into a spectral color. The color shifts towards grayness, and,
if taken to the extreme, the color becomes the gray color of equal lightness to the
original color.

This process is shown in Fig. 5.3. Here we see two spectra—the first (a) is for a
highly saturated green light (nearly monochromatic), and the box inset in this plot
shows, approximately, its color. The second spectrum (b) has the same peak, but
in this case white light has been added to it (as a uniform amount at each visible
wavelength). The color is still green, but with a washed-out appearance, that is, it
has lower saturation (compare the insets).

Figure 5.4 gives an example of the ways that lightness and saturation alter a
color’s appearance. All nine squares are the same hue (blue), but their lightness and
saturation differ as shown. At the extreme of no lightness we see black, while at the
extreme of no saturation we see gray. At the other ends of these scales, we see white
at complete lightness and a vibrant blue at complete saturation.

A visit to a décor/architectural paint store will provide an example of distin-
guishing colors by hue, lightness, and saturation. In these stores, colors are usually
displayed on cards, with each card showing the same hue at several different lightness
values (Fig. 5.5). These cards are typically displayed in rectangular arrays where hue
changes in one direction (left to right or top to bottom), and brightness and saturation
change in the other.

a logical or higher order to Nature that would manifest similar behaviors for different fundamental
properties.
5 Some authors use thewords “lightness” and “brightness” interchangeably.However, in this chapter
the word “lightness” will be used to describe a property of the color of an object. Color lightness
can vary from complete (white) to none (black). We will use the term “brightness” to describe the
intensity of a light. Brightness can vary from dazzling (full sun) to dim (faint star).
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Fig. 5.3 Reflectance of a saturated (a) and desaturated (b) green color
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Fig. 5.4 Example of changes in lightness and in saturation

Fig. 5.5 Color cards arranged by hue, lightness, and saturation

The Achromatic “Colors”—Black, White, and Gray

Most colors are conceptually equal. That is, while red and blue are different colors,
we would not say that red is more “colorish” than blue, or that blue is much more of
a color than red is. While this applies to most colors, there are three colors that are
fundamentally different from the others. These are black, white, and gray.
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Black and white are unique and entangled in the following way: combining all
colors of light gives white, while combining all colors of pigment gives black. In
addition, all colors except black can be produced with colored lights, and all colors
except white can be produced with color pigments.6

Because of these unique properties, many would contend that white is not a color,
that is, instead it is a “mix of all colors”.7 Likewise, many would say that black is
not a color, but is instead a “lack” of color.

So, are black and white colors? Since we are free to define the word “color”
any way we wish, we could agree that black and white are not colors. Yet they are
appearance attributes that are in many ways similar to those of colors, and, if they are
not colors, then what are they? And what about gray, the combination of the black
and white—can two non-colors combine to form a color?

In color science, we make a distinction between black, white, and gray, on the
one hand, and the remaining colors on the other hand, by defining these three as the
neutral or achromatic colors. The term “achromatic colors” is a contradiction, since
the word “achromatic” comes from the Greek word chroma—color—with the prefix
“a”, meaning without (for example, “amoral” means without morals). This makes
white, black, and gray the “colors without color” or the “colorless colors”. While it
is difficult to define what, exactly, is meant by “colorless colors”, we can intuitively
understand why this term is used to describe white, gray, and black, and how these
colors are fundamentally different from the others.

Components of Color Vision

As described previously, the process of seeing an object begins when light is radiated
by a source. The radiated light then strikes the object and is modified by it—certain
wavelengths are reflected from the object, certain wavelengths are absorbed by it, and
the remaining wavelengths are transmitted through it. The modified light, referred
to as the stimulus, is then captured by our eyes, and through the interaction of the
light with optically sensitive chemicals (opsins) in our vision cells, nerve impulses
are created, partially processed within the eye, and then sent on to our brains for
further processing. Finally, from the fully processed information, we perceive the
color sensation of the object.

There are four factors that determine how colors are perceived. They are the sensi-
tivity of the eye to the different wavelengths of light, the spectral power distribution
of the light source, the light absorption characteristics of the object, and certain
physiological factors.

6 Following longstanding convention in the pigment industry, we use the term “color pigments” to
refer to any color except white.
7 If we consider black a color, then technically speaking a mix of all colors would be gray, that is,
white to which black has been added.
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Fig. 5.6 Components of the
eye. Source National Eye
Institute, National Institutes
of Health. License found at
https://creativecommons.org/
licenses/by/2.0/

The first three of these can be described mathematically or, more commonly,
graphically, as spectra. The fourth factor is subjective—it varies from one person to
another and from one circumstance to another—and is therefore not readily quan-
tifiable. We will discuss these four factors in turn, but before doing so we must
understand how the eye and brain work together to detect and process light.

The Eye

The eye is a complex and highly sensitive organ consisting of many parts that work
in unison (Fig. 5.6). Light enters the eye through the pupil and is focused by the
lens. It then passes through the vitreous gel and strikes the back surface (the retina).
Here specialized cells absorb different wavelengths of visible light (ranging from
approximately 400 to 700nm) andgenerate the nerve impulses that are then processed
into an image.

The image processing aspect of vision is very complex. Surprisingly, it begins
within the eye.8 Most individual light detecting cells are not in direct contact with
the brain. Instead the stimulus inputs from groups of cells are combined and partially
processed before the signal leaves the eye. These partially processed signals are fed
to the cortex, via the optic nerve, to be further processed into images.

There are four types of cells that absorb light. These cells are classified based on
their shape and function. Rod-shaped cells are sensitive to most visible wavelengths
while cone-shaped cells—of which there are three types—are sensitive to different
regions of the visible spectrum. Rod cells are very sensitive and can even respond
to a single photon. By contrast, significantly higher brightness is needed to activate
the cone cells. The cone cell types differ in the range of the visible spectrum over

8 One theory for the development of eyes proposes that they evolved from brain cells that were
sensitive to light. If correct, this would explain why the eye can process the nerve impulses before
passing them on to the vision center of the brain. There is paleological evidence for this aspect of
evolution.

https://creativecommons.org/licenses/by/2.0/
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which they are active and are designated S, M, and L cones (abbreviations for short,
medium, and long wavelength sensing).

Because of the different sensitivities of the rods and cones, we rely on rod vision
(referred to as scotopic vision) in dimly lit environments and cone vision (photopic
vision) inwell-lit environments.Rods donot contribute to vision inwell-lit conditions
because they are completely saturated at these light levels, and thus there is no contrast
between the rods that are stimulated by different parts of the scene.

Light sensing cells can only report the total light flux over their active wavelength
ranges, rather than brightness as a function of wavelength. That is, each independent
cell absorbs light over a specific wavelength range, but cannot distinguish among the
different wavelengths within that range. The output from these cells is, therefore, a
single value that is a sensitivity weighted average of the intensities of light over the
wavelength range.

Because there is only one type of rod cell, we have only one parameter available to
us to describe the information that these cells give us. That parameter is lightness.We
therefore cannot distinguish the color of an object in dim light; under these conditions
we only see an object achromatically (white, black, or gray). This gives rise to the
adage that “all cats are gray in the dark” [3].

We see the non-achromatic colors when the setting is bright enough for significant
light absorption by the cone cells. As noted above, the three types of cone cells are
sensitive to different regions of the visible spectrum, and color sensation is made
through a complex comparison of the intensities among these three different cells,
as will be detailed in the section on opponent color theory below.

Rod and cone cells are not evenly distributed on the retina. Cone cells are concen-
trated in the fovea, a narrow area directly behind the lens. Due to its location directly
behind the lens, light falling on the fovea is more finely focused than light falling on
other areas of the retina. In dim light, the cone cells are inactive, and vision comes
from the rod cells, which are outside the fovea and so are more poorly focused. This
is one reason that finely detailed activities, such as reading and sewing, are difficult
under dim lighting.9

Just as visual acuity diminishes with age, so, too, does the ability to distinguish
colors. This is due to a number of reasons, the most common of which are clouding
of the lens (cataracts) and yellowing of the tissues and liquids along the light path.
For this reason, manual color testing is normally done using youthful color matchers.

Sensitivity of the Eye to Light

Our eyes are not equally efficient at detecting all visible wavelengths of light. We
are more sensitive to wavelengths in the middle of the visible range, such as green,
and less sensitive to those at the edges, such as blue and red. Over the course of the

9 The prevalence of rod cells in the periphery of the fovea also explains why it is easier to detect
faint stars by looking at the off-center, that is, by positioning them in the “corner” of our eyes, rather
than directly in the center of our view.
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twentieth century, several workers measured the apparent brightness of a light as a
function of light wavelength. In these tests, a subject was shown a circular field which
could be lit alternately by two light sources. The first was a constant intensity white
light, and the other was a source that projected the entire range of spectral colors,
one wavelength at a time. The latter light could be adjusted both in terms of intensity
and wavelength. The two lights were rapidly flashed in succession, resulting in a
noticeable flicker. The subject adjusted the intensity of the spectral light until the
flicker could no longer be seen. This occurred when the perceived intensity of the
two lights were equal.

These experiments were run twice—once under bright conditions (for which the
cone cells were active, and the rod cells saturated) [4] and once under low light
conditions (for which the cones cells were inactive and the rod cells were activated)
[5, 6]. Plots of sensitivity versus wavelength for these two conditions, each scaled
to a maximum value of 1.0, are shown in Fig. 5.7. These curves are known as
the scotopic (rod cells) and the photopic (cone cells) luminosity functions, and are
designated V′(λ) and V(λ), respectively. Note that there is a slight offsetting of these
curves. Because of this, red objects appear black in dim light (rod cells do not detect
red light) while blue objects appear gray (rod cells do detect blue light).

Overall, our eyes are sensitive to light intensities that span roughly five orders
of magnitude, ranging from bright sunlight to the faintest of stars. However, we can
only discriminate roughly two orders of magnitude at any given time. We cannot,
for example, see a faint star at night if we are under a bright streetlight. Because we
can only see a subrange of light intensities at any given time, we find that changing
from a bright environment to a dim one, or vice versa, requires several minutes for
the eye to adjust to the average radiance it is receiving.

Fig. 5.7 Relative sensitivities of the rod cells (scotopic vision) and the cone cells (photopic vision)
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Fig. 5.8 Brightness scales. Top: Linearwith true lightness. Bottom: Linearwith perceived lightness

An aspect of being able to detect brightnesses over such a large range is that we
do not interpret brightness on a linear scale [7]. Instead we do so by a power law
equation. This is demonstrated in Fig. 5.8. In this figure, there are two progressions
from black to white. In the first progression (Fig. 5.8a), the lightness of the gray
squares increases linearly with light intensity. This is in contrast with our visual
interpretation of these squares—it seems that dark shades dominate the scale.

By contrast, the progression of gray shades in Fig. 5.8b appears much more
uniform than in Fig. 5.8a. This is, however, an illusion. In Fig. 5.8b, the lightness of
the squares increases each time by a power of 2.2, rather than by a constant amount.
This is the basis of the gamma correction on electronic screens [8].

This finding is consistent with Weber’s law, which states that a just noticeable
difference between two stimuli—perceived light intensities in this case—is a constant
proportion of the original stimuli. For vision this means that the smallest increment in
added brightness that is perceivable by the eye is a percent of the original brightness,
rather than an absolute amount, and so is not the same for all levels of brightness.

Color Sensing

Acommon thread running throughout this chapter andChap. 6 is that we can describe
color using three parameters. As wewill see, different sets of three parameters can be
used, but to completely describe any color, each set must consist of three independent
parameters. The reason for this is that our eyes give us three color inputs—one
from each cone type (L, M, or S). Mathematically, we can completely describe any
situation where there are three independent values, such as color vision, by a system
of three independent parameters. We saw this earlier in our ability to describe color
qualitatively using hue, lightness, and saturation.

The sensitivity ranges of each of the three cone types, for the average person,
are shown in Fig. 5.9 [9, 10].10 There is significant overlap between the responses,
particularly between theMcones and the other two. In fact, for all visiblewavelengths
except the longest, there is an absorption overlap between at least two of the cones.

10 Interestingly, much was already known about the existence and spectral absorptivities of these
cells long before their spectra were determined experimentally [11–13].
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Fig. 5.9 Visible light absorption of the three cones

Although the absorption strength of the S cones is much less than the other two,
the information from this cone is amplified when processing light and so is of equal
importance as the information from the other two cones.

An obvious way to describe colors using three parameters is to measure the inten-
sities of the nerve impulses from each of the three cones when observing a given
color. However, despite the logic of this, we do not use cone absorptivities as the
basis for color science. This is for two reasons. First, these absorptivities are quite
difficult to measure and were not determined until relatively recently, by which
time color science had already developed alternative, equally valid ways to quantify
colors. Second, this information cannot guide us as to how to reproduce colors using
three primary lights (a very important purpose of color science is to tell us how to
accurately reproduce colors using only a combination of red, green, and blue light
sources). As we will see in Chap. 6, the original method of quantifying colors (RGB
color space) did just that.

Sources and Illuminates

The creation and projection of light is the starting point of any visual sensation.
While we can purchase lights of virtually any color, in our day-to-day lives we
interact primarily with white lights. When we examine different white light bulbs,
however, we find that they do not all have the same appearance. Some “white” lights
are somewhat blue, while others are somewhat yellow (Fig. 5.10). If we examine the
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Fig. 5.10 Two “white” lights of various tones. Left—“soft warm” (color temperature 2700 K);
right—“daylight” (color temperature 5000 K)

intensities of these lights over the range of visible wavelengths, that is, their spectral
power distribution, we would find that they can differ quite significantly, even though
they are all considered “white” lights.

Daylight is similar. While we might expect light from the sun would have a
constant color appearance, it, in fact, varies during the day. When the sun is near
the horizon it has a distinctive red appearance, while when it is overhead it has a
yellowish cast. Daylight is different on a cloudy day than a clear one, and can be
different in the different compass directions (north, south, etc.).

That there are “white” lights of differing color is important because the spectral
power distribution of a light that strikes an object has an effect on the perceived color
of that object (as discussed earlier). An example of this can be seen in Fig. 5.11. In
Fig. 5.11a, we see a white and a purple patch over a gray background, as illuminated
by a white fluorescent light. In Fig. 5.11b, we see the same scene, but this time
illuminated under yellow light. Here we see the purple patch and gray background
appear as nearly identical, despite being very easy to differentiate under white light.

Because of the diversity of the actual color of “white” lights, we must clearly
specify the light source used for any color analysis. In this way, the results from
different laboratories or different instruments can be adjusted for spectral differences
between them, and so measured spectra can be compared independent of the light



Components of Color Vision 175

Fig. 5.11 Photographs of
blue square on white paper
laid over gray background. a
Illuminated by white light. b
Illuminated by yellow light

source. The spectrum of each light source is typically characterized by a table of
intensity values as a function of wavelength at 5 or 10 nm intervals.

Several standards societies and organizations define specific spectral power distri-
butions of lights that are used in color science. In this book, we will focus on spec-
tral compositions specified by the International Commission on Illumination, also
known by the French name “Commission Internationale de l’Elcairage”, and most
commonly referenced by the initials CIE. This is the international authority under
whichmuch work in color science has been codified, beginning in the early twentieth
century and continuing to the present day.

The CIE makes a distinction between a light source and an illuminant. A light
source is a physical object that creates and projects light. The most common light
sources in everyday life are light bulbs and the sun. An illuminant, on the other
hand, is a set of spectral intensities that may or may not be producible by a physical
light source. Illuminants are typically given in table form (intensity as a function of
wavelength), and illuminant (and source) spectral power distributions are designated
as S(λ). The primary benefit of illuminants is that they are constant, whereas the
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emissions of a light source can change over time. Thus, by specifying illuminants,
we use constant values for the spectral power distribution of the light.

Ideally there would be a source that replicates each illuminant. While some illu-
minants can be approximated with certain lamps (or combinations of lamps and color
filters), others cannot. This is a problem for color matching using the eye, but, as we
will see, is not an issue for color measurement using a spectrophotometer.11

Obviously, any color measurement device must use a real light source. The direct
output from color measurement devices is a table of reflected light intensities at
each wavelength tested (normally in 5 to 10 nm increments). If the spectral power
distribution of the source is known, the measured intensity data can be manipulated
mathematically to simulate the results expected for any illuminant or other light
source. This latter point is important because not all optical instruments use the same
light source, and because the emission spectrum from a given light source can shift
over time. Such mathematical manipulations are generally done by weighing the
measured spectral power distributions, one wavelength or wavelength interval at a
time, by the ratio that scales the spectral power distribution of the actual source to the
spectral power distribution of the illuminant or alternative source at that wavelength
or wavelength interval.

Blackbody Radiators

An important consideration of the CIE when creating standard illuminants was that
they approximate a natural or an artificial light source.12 This was especially impor-
tant for the early illuminants, since all color matching was done by eye at that
time.

When the CIE defined the first three standard illuminants (A, B, and C), all impor-
tant sources of light were incandescent, that is, were sources that generated visible
light through heat. These sources include both sun and filament (incandescent) light
bulbs. This type of light is referred to as blackbody or thermal radiation and is familiar
to us as the red glow of hot objects.

The theory behind blackbody radiation was worked out by Max Planck in 1900.
Early that year he discovered an equation fitting the spectra of this radiation, and
then later in the year developed the underlying theory to explain it. Interestingly, one
implication of his work is that the energy of radiation is not continuous, but rather
that this energy is quantized into discrete values, or quanta (individual photons). This
is the basis of quantum physics.

Planck derived an equation that showed that the total intensity of radiation
increases with temperature while the peak in the radiation distribution curve shifts
to lower wavelengths (Fig. 5.12). At temperatures of about 800 K, objects begin to

11 A spectrophotometer is a device that measures intensity as a function of wavelength of the light
that is reflected from an object. Spectroradiometers are related devices that measure the intensity
as a function of wavelength for light that is emitted directly by a source.
12 This is not true for Illuminant E, the equal power spectrum, which is discussed below.
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Fig. 5.12 Spectral intensity of blackbodies at different temperatures

glow at the red edge of the visible spectrum. With increasing temperature, the color
shifts from red to orange, yellow, white, and, eventually, blue, although blue is seen
only at temperatures significantly hotter than the sun.13

Since the sun generates light through thermal radiation, it is not surprising that
sunlight can be well approximated by an ideal blackbody curve. In fact, the extrater-
restrial solar spectrum (that is, radiation as it is emitted by the sun and unmodified
by the Earth’s atmosphere) is well fit by a Planckian distribution for a 5800 K black-
body (Fig. 5.13). Note that the solar spectrum at the Earth’s surface (also shown in
Fig. 5.13) is less intense and much more jagged than the extraterrestrial spectrum.
This is because many wavelengths of light are selectively absorbed by different
molecules in the atmosphere.

Although many illuminants do not strictly follow Planckian distributions, color
temperature is a useful means to characterize them. Color temperatures for non-
Planckian spectral power distributions are the temperature for which the visible
light portion of the Planckian spectrum most closely matches the spectral power
distributionof the source or illuminant. Such temperatures are knownas the correlated
color temperature of the light.

Describing illumination based on correlated color temperature is a convenience,
but it is not meant to be literal. For example, the true temperature of our atmosphere
averages below0 °C, yet the correlated color temperature of blue sky is approximately

13 It may be surprising that such a high temperature is necessary for blackbody radiation to appear
blue, since we are accustomed to seeing blue in flames, and flames are much cooler than the sun.
Flames are blue not due to blackbody radiation, but instead because chemicals within the flame
selectively emit blue light when hot.
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Fig. 5.13 Intensity of extraterrestrial solar radiation, solar radiation at the Earth’s surface, and
blackbody radiation at 5772 K

10,000 K—over 30 times its actual temperature of the sky and nearly double the
temperature at the sun’s surface!14

Illuminants A, B, and C

The first three illuminants, Illuminants A, B, and C, were defined by the CIE in
1931. The spectral power distributions of these illuminants are shown in Fig. 5.14.15

Illuminant A was chosen to match incandescent light bulbs that were in wide use
at that time. The light from these sources, typically tungsten-filament bulbs, was
closely approximated by a 2856 K blackbody radiator (Fig. 5.15).

Illuminants B and C were chosen to match different aspects of sunlight. The solar
spectrum as we experience it at the Earth’s surface is not constant. Instead it varies
with weather conditions, time of day, season, and compass direction. Illuminant B

14 The correlated color temperature of the sky is so high is not because it is hot, but rather because
it is blue. The Earth’s atmosphere separates the blue and red components of sunlight, the result
being that blue light is visible in all regions of the sky while red light is restricted to regions of the
sky very close to the sun (giving rise to red sunrises and sunsets). This color separation biases the
spectral power distribution of the blue regions of sky to lower wavelengths, with the result being
that the best fit Planckian distribution is shifted to a much higher temperature than it would be in
the absence of this color separation.
15 Note that there is a convention to scale S(λ) distributions for illuminants such that the value at
560 nm is 100.0.
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Fig. 5.14 CIE illuminants A, B, and C, and sunlight at sea level

Fig. 5.15 Comparison of blackbody radiation to illuminant A (scaled)
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was chosen to match daylight illumination for the noon sun (blackbody temperature
4874 K) while illuminant C matched “average” daylight (blackbody temperature of
6774 K). In practice, these illuminants were approximated by passing incandescent
light through appropriate light filters.

Unfortunately, Illuminants B and C did not match sunlight well, particularly near
the edge of the ultraviolet region (Fig. 5.14). Although we cannot see ultraviolet
light, it is an important component of the spectrum becausemanymaterials fluoresce,
converting ultraviolet light into visible light. Both Illuminants B and C have since
been replaced by the D series illuminants. Illuminant B is no longer used at all,
while Illuminant C is still used occasionally, and its spectral power distribution is
still maintained and distributed by the CIE.

D Illuminants

Due to the shortcomings of Illuminants B and C, and to the availability of more
advanced light source technologies, a new series of illuminants was approved by
the CIE in the 1960s. This series was based on a large amount of data measured
on sunlight at different times of the day, days of the year, latitudes, and weather
conditions. Judd and others defined a spectrum that matched overhead sunlight well
(this spectrum was described by a table of values, rather than as a mathematical
equation such as Plank’s blackbody radiation equation) [14–16].

A series of equations were developed that transpose this dataset from one corre-
lated color temperature to another [17]. The resulting spectral power distributions are
designated as the Dxx illuminants, where xx is a two-digit reference to the correlated
color temperature of the distribution. For example, D50, D55, and D65 refer to illu-
minants with correlated color temperatures of 5000, 5500, and 6500 K. The spectral
power distributions of these three illuminants are shown in Fig. 5.16.

There are no sources thatmatch theD illuminants, although using different sources
simultaneously, sometimes with filters, can closely approximate some of them. That
said, for reasons we will discuss later, the lack of a matching source in no way limits
the usefulness of these illuminants. While D spectra can be calculated for any color
temperature, the CIE strongly recommends that work involving sunlight uses the D65

spectral power distribution unless there is a compelling reason not to.

F Illuminants

The D series of illuminants approximate sunlight very well, but much of our day is
spent indoors. Interior lighting is often provided by fluorescent light sources, and the
spectral power distributions of these sources are very different from sources based on
thermal radiation. Fluorescent lights do not operate under the principles of blackbody
radiation, but instead rely on the conversion of ultraviolet light into visible light.

Fluorescent bulbs typically contain mercury. High-voltage electricity is
discharged in the bulb, causing the mercury atoms to emit ultraviolet radiation. This
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Fig. 5.16 Relative intensities of the illuminant D series

emission is not thermal—it instead is due to an energy transition among the electrons
on the energized mercury atoms. As such it is much more efficient than incandes-
cent illumination, where much energy is wasted generating light outside the visible
range.16 The ultraviolet radiation generated by the excitation of mercury atoms is
absorbed by phosphors that are coated on the interior surface of these bulbs, and
these phosphors emit specific wavelengths of visible light. By choosing the correct
combination of phosphors, the color sensation of white can be generated.

The CIE has designated 12 fluorescent illuminants that differ in their spectral
power distributions. Aswewill see later, it is not necessary for all visiblewavelengths
of light to be present in order to seewhite. In fact,Newton famously showed thatwhite
light can be created by the combination of just two colored lights—blue and yellow.
The result of this is that the spectral power distributions of fluorescent illuminates are
quite jagged and discontinuous, unlike blackbody radiation, and yet these sources
produce the color sensation of white. An example spectrum of one such illuminant,
F12, is shown in Fig. 5.17.

Illuminant E

Illuminant E is fundamentally different than the other CIE illuminants. All other CIE
illuminants were specifically developed to closely match different light sources, so
that we can approximate the effect of the spectral power distributions on perceived

16 As little as 2% of the energy used in incandescent lighting is converted to visible light. Most of
the remainder is heat.
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Fig. 5.17 Spectral power distribution of illuminant F12

color. Illuminant E, on the other hand,was developed to eliminate, rather than approx-
imate, this effect. Illuminant E is also known as the equal-energy radiator, giving it a
constant intensity over the visible light range. Since no portion of the visible spectrum
is favored against another portion, Illuminant E is achromatic. Although other illumi-
nants are “white” lights, white objects typically have a slight color when illuminated
by them.

There are no known sources for illuminant E, nor are there meant to be. The value
of illuminant E is as a reference that gives all visible wavelengths equal importance.
This illuminant was used extensively in the development of instrumental methods of
characterizing colors, and we will refer to it often later in this chapter as well as in
Chap. 6.

The Reflectance Spectra

The light absorption properties of an object determine that object’s color.We typically
characterize an object’s absorption properties by measuring the fraction of light, as a
function of wavelength, that is reflected from it. The spectra of the light illuminating
the object partially determines the object’s color, as we saw in Fig. 5.10. Ideally, we
would like to measure the intensity of light reflected, as a function of wavelength,
using either a source that is important for the application at hand (e.g., using the
solar spectrum for outdoor applications) or a source that will not bias the color of
the reflected light.
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The ideally unbiased source is described by Illuminant E, for which all wave-
lengths of light are present at equal intensities. There are, however, no known sources
that duplicate the IlluminantE spectrum.That said,we canmeasure the spectral power
distribution of a light source and the reflectance spectrum of the object illuminated
by it, and mathematically (through division of the reflected intensity by the source
intensity) remove the contribution of the source intensity to that object’s reflectance.
This gives the percent reflectance as a function of wavelength for that object, which
we call the reflectance spectrum and denote as R(λ).17

The Stimulus Spectrum

As described earlier, there are two ways that we can make an object appear, for
example, red. The first is to paint the object red and observe it under white light.
Alternatively, the object could be painted white and observed under red light. The
visual sensations of these two situations are identical and, based solely on observa-
tions, it is not possible to distinguish the two. This is because the spectrum of light
entering the eye is the same in both circumstances.

Because it is the combination of light source intensity and light absorption strength
that determines the perceived color of an object, it is useful to combine these two
into a single spectrum.We call this the stimulus spectrum and denote it as St(λ). This
is simply the product of S(λ) and R(λ) for each wavelength at a given interval (most
commonly every 5 nm). We can either measure the stimulus spectrum directly, using
a real light source, or calculate it for a specific combination of object reflectance and
light source or illuminant. This process is illustrated in Fig. 5.18.

A foundation of color science is that if two stimulus spectra are the same, then
they give the same color sensation. However, the converse of this, that if two spectra
give the same color sensation, then the spectra must be the same, is not true. That is,
we can have two spectra with different compositions give identical color sensations.
This is the basis for all color reproduction technologies, such as colors on the printed
page, or on a computer or video monitor. In these cases, three primary colors are
combined to give cone absorptions (S, M, and L) identical to the cone absorptions of
the original color, regardless of how complex the stimulus spectrum of the original
color is. This condition is known as metamerism.

Metamerism

It is estimated that the average person can distinguish as many as ten million colors.
One might reasonably expect that this would mean that we need ten million different
phosphors or LED colors on our computer monitors, or ten million different color

17 Note that this is different from tristimulus R, which we will discuss in Chap. 6.
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Fig. 5.18 Combination of reflectance spectrum and spectral distribution to give stimulus spectrum

pigments in our inks, to accurately depict the world as we see it. Happily, this is not
the case, and as discussed above, we can create most colors through a mixture of just
three primaries—red, green, and blue. Those colors that we cannot create with these
primaries can be closely approximated by those that we can.

Because we encounter it every day, we take for granted that, by using just three
colored light sources, we can recreate colors accurately on a screen or, by using
just three color pigments, recreate colors accurately on the printed page. Yet this is
quite an astonishing situation! We can appreciate this by comparing vision to other
senses. For example, we cannot play a symphony with just three musical notes, that
is, by using three acoustical “primaries”. Similarly, we cannot replicate every taste
using just three spices, nor every smell using just three perfumes. For these, the rich
range of sensations requires a continuous array of “primaries”. Yet vision, the most
complex of our senses, requires only three!

The phenomenon by which different stimulus spectra give identical color sensa-
tions is called metamerism. This arises because there are just three outputs from
the eye to the brain (the intensities of the three cone cell signals), yet there is an
essentially infinite number of inputs that determine these outputs (the intensities of
light at all visible wavelengths). With so many more inputs than outputs, we might
well expect that any specific color could be formed by a number of different stimulus
spectra.
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Fig. 5.19 Combination of monochromatic green light and red light (black vertical lines) gives the
same color sensation as monochromatic yellow light (yellow vertical line)

An example of metamerism is given in Fig. 5.19, which is similar to Fig. 5.9. Here
we create an identical yellow color sensation in two ways—first by using spectral
yellow light (580 nm) and second by mixing 3 parts of 535 nm green light with 7
parts of red 605 nm light. The color formed by combining these amounts of 535 and
605 nm light is impossible to distinguish, by eye, from the yellow light at 580 nm
because in both instances we stimulate the three types of cone cells to the same extent
relative to one another. This is in fact the way that our monitors and screens create
yellow light. There are no yellow phosphors or LEDs inmonitors or screens—instead
the intense yellow that we can create on these displays is a mixture of green and red
lights.

Wemaywonder the degree towhich a set ofmetameric pairs trulymatch—canwe,
with the unaided eye, find a viewing condition for which the pair no longer match?
For lights, screens, and monitors, the answer to this question is no. No matter how
we change the viewing condition (for example, adding other lights to both lights in
the metameric pair, or diminishing the intensity of the lights equally), the colors will
look the same as one another.18 This is also true for any of the physiological factors
that will be described later. However, as we will see in a Chap. 6, when the colors

18 Of course, it would be possible to differentiate the visual stimuli if we are aided by a prism or
diffraction grating, either of which separates the light into its spectral components, or if we passed
the light through a colored filter that screened portions of the spectra that are different from one
another, such as, for the yellow metamers under consideration, a filter that removed light in the
range of 500–550 nm.



186 5 Color 1—Seeing Color

in question are object colors (rather than light colors), we can distinguish metameric
pairs by changing the spectral power distribution of the light source.

Grassmann’s Laws

The implications ofmetamerism are quite far reaching and serve the basis forwhat are
known as Grassmann’s laws of color mixtures. These laws are named after Hermann
Grassmann, who first reported them in 1853 [18]. Grassmann’s laws are a series
of equalities that dictate how metameric pairs of lights interact with an additional
light stimulus. Consider two pairs of metamers, the first pair with spectral power
distributions A and B, and the second with spectral power distributions D and E. We
will call the color sensation C1 for spectra A and B, and C2 for spectra D and E.

We can show these relationships as

A ≡ B ≡ C1

D ≡ E ≡ C2

Here the bold capital letters signify a certain color sensation, and the “≡” sign
signifies that the color sensations match one another, including both the color itself
(e.g., red, green, yellow, etc.) and its intensity (dark, bright, etc.).

Grassmann found that these color sensations obey the rules of algebra. For
example, if we add light spectrum D to both A and B, the resulting stimuli continue
to give the same color sensation as one another:

A + D ≡ B + D

Likewise, we can add D to A and E to B and retain equal appearance:

A + D ≡ B + E

We can also move a color from one side of the equation to the other through
subtraction:

IfC3 ≡ A + D, thenC3 − D ≡ Awhere C3 is a third color.

This implies that we can have a “negative” color—a seemingly nonsensical entity.
We will discuss in Chap. 6 the ways that a negative color can manifest,19 and the
importance of the concept of negative colors to color science.

19 We may suppose that we can subtract a color using an appropriate light filter, but this is not so.
There is no physical process of truly subtracting a color—this is purely mathematical. That said,
the concept of negative colors is extremely useful and quite analogous to the concept of imaginary
numbers based on the square root of negative one.
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Finally, we can increase the intensities of both A and B equally and maintain
appearance equality. For example, if we increase the intensity of A by 30% and
the intensity of B by the same 30%, the resulting stimuli are still equivalent to one
another:

A + 0.3 ∗ A ≡ B + 0.3 ∗ B

1.3 ∗ A ≡ 1.3 ∗ B

This final equation shows that two metameric stimuli do not shift away from
one another as light intensity changes. Note that this equality is only applicable to
intensities for which photopic vision applies (that is, for intensities strong enough
that cone vision is dominant). Since the photopic and scotopic sensitivity curves are
shifted from one another (Fig. 5.7), stimuli that are metameric under bright lights
(cone vision only) can often have different lightnesses under dim lighting conditions
(rod vision only).

As we will see later, the concept of metamerism, and the fact that colors follow
Grassmann’s laws, is used extensively in color matching experiments and in the
application of these experiments to color theory and reproduction.

Physiological Factors

It has been said that the eye receives light while the brain perceives it. This insight
brings us to the final factors in observing colors—those that arise from the way that
the brain interprets nerve impulses from the eye. These factors are referred to as the
physiological factors of color vision and in some cases can be evenmore important to
our perception of color than the other factors discussed above. As described earlier,
the eye partially processes signals from the individual cone and rod cells before
sending this information on to the brain for further processing. The details of this
processing are quite complex and are still the subject of active study, but even in the
current incomplete state we can make some observations about them.

Opponent Color Theory

We will begin by detailing the process by which the outputs from the light sensitive
cone cells are turned into the sensation of color. The most obvious procedure for
doing this would be to have the brain interpret the nerve impulses from each cone
type separately. This way of sensing colors can be linked to a color display monitor
that has knobs for separately adjusting the intensities of three primary colors (red,
green, and blue). We call this color processing model the “trichromatic theory”
[11, 13].
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While this is the simplest model for color sensation, it is not the only possibility by
which this process can occur. Since there are three types of cones, any color sensing
processmust involve three inputs, but the inputs do not have to be the direct intensities
of the three cone types. In 1892, Ewald Hering, an early worker in color science,
proposed an alternative explanation that ismore complex than the trichromatic theory
for processing each cone type separately, but that explains many observations that
are not explainable with the simpler theory [19].

Hering’s proposition, referred to as opponent color vision, is that the raw nerve
signals from the cone cells are processed by the eye, prior to being sent to the brain.
It is these semi-processed signals that are then further processed and interpreted
by the brain as color sensations. This preprocessing of the cone signals is done by
combining the rawnerve signals from the three cone cell types in three differentways.
Each of these combinations reflects a balance between two “opponent” colors. These
balances are light/dark, red/green, and blue/yellow, and are conceptually calculated
from the S, M, and L cone cell outputs as follows:

Light/dark = L + M

Red/green = L − M

Blue/yellow = S − (L + M)

There is an important property of the last two balances (red/green and
blue/yellow). While we can have, for example, a reddish orange or an orangish
red, we cannot have a greenish red or a reddish green. Instead these two colors
combine to form yellow—a completely different color sensation than red or green.
A combination of red and green that is stronger in red will give a reddish yellow,
while a combination that is stronger in green will give a greenish yellow, but we do
not perceive these as reddish green or greenish red.

In the same way, we cannot have a yellowish blue or a bluish yellow. These two
colors combine to form white or gray, the achromatic colors. A combination of blue
and yellow that is stronger in blue will give a bluish gray, and a combination that
is stronger in yellow will give a yellowish gray, but we do not see bluish yellow or
yellowish blue.

These two ways of processing color—trichromatic and opponent—are not in
conflict with one another. Rather, they explain different parts of the color perception
process. The trichromatic theory correctly postulates that there are three types of
color cone cells, and that it is the relative intensities of the output from these three
cone cells that determine color. The opponent theory explains how the output from
these cells are subsequently combined in a later step of color processing.
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Other Factors

The brain is very active in interpreting what we see, not only by processing the data
from our eyes in an absolute sense, but also by processing the data in a relative or
comparative sense. By this we mean that the brain processes a color sensation in part
by comparing the color in one area of the visual field to the colors in other areas of
the visual field. This is very different from how color detection instruments function.
The color detector will faithfully report the wavelength intensities of an area of an
image completely independent of the colors in adjacent parts of the image. The brain
is not this impartial; instead it relies on the entire field of view when interpreting
light signals.

This is easily demonstrated by various optical illusions that trick our brain into
seeing something different than what an electronic detector would see. Once such
illusion, which affects our interpretation of lightness, is shown in Fig. 5.20. In the top
image (a), we see a game board with alternating light and dark squares illuminated
from the side. Between the board and the light is a cylinder that creates a shadow on
some squares. Two squares on the game board are indicatedwith letters. It is clear that

Fig. 5.20 Lightness optical
illusion. Source Edward H.
Adelson, Wikipedia
Commons (license found at
https://creativecommons.org/
licenses/by-sa/3.0/deed.en)

(a)

(b)

https://creativecommons.org/licenses/by-sa/3.0/deed.en
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the square in the illuminated section of the board (square A) is a dark square, while
the square in the shadowed area (square B) is a light square. However, by adding a
uniformly gray rectangle to the image, we see that, in fact, the two squares have equal
lightness! Because we are so accustomed to the way that objects appear differently
in light and shadow, our brains automatically take this information into account
when interpreting this image. An electronic light detector would not be fooled by
this illusion and would faithfully report the correct light intensities regardless of the
visual information in the remainder of the image.

Figure 5.21 shows an illusion in which wemisinterpret color rather than lightness.
To view this illusion properly, first cover the lower image (Fig. 5.21b]), leaving a
pair of striped boxes composed of two alternating colors (Fig. 5.21a). In each striped
box, one of the colors is green, but the shades of green appear different. Above each
striped box is a rectangle of green color that appears to match the green in the striped
box.

Fig. 5.21 Color optical illusion
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Next we move our attention to the lower half of this figure (Fig. 5.21b). Here we
see the same two striped boxes, but now with a block of green color between them.
By careful comparison of the areas of the striped boxes closest to this central green
area, we can see that, in fact, the green stripes in both striped boxes are the same
shade as the green in the region between them, and so the same shade of green as one
another! Here, again, an electronic detector would not be fooled by the proximity of
one color to another.

Another example of the effect of physiology on our interpretation of colors occurs
in our everyday life. Imagine being with a friend inside a room that has no windows
and is illuminated solely by an artificial light. Then go outside with that friend. We
would perceive the friend’s shirt as being the same color indoors as out. Although the
shirt appears, to us, to be the same color indoors as out, its appearance has actually
changed because the source of light falling on it has changed. That is, the stimulus
spectrum has changed because the source spectrum has changed. This perception
that the shirt color has not changed is known as color constancy [20].

In this situation, an electronic detector would measure these colors—colors that
are considered the same to us—as being different. So our eyes can be confused both
into thinking that one color is in fact two (Fig. 5.21) as well as thinking that two
colors are one (the color of the shirt indoors and out).

Finally, we note that it is often, if not always, the case that we have incomplete
visual information. We do not notice this because our brains are adept at seamlessly
“filling in” this missing information. For example, consider the three partial circles in
Fig. 5.22a. In our mind’s eye, we perceive a white triangle joining the circle centers,
but it would be incorrect to say that we imagine this. Imagination takes effort, and
here it takes effort not to see a triangle, and to instead see three partial circles, as
shown in Fig. 5.22b (here it does take imagination to see a triangle joining the circle
centers).

This illusion occurs because the brain fills in what seems to be missing visual
information—in the case of Fig. 5.22a, the sides of a triangle. Such “filling in” of
missing or incomplete visual information is done all the time, in different ways, as

Fig. 5.22 Aligned (a) and non-aligned (b) circles with missing wedges
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we observe the world around us. While this processing serves an invaluable purpose,
it can also mislead us in certain situations, such as those in Fig. 5.22 as well as in
Figs. 5.20 and 5.21.

These physiological factors, as well as many others, were certainly known to early
color scientists. While they are just as important as the other factors that determine
color, there is not, unfortunately, an accurateway to quantify them. They occurwithin
our brains and so are hidden from external measurement. Because of this, in the early
development of color measurement and matching, scientists took strict precautions
to avoid or minimize these effects in their studies.

We may be concerned that these precautions are so restrictive that they limit the
ability to apply the results of these studies to real-life situations, where physiological
factors can play a dominating role in the perception of color. While this is true, the
intention of these early experiments was to determine ways to uniquely identify a
color using an optical instrument, and to determine when two colors match (i.e., are
metameric). As laid out in this section, such an instrument would not suffer from
these physiological effects, and so the highly controlled nature of these studies does
not in any way detract from the utility their results and conclusions. We will discuss
these early experiments, and their subsequent modifications, in Chap. 6.

Summary

Color vision is a complex process comprising many steps—the creation of light, its
modificationwhen reflected froman absorbing surface, the absorption of themodified
light by special cells within our eyes, and the processing of the nerve impulses from
these cells, both within the eye and within the brain.

The color sensing cells in our eyes fall into three categories, dependingon the range
ofwavelengths that they absorb. These are the S,M, andL cell types, corresponding to
the absorption of short, medium, and long wavelengths of visible light. The sensation
of color is determined by the balance between the intensities of the light absorbed
by these different cells.

Because there are only three types of color sensing cells, we can generate the
same color sensation with lights with different spectral power distributions. This
phenomenon, termedmetamerism, allows us to recreate color sensations for complex
reflectance spectra using just three differently colored lights (typically red, green,
and blue). This very useful property is the basis for color reproduction—whether on
an electronic screen or a printed page.

Grassmann devised a set of laws that dictate how metameric lights appear when
mixed with other lights. He found that this mixing follows the laws of algebra. In
particular, if two spectra give the same color sensation, then modifying the spectra
in the same way (for example, mixing in a new light) maintains the similarity of the
color sensations. This result is the basis for quantifying color, as will be shown in
Chap. 6.



References 193

Finally, while there are many physical properties that affect color sensations,
there are physiological aspects of color sensing that can be of equal importance. For
example, we interpret one color based on the visual information of other colors in
nearby areas of the visual field. Because these physiological factors occur within
the brain, we cannot adequately measure them and, therefore, cannot anticipate their
effects on color sensation. Experimenters typically control these factors tightly so
that they do not contribute to the appearance or sensation of different colors.
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Chapter 6
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Introduction

Characterizing colors in a quantitative way is important to industry and, more gener-
ally, to society at large. This gives us the ability to specify exactly what color we
wish for a certain application. An international beverage company may want, for
the sake of brand recognition, the same exact red color in their advertisements in all
regions of the world. How does this company specify to printers in each region what
this exact shade of red should look like? How can the beverage company protect its
trademark for this particular color against use by other beverage companies? These
problems can only be solved by developing a system bywhich colors can be specified
in precise and quantifiable terms.
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Historically, color measuring systems were based on the premise that three
primary colors (red, green, and blue) could be combined to match any other color.
The relative intensities of the primaries would form the basis for describing a color,
and we call these intensities the tristimulus values for that color. Tristimulus values
can be plotted in two or three dimensions to express the color space for a particular
measurement system.

Color matching studies were first done in the 1920s, and the first means of spec-
ifying color quantitatively was published in 1931. In the years since there has been
much additional research into the subject of color quantification. The fruits of this
research go beyond merely describing colors—they go to the heart of how we create
and interpret colors. Over the last century, several systems for characterizing color
have been developed, each addressing specific shortcomings of their predecessor. In
this chapter we describe three of these systems: the RGB, XYZ, and L*a*b* color
spaces.

Characterizing Colors

Before discussing methods of color characterization, it is important to specify what,
exactly, we mean by this somewhat ambiguous term. Our interests in this chapter are
not in the process or procedure for measuring color—things such as how to calibrate
a color measuring instrument, the time required to warm up a light source, or the best
geometry for optical measurements. We will instead address the fundamental under-
pinnings of such characterizations; that is, the underlying strategy for measuring
color, rather than the tactical means for doing this.

Systems Based on Cataloging Colors

The first efforts to quantify colors were based on color matching and discrimination
by eyes. These efforts began in the late part of the nineteenth century to the early
part of the twentieth century. Several methods were developed, and many of these
have been refined in the time since. These are best understood as being qualitative
or, at most, semi-quantitative, and generally involve the development of a physical
catalog of colors that can be used as references for comparison purposes. The three
dimensions typically chosen to describe color are hue, a lightness property, and a
saturation property.1

1 Saturation, also called cleanness, chromaticity, or chroma, refers to the visual intensity of a color.
Complete saturation is seen in monochromatic (spectral) colors. Adding other wavelengths to this
decreases the visual intensity and saturation value for the resulting color.
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Fig. 6.1 Cylindric color
space showing saturations,
lightness, and hue

Because color systems use three parameters, early systems for cataloging colors
often did so in terms of three-dimensional objects, such as spheres, cones, or cylin-
ders. One such example is shown in Fig. 6.1. Here we see hue around the circular
cross-section of a cylinder, with saturation going from completely unsaturated along
the central axis to completely saturated on the cylinder surface. Lightness follows
the central axis, with black at the bottom of the cylinder and white on top.

In the late nineteenth century, A. H. Munsell, a professor of arts at the
Massachusetts Normal Art School in Boston, realized that the regular solid shapes
typically used by these systems had a flaw. That flaw is that all of these systems were
not perceptually uniform. What is meant by this is that if, for example, the colors
were described by a cylinder (as they are in Fig. 6.1), then pairs of colors separated by
the same distance in color space would not have the same degree of perceived color
difference. For example, in the green region of color space, two colors separated by
a certain distance might look very similar to one another while two colors in the red
region that are separated by the same distance might look very different. Regardless
of the form, all color spaces mapped to regular solids showed this lack of perceptual
uniformity.

This realization that color space does not need to fit into an ideal solid freed
Munsell to develop a color space that was irregular, but perceptually more uniform.
His space is shaped like a very irregular oblate or cylinder. The circumference of the
solid is described by tenmain hues, each ofwhich is given a unique letter designation.
Lightness, which Munsell called value, varies along the central, or neutral, axis, in a
way similar to Fig. 6.1. Finally, radiating out from the central axis is the measure of
chroma or saturation.
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The main ten hues that Munsell employed, along with their letter designation, are
the principal hues Red, Yellow, Green, Blue, and Purple, along with intermediate
hues between each pair (e.g., YR, YG, etc.). The gaps between each of the ten hues
are then subdivided into ten additional hues, numbered 1 through 10, that create an
equally spaced color gradient (i.e., is perceptually uniform). This generates a total of
100 unique hues. Any given hue is denoted by its principal hue letter and a number
describing the further subdivision. For example, 5R denotes the intermediate red
color; 4R is slightly away from this hue in the RP direction, and 6R is slightly away
from this hue in the YR direction.

Each of the 100 hues can be modified by changing its value and/or chroma. Value
can vary from 0.5 to 12, with low values representing dark colors, and chroma can
vary from 1 to 16, with low values representing unsaturation. Not all combinations
of hue, value, and chroma exist. For example, only a few R, Y, and RY hues have
chroma as high as 16 while essentially all hues have a chroma as low as 1.

Note that white, gray, and black—the “achromatic” colors—are not considered
hues in this system, and so are not explicitly mentioned in this nomenclature. They
are in fact present, though, in each of the color designations. This is because adding
white or black to a hue changes its value (giving black and white at the extremes)
while adding both white and black together (i.e., gray) changes the chroma (giving
gray and complete saturation at the extremes of low and high chroma).

By being perceptually uniform, changing the value of any color attribute (hue,
value, or chroma) by one unit results in the same apparent change in appearance.
Munsell chose these colors by eye, rather than using any sort of instrument, and a
major benefit of his system—which is still used widely today—is its high degree
of perceptual uniformity. Munsell originally published his color space in 1905 as
an atlas. Today labeled color chips are available that can be easily removed from a
holder and held up to any color for comparison.

Quantifying Colors Instrumentally

The development of the Munsell color system and others like it was a first step
towards placing colormeasurements on a firm scientific footing. The next step, which
occurred in the late 1920s and early 1930s, was the development of a technology that
could measure and quantify any reflectance spectrum instrumentally.

The method of doing this consists of first measuring the stimulus spectrum (St(λ))
of the color of interest. This spectrum is calculated by multiplying the source spec-
trum, S(λ),2 by the reflectance spectrum R(λ)3 of that color, wavelength by wave-
length. Once the stimulus spectrum is measured, the spectrum is analyzed in a way
that ascribes three parameters for that color—in the early studies, thiswas the amounts
of specific red, green, and blue light that can be combined to match the color of

2 Also called the spectral power distribution of the source.
3 Note that this is not tristimulus R, which we will discuss later in this chapter.
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interest. These amounts are called tristimulus values of that color—“tri” because
there are three of them, and “stimulus” because they describe how the lights will
stimulate the eye. Any colors with the same tristimulus values will appear identical
to the eye, even if the stimulus spectra are different. This situation, where more than
one spectrum gives the same color sensation, is referred to as “metamerism” and was
discussed in Chap. 5 and will be discussed further in Chap. 15.

Before discussing the experiments from which a tristimulus measurement system
was developed, we must first discuss how we quantify brightness.

Light Detectors

What would it mean if we asked an experimenter whether two differently colored
lights had the same brightness? This request seems quite straightforward, but there
is, in fact, an ambiguity to it, and that is the question of how we define brightness.
One way would be to define it as the energy or power of the light, measured in, for
example, Watts per unit area or per solid angle. However, we saw in Chap. 5 that the
eye is not equally sensitive to all colors of light, and so we may wish to define the
brightness of a light based on human perception rather than an instrumental response.

These twoways of definingbrightness differ in the type of detector used tomeasure
it. Defining brightness according to an energy measurement requires an instrumental
detector while defining it based on perception uses the eye as the detector. These
two brightness measurements are different for virtually any colored light. While we
can convert between these two types of brightness using the photopic spectral curve
V(λ), which shows the sensitivity of the eye as a function ofwavelength underwell-lit
conditions (Fig. 6.2) it is important that, when we discuss light intensity, we specify
the basis of measurement.

The convention in color science is to refer to instrumental intensities with words
that begin with the prefix “rad”, such as radiance, radiant intensity, and radiant flux.
These parameters are measured on an energy basis. When we refer to intensity as
perceived by the eye, we use words with the prefix “lum”, including luminance,
luminous flux, and luminosity. These parameters are characterized by the perceived
brightness of the light.

The Color Matching Experiment

Much of our understanding of colors comes from experiments that involve the
matching of colored lights by trained observers. In a typical color matching experi-
ment, a box is constructed such that an observer can peer through a circular hole at a
white screen at the far end (Fig. 6.3a). This screen is split in the viewing direction by
a divider that prevents lights projected on one side of the screen from mixing with
those projected on the other side. One side of the screen is illuminated by a light of
a certain color. This area is referred to as the test field. The other side of the screen
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Fig. 6.2 Photopic absorption curve V(λ)

is illuminated by three lights, typically red, green, and blue, that have independent
intensity controls. This area of the screen is the reference or primary field.

In a typical experiment, the observer adjusts the intensities of the three lights in the
reference field until they match the color and brightness of the light in the test field.
The power settings for the reference lights needed to reproduce the sensation of the
test field are the tristimulus values for that color and form the basis for quantifying
color. Note that here the eye is the light detector.

The r(λ), g(λ), and b(λ) Color Matching Functions

Early work in color matching began in the late 1920s when Wright and Guild inde-
pendently conducted color matching experiments using three primary light sources
to match the spectral colors from 380 to 780 nm at 5 nm intervals [1–3]. Both inves-
tigators used red, green, and blue primary lights, but the exact wavelengths used by
these two workers were different. However, through matrix algebra Wright’s results
were transformed to the primary set that Guild used: 700 nm (red), 546.1 nm (green),
and 435.8 nm (blue). Spectral (monochromatic) lights at these three wavelengths are
designated as R, G, and B. The intensities of the three primaries needed to match
the color sensation of a specific wavelength of visible light are called the spectral
tristimulus values for this wavelength—“spectral” because they match a spectral
color—and are notated as R, G, and B.4

4 Note that these R, G, and B values here are not the same as the RGB values used to describe color
on a computer monitor or screen.



Characterizing Colors 201

Fig. 6.3 Color matching experiments

This choice of these primary light wavelengths was not dictated by Nature—it
does not correspond to the maximum absorptivities of any of the three types of cone
cells, which were not even known at the time, nor is it special to the eye in any other
way. The choice was instead based on the practical requirements of convenience
and accuracy. The green and blue wavelengths are strong lines in the mercury-vapor
lamp emission spectrum, and so are ideal for providing accurately controlled high-
intensity green and blue primary lights. The choice of the red wavelength (700 nm)
was based on the finding that the eye is relatively insensitive to color differences, as a
function of wavelength, in this region of the visible spectrum. This can be understood
from Fig. 5.9 in Chap. 5, reproduced here as Fig. 6.4, where the sensitivities of the
S and M cone receptors are shown to be essentially zero at and above 700 nm. Any
small variation in wavelength around 700 nm will change the intensity of only the
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Fig. 6.4 Spectral sensitivities of the three human cone cells

L cones, and so will not alter the balance of intensities from all three cones (i.e.,
the hue remains the same). Therefore, small errors in wavelength would not lead to
significant errors in color sensation.

The results of Wright’s and Guild’s experiments, averaged over 17 subjects, are
shown in Fig. 6.5.5 Here we see three curves, each showing the intensities of the
primary lights (R, G, or B) needed to match the color sensation of any given spectral
color. The most prominent feature of this plot is that, for much of the spectrum, the
power of the red primary overwhelms those of the green and blue primaries (so much
so that the y-axis in Fig. 6.5 is truncated to allow the G and B curves to be seen).
This is because, of the three primary wavelengths, the eye is least sensitive to red
(refer back to the photopic luminosity function shown in Fig. 6.4). Although the red
lamp is emitting high energy in the red region (high radiance), the eye does not see
a high brightness (low luminance).

To place all three curves on an equal basis, the CIE scaled the data such that the
areas under the three curves are equal. The ratio of scale factorswas 72.0962:1.3791:1
forR,G, andB, respectively. The resulting curves are plotted in Fig. 6.6 and a table of
values is illustrated in Table 6.1. The individual curves, and the data table describing
them, are called the CIE 1931 r(λ), g(λ), and b(λ) color matching functions. Here
the bars over the letters indicate that these are average curves (averaged over the

5 Wright’s experiments were done using ten observers while Guild’s work was based on seven. All
observers were young men with normal vision who had been extensively trained in color matching.
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Fig. 6.5 The raw (unscaled) intensities for the r(λ), g(λ), and b(λ) color matching functions

Fig. 6.6 The normalized intensities for the r(λ), g(λ), and b(λ) color matching functions
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Table 6.1 CIE 1931 r(λ), g(λ), and b(λ) color matching functions. Blue outline designates a color
matching function; red outline designates a spectral tristimulus value

17 individuals tested by Wright and Guild), and the “(λ)” term indicates the curves
are a function of wavelength. As mentioned above, the r(λ), g(λ), and b(λ) values
for a single wavelength of light are called the spectral tristimulus values for that
wavelength. Note that the color matching functions are expressed as discrete values
at 5 nm intervals, as found in Table 6.1, rather than as mathematical equations.

A noteworthy aspect of the color matching functions is the presence of negative
tristimulus values. This is most obvious in the r(λ) curve but can also be seen in the
g(λ), and b(λ) data. In fact, at every wavelength at least one of these three functions
is negative or zero. At the three primary wavelengths (700, 546.1, and 435.8 nm),
two of the functions are zero.

A detailed discussion on the existence and meaning of negative intensities will be
given in the section below. However, before this discussion we can easily explain the
observation that the intensities of twoof the primaries are zero at thewavelength of the
third primary. To match the spectral color at any of the three primary wavelengths.
Note that the color matching functions are expressed as discrete values at 5 nm
intervals rather than as mathematical equations.

Negative Color Intensity

The fact that the color matching functions have negative values, and therefore require
negative light intensities, merits some explanation. To understand this phenomenon,
we will consider the intensities of the primaries required to match 490 nm light,
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which is an equal mix of blue and green. In Wright’s and Guild’s experiments, the
subject would begin the match by adjusting the combination of luminances of the
three primary colors to give the sensation ofwhite light. The subject would then begin
the process of adjusting the intensities of the primary lights to move their balance
towards the color of the test light. For 490 nm light, this would be done by decreasing
the intensity of the red primary light.

In this process, as the intensity of the red light decreased, the color of the primary
field approached that of the test field. This was continued until the red primary light
intensity was reduced to zero. At this point the test and primary fields still did not
match, but it appeared that if more red light could be removed from the primary
field (i.e., if the change effected by decreasing the content of the red light could be
continued), a color match could be made.

Of course, once the red lamp intensity is brought to zero, no more red light could
be removed from the reference field. However, an equivalent process could be used—
adding red light to the test field. To do this, the subject would move the red lamp
from the reference field to the test field, a procedure called “desaturation” of the test
color (Fig. 6.3b). The subject would adjust the intensities of the three primary lights
to achieve a match.

The result of this trial was that the subject matched the test color with red added
to it, to a mix of green and blue primary lights. This can be written in equation form
as

Sen(490 nm) + r(490 nm)R ≡ g(490 nm)G + b(490 nm)B

where Sen(490) denotes the color sensation of 490 nm light and the symbol “≡”
means the colors on the two sides of the equation appear the same [4]. That is, they
have equivalent color sensations.

While the subject had made a color match, it is not the one in which our interests
lie. The purpose of these experiments was to determine the amount of the three
primaries needed to match a given spectral (test) color, not the amount of two of the
primaries needed to match a mix of that spectral color and the third primary.

We can, however, accomplish our goal through the application of Grassmann’s
laws (see Chap. 5). These laws state that color sensations follow the rules of algebra.
Using these laws, we remove the value of r(490) on the left side of this equation by
subtracting this value from both sides. This results in a negative red light intensity
on the right side of the equation:

S(490 nm) ≡ g(490 nm) + b(490 nm) − r(490 nm)

We now see the meaning of a negative primary light intensity. It is the intensity
of a primary light required to be mixed into the test field light in order to achieve a
color match with the other two primaries.

There is an opportunity for incorrectly interpreting the meaning of a negative light
intensity as being the equivalent of removing certain wavelengths of light through
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Table 6.2 Definitions of the symbols used in color science

light absorption. For example, we might expect, based on the above equation, that
S(490) could be matched by adding certain amounts of green and blue primary lights
and then filtering out some amount of the red primary light from this mixture. This
is not the case. The mixture of green and blue lights does not contain any light of the
same wavelength as the red primary (700 nm), and so a light filter that selectively
removed 700 nm light would have no effect on the appearance of the green and blue
mixture.

Although negative light was introduced here as a mathematical construct, we can,
in a sense, experience it under certain conditions. If we were to stare at a uniformly
colored screen for 30 seconds or longer, and then shift our gaze to a white screen, we
would briefly see an after-image color on the white screen that is the complementary
color to the original color.6 This new color is seen because, during the 30 seconds
spent looking at the first color, our eyes became insensitive to that color due to
the depletion of the chemicals in the cone cells (opsins) that respond to this color.
Alternatively, we can say that the brain partially lowers the perceptual impact of a
persistent color. When we shift our gaze to the white screen, our brains continue to
filter the first color out, and we are left with the complimentary color (i.e., the screen
appears as white with the original color removed). Another way of saying this is
that when we look at the white screen, we are seeing white with the original color
subtracted from our color sensation.

In Table 6.1, and other tables that we have not yet encountered, there are several
parameters that can be easily confused because the same combinations of letters are
used to describe them. To avoid confusion, we list in Table 6.2 the specific names
and definitions of these various quantities, with the understanding that we will not
encounter some of these parameters until later in this chapter.

6 Complimentary colors are pairs of colors that, when additively mixed, produce a white color
sensation. For example, blue and yellow are complimentary colors, as are green and magenta.
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Describing Spectral Colors

The goal of the color matching experiments was to provide a framework for speci-
fying any color using three numbers based on three specific parameters—the R, G,
and B tristimulus values. They are the intensities of theR,G, and B primaries needed
to match any specific color sensation, regardless of the reflectance spectrum of that
color.

Specifying a spectral color in terms of the amount of each primary needed to
match that color is straightforward. This is, in fact, exactly what Wright and Guild
did in their color matching experiments, where the r(λ), g(λ), and b(λ) values were
measured for each spectral color at 5 nm intervals. The RGB tristimulus values for
a spectral color of specific wavelength λ′ are, therefore, R = r (λ′), G = g (λ′), and
B = b (λ′).

Describing Complex Colors

We will next consider a thought experiment in which we determine the R, G and B
values for the relatively simple case of a combination of two wavelengths. In this
thought experiment we will combine light of wavelength λ1 = 540 nm (spectral
green), with an intensity of 100, with light of wavelength λ2 = 620 nm (spectral
red), with an intensity of 80. The r(λ), g(λ), and b(λ) values for these wavelengths,
as well as for λ3 = 540 nm (spectral yellow), which we will discuss later, are:

In this analysis we will illuminate a white screen using projectors that are capable
of producing light of any individuallywavelength or combination of individual wave-
lengths. Using different projectors, we will illuminate the screen with various inten-
sities of light at wavelengths 540 nm, 620 nm, and the wavelengths of the R, G and
B primaries (700 nm, 546.1 nm and 435.8 nm, respectively).

Two of Grassmann’s Laws (Chap. 5) can be summarized by the following
equations:

If A ≡ B, then cA ≡ cB,where c is a constant

If A ≡ B, and D ≡ E, then A + B ≡ D + E

Where A, B, D, and E are color sensations.
By the definition of the spectral tristimulus values, the sensation ofmonochromatic

light at 540 nm can be replicated by theR,G and B primaries with intensities r(540),
g(540) and b(540):
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Sen(540 nm) ≡ r(540 nm)R + g(540 nm)G + b(540 nm)B

Setting the c value in the first Grassmann Law listed above to 80, we see that:

80 · Sen(540 nm) ≡ 80 · r(540 nm)R + 80 · g(540 nm)G + 80 · b(540 nm)B

In our thought experiment, we will use one projector to project light with an
intensity of 80 and the wavelength 540 nm onto the screen. The R, G and B values
for the light reflected from the screen are:

R = St(540 nm) · r(540 nm)

G = St(540 nm) · g(540 nm)

B = St(540 nm) · b(540 nm)

St(540 nm) is simply the intensity of the light source (80) multiplied by the
reflectance of the screen (1.0), and so theR,G andBvalues for this color are−2.5216,
17.1728, and 0.1168. Another way to produce the same color sensation would be to
illuminate the screen with light of the three R, G and B primary wavelengths using
these R, G and B values as their corresponding intensities.7 This situation is shown
in Fig. 6.7a.

We can repeat this analysis for the projection of light with an intensity of 100 and
the wavelength 620 nm. This is shown in Fig. 6.7b.

Finally, we consider the situation where the two spectral lights are combined
(Fig. 6.7c). We do this by adding the sensations of the individual lights expressed as
both the individual wavelengths and as theR,G and Bwavelengths, using the second
Grassmann Law as summarized above (ifA ≡ B, andD ≡ E, thenA+B ≡ D+E) :

And so the R, G and B tristimulus value for this combination of two wavelengths
are 27.19, 19.00 and 0.10. Generalizing this example, we see that the R, G and B
tristimulus values for any mixture of two wavelengths is simply:

R = St(λ1) · r(λ1) + St(λ2) · r(λ2)

G = St(λ1) · g(λ1) + St(λ2) · g(λ2)

7 Of course, it is physically impossible to project light with a negative intensity, as must be done
here for the R primary wavelength, but for the purposes of our thought experiment we can ignore
this physical impossibility.
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(a)

(b)

(c)

Fig. 6.7 Mixing two spectral colors using light projectors

B = St(λ1) · b(λ1) + St(λ2) · b(λ2)

By extension, if we mixed a third wavelength, λ3, into our reflectance spectrum,
then the R, G, and B values for this mix would be

R = St(λ1) · r(λ1) + St(λ2) · r(λ2) + St(λ3) · r(λ3)

G = St(λ1) · g(λ1) + St(λ2) · g(λ2) + St(λ3) · g(λ3)

B = St(λ1) · b(λ1) + St(λ2) · b(λ2) + St(λ3) · b(λ3)

We are now in a position to consider any color with any reflectance curve. We
do this by extending the above procedure. As stated earlier, the r(λ), g(λ), and b(λ)
functions are reported at 5 nm intervals. At each of these wavelengths we multiply
the r(λ), g(λ), and b(λ) values by the intensity of the stimulus at that wavelength
(St(λ)), and then sum these values over all wavelengths. This gives us the following
equations for determining the tristimulus values for any color8:

8 Note that if the color matching functions were continuous, the summations (�) in these equations
would be replaced by integrations (

∫
). Recall also that the r(λ), g(λ), and b(λ) values have been

scaled so that the areas under these curves are equal.
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R = k
780∑

λ=380
St (λ) · r(λ)

G = k
780∑

λ=380
St(λ) · g(λ)

B = k
780∑

λ=380
St (λ) · b(λ)

(6.1)

Where

K = 5.6507 · 100/
780∑

λ=380

S(λ) · V (λ) · �(λ) = 565.07/
780∑

λ=380

S(λ) · V (λ) · �(λ) (6.2)

Note that Eq. 1 uses the stimulus spectrum (St(λ)) and Eq. 2 uses the source
spectrum (S(λ)).

We see that the total amount of each primary needed to match a given color
is simply the sum of the amounts of that primary needed to match each spectral
color, wavelength by wavelength, in the spectrum of the given color being matched,
modified by a normalization factor (k). Although not intuitive, the fact that the areas
under the r(λ), g(λ), and b(λ) curves are equal results in equal quantities of R, G,
and B giving achromatic colors (white, gray, and black). Said differently, the R, G,
and B values for Illuminant E are equal to one another.

We can display this process for each primary graphically as the product of two
curves (the stimulus curve and the colormatching curve), followedby a determination
of the area under the resulting curve. These three areas are the tristimulus values of
the color in question and represent the amount of each primary light that is needed
to match that color, regardless of the actual stimulus spectrum. It is important to
recognize that we are not matching the stimulus spectrum of the color in question
but are instead matching the sensation of this color using the three primary colors.

Chromaticity Coordinates r, g, b

We pause here to summarize our method of quantifying the color of an object.
We first determine the stimulus spectrum of that object. We can do this either by
illuminating an object with the light source of interest and measuring the resulting
stimulus spectrum, or by multiplying, wavelength by wavelength, the spectrum of
the illuminant by the reflectance spectrum of that object, to give a calculated stimulus
spectrum.9 This is shown at the top of Fig. 6.8.

The next step is to calculate the relative amounts of the three primary wavelengths
needed to reproduce the color sensation of the stimulus spectrum. To do this, we
multiply, again wavelength by wavelength, the stimulus spectrum with the r(λ),

9 The difference between source spectra and illuminant spectra is that sources physically generate
light with a specific spectral power distribution while illuminants are theoretical spectral power
distributions that may or may not be physically realized by a light source.
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Fig. 6.8 Calculations of tristimulus values for a sample reflectance spectrum. The color of this
stimulus is shown next to the stimulus spectrum

g(λ), and b(λ) color matching functions (middle portion of Fig. 6.8). This produces
three graphs (one for each primary). For each we calculate the area under the curve
by simply adding together the curve values from the lowest wavelength to the highest
(bottom of Fig. 6.8).

The resulting areas, when multiplied by the normalizing factor k, are the R, G
and B tristimulus values for that color and represent the amount of each primary
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light that is needed to match that color, regardless of the actual stimulus spectrum.
It is important to recognize that we are not matching the stimulus spectrum of the
color in question but are instead matching the sensation of this color using the three
primary colors. For the reflectance spectrum and source spectral power distribution
shown at the top of Fig 6.8, the R, G, B tristimulus values are 7.07, 81.26 and 33.54,
respectively.

Returning to our analysis of complex colors, we find it useful to describe the
intensities of the primaries in relative, rather than absolute, terms—that is, in terms
that show the balance of the primaries, but not their absolute intensities. In this way
we separate the chromaticity information about a color from the intensity information
(brightness). This is done by dividing each of the R, G, and B values by their sum:

r = R
R+G+B

g = G
R+G+B

b = B
R+G+B

(6.3)

These new values are referred to as r, g, and b, respectively,10 and are called the
chromaticity coordinates for a given color in RGB color space. Note that the sum of
values for any color will equal one, meaning we are free to specify only two of them.
In addition, we noted above that the achromatic colors arise from equal amounts of
R, G, and B. We see, then, that the achromatic colors have equal values of r, g, and
b (0.33, 0.33, and 0.33).

The 1931 Standard Observer

The color matching experiments described above provide the foundational basis for
the first quantitative measurement method for color. As such they represent perhaps
the most important work done in color science, and all instrumental methods used
today formeasuring color can ultimately trace their origins back to these experiments.

That said, there are some aspects of the R, G, and B color system that are prob-
lematic from both an intellectual and a computational perspective—for the latter, at
least prior to the ready availability of computers. One of the more obvious issues is
the prevalence of negative light intensities, but there are other less obvious, but no
less objectionable, aspects of the RGB color space. These prompted the CIE to seek
an alternative set of primaries and color matching functions—what we now know as
the Standard Observer.

10 These are not the same as r(λ), g(λ), and b(λ) color-matching functions. The r, g, and b values
describe any color, including those with contributions from multiple wavelengths, while the r(λ),
g(λ), and b(λ) color-matching functions describe only the spectral colors.
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The x(λ), y(λ), and z(λ) Color Matching Functions

To overcome difficulties associatedwith theRGBcolor space (detailed below), and to
make chromaticity coordinates more intuitive, the CIE, in 1931, developed a second
set of primaries, with associated color matching functions, to describe color. This set
is comprised of three linear combinations of the r(λ), g(λ), and b(λ) color-matching
functions.11 The new primaries are X, Y, and Z, the new color-matching functions
are x(λ), y(λ), and z(λ) and the new chromaticity coordinates are x, y, and z. As we
will see, these parameters are, in many ways, analogous to those of the R, G, and B
color scheme, although there are some fundamental differences, particularly in the
nature of the primaries themselves.

The specific requirements that the CIE placed on the new color scheme are as
follows:

• Each function must be positive or zero for all visible wavelengths.

– This avoids negative values, which simplifies calculations and decreases the
opportunity for computational mistakes, an important consideration in pre-
computer days.

• The areas under the x(λ), y(λ), and z(λ) curves must be equal.

– This is equivalent to stipulating that the X, Y, and Z values for the constant
power white light source (Illuminant E) must be equal to one another, and,
therefore, that the x, y, and z values must each equal 1

3 for this illuminant, as
is the case for r, g, and b under Illuminant E.

• One of these functions (y(λ)) must be identical to the photopic luminance function
(V(λ)).

– This reduces the number of calculations needed to fully characterize a color,
since the lightness of a paint, as determinedby the photopic luminance function,
is an important aspect of a color sensation.

– In addition, this gives an easy interpretation of the y(λ) color-matching func-
tion—it is the film lightness. All hue and saturation information are carried in
the x(λ) and z(λ) functions, and all lightness information in y(λ).

• One of these functions (z(λ)) must be zero over as much of the spectral range as
possible.

– In practice, z(λ) is zero above 650 nm.
– This simplifies chromaticity coordinate calculations over the range where z(λ)

is zero since here only X and Y values need to be calculated.

11 As a consequence of Grassmann’s laws, any linear combination of valid color-matching functions
generates a valid new color-matching function. Here we will create three new color-matching
functions, x(λ), y(λ), and z(λ), from linear combinations of the r(λ), g(λ), and b(λ) functions.
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• The area enclosed by the spectral colors must fill as completely as possible the
triangle joining the three primaries when plotting x against y.

A matrix transformation was developed that satisfied all of these requirements.[5]
The equations used to convert the r(λ), g(λ), and b(λ) color matching functions into
the x(λ), y(λ), and z(λ) color matching functions are shown as Eq. 6.4 [5, 6].

(6.4)

The equations for the reverse transformation, from the x(λ), y(λ), and z(λ) color
matching functions to the r(λ), g(λ), and b(λ) color matching functions, are shown
as Eq. 6.5.

(6.5)

We can calculate the X, Y and Z tristimulus values directly from the R, G and
B tristimulus using a set of equations similar to those used to translate the color
matching functions, as given by Eq. 6.6.

(6.6)

Finally, we can reverse transform X, Y and Z tristimulus values into R, G and B
tristimulus values using Eq. 6.7.

(6.7)

Alternatively, the X, Y and Z tristimulus values can be calculated directly from a
stimulus spectrum using the x(λ), y(λ), and z(λ) color matching functions in a similar
way to that used to calculate R, G and B tristimulus values from the r(λ), g(λ), and
b(λ) color matching functions and a stimulus spectrum, as shown in Eqs. 6.8 and 6.9
[7].

X = k
780∑

λ=380
St (λ) · x(λ) · �λ

Y = k
780∑

λ=380
St (λ) · y(λ) · �λ (6.8)

Z = k
780∑

λ=380
St (λ) · z(λ) · �λ
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where k = 100/
780∑

λ=380
S(λ) · y(λ) · �λ (6.9)

Note that Eq. 6.8 uses the stimulus spectrum St(λ) and Eq. 6.9 uses the source
spectrum S(λ).

Equations 6.4 and 6.6 are related to one another by a factor of 5.6507 (often
denoted as 1/0.17697 in the literature), as are Eqs. 6.5 and 6.7. In addition, this same
factor relates the k normalization factor used to calculate R, G and B tristimulus
values from reflectance data (Eq. 2) to the k normalization factor used to calculate
X, Y and Z tristimulus values from reflectance data (Eq. 6.9)12.

The origin of this factor of 5.6507 is the desire tomake theV (λ) and y(λ) equations
exactly equal one another (rather than proportional to one another) [6]. The areas
under the r(λ), g(λ) and b(λ) curves are equal to one another but are smaller than
the area under the V (λ) curve by this factor of 5.6507. This is because the basis for
scaling the r(λ), g(λ) and b(λ) color matching functions to the V (λ) function was
that the values of r(λ) and V (λ) be equal at the wavelength 700 nm. By using the
scaling factor 5.6507 when transforming from the r(λ), g(λ) and b(λ) color matching
functions to the x(λ), y(λ) and z(λ) color matching functions, the areas under the
V (λ) and the x(λ), y(λ) and z(λ) curves become equal and the X, Y and Z values
for a perfect diffuse reflector under Illuminant E are each 100. Note that under these
same conditions the R, G and B values are also each 100, since the k normalization
factor used in these calculations includes the factor of 5.6507 (see Eq. 6.2).

Mention should bemade of a correction factor that is commonly omitted in routine
color measurements. When light crosses an interface, such as the air/coatings inter-
face at the top surface of a paint film, it is partially reflected. This crossing occurs
twice—first when the light travels from air to the film, and second when the redi-
rected light travels from the film back into air [8]. The exact nature of this correction
is discussed in Chap. 15. In practice, we find that omitting this correction creates
little error when comparing paints that are similar to one another, particularly in TiO2

content and in gloss.
The x(λ), y(λ), and z(λ) color-matching functions over the visible wavelengths

of light are shown in Fig. 6.9. These functions, taken together, are known as the
1931 Standard Observer. The word “Observer” here does not refer to a person, but
rather to the table of data comprising the x(λ), y(λ), and z(λ) values (Table 6.3)
[9]. The development of the Standard Observer in 1931 was a giant step forward
for the nascent field of color science, and the Standard Observer is still used nearly
universally among color scientists.

Note that the x(λ), y(λ), and z(λ) color-matching functions were not based on
new measurements of color, but instead were derived mathematically from the color
matching data that Guild and Wright had already reported. The mathematical trans-
formation of the r(λ), g(λ), and b(λ) color-matching functions into a new set of

12 When comparing Eqs. 2 to 9, recall that the V (λ) and y(λ) functions are equal to one another, as
stipulated in the requirements of the x(λ), y(λ) and z(λ) color matching functions.
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Fig. 6.9 x(λ), y(λ), and z(λ) color-matching functions

Table 6.3 CIE 1931 x(λ), y(λ), and z(λ) color matching functions. Blue outline designates a color
matching function; red outline designates a spectral tristimulus value; green outline designates the
standard observer
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color-matching functions is made possible by Grassmann’s Laws, which state that
color sensation follows the laws of algebra.

x, y, and z Chromaticity Coordinates and the 1931 CIE xy
Chromaticity Diagram

Just as was the case with the R, G, and B tristimulus values, we can increase the
usefulness of the X, Y and Z tristimulus values by placing them on a relative basis.
This is done by dividing each coordinate by the sum of the three tristimulus values,
X, Y, and Z to give x, y, and z chromaticity coordinates; in the same way, we derived
the r, g, and b chromaticity coordinates from R, G, and B:

x = X
X+Y+Z

y = Y
X+Y+Z

z = Z
X+Y+Z

(6.5)

Note that x + y + z = 1.0 for any color.
As was the case with RGB color space, we calculate three parameters (x, y,

and z) from our tristimulus values (X, Y, and Z), but only two of these parameters
are independent (e.g., z can be determined from the x and y values). We require
three independent parameters to uniquely identify a color since we have three types
of color cells (the S, M, and L cone cells). We cannot use all three chromaticity
coordinates to identify a color, since z can be calculated from x and y. The third
parameter must be derived from the X, Y, and Z values. Traditionally, colors have
been described by x and y, which combined determine hue and saturation, and Y,
which, by virtue of being identical to the photopic luminance function (V(λ)), defines
lightness. By this convention, we separated the chromaticity aspects of color from
the achromatic/lightness aspect of the color. In this system colors are characterized
using the format xyY.

It is quite useful to display XYZ color space using a plot of x versus y. We begin
the construction of this plot with the placement of the spectral colors on a Cartesian
plane, starting with the chromaticity coordinates for 780 nm light. From Table 6.3 we
see that the color-matching functions, which are also the spectral tristimulus values,
at 780 nm are X= 0.000042, Y= 0.000015, and Z= 0.0. Using Eq. 6.5, we calculate
the chromaticity coordinates x and y to be 0.735 and 0.265, respectively. We plot this
as a dark red point in Fig. 6.10.

We can continue adding spectral colors to our plot. In Fig. 6.10 we see the place-
ment of selectedwavelengths, down to 380 nm, indicated by points colored as closely
as possible to the spectral colors they represent. We can join these points together to
form the spectral locus. We can join the two endpoints together (380 and 780 nm)
with what is known as the purple line. This generates a geometric figure that is
entirely convex.
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Fig. 6.10 x and y locations of spectral colors

There are two noteworthy features of the spectral locus. First, we find that the
x and y values for all wavelengths above 680 nm are approximately equal to one
another, which is consistent with the fact that only the L cone is active over this
wavelength range (Fig. 6.4), and so there is no differentiation of color perception
over this range—the color sensation is the same, although the perceived intensity
changes with wavelength.

The second notable aspect of this diagram is that between 550 and 780 nm the
spectral locus curve is linear, or nearly so. This is because the z coordinate for these
wavelengths is at or near zero (Fig. 6.9), and so the spectral locus follows the line
x + y = 1.0 over this wavelength range.

Complex colors can also be placed on this diagram. For reasons that will soon be
apparent, the complex colors all reside in the interior of the geometric figure formed
by the spectral locus and the purple line. In Fig. 6.11 we see the interior of this figure
colored at each point according to the color represented by those x and y values.
Note that these colors are only approximate since no color reproduction technology,
whether electronic or print, can exactly reproduce all visible colors—an issue we
will discuss shortly.

The totality of this plot is known as the CIE 1931 xy Chromaticity Diagram. The
region enclosed by the spectral locus and the purple line is often referred to as the
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Fig. 6.11 xy chromaticity
diagram

color shoe, due to its supposed resemblance to a horseshoe. However, here we will
refer to it as the visible gamut. Points outside this gamut cannot be created by any
combination of visible wavelengths and so cannot be physically realized (discussed
below).

Because of the nature of the mathematics involved (specifically, the equations
describing Grassmann’s Laws), if we pick any two colors within the visible gamut
and draw a line between them, then the colors on that line can be made by additively
mixing the two original colors. The inverse is also true—any colors that can be made
by mixing the two original colors must fall on the line between them. We can now
understand the designation of the borderline joining the two ends of the locus as
being the “purple” line. All points on this line are combinations of red and blue light,
making them purple (this color is often referred to as magenta, especially when the
amount of red sensation is high compared to the blue sensation). Colors on this line
are often called the non-spectral colors, although some assign this name to the colors
that we call here the complex colors.

This property of color mixing can be extended to more than two colors. For
example, if we place three colors in the visible gamut, then any mixture of these
colors will be found within the triangular area bounded by these three colors—that
is, the triangle represents the gamut of colors that can be made by mixing these
particular three colors. We designate these three colors as the primaries for that
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Fig. 6.12 Creating colors
from the R, G, and B
primaries

gamut. Note that primaries do not need to be spectral, and any point on the xy
chromaticity diagram can be used as a primary.13

To demonstrate how we can form colors within the interior of a particular color
gamut, we have placed the R, G, and B primaries on the visible gamut in Fig. 6.12.
To create color T from the R, G, and B primaries, we first generate color S by
combining the proper ratio of primaries G and B. We then combine colors S and R
to give color T. Of course, we could also get color T by first combiningG and R, or
by first combining B and R, and then adding the third primary to that combination.

In Fig. 6.12, color U lies outside the triangle formed by theR,G, and B primaries,
and so cannot be created by combining these three primaries. However, we can
express color U in terms of these primaries by using negative light intensities. Color
U can be created by first adding the proper ratio of primaries G and B to give color
S, as before, but then subtracting a certain amount of primary R from S, by moving
along the RS line from S and away from R. In this case, the magnitudes of R for
both T and U are similar, but the sign of R is positive for T and negative for U.

The gamut for the R, G, and B primaries covers only about half of the visible
gamut. The colors missing from it are mainly the spectral colors between B and
G primaries (435.8 and 546.1 nm) and the complex colors that can be made from
them. These colors are mostly shades of green. Because they lie outside the R, G,
and B triangle, the spectral colors in this large section of the spectral locus all have
negative values for theR primary, some quite large, which is consistent with Fig. 6.6.
Similarly, the spectral colors between the G and R primaries have small negative

13 Although any three colors can be used as primaries, inspection of Fig. 6.11 shows that the largest
gamut is formed when the primaries are red, green, and blue—which explains why this particular
set of primaries is used in additive mixing applications such as monitors and electronic screens.
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values for B, and spectral colors at wavelengths lower than the B primary will have
small negativeG values. We can now see why at least one of the r(λ), g(λ), and b(λ)
spectral tristimulus values is zero or negative at all visible wavelengths.

We can increase the size of a color gamut by increasing the number of primaries.
When using more than three primaries, the color gamut is the polygon whose
perimeter is formed by joining neighboring colors with lines. Adding primary colors
that are not within the original gamut will therefore expand the gamut, allowing for
more color possibilities than the original gamut.14 The use of more than three colors
to broaden the gamut is quite common in the paint industry, where as many as a
dozen color tints are used to form a large color gamut. In this case, however, color
comes from light absorption. Although additional primaries will increase the color
gamut, in situations where colors come from light generation, such as monitors and
screens, in practice only three primaries are used.

Figure 6.12 also shows us why it is not possible to create all visible colors from
any set of real primaries. There is a geometric principle that states that any polygon
with all its vertex points located within a convex shape, such as the visible gamut,
will not be able to enclose the entirety of that convex shape—some part of that shape
will always reside outside of the polygon. Since all visible colors reside within the
visible gamut, no polygon made by joining any finite set of these colors, regardless
of the number of them (i.e., the number of primary colors), can encompass the entire
visible gamut region.

Points Outside the Visible Gamut

The visible gamut fills roughly half the area of the xy chromaticity diagram. We
know that points within the gamut represent visible colors, but how do we interpret
the points residing outside of the gamut? We call these points “imaginary colors”,
because such points cannot be made by any combination of visible light. This is
true because the visible gamut is convex or straight along its entire perimeter. We
can understand the implications of points that are outside the visible gamut both
mathematically and physiologically.

Mathematically, it is impossible to create a stimulus spectrum that produces x and
y values outside of the visible gamut. This is easiest to see for x and y pairs that lie
to the right of the y = 1 − x line. Recall that x + y + z, by definition, must be equal
to one, and that a stipulation of the XYZ color space is that all tristimulus values
(and, by extension, all chromaticity coordinates) are positive. The sum of the x and
y values for any points to the right of the y = 1 − x line is greater than one, and so,
in order for x + y + z to equal one in this region of the chromaticity diagram, the z
values must be negative, which is not possible.

Points outside the visible gamut but to the left of the y = 1 − x line are also
not possible, although the reasoning here is less obvious than for points to the right

14 Note, however, that adding primaries located within the existing gamut does not increase the size
of the gamut.
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of the y = 1 − x line. For points outside the visible gamut but on or to the left of
the y = 1 − x line, there are simply no stimulus spectra, no matter how carefully
constructed, for which x + y + z = 1.0.

As an example of this statement, consider the Y primary itself. Here x and z are
zero and y is one, satisfying the equation x + y + z = 1.0. However, inspection of
Fig. 6.9 shows that there are no wavelengths for which y is non-zero and both x and
z are zero. By extension we can say that there are no combinations of wavelengths—
that is, no spectra—that can be constructed that satisfy the requirement that both x
and z are simultaneously zero and y is not.We can generalize this to all points outside
the visible gamut by saying that these points are mathematically impossible to obtain
and physically impossible to produce.

We can understand why we cannot see points outside the gamut physiologically
by referring back to Fig. 6.4. In this figure we see the absorption spectra of the
three color sensing cells in our eyes (the short wavelength, mid wavelength, and long
wavelength cone cells). We perceive color sensations based on the degree to which
each of these color sensing cells is activated by light. Note that theM curve in Fig. 6.4
overlaps entirely with the L and S cell responses. We can therefore never get a color
sensation that is determined solely by the M cells—that sensation will always have
contributions from one or both of the other cone cell types. If the sensation produced
by activation of the M cells alone could be plotted on the xy chromaticity diagram,
it would fall outside of the visible gamut.15

We saw earlier that, due to the fully convex nature of the visible gamut, the color
matching functions for any set of real primaries (i.e., primaries contained within the
visible gamut) will, by necessity, have some negative values (i.e., some portion of
the visible gamut will be outside the triangle formed by any set of real primaries). A
corollary of this result is that any triangle that encompasses the entire visible gamut
must have corner points (primaries) that fall outside the visible gamut. This is true
for the X, Y, and Z primaries, which are found in the xy chromaticity diagram at x,
y coordinates (1,0), (0,1), and (0,0).

Imaginary Primary Colors

Points that fall outside of the visible gamut, such as the X, Y, and Z primaries, are
impossible to create physically and, as a result, are called imaginary colors. We may
feel uncomfortable that the X, Y, and Z primaries, which are so important to color
science, cannot be physically made or seen. However, the purpose of XYZ color
space is to uniquely characterize, or quantify, all color sensations (i.e., the entire
visible gamut) using convenient (all positive) values to do this. This is in contrast to
color matching experiments and the color spaces derived from them (such as RGB
color space). The purpose of those color spaces is to specify how a certain color can
be duplicated using only three primary lights (such as is done with electronic screens
and monitors). In this case it is imperative that the three primaries be real, otherwise

15 Actually, it would be more proper to say that the gamut would be extended to include this point.
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we could not physically create colors from them. This requirement is irrelevant to
XYZ color space since its purpose is to quantify, rather than create, the colors of the
visible gamut.

The use of imaginary primaries in XYZ color space is very similar to the use of
negative light intensities in RGB color space. In both cases we are usingGrassmann’s
laws to construct a mathematical framework to describe colors. This is also similar
to the concept of imaginary numbers, which are based on the square root of negative
one and are used to facilitate certain mathematical and engineering operations. The
square root of a negative number has no physicalmeaning, just as imaginary primaries
and negative light intensities have no physical manifestation. This does not, however,
diminish in any way the value or utility of any of these concepts.

Finally, we note that XYZ color space is but one of an infinite number of color
spaces that can be derived from linear combinations of the r(λ), g(λ), and b(λ)
color-matching functions. Combinations that give real primaries will, in all cases,
have some negative light intensities, whereas combinations for which the values of
all color matching functions are positive will have imaginary primaries. The factor
that distinguishes XYZ color space from all other color spaces based on imaginary
primaries is that the area of the visible gamut, relative to the area mapped out by a
triangle joining the primaries, is a maximum (this was the fifth stipulation of the CIE
for the XYZ color space, mentioned above). By spreading the visible gamut out over
the largest area possible, we improve the ability to distinguish between colors that
are very close to one another.

White Point, Dominant Wavelength, Complimentary Color,
and Excitation Purity

In Chap. 5 we noted that no white light sources or illuminants are truly white, with
the exception of Illuminant E, which has a constant spectral power distribution and
so is achromatic. Instead, real sources and the other illuminants have a weak color
component—usually blue or yellow. We can measure the tristimulus values for these
sources by measuring the reflectance spectrum of the source from an ideal white
screen (i.e., a screen that reflects all light that falls on it); for illuminants, we can
calculate their tristimulus values directly. From these tristimulus values, we can
calculate the x and y chromaticity coordinates of the sources or illuminants. These x
and y chromaticity coordinates are called the white points of the source or illuminant.

The white points for several sources and illuminants are shown in Fig. 6.13. The
black line on this figure represents values for ideal black body radiators, as a function
of temperature (numerals in the figure). This line is called the Planckian locus,
recognizing that the equations describing black body radiators were first derived by
Max Planck. We often refer to the “temperature” of an illuminant or source—this
is the temperature on the Planckian locus that is closest to the white point of that
illuminant or source and is termed the correlated color temperature for that illuminant
or source.
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Fig. 6.13 White points for
different illuminants

When discussing ways to categorize colors, we saw the usefulness of the concept
of saturation. We defined the spectral colors as being fully saturated, and any combi-
nation of colors as being unsaturated. In that discussion we described the degree
of saturation on a purely qualitative basis—for example, we could arrange colors
by degree of saturation, and pick out colors that formed a uniform progression of
saturation levels, but we did not in any way quantify saturation.

We are now in the positionwhere we can assign numeric values to saturation using
the xy chromaticity diagram. In this case we will quantify the degree of saturation
as “excitation purity”, and to do so we will make use of the concept of dominant
wavelength.

The dominant wavelength of a color describes the spectral color that can be
modified (desaturated) by the addition of white light to match the color of interest.
We show this in Fig. 6.14. We begin with point D, a spectral orange color, and Point
W, the white point (in this case x = y = z = 1/3 for Illuminant E). We join these
points with a line segment and place Point X on that segment. Color X can be made
by mixing Color D with white (color W) since Color X falls on the line between
Colors D and W. By definition, mixing a color with white desaturates that color. We
call Color D the dominant color for Color X, and the wavelength of D (586 nm) is
the dominant wavelength of Color X.

We can extend the line between Points D and W to the left, again intersecting the
spectral locus, this time at Point C. Color C is the complimentary color to Color X,
meaning a mix of the proper proportion of the two will give white, since point W
falls on the line between Points D and C. The complimentary wavelength of Color
X is the wavelength of Color C (485 nm).

We can give a numeric value of the degree of saturation of Color X by taking
the ratio of the distance between the white point (W) and Color X and the distance
between the white point (W) and the spectral value for the dominant wavelength of
Color X (Point D). That is, the degree of saturation, which is a value between 0 and
1, is the ratio of the length of A to the length of B in Fig. 6.14. This is also referred
to as the excitation purity of Color X.

Not all colors have a dominant wavelength. Extension of the line between Point
W and any color inside the triangle formed by the white point, the spectral locus at
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Fig. 6.14 Dominant
wavelength, complimentary
color, and saturation value
parameters for color X

380 nm, and the spectral locus at 780 nm, as depicted by the dashed lines in Fig. 6.14,
will intersect at some point on the purple line, rather than a point on the spectral locus.
As such they do not have a dominant wavelength. Colors in this triangle are called
“non-spectral” colors and we describe them by their complimentary wavelengths.

Visualizing the X, Y, and Z Primaries

Although we cannot physically create the X, Y, and Z primaries, since they are
imaginary, we can gain an understanding of their relationship to the visible colors as
follows:

First, we draw a line from the white point (Point W in Fig. 6.15) to each of these
primaries. For Y and Z, these lines intersect the spectral locus at 520 nm and 475 nm,
respectively. These are the dominant wavelengths for the points on the lines that are
within the visible gamut. The line for X crosses the line of purples rather than the
spectral locus.

Next, we focus on the line from the white point to the Y primary. Beginning at
the white point and following this line, the color sensation shifts from white, to very
light green (Point A), to a more intense green (Point B). The progression to greater
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Fig. 6.15 Extrapolating the colors of the X, Y, and Z primaries

saturation ends when we reach the point x = 0.063 and y = 0.71 (Point C). Here we
intercept the spectral locus at a wavelength of 520 nm and the color is saturated.16

The spectral locus is a physical endpoint of this process, as we cannot remove
any additional white light to continue on the line towards the Y primary. However,
our sensations are somewhat different. Based on the shift that we saw in going from
the white point to the spectral locus, we can imagine that, if we could continue, the
green color would become even more intense. That is to say, our vision does not tell
us that this is an obvious stopping point in the appearance of the color.17

If our perception could continue beyond the spectral locus, we would continue
to see a green color, but one that is more saturated than is physically achievable.
Eventually, we will reach the Y primary, and it, like all other points on this line, will
be a shade of green based on the green color at 520 nm.

We can repeat this process to show that the Z primary is a color more intense than
a saturated blue color. Our analysis of theX primary is slightly different since the line
between it and the white point intersects on the purple line, rather than the spectral

16 Note that the colors along the line are not, strictly speaking, different saturations of a single
hue. Instead, the hue varies slightly along the line. This variability does not, however, alter the
conclusions of this thought experiment.
17 This is quite different than a somewhat analogous progression. As we travel on the achromatic
scale from white to black, we see a progressively darkening gray. This progression ends at black
when our eyes no longer receive any stimulus. We cannot imagine an increasing darkness beyond
black—there are no degrees of blackness in the same sense that there are degrees of greenness.
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locus. The position of the intersection with the purple line is considerably closer to
red than to blue, and we can say that primary X would represent a reddish-purple
color more intense than any reddish-purple colors that can be made by combining
real colors.

Perceptual Uniformity

An inspection of the xy chromaticity diagram shows that areas for the different colors
are not equal. This is most obvious with green—over half of the diagram is green or
a greenish color. This abundance of green does not match the distribution of the 10
million or so colors that we can discriminate—half of these are not green. This issue
is not with our eyes, but rather with the xy chromaticity diagram.

In Fig. 6.16 we see two pairs of points chosen on the xy chromaticity diagram.
The points in each pair are separated by 0.10 units in both x and y. A semi-circle
is extracted from each region. Each pair of semi-circles is then joined to make a
complete circle for which the top and bottom halves are from different points in the
visual gamut.

The two green colors are nearly indistinguishable from one another while the red
colors are quite distinct. There are two reasons for this: Technical limitations of color

Fig. 6.16 Non-uniformity of the xy chromaticity diagram
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Fig. 6.17 Brightness scales. Top: Linear with true lightness. Bottom: Linear with perceived
lightness. All numerals are the same shade of gray

rendition,18 and a difference in perceptual uniformity. Here we are concerned with
the difference in perceptual uniformity.

Perceptual uniformity is based on the degree to which all pairs of colors a certain
distance apart in a color space appear different. Ideally, we would want the same
distance between pairs of points on the xy chromaticity diagram to have the same
degree of difference in appearance. While this is not a requirement of a color space,
it would be a convenience, as there would be no guesswork as to the tolerances
needed to reproduce a certain color regardless of where in color space that color
fell. We saw a similar situation in our discussion in Chap. 5 of the sensitivity of the
eye to differences in the lightness in a series of gray colors (Fig. 5.8 in that chapter;
reproduced here as Fig. 6.17). There we saw that our perception of differences in
gray intensity is not linear with actual differences in lightness.

In 1942,MacAdam reported the results of a study that further highlighted the issue
of visual uniformity in the xy chromaticity diagram [10]. This study was a modified
color-matching experiment. Rather than matching spectral colors, as Wright and
Guild did,MacAdam had a single subject colormatch a series of 25 colors distributed
over the interior of the visible gamut. In a typical experiment, the colors on the test
side of the field would begin set at one of the 25 test colors. The intensities of the
three colors on the reference side of the field were then varied until the subject was
just able to see a noticeable difference between the colors on the two fields. This
process was repeated many times for each color.

The results of this experiment are a series of points surrounding each of the 25 test
colors showing how far from these colors the x and y values could deviate and still
present the same color sensation as the test color. Ideally these points would form
a circle centered on the colors under investigation since this would indicate equal
sensitivity in every direction around the test color. However, MacAdam found that
the points formed an ellipse around the central test point. Moreover, these ellipses
were different sizes and had different orientations in the different regions of the xy
chromaticity diagram. These ellipses are shown in Fig. 6.18. Note that the ellipses
are shown here at ten times their actual sizes, to make themmore visible in the figure.

18 The technical limitation is that there is no way to produce these two green shades on either the
printed page or a screen because they fall outside the gamut of the colors used in these applications
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Fig. 6.18 xy chromaticity diagram showing ellipses of undiscernible color differences. The ellipses
are drawn at 10 times their true size to enhance visibility

As we might expect based on Fig. 6.16, larger ellipses were found in the green
region of the xy chromaticity diagram and smaller ellipses in the regions for other
colors. This confirms the fact that the xy chromaticity diagram shows a significant
deviation from perceptual uniformity and is skewed heavily towards green.

Perceptually Uniform Color Spaces

There is an obvious benefit to developing a perceptually uniform color space—color
tolerances would not need to be specific to any given color, and a color difference of
a certain magnitude would be equally perceptible across all color spaces.

Ever since the 1931 CIE Standard Observer was first developed, a number of
alternative color systemswere investigated.A common feature of these investigations
is that the color of an object is measured in the same way as for the RGB color space
(i.e., measuring the R, G, and B tristimulus values of the object). The differences
among these investigations are how these tristimulus values are transformed into the

(inks or LED pixels). That said, most media stretch their colors to regions outside their gamut and
so these colors will appear different.
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new color space. That is, the color spaces differ in the set of equations applied to the
R, G, and B tristimulus values to give the tristimulus values for that color space.19

Attempts to develop a uniform color space met with varying degrees of success,
but none were determined to be completely uniform. This was not due to a lack
of effort by the various researchers, but instead more likely reflects the fact that
color sensations shift with conditions, as discussed in the section in Chap. 5 on
physiological factors, as well as from person to person, and so there might not be,
after all, a color space that is uniform under all conditions and to all people.

CIE L*a*b*

While many color spaces have been developed, we will focus here on the system that
today is commonly used to characterize the colors of coatings. This system is called
CIE L*a*b* and is also referred to as CIELAB. CIE L*a*b* is calculated from X,
Y, and Z according to these equations20:
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In these equations, Xn, Yn, and Zn are the ratios between the measured tristimulus
values and the tristimulus values for full reflectance from a white panel for the
particular light source used, with Yn being scaled to a value of 100.

An attractive aspect of the CIE L*a*b* color space is that it characterizes colors
in an opponent process, as the brain does. As discussed in Chap. 5, the outputs from
the eye are transformed by the brain into three parameters—the balance between
darkness and lightness, the balance between green and red, and the balance between
yellow and blue. In the CIE L*a*b* color space, L* is the brightness component

19 Mention should be made here of the 1964 CIE Standard Observer. This was developed by color-
matching experiments similar to the 1931 Standard Observer, except the experiments were done
using a wider view angle (10°, rather than 2°) and incorporating corrections that were identified
after the 1931 Standard Observer was created. At 2°, only the central area of the retina (the macula)
is activated. This region has few rod cells, and so the wider field altered the proportion of rod cells
to cone cells, resulting in an a slight shift in color perception. The color matching functions for this
new color space are written as x10(λ), y10(λ), and z10(λ), and the tristimulus values are known as
X10, Y10, and Z10. In this case the motivation was to improve color matching, rather than to increase
perceptual uniformity. However, the difference between the two-color systems is slight. Even many
decades after its introduction, the 1964 Standard Observer has yet to gain popularity, and the 1931
Standard Observer still sees wide use.
20 Note that alternative equations are used in the limited regions of color space where X/Xo, Y/Yo,
or Z/Zo is less than 0.01.
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and has a scale from 0 to 100, with higher numbers representing brighter colors. a*
represents the red/green balance of the color, with negative numbers indicating green,
and positive numbers indicating red; a value of zero indicates neutrality with respect
to red and green. b* is similarly scaled, but in this case with the blue and yellow.
Negative values indicate blue while positive values indicate yellow. Achromatic
colors have a* and b* values near zero.

CIE L*a*b* values allow for an intuitive way to characterize color differences
between two materials. This method is to calculate the Euclidean distance between
colors using their L*, a*, and b* coordinates:

�E =
√

(�L∗)2 + (�a∗)2 + (�b∗)
2
) (6.7)

where �L*, �a*, and �b* are the differences in L*, a*, and b* values between the
colors being compared, and �E is the color difference.21 Note that this calculation
assumes that a unit change in any direction (L*, a*, or b*) will give the same degree
of perceived difference in color (i.e., this calculation treats L*, a*, and b* equally
and so implicitly assumes perceptual uniformity).

The original intent of the CIE L*a*b* color space was that a �E value of 1.0
would represent a just noticeable difference between two colors.While the perceptual
uniformity of the CIE L*a*b* color space is a definite improvement over the RGB
and XYZ color spaces, it is, in fact, not the case that a �E value of 1.0 is always
equal to the just noticeable difference between two colors. Instead, values for the
just noticeable difference have been reported as little as 0.2 �E units [11] to as high
as 2.3 �E units [12], depending on where in L*a*b* space the colors are found.
Although other color spaces have been proposed since the introduction of L*a*b*
space, in the hopes of developing a more uniform space, none have gained favor in
the field [12].

Miscellany

The field of color science is both broad and deep, and this chapter has only scratched
its surface.While the intention of this book is not to exhaustively describe this subject,
there are a few additional aspects of color science that may prove of interest to the
reader. We will consider these now.

21 Here E stands for “Empfindung”, German for “sensation”.
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Color Blindness

Our trichromatic vision gives us the ability to distinguish spectral colors from one
another. However, about 8% of the population is unable to do this, to one extent or
another.22 We refer to such individuals as being color blind and say that they cannot
see certain colors. This description is somewhatmisleading—apersonwith red/green
color blindness can, for example, see a green object; the issue is whether this person
can distinguish green from red. We will broadly refer to the inability to distinguish
colors normally as “anomalous color perception”. We call people with normal vision
“trichromats” and, for reasons that will be made obvious below, we refer to those
with many types of anomalous color perception as being “dichromats”.

Much of what was first learned about color theory was based not only on what the
normal person perceives but, just as importantly, on what a person with anomalous
color perception perceives.23 For example, most color deficiencies could be aggre-
gated into two related groups of three, correctly suggesting that there are three types
of color-sensing cells.

The term “anomalous trichromacy color blindness” is applied to the condition
where one of the three cone cell types is abnormal. Here all three types of cone cells
are present (L, M, and S), but one of the cell types is mutated. These mutations lead
to three types of anomalous trichromacy color blindness—protanomaly, which is the
mutation on the L-type cells, deuteranomaly, which is the mutation of the M-type
cells, and, more rarely, tritanomaly, which is the mutation of the S-type cells.

These mutations cause either the diminution of the nerve signal output of these
cells or a shift of the absorption curves of these cells towards the absorption curve
for one of the other two cell types. This diminishes, but does not entirely remove,
the ability to distinguish colors based on three color primaries (i.e., people with this
form of anomalous vision are still trichromats).

For people experiencing protanomaly, for example, the L cone is shifted to lower
wavelengths. As a result, those who experience this anomaly possess a shorter range
of visible wavelengths than normal trichromats—because light residing at the high
wavelength end of the visible spectrum can only be detected by the L cone. When
the light absorption character of this cone is shifted to lower wavelengths, light of
these wavelengths cannot be detected at all.

Individuals with deuteranomaly have color distinction difficulties similar to those
of individuals with protanomaly because in both cases the M and L cones are shifted
towards one another. Theopponent nature of color perception, as discussed inChap. 5,
is based, in part, on the brain’s interpretation of the balance between red and green
light. This balance is determined by the relative strengths of the signals from the L

22 Approximately eight times asmanymen as women have anomalous color perception.Most forms
of anomalous color perception are recessive traits caused by a mutated gene on the X chromosome.
Since men have only one copy of this chromosome, while women have two, it is much less common
for women to display anomalous color perception than for men.
23 In this regard the rare individual with one normal eye and one abnormal eye was especially useful
to color scientists [13].
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andM cones. For both protanomaly and deuteranomaly the absorption spectra for the
L and M cones nearly overlap, and so regardless of the stimulus spectrum presented
to individuals with either type of anomaly, the outputs from the two types of cells
will be equal to one another, or nearly so. This leads to the inability to distinguish
between red and green light since these wavelengths cause the same responses for
the two cone cells.

Individuals with tritanomaly, which is quite rare and not gender biased, have
mutated S cells. In this case the absorption of these cells shifts towards green.
This results in the inability to distinguish blue and yellow, and to distinguish color
combinations containing them (e.g., yellow from pink and red from purple).

For these three conditions, the absorption of one type of color cell is shifted from
its normal position. There are three other, more severe, types of anomalous color
perception that arise when one of the three cone cell types is absent altogether. These
are protanopia (lack of L cone cells), deuteranopia (lack of M cells), and tritanopia
(lack of S cells). The symptoms of these conditions are similar, but more severe, than
their similarly named anomalous trichromacy counterparts.

All of these forms of anomalous color perception affect the ability of an individual
to perceive differences in color that are obvious to those with normal color vision.
This can be interpreted as an extreme form of observer metamerism—some color
pairs that look different from those with normal cone cell function are metameric
to those with anomalous color perception. In this way we understand that this is
not a true blindness to certain colors—objects with those colors can still be seen.
However, they will look identical to objects that, to the normal trichromatic eye,
appear differently colored.

While we focus on the inability to distinguish colors when discussing individuals
with anomalous color perception, there are some instances where the opposite is true.
For example, people with protanopia can experience a color sensation that comes
solely from the M cone. For normal trichromats, the M cone cannot be excited in
isolation, since its absorption spectrum overlaps with those of the L cone at longer
wavelengths and the S cone at shorterwavelengths (refer back to Fig. 6.4). In addition,
certain colors that are metameric to the normal trichromat will look different to
those with protanopia. For this reason, individuals with anomalous color perception
have allegedly been used during wartime to identify camouflaged areas—here the
camouflage is metameric to foliage to the normal trichromat but not to a dichromat
[14, 15].

Color Vision in Non-humans

Color reproduction using just three primaries can so accurately recreate a color that,
in some cases, is formed by a complex absorption spectrum, that we may take for
granted that such reproductions will appear similarly lifelike to all animals. After all,
if a painting and a picture of that same painting look identical to us, it seems clear
that they should look identical to any observer, human or otherwise.
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However, this is not the case. In this chapterwe reviewed the color theory and color
spaces that have been evolving since the early twentieth century. All of these color
systems can ultimately be traced back to the original color-matching experiments
reported by Wright and Guild in the 1920s. These experiments measured the color
vision of humans and the results of this researchwere ultimately based on the specific
color-sensing cone cells that are common to most people. The color cells of other
animals do not absorb at the same wavelength of light that those of humans, and
most mammals are dichromats, possessing only two types of cone cells.

For this reason, both printed and electronic images that appear to accurately repro-
duce the colors of a scene to humans will appear significantly off-color to non-
humans. These reproductions are accurate to humans because they were developed
to be, with these developments ultimately based on human color-matching func-
tions. Note that these reproductions do not reproduce the reflectance spectrum of the
scene, but rather they produce the same sensation as the original scene, using three
primary colors. The colors in the scene and the image will be different from animals
with different color-sensing cell light absorption characteristics and color-matching
functions.

Are There Colors That We Cannot See?

At different times throughout this chapter, the reader might have wondered whether
there are colors that we cannot see with our trichromatic vision. One trivial example
is light of a wavelength outside the visible range. We assign color names to some
regions of the electromagnetic spectrum outside this range—for example, ultraviolet
and infrared—even though we cannot see them. The existence of electromagnetic
radiation outside the visible gamut is not surprising, and we should have no expec-
tation that our eyes can detect all light wavelengths. There are of course examples
elsewhere in the animal kingdom of organisms with the ability to readily detect
wavelengths beyond the accepted visible range of human vision.

A second possibility would be colors that fall outside the gamut of visible colors
in the xy chromaticity diagram—the so-called imaginary colors. As discussed previ-
ously, these points cannot be made from any combination of visible light. For
example, we saw there that there was no wavelength or combination of wavelengths
that gave a positive value for Y with the values of the X and Z primaries being zero.

This same result can be derived differently, based onGrassmann’s laws as follows:
Since we can only see colors within the visible range of wavelengths, any visible
color must consist of one or more of the spectral colors. Because the visual gamut is
convex, the line segment connecting any pair of spectral colors must fall within the
color gamut. There are, therefore, no combination of wavelengths that would not be
visible to us.

That said, there are, in a sense, colors that we cannot see, or, perhaps more accu-
rately stated, that we cannot differentiate with our trichromatic vision. These are
metameric colors.We saw earlier that we perceive yellow bothwhenwe are presented
with 570 nm light (this is the yellow seen in the rainbow) and when we are presented
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with a combination of green (520 nm) and red (650 nm) light (this is the yellow
on our computer monitors). If we had a fourth cone cell that adsorbed light in this
region of the spectrum, we would be able to differentiate between these two stimulus
spectra—that is, they would no longer be metameric—because the response of this
fourth cone cell would be different for each of these two ways of creating yellow.

This reasoning is related to the earlier discussion on color deficiencies. To an
individual with protanopia (i.e., with only active S and M type cones), red and green
are metameric—they look the same. By adding the missing L cones, this individual
would be able to easily discriminate red from green since the response of the L
cone is different from these two colors. Similarly, if we could add a new cone to
our trichromatic vision, we would be able to discriminate more colors, including
differentiating between the metameric pair of yellow color sensations referenced
above.

Finally, we note that we can see certain color sensations under special conditions
that we cannot see under normal viewing conditions. We do this by saturating (or
fatiguing) certain of our cone cell types by first looking at a colored field for several
tens of seconds. When we shift our gaze from that field to a field of a different color,
we stimulate our cone cells in a way that cannot be replicated in normal vision.

For example,we can create a green afterimage by looking at a red computer display
for about 30 seconds, and then changing the color of the display to white. We see
green, rather than white, because during the 30 seconds we gazed at the red screen,
the vision processing occurring in our brains compensated for the overwhelming
redness by shifting its perception towards white and, at the same time, the opsins in
the L cones become depleted, making these cones incapable of contributing to color
sensation. Since green is the complimentary color of red, that meant mentally adding
green to the red screen. When we then change the field to white, we fleetingly see
the green that has been mentally added to the scene.

What if, rather than shifting our gaze from red to white, we shift it from red to
green? In this case, we see what can be regarded as a super-saturated green. We
mentally add the green due to red saturation to the green on the screen. This super-
saturated green color is called a “forbidden” color and can only be seen in this
fashion—we could not, for example, formulate a paint with this color sensation.

Summary

The first successful efforts to quantify colors were color-matching experiments
performed separately by Wright and Guild in the early part of the last century. In
these experiments, subjects would recreate spectral colors by additively mixing the
light from three monochromatic sources—one red, one green, and one blue, which
are designated as theR,G and B primaries. The relative intensities of the three lights
needed to match each spectral color are called the spectral tristimulus values for
these colors, and the values over the entire range of visible wavelengths are termed
the red, green, and blue color-matching functions.
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The amounts of the three primary colors needed to reproduce any complex color
(i.e., those colors with spectra that included light intensity frommore than one wave-
length) can be calculated based on the color-matching functions. In this process the
amounts of each primary needed to match the complex color, at each wavelength,
are calculated and the values for each wavelength throughout the visible spectrum
are added together. The resulting amounts are called the RGB tristimulus values for
that color and are unique to each color sensation.

The color-matching functions derived using the red, green, and blue primaries
represented a major advance in placing color on a firm scientific basis. However,
there were some aspects of these functions that made them difficult to use, partic-
ularly before the ready availability of computers. At that time all calculations were
done by hand or using a slide rule, and streamlining the procedure to calculate tris-
timulus values would save much time and reduce the likelihood of error. In addition
to calculating the three tristimulus values, there was a value in calculating the bright-
ness of the color. Also, over the spectral gamut one or more of the red, green and
blue tristimulus values are negative, which created another opportunity for making
mistakes in the calculation of the tristimulus values.

To overcome these and other problems associated with RGB color space, the CIE,
in 1931, mathematically transformed that color space into a new color space—the
XYZ color space. All tristimulus values in this color space are positive, and paint
brightness is automatically calculated in this space because the Y tristimulus value
matched the photopic brightness function (Vλ). Collectively theXYZcolor-matching
functions are known as the Standard Observer. To have only positive values for the
XYZ color-matching functions, the X, Y, and Z primaries had to be imaginary—
that is, there is no light source that can generate these primary colors. This is not
important, however, since our goal is not to reproduce a color with primaries, but
rather to assign a unique set of XYZ values to each color sensation.

Colors can be conveniently plotted and organized on the xy chromaticity diagram.
Additive mixtures of any two colors are found on the line joining these two colors,
and color gamuts for three (or more) primaries are located within the triangle (or
polygon) created by joining these colors together.

References

1. Wright, D.W.: A re-determination of the trichromatic coefficients of the spectral colours. Trans.
Opt. Soc. Lond. 30, 141 (1928–1929)

2. Wright, D.W.: A re-determination of themixture curves of the spectrum. Trans. Opt. Soc. Lond.
31, 201 (1928–1929)

3. Guild, J.: The colorimetric properties of the spectrum. Trans. R. Soc. Lond., Ser. A 230, 149
(1931)

4. Wright, D.W.: The Measurement of Colour, 4th edn. Van Nostrand Reinhold (1960)
5. Fairman, H.S., Brill, M.H., Hemmendinger, H.: How the CIE 1931 color-matching functions

were derived from wright-guild data. Color Res. Appl. 22(11), 11 (1997)
6. Oleari, C.: Standard Colorimetry: Definitions, Algorithms and Software. Wiley (2016)



References 237

7. Standard practice for computing the colors of objects by using the CIE system.ASTME308-15,
ASTM National (2015)

8. Saunderson, J.L.: Calculation of the color of pigmented plastics. J. Opt. Soc. Am. 32, 727
(1942)

9. Hunter, R.S., Harold, R.W.: The Measurement of Appearance, 2nd edn. Wiley (1987)
10. Macadam, D.L.: Visual sensitivities to color differences in daylight. J. Opt. Soc. Am. 32(5),

28 (1942)
11. Tr´emeau, A., Konik, H., Lozano, V.: Limits of using a digital color camera for color image

processing. In: Proceedings of the IS&T/OSA Optics & Imaging in the Information Age,
Rochester, New York, p. 150 (October 1996)

12. Mahy,M., Van Eycken, L., Oosterlinck, A.: Evaluation of uniform color spaces developed after
the adoption of CIELAB and CIELUV. Color Res. Appl. 19(2), 105 (1994)

13. Judd, D.B., Wyszecki, G.: Color in Science, Business and Industry, 3rd edn. Wiley Series in
Pure and Applied Optics (1975).

14. Colour-blindness and camouflage. Nature 146, 226 (1940)
15. Morgan, M.J., Adam, A., Mollon, J.D.: Dichromats detect colour-camouflaged objects that are

not detected by trichromats. Proc. R. Soc. Lond. Ser. B: Biol. Sci. 248, 291 (1992)



Part III
Particle Types



Chapter 7
White Pigments

Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
Pigment Manufacture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

Sulfate Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Chloride Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Property Differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
Surface Treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
Finishing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

Pigment Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Particle Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Durability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
Dispersibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
Gloss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Opacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Highly Treated Grades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

Alternative White Pigments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
Alternative Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
Entrained Air . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Introduction

Chapters in this book discuss entire classes of materials—color pigments (Chap. 8),
extenders (Chap. 9), and resin particles (Chap. 10). Yet here we devote nearly an
entire chapter to only one material class—titanium dioxide pigments. This seeming
imbalance is fully justified by a number of factors. The first is the volume of TiO2

pigments sold annually. It is estimated that on a weight basis TiO2 accounts for about
two-thirds of all pigments used annually. On a value basis, it accounts for roughly
44% [1].
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In addition, it is used in nearly all opaque paints and plastics (the exception being
black), and at levels significantly higher than that of the pigments that provide color.
For example, a high-quality light blue paint may contain 300 g of TiO2 per liter (2.5
pounds per gallon) but only a few grams of blue pigment per liter. This disparity
is due to the different ways that these particles interact with light. Light scattering
by the TiO2 is much weaker than light adsorption by color pigment particles, as
discussed in Chap. 3.

Finally, unlike extenders and color pigments, for which there are a multitude
of choices for any given paint or plastic, there are only two materials that provide
whiteness, brightness, and opacity—TiO2 and air. Other white pigments were used
in the past, but today none can compete with TiO2 in respect to its high scattering
strength and non-toxicity.

TiO2 can be considered a specialty chemical in the sense that itmust be customized
for each specific end-use application. One size does not fit all, and using the TiO2

grade in an application forwhich itwas not designedwill cause a significant reduction
in its opacity performance, as well as likely resulting in the degradation of other
end-use properties.

There are two processes for making the TiO2 particles themselves—the sulfate
process and the chloride process. Once made, the particle surfaces are modified to
enhance certain attributes of the pigment or the material into which the pigment is
incorporated. In this chapter, we discuss these aspects of manufacture as well as the
end-use properties that can be controlled by the pigment producer.

Pigment Manufacture

The physical and chemical properties of small particles discussed in Chap. 1 are
dictated by the chemical nature, surface properties, and dimensional characteristics
of the particles. Properties such as size, shape, and purity of pigmentary TiO2 are
controlled by the production process. There are two different commercial processes
for producing pigmentary TiO2: the sulfate and the chloride processes.

In both cases, the process for its manufacture begins with mining the ore, and
upgrading its value by doing physical separations from otherminerals that are present
with it. These separations are typically made on a size, density, magnetic, or electro-
static basis. In addition, the iron content of the ore, often present as an iron titanate
rather than separate iron species, can be reduced by slagging or other chemicalmeans.
Together these processes are often referred to as ore beneficiation and can increase
concentration of the desired particles from a few percent to upwards of 90%. The
benefits of beneficiation of the ore are that it decreases the amount of material that is
shipped to the ultimate manufacturing site and the amount of material that must be
reacted and disposed of at that site. There is also environmental advantage that the
removed impurities are still in their natural state and so can be directly returned to
the environment.
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Fig. 7.1 Commercial routes to pigmentary TiO2

Sulfate Process

In the sulfate process (see Fig. 7.1), the upgraded ore is digested in concentrated
sulfuric acid to produce titanyl sulfate. To keep impurities in their more soluble lower
oxidation states, reducing conditions are maintained. The titanyl sulfate solution
is then purified by first removing the insoluble contaminants and then selectively
crystallizing the titanyl sulfate. This material is hydrolyzed and then calcined to
produce pigmentary TiO2 particles. Straight hydrolysis will produce only anatase
when calcined, but rutile can be obtained through the addition of rutile seed crystals
during the hydrolysis and subsequent calcination steps. The size of the particles is
determined by the calcination conditions, and, often, by the incorporation of small
amounts of other oxides.

Chloride Process

In the chloride process, the titanium ore is reacted with chlorine gas at high temper-
atures in the presence of a carbon source. The various minerals present in most ores
are oxides, and under these conditions the oxygen content of the oxides is liber-
ated as carbon dioxide while the metal portions are transformed into metal chlorides.
Titanium tetrachloride is a liquid under ambient conditions whereas othermetal chlo-
rides are typically solids (e.g., ferrous and ferric chlorides) or gases (e.g., aluminum
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and silicon chlorides). The titanium tetrachloride is purified from these chlorides by
fractional distillation and other associated processes.

The purified titanium tetrachloride is then reacted with pre-heated oxygen in a
flame reactor, generating pigmentary size TiO2 particles. The by-product of this reac-
tion, chlorine gas, is recycled to the chlorination reactor. Note that this process does
not create a closed loop for the chlorine gas, since the impurities of the chlorination
reactor are metal chlorides, which remove a portion of the chlorine from the process.

Property Differences

The main benefits of the sulfate route are that it can generally use a wider range of
ores than the chloride route and that it is simpler from a production viewpoint,
allowing new producers to enter the market with a relatively simple and unso-
phisticated process. In addition, both anatase and rutile can be made through this
route.

Working against these benefits are the drawbacks that rutile production from
the sulfate process can contain anatase impurities, and that non-titanium impurities
are more easily removed in the chloride process, generally giving chloride grades
a higher brightness than their anatase counterparts. In addition, particle size can
be better controlled in the chloride route. The sulfate process also produces high
amounts of spent (diluted) sulfuric acid, which must be disposed of or concentrated
for recycle in the process. Finally, the chloride route is a continuous process whereas
the sulfate route is batch, and so product consistency tends to be better in the chloride
route.

Surface Treatment

Once the particles are made, the two process routes converge (Fig. 7.1), and the
particles are collected as a water slurry. The next process step is to modify the “raw”
particles to optimize performance in specific end-use applications. This is required
because the particles in their as-made condition degrade many important properties
of paints or plastics, such as opacity, gloss, and durability. This degradation is due to
interactions between the particle surface and its surroundings, whether that is water
or solvent (a liquid paint), molten resin (plastics during manufacture), or the resin
matrix in the final end-use application (paint film, plastic article, or paper laminate).
Without modifying the particles in some way, they are generally incompatible with
the other ingredients in the paint or plastic.

Since these interactions occur at the particle surface, and since the refractive
index of the particle is a bulk, rather than a surface, property, we can modify the
pigment surface to improve particle interactions while leaving the most important
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aspect of the pigment—its light scattering ability—unchanged.1 This modification
is accomplished through the deposition of a material onto the surface, and for this
reason most TiO2 pigment grades are not pure TiO2. The pigment user should not
regard the non-TiO2 components as impurities—they are quite the opposite. Even
though present at only a few percent, these materials greatly improve the value of
the pigment and without them it is unlikely that TiO2 could be used effectively in
most applications [2].

In principle, we can deposit any material we wish onto the particle surface.
However, if the particle is to maintain many of its important features, we must
restrict the characteristics of these surface materials. The important features include
colorlessness, non-toxicity, and insolubility in both water and solvents. In addition,
these deposited materials, and their precursors, must be easy to handle, relatively
inexpensive, and effective at low concentrations so as to limit dilution of the TiO2

content of the pigment. When we apply these restrictions to the large number of
potential particle surface coatings, we arrive at a very short list of practical candi-
dates. This list includes hydrous silica, hydrous alumina, and, at low levels, zirconia.
In addition, an organic is often added to the particles near the end of the process (in
the grinding stage, discussed in the next section).

The process for depositing these materials is referred to as “surface treatment” or
“wet treatment”, the latter designation referencing that these treatments are normally
deposited onto the pigment when it is a water slurry. The strategy for this deposition
is to add a water-soluble precursor of the desired surface coating to a water slurry
of the freshly made particles, thoroughly mix the precursor, and then change the
slurry conditions (temperature and/or pH) in a way that precipitates the precursor.
The exact nature of the change in slurry conditions is important—the same precursor
can be precipitated in different ways to alter different properties of the pigment and
the end-use materials made from them.

Silica is deposited on the particles using sodium silicate as its precursor. Sodium
silicate is a viscous, high pH material that normally contains an excess of NaOH to
stabilize against precipitation before use. When the sodium silicate is added to the
TiO2 slurry, the slurry pH increases. The silicate is then neutralized with a strong
acid, typically hydrochloric acid or sulfuric acid. During this precipitation the pH
remains high because most of the added acid is consumed by the silicate and excess
NaOH, rather than remaining in solution and lowering the pH. The pH drops rapidly
at the end of the deposition when there is no longer free silicate with which the acid
can react.

The silica can be deposited in two forms that differ in the local environment around
the individual silicon atoms and in the morphology of the coating. In each case, the
silicon atoms are bound to four oxygen atoms, and each oxygen atom is bound to
two other atoms. The forms differ in the identity of the second atom bound to the
oxygen—it can be a second silicon atom (in which case the oxygen atom bridges
two silicon atoms), or it can be a hydrogen atom (in which case the oxygen atom is
part of a terminal hydroxide).

1 Except by a small reduction due to the slight dilution of the TiO2 by the surface modifier(s).
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The first form of silica is referred to as “dense” silica or “Iler” silica, the latter
designation reflecting the first researcher to deposit this form of silica onto TiO2

[3, 4]. In this form, bridging oxygen atoms dominate, making most of the silicon
atoms internal to the structure. This form is typically deposited under high pH and
temperature conditions, and with a slow addition of the neutralizing acid [3]. Under
these conditions the silicon atoms are more likely to deposit onto existing surfaces
(the TiO2 surface or already-deposited silica), rather than as a separate particle, when
they are neutralized. This results in a tight, coherent coating of silica on the TiO2

surface.
The silica formed in this way deposits as an amorphousmaterial, and as such it has

no shape preference (morphology) of its own. Such a coating is desired to mitigate
the formation of chemical radicals on the surface of the TiO2 when exposed to UV
light. As will be discussed in Chap. 14, these radicals can leave the surface of the
pigment particle and react destructively with the polymer matrix of the paint film
or plastic article. Electron micrographs showing this tight, amorphous layer at three
magnifications are shown in Fig. 7.2. Because it coats the existing TiO2 surface,
rather than forming new particles (with new surfaces), this form of silica does not
change the surface area of the pigment appreciably.

Ideally a single layer of silica would suffice for encapsulating the TiO2 surface and
preventing free radical formation. Thiswould amount to approximately 0.4%SiO2 by
weight. However, in practice, higher levels are required for maximum performance,
and grades that contain silica will typically have an amount between 1.5% and 7.5%
[5–7]. These higher levels are needed because the silicate moieties deposit randomly
on the surface and are just as likely to cover an already covered portion of the surface
as they are to cover a uncoated portion of the surface.

The second form of silica has an abundance of Si–OH groups and is referred to
as “ionic” silica because these groups deprotonate easily, ionizing the surface of this
material. The Si–OH groups are, by their nature, only found at a surface, and because
they are predominant in this form of silica, silica deposited in this form has a high
surface area and so greatly increases the surface area of the pigment. This form is
optimized by precipitating the silica at low temperature, low pH, and quickly [8].
This form of silica is heavily hydrated and so deposits as a thick, porous layer on
the particle surface. When used, it is typically present at between 5.0% and 10.0%
as SiO2 by weight, and it greatly increases the surface area of the pigment particles.
The raw particles have a surface area of roughly 7–8 m2/g, while particles treated
with ionic silica at these levels have surface areas between 45 and 55 m2/g.

Because of its appearance under an electron microscope (Fig. 7.3), this form of
silica is also called “fluffy” silica. It is used in heavily treated grades made for highly
loaded paints, as discussed below.

Alumina, too, can be deposited in two forms, but in this case the local envi-
ronments around the aluminum atoms are the same (octahedral coordination by
bridging oxygen atoms), but the long-range order is different. These forms are
pseudo-boehmite, which is crystalline, and amorphous alumina. Each of these forms
of alumina provides a different functionality to the pigment.
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Fig. 7.2 Dense layer of
silica on TiO2 particles at
three magnifications. Note
the contrast between the
lattice fringes of the
crystalline TiO2 core of the
particles and the
unstructured nature of the
amorphous silica surface

The pseudo-boehmite form exists as small (10–20 nm) particles that decorate the
particle surface (Fig. 7.4). The function of these particles is to improve the attachment
of dispersant molecules onto the pigment surface (see Chap. 11). Although they are
present at low amounts (typically 1.5–3.5% measured as Al2O3 by weight), they
roughly double the pigment surface area to between 15 and 20 m2/g.

The pseudo-boehmite particles do not entirely coat the surface in the same way as
dense silica or amorphous alumina (see below), and so there the surface is still mostly
TiO2. As such it does not improve paint or plastics durability as do the amorphous
oxides. This does not decrease their effectiveness, however, at improving pigment
dispersion.

The amorphous form of hydrous alumina is similar in morphology and function
to the dense form of silica. Its primary role is to increase paint or plastics durability.
It has an advantage over silica in that it does not harm the gloss potential of the
pigment, as does silica. However, unlike hydrous silica, which is kinetically stable,
amorphous alumina can rearrange to the crystalline pseudo-boehmite phase under
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Fig. 7.3 Electron
micrographs of ionic silica
on TiO2. a SEM. b TEM

surface treatment conditions. It is essential that the deposition conditions be closely
controlled in order to prevent crystallization. A heteroatom is often incorporated
into the amorphous structure in order to stabilize it against crystallization. This atom
is most commonly zirconium that is co-precipitated with the alumina [9], although
other atoms such as molybdenum, sulfate, phosphate, tin, or fluoride can also be used
[10–16].
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Fig. 7.4 SEM image of
pigmentary TiO2 coated with
pseudo-boehmite particles

Finishing

After surface treatments are complete, the TiO2 must still be filtered, washed, dried,
ground, and packaged or made into a slurry. These last steps are referred to as the
finishing process.

In the filter and wash steps, the pigment from wet treatment is dewatered, washed
free of soluble impurities, and dried. Several types of filters can be used in this step.
Although, for example, filter presses are generally more costly to install and operate,
they have the advantage of producing a higher solid discharge that requires less heat
to dry. This results in a cost savings and a reduction in CO2 emissions.

The filter discharge can be dried in a number of oven types. It is important to
match the dryer type to the form of the filter discharge. The mass exiting the dryer
is then passed through a particle/gas separator which removes the TiO2 from the gas
stream.

A certain degree of particle aggregation is inevitable during TiO2 production.
These agglomerates can be formed during TiO2 particle formation, during the surface
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treatment step when touching particles are encapsulated together by the surface
treatment agent, and during drying when the surface tension of the water exiting the
slurry droplet or cake fragment pulls the particles together. It is therefore necessary
to grind the pigment prior to final packaging.

The most effective way to achieve this grind is with a fluid-energy mill
(“micronizer”). This type of mill has a disk-shaped chamber (Fig. 7.5). Steam and
pigment are tangentially injected into the chamber at supersonic speeds. The clusters
of particles collide with the outer wall of the chamber, other particles moving at high
speeds, and particles slowed by previous collisions. The centrifugal force generated
keeps larger particles towards the outer edge of the fluid-energy mill, and only the
desired smaller particles can travel to the center where the steam is discharged. The
pigment/steam mix is then separated in a bag house or cyclone. The exiting steam
can be used in other aspects of the process. Note that this process separates touching
particles, but it does not actually grind the individual particles into smaller sizes.

A uniform particle flow is required for the particles to grind with optimal effi-
ciency. Organic “grind aids” can be applied to the pigment surface prior to injec-
tion into the fluid-energy mill to facilitate a uniform flow. These aids are typically
low weight, high functionality organic molecules. In addition, organic hydrophobic
materials can be applied to enhance dispersibility of the TiO2 pigment in plastics
applications [17].

While fluid-energy mills are effective for pigment grinding, they also require
high energies. Because of this the pigment is often pre-ground in the slurry state
with media, sand, or ball mills earlier in the process (either before or after surface
treatment). This reduces the very large agglomerates into smaller clusters that are
more efficiently ground in a fluid-energy mill to achieve primary particle sizes.

Finally, the resulting powder is either packaged in bags (typically 25 kg), semi-
bulk containers (½ or full metric ton sacks), or bulk containers (20–40 metric tons)
destined for silo storage. The pigment may also be made into a water slurry ready
for incorporation into a latex paint. This has the advantage that it allows the paint
manufacturer to skip a step in the paint making process, and also allows for a more
exact metering of the pigment into the paint batch (that is, the minimum increment
of pigment added is less than for dry material). However, care is required to assure

Fig. 7.5 Overhead view of a
fluid-energy mill. Gas exits
out of the page at the center
of the chamber
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that the slurry remains stable for extended periods of time, and the slurry must be
actively acted on during storage to reduce settling.

Pigment Design

Awide assortment ofTiO2 pigment grades is available for use in the coatings, plastics,
and paper laminate industries. Each grade is customized with a specific application
in mind. For example, grades are available that optimize paint gloss, durability,
processibility, electrical resistance, and so on. Similarly, grades are available for
plastics that are optimized for processibility, durability, and color properties (e.g.,
undertone).

In general, we can divide most TiO2 pigment grades into one of two categories:
those for specific applications (e.g., superdurable paints, electrodeposition coatings,
etc.) and those that are meant to satisfy the needs of multiple paint or plastics types.
The latter are referred to as “universal” or “multipurpose” grades, and their value
to the paint or plastics manufacturer is raw material rationalization—by using a
universal grade, a single pigment can be inventoried, rather than a separate pigment
for each paint or plastic type.

TiO2 pigment grades typically differ in two ways: the exact particle size distribu-
tion (in particular, the mean size) and the surface treatment (the identity, amounts,
and deposition conditions for the surface coatings). The former determines the under-
tone of the pigment—blue or neutral. In regard to the latter, it is remarkable that so
many different product properties can be altered and optimized by using only a few
surface treatment materials. This reflects the ingenuity and creativity of TiO2 product
developers in making the most out of limited materials available to them.

Particle Size

The importance of TiO2 particle size to light scattering strength was discussed in
Chap. 3. There we saw that the optimal particle diameter for TiO2 to scatter visible
light is roughly 0.25 microns. We also saw, in Chap. 4, that the exact optimal size
depends on the concentration of the particles in the polymer matrix. We can divide
these concentrations into two categories—low concentrations (typically less than
1% by volume) in plastics and high concentrations (typically between 8 and 20%
by volume) in coatings. The optimal particle size at low concentrations is roughly
0.23 microns while that at the higher concentrations is roughly 0.26 microns.

Control of size over such a small range can be a challenge to the pigment producer.
However, those producers with a long history of manufacture have generally opti-
mized their processes to allow for such fine particle control. Although differentiating
grades by the typical particle size measurement techniques is difficult (see Chap. 2),
differences can be detected by eye. The smaller particles preferentially scatter blue
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light while the larger particles scatter all wavelengths more evenly. As a result, a
mixture of the TiO2 particles of interest with a black pigment (generally carbon
black or black iron oxide) will have a blue undertone for grades destined for plastic
and a more neutral undertone for those destined for coatings.

Durability

The term “durable” is often used in connection with a particular grade of TiO2

pigment. This term describes the effect of the TiO2 on the outdoor durability of the
paint or plastic into which it is incorporated, rather than the durability of the TiO2

pigment itself. Unlike the organic matrices of paints and plastics, TiO2 and the oxides
used to coat its surfaces are fully oxidized and so do not react with oxygen from the
air.

As described above, pigment grades are made durable by the application of an
amorphous coating that completely separates the TiO2 surface from its surround-
ings. This enhances paint and plastic durabilities because the TiO2 surface becomes
reactive when irradiated by UV light. Details of this reactivity are described in
Chap. 14.

Surface-deposited silica gives a higher durability than amorphous alumina [18],
and a combination of the two gives better durability than either alone [6, 7]. However,
silica-coated TiO2 has traditionally been viewed as difficult to disperse and an
inhibitor of high gloss in paint applications. For this reason, many durable grades of
TiO2 are based on amorphous alumina coatings rather than silica coatings.

There is an additional consideration regarding the use of hydrous oxides to
improve the durability of a plastic. The temperatures in certain plastics processing
steps can be high enough to drive a significant portion of the waters of hydration out
of these pigments. This causes gas bubble to form, which, in thin film applications,
leads to thin spots or holes. This process is referred to as lacing. Alternative coat-
ings that contain fewer waters of hydration (and so do not lace) yet still provide a
beneficial effect on durability have been reported [14, 19].

Dispersibility

The dispersion of particles into a liquid paint is covered in detail in Chap. 11 and
into a molten polymer in Chap. 12. There are specific considerations for optimizing
TiO2 dispersion in both paint and plastic processing. Ideally these particles would
disperse quickly and with minimal energy. In the case of paints, the dispersion must
remain stable for extended periods of time.

The ease of dispersion can be controlled using suitable surface modifications.
For coating grades of TiO2, this consists mainly of depositing the proper form of
alumina as the outermost pigment surface layer. Doing so not only improves the
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wettability of the TiO2 pigment, which can be a slow step in dispersion, but can also
improve dispersion stability by supplying a surface to which dispersant molecules
attach strongly and permanently. In addition, certain additives present during the
alumina precipitation can enhance the dispersibility of the pigment in water [7, 8].

Pigment dispersion in plastics can be improved by making the pigment
surface hydrophobic (lipophilic). The hydrous oxide surfaces of TiO2 pigment are
hydrophilic and as such are incompatible with the molten polymer into which it is
incorporated, making dispersion difficult. This issue can be reduced significantly by
adding an appropriate surface agent during the final stages of pigment finishing [20].
This also has the advantage of reducing the amount of surface water adsorbed on the
pigment, and thus reducing the possibility of lacing.

Gloss

The gloss of a paint film is the visual impression given from the light reflected at the
film surface. It is determined by the quantity of the light that is specularly reflected
from a surface (i.e., reflected at the mirror angle) [19]. As such it is a function of the
surface smoothness at the optical scale (0.5 microns and above).

Surface smoothness is affected by a number of factors. Obviously, a major factor
is the size of the particles in the paint or plastic. Extender particles are generally
very large compared to the wavelength of visible light, and as such their presence
will typically decrease gloss. This occurs by near-surface particles perturbing the
surface resin, that is, the particles themselves do not protrude through the surface,
but nonetheless have an effect on it.

Althoughnear-surfaceTiO2 particleswill also affect the surface smoothness,when
the particles are in an individual and separated state, the surface perturbations are
too small to impact gloss. However, groups of particles (agglomerates of flocculates)
are large enough to affect gloss (Fig. 7.6). This effect can be seen, as an example, by

Fig. 7.6 Comparison of the impact of agglomeration and surface roughness of two paint films on
gloss
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Fig. 7.7 Effect of number of TiO2 agglomerates on the gloss of a standard emulsion paint

comparing the gloss of a standard emulsion paint made with different TiO2 samples
as a function of the percent of particle agglomerates in those samples (Fig. 7.7).

Asmentioned above, not all grades of TiO2 give the same degree of gloss. This can
be attributed to three factors. The first is the degree to which the particles maintain
their separate identities as they are formed. In both the sulfate and the chloride
processes, particle formation takes place at relatively high temperatures. In the sulfate
process, this is during the calcination step, and in the chloride process the reaction of
TiCl4 with oxygen occurs in a flame reactor. Small particles become sticky at high
temperatures and are prone to attaching to one another. For this reason, the exact
conditions of the calcination or flame reaction, in particular, the time at temperature
and the cooling rate, affect the number of agglomerates in the final product.

The second factor that affects the relationship between TiO2 grade and gloss is
the nature of the oxides deposited in the surface treatment step. In particular, the
silica that is deposited to increase the durability of the paints or plastics into which
a TiO2 pigment is incorporated has a deleterious effect on gloss. In some cases, this
issue can be overcome by replacing one oxide with another, although this can cause
negative effects on other important end-use properties.

Finally, grind intensity affects gloss. This applies to both the grinding that is done
both in the fluid-energy mill at the final stages of pigment production and during
incorporation of the pigment into paints or plastics. An example of the latter is
shown in Fig. 7.8. Here we show the development of distinctness of image (one form
of gloss) as a function of grind time in a paint.

In general, the gloss of a paint can be readily decreased by adding a flatting agent,
but it is not possible to add a material that will increase the gloss of a paint. Because
of this, universal or multipurpose grades of TiO2 pigment will typically have a high
gloss potential.
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Fig. 7.8 Evolution of distinctness of image during high shear dispersionTiO2 paint grind.Complete
dispersion was achieved by subsequent media milling

Opacity

The light scattering ability of TiO2 is determined by two factors: particle size and
degree of particle dispersion. In Chap. 3, we saw the importance of particle size to
light scattering strength. Light scattering is optimized when the particles are roughly
0.25 microns. However, as discussed in Chap. 4, there are slight differences in the
optimal size based on the concentration of the particles in the polymer matrix. At the
low concentrations, typical of plastics applications, slightly smaller particles are the
most efficient. At the higher concentrations seen in paints, slightly larger particles
are optimal.

In Chap. 4, we also saw the importance of dispersion on light scattering. Particles
that are close together interfere with one another’s ability to scatter light due to
scattering volume overlap. As a result, good dispersion of the TiO2 particles in
the paint or plastic is necessary for their optimal efficiency, in the same way that
good dispersion is necessary for high paint gloss. Chapters 11 and 12 describe the
dispersion processes, and how they are optimized, for particles incorporated into
paints and plastics, respectively.
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Highly Treated Grades

As described earlier, TiO2 pigment grades tend to fall into the categories of those
optimized for a specific end-use and those intended for multiple end-uses. Perhaps
the most important of the grades optimized for a specific end-use are the highly
treated pigments used in highly crowded paint systems. These paints contain high
concentrations of extender, which are typically present as a mix of large and small
particles. In these paints, there is not enough resin to fill the inter-particle regions,
and so these regions are partially occupied with air. The effect of these air voids on
opacity will be discussed later.

Highly treated grades are preferred in these highly crowded paint systems because
the TiO2 particles, which are crowded into the interstitial regions between the larger
extender particles, are spaced farther apart than universal TiO2 pigment in these
regions. Because of dilution by the thick, porous coating, there are fewer highly
treated particles in these regions than there would be an equal weight of universal
TiO2, but the scattering increase due to better particle spacing more than offsets
decrease due to fewer TiO2 particles per unit weight of pigment. This gives crowded
paints made with the highly treated particles better opacity than those with the
universal particles, as was discussed in depth in Chap. 4.

Alternative White Pigments

Because of its unmatched refractive index, titanium dioxide is the preeminent white
pigment used in the coatings, plastics, and paper laminate industries. However, other
white pigments are sometimes used in these industries, particularly in niche applica-
tions where TiO2 brings an unwanted property. As an example, TiO2 particles scratch
the reinforcing glass fibers used in certain plastics applications, causing them to break
during processing. Here a less abrasive white pigment must be used, despite the loss
of opacity. Another example is the continued use of some older pigments due to the
cost or lack of availability of TiO2.

Alternative Particles

Particulate alternatives to TiO2 pigments include zinc oxide, zinc sulfide, and litho-
pone. In the past, oxides of lead and antimony have been used for this purpose, but
due to their toxicity and expense,2 these pigments have all but disappeared from
use. The relative opacities of these materials, as reported by Stieg [21], are given in
Table 7.1. These values underscore the vast hiding power advantage that TiO2 enjoys
over its alternatives.

2 This refers to expense on a coverage basis—that is, based on the cost to make a unit area of paint
film or plastic opaque—rather than on a weight basis.
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Table 7.1 Relative hiding
strengths of white pigments in
paints [21]

Material Relative opacity

Titanium dioxide 100.0

Zinc sulfide 50.4

Lithopone 23.5

Zinc oxide 17.4

Carbonate white lead 13.0

Basic lead sulfate 11.3

Zinc oxide had been used extensively in the Southern USA and other regions
having persistent high humidity because it is a mildewstat. It achieves this property
through its slight solubility in water—dissolved zinc ions discourage the growth of
mildew and fungus. The use of zinc oxide in paints has mostly disappeared because
it is an aquatic toxin. This is directly linked to its mildewstatic properties—while it is
desirable for it to be toxic to micro-organisms on a painted surface, it is undesirable
for it to be toxic to micro-organisms in a river or lake. It is still sometimes used at
low levels as a bactericide for the liquid paint during storage.

Zinc sulfide is sometimes used by itself in paint primers, where it can indicate
where the paint has been applied without the need to completely hide the substrate
[22]. In addition, it has high thermal conductivity (which helps paints and plastics
stay cool), lower UV absorption (an advantage in UV-cured paints and applications
using optical brighteners), lowabrasivity (making it preferred in glass fiber reinforced
plastics and in situations wheremetal marking during plastics production is an issue),
and is relatively easy to disperse in plastics.

Zinc sulfide is more commonly used as lithopone, which is an equal molar mix of
zinc sulfide and barium sulfate (28% ZnS and 72% BaSO4 on a weight basis). This
material is conveniently made by mixing zinc sulfate and barium sulfide in water.
Both of these materials dissolve in water, but their reaction products do not. Pure
lithopone was substantially replaced by TiO2 in the mid part of the last century. As
a point of comparison, the current annual market for lithopone, on a monetary basis,
is about 1% that of titanium dioxide. Modified lithopone, which was fortified with
an excess of zinc sulfide or with titanium dioxide, enjoyed a brief popularity during
the transition from lithophone to titanium dioxide [21]. Roughly three-quarters of
current lithopone production goes into the coatings market, where it is still used in
some applications due to its low cost, its ability to protect the paint from UV light
(although the ZnS component of lithopone can discolor on UV exposure), and its
fungicidal properties. It is used in the plastics industry when lacing (water vapor
release during plastic film processing) would otherwise be an issue.
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Entrained Air

In addition to the materials described above, air can be used as a TiO2 alternative
for white opacity. This is because the refractive index of air is different from that of
resin—in this case, lower than the resin matrix, rather than higher, as is the case with
the materials described above. In order to scatter light effectively, air must be present
in the form of discrete voids (bubbles) or pores (networks of joined pores). The
functional difference between these forms is that pores allow for the ready transport
of liquids and gases through the polymer matrix while discrete air units do not. In
addition, because pores are larger than individual voids, they weaken the polymer
to a greater extent than voids. These two forms of air also differ in the way they are
created.

Discrete voids can be created in a number of ways. In certain plastics, such as
polystyrene, a blowing agent can be added to the molten polymer [23]. This agent
is a material that volatilizes at process temperatures, either through decomposition
or boiling, and releases gas bubbles that are then trapped within the polymer when
it solidifies. Alternatively, an inert gas can be dissolved in the molten resin under
pressure. When the pressure is released, for example, by letting the mixture down to
atmospheric pressure, bubbles are formed.

An excellent example of this form of air void is expanded polystyrene (EPS), a
material familiar to many by the brand name “Styrofoam®”. EPS is typically bright
white but contains no white pigments. Instead light is scattered from a multitude of
voids within the polymer. The voids in EPSmaterials are created by vaporizing small
pockets of pentane that are incorporated into molten resin.

Air pockets in plastic films can also be formed through cavitation [24, 25]. In
this process, small particles, often calcium carbonate, are incorporated into a plastic
film, and then the film stretched. When the adhesive strength at the polymer/particle
interfaces is low, stretching the film pulls the polymer away from the particles,
creating elongated voids with a particle at the center.

The waterborne coatings industry also incorporates air voids into paint films. One
way of doing this is by the use of hollow sphere opaque particles or HSOPs (these are
also discussed in Chaps. 10 and 16) [26–28]. These are individual spherical polymer
shellswith an empty center. In the liquid paint, the center is filledwithwater, but in the
dry film it is filled with air. These particles are formed by encapsulating a swellable
polymer sphere with a rigid polymer that has an accessible softening point. The
internal polymer is swelled at a temperature where the outer polymer is soft. The
temperature is then lowered to make the shell rigid, and then the internal polymer is
de-swelled to create a void.

Due to the limited difference in refractive index between air and resin, these
particles allow for only a partial replacement of TiO2, and only in paints for which
the TiO2 pigment volume concentration (PVC) is close to 20. Although the use
of HSOPs is currently restricted to paints and limited paper laminate applications,
research is currently underway to apply this technology to plastics [29].
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Flash calcined clay particles are an alternative means by which encapsulated air
can be brought into a paint film. Clay is a mineral composed of alternating layers
of silica and alumina that are joined together by waters of hydration (see Chap. 9).
When clay particles are rapidly heated, their outer surfaces quickly become glassy,
sealing the interior of the particle. The interstitial water molecules then vaporize,
resulting in the formation of internal, sealed voids.

As mentioned in the section on highly treated grades of TiO2, a different type of
air scattering is commonly used to opacify flat architectural (décor) paints. Here the
paint is formulated with a high content of particles—mostly extender particles, but
lesser amounts of pigmentary particles are typical—and a low content of resin. The
balance between particle and resin volumes is so great that there is not enough resin
to completely fill the voids between the particles. Instead much of the inter-particle
voids are filled by air. We refer to such paints as being formulated above CPVC, a
subject that is discussed in depth in Chaps. 4 and 16.

The air regions formed in thisway are fundamentally different than those described
above—those described above are discrete, self-contained voids or bubbles while
the voids found in paints formulated above their CPVC join together into an exten-
sive network of pores. This has implications on the strength, protectiveness, and
stainability of paints employing this strategy.

Many older technologies, which included pigment composites and various ways
of incorporating air into a paint or plastic [21], are no longer in use [30].

Summary

Titanium dioxide pigments are the highest volume pigment used in the paint and
plastic industries. This is because of its high whiteness, brightness, and opacifying
abilities. Most paints, even those that are not white, contain TiO2 as an opacifying
agent, often in high amounts.

The opacity of pigmentary TiO2 has two origins. The first is its high refractive
index, whichmaximizes scattering on a volume basis (refer to Chap. 3). The second is
the TiO2 industry’s ability to tightly control the TiO2 particle size, as well as modify
the particle surfaces in order to enhance other end-use properties.

There are two processes to form the individual TiO2 particles. In each process,
the titanium containing ore is reacted to liberate the titanium content. In one case,
this is done with sulfuric acid, to make titanyl sulfate, and in the other with chlorine
gas to make titanium tetrachloride. In both cases, the titanium containing compound
is separated from impurities, and then reacted to form TiO2. Process conditions are
critical for achieving the correct particle size.

Regardless of how the individual particles aremade, they are then surfacemodified
to improve the interactions between the particles and the other components of the
paint or plastic. These modifications consist of the precipitation of hydrous alumina
and/or silica under carefully controlled conditions so as the surface agent precipitates
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in the proper form. In some cases, a third metal oxide, such as zirconia, is co-
precipitated with the alumina. Finally, a thin organic coating is often placed on the
particles immediately before they are ground.

The size of the TiO2 particle determines its undertone. The optimal particle size is
dependent on the concentration of theTiO2 pigment in the end-use application.Appli-
cations with low TiO2 concentrations, such as most plastics, benefit from slightly
smaller particles, and applications with relatively high TiO2 content, such as paints,
benefit from slightly larger particles.

The surface treatments applied to the particles affect the dispersibility of the
pigment as well as the gloss, opacity, and durability of the paint or plastic into which
it is incorporated. In general, good dispersion is desired as this optimizes opacity and
allows for a high paint gloss. This is desired even in paints with mid-to-low gloss
because the high gloss grades of TiO2 can be used in these paints, and a flatting agent
can be added to reduce gloss to the desired level. As such the TiO2 grades can go
into multiple paint applications, earning them the designation of “universal” TiO2

pigment.
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Introduction

Appearance and aesthetics are of high importance in most paint and plastics applica-
tions. While there are several aspects of appearance, such as opacity and gloss,
perhaps the most important is color. Consumer color preferences are often the
deciding factor in a purchase,whether for a roompaint, vinyl siding, or an automobile.

Color, in turn, is controlled by color pigment particles, and many formulation
aspects of paints and plastics that use color pigment particles can be related directly to
particle properties such as particle size and shape, crystalline form, and dispersibility.
In this chapter we will first discuss the phenomenon of selective light absorption,
and follow this with discussions as to the types of color pigments that are available
to the formulator, aspects of their more important properties, and how they are made.
We will end with a discussion of color pigment naming. Although there are several
ways to name color pigments, in this chapter we will use the Colour Index™ system.
Formulating with colors is covered in Chap. 15.

Light Absorption

The defining feature of color pigments is that they absorb visible light.1 It is therefore
important thatweunderstand the light absorption phenomenon ifwe are to understand
how color pigments can be used to their greatest advantage.

Light is a formof energy, and because energy cannot be destroyed, light absorption
requires the conversion of light energy into the second type of energy. There are
many possibilities for the form that this second type of energy can take—electrical
energy, kinetic energy, rotational energy, vibrational energy, electronic energy, and
so on. The energy of visible light is most closely matched to the electronic energy
within an atom or molecule, and for this reason, most colored pigments function by
transforming light energy into electronic energy. To understand how this occurs, we
must first discuss what, exactly, we mean by the term “electronic energy”, and how
this energy can be created from light energy.

The Electronic Nature of Atoms and Molecules

Molecules are composed of atoms, which are, in turn, composed of protons, elec-
trons, and, except for hydrogen, neutrons. Because they possess electrical charge, the
proximity of protons and electrons to one another in an atom or a molecule results
in the existence of an electrical energy associated with that atom or molecule. The
exact amount of energy depends on the configuration of the electrons and protons,

1 In the case of interference pigments, color is generated by selective reflection of light according
to wavelength and viewing angle. This is discussed in a later section of this chapter.
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and, under certain circumstances, this configuration can be changed by adding (or
removing) energy to (or from) the atom or molecule. To understand this process, we
must first understand the relationship between the configuration of the electrons and
protons and their energy.

The Electronic Structure of Atoms

The electrons, protons, and neutrons in atoms are not found in a random or unstruc-
tured way within the atom. Instead, the atom consists of a small, dense nucleus
containing all constituent protons and neutrons, with the electrons forming a diffuse
“cloud” surrounding this nucleus. These clouds are referred to as atomic orbitals,
and their shapes and energies are understood on the basis of quantum mechanics.

A revolution in our understanding of atomic structure occurred in the early part
of the last century. Physicists demonstrated at that time that the electrons within an
atom followed certain rules. The first of these is that electron energies are quantized,
meaning each electron has a discrete amount of energy, and intermediate energies
are forbidden. In addition, the electrons are not stationary but instead move quickly
around the nucleus in the atomic orbitals mentioned above. These orbitals have
specific shapes, and the energy of an electron is determined by which orbital it
occupies.2 We classify atomic orbitals based on quantum numbers. There are three
quantum numbers that describe the size, shape, and energy of an orbital, and these
are designated as n, �, and m�.

n is the primary quantum number and is allowed integer values from 1 to infinity.
� is the orbital angular momentum quantum number,3 and it determines the shape of
the orbital. Shapes can vary from spherical (� = 0) to symmetrical lobe structures
and more complex geometries. � values are integers running from 0 to (n − 1) and
are designated by letters. The sequence of letters for � = 0–5 are s, p, d, f , g, and h.
Figure 8.1 shows the shapes of s, p, and d orbitals.

m� is the magnetic quantum number, and it determines the orientation of the
orbital. Its values run from −� to +�, again as integers. For example, for a given n
quantum number, there are three p orbitals (� = 1) that have the same shape but are
at right angles to one another. These three orbitals correspond to the m� quantum
numbers of −1, 0, and 1.4 The shapes of d (� = 2) and higher � orbitals are more
complex.

There is a fourth quantum number,ms, that does not determine the shape or energy
of an orbital under normal conditions, but instead describes a property of electrons
known as spin angular momentum. The values for ms are ±½. Each atomic orbital
can contain no more than two electrons, one with a positive spin and one with a
negative spin. This rule is known as the Pauli exclusion principle, and as a result of

2 The energy of an orbital is always given as a negative number, indicating energy is needed to
remove the electron from the atom or molecule.
3 � is sometimes called the azimuthal quantum number.
4 Strictly speaking, the orbitals shown in Fig. 8.1 are mixtures of the m� = −1, 0, and 1 orbitals.
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Fig. 8.1 Shapes of the s, p,
and d atomic orbitals

it, each electron in an atom can be uniquely identified by its four quantum numbers—
the three that describe shape, orientation, and energy of the orbital, and the one that
describes the electron spin.

The origin of an atom’s energy is electrostatic and arises from the attraction
between the oppositely charged electrons and protons. When only one electron is
present, the energies of the atomic orbitals depend only on the n quantum number,
with lower n values being the most stable (the lowest, or more negative, energy). In
this casemany orbitals have the same energy, a situation referred to as degeneracy. As
n increases, the orbitals becomemore diffuse, placing the occupying electrons further
from the nucleus and decreasing the interactions between them and the positively
charged nucleus.
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The situation is more complex for atoms (or ions) that have two or more electrons.
In addition to electron–proton attractions, we must contend with electron–electron
repulsions. We can account for electron–electron repulsions through the following
thought process: we begin with a bare nucleus, then add electrons to it, one at a time.
Based on thermodynamic arguments, the electrons will occupy orbitals in order of
their energy, with the lowest energy orbitals being occupied first (this is known as
the Aufbau principle). These orbitals are the ones that are closest to the nucleus, and
we refer to the electrons in these orbitals as the core electrons.

As more electrons are added, the lowest energy (core) orbitals fill, and the addi-
tional electronsmust be added to higher energy orbitals (called the valence orbitals5).
The core electrons, being closer to the nucleus, shield the valence electrons from the
nucleus. This decreases the attractive energies between the valence electrons and
the protons. Now the shape of the orbital (determined by the � quantum number)
becomes important because different orbital shapes penetrate the core electrons to
different extents. This leads to an energy separation between orbitals with the same
n number but different � numbers. The ordering of the orbitals, from low energy to
high, is 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s, and so on.6

A convenientway to depict the energies and shapes of atomic orbitals is through an
energy level diagram, such as that shown in Fig. 8.2 for a fluorine atom. Here orbitals
are placed according to energy, with the most negative at the bottom. Occupation of
an orbital by an electron is shown as an arrow, the direction of which (up or down)
indicates the spin quantum number ms. Note that there are theoretically an infinite
number of atomic orbitals, but only those occupied or readily available for occupation
are shown.

The Electronic Structure of Molecules

The concept of chemical bonds between atoms is a fundamental building block of
science [1]. These bonds create molecules, and reactions that occur between atoms
or molecules do so by the creation of or, in some instances, the destruction of,
chemical bonds. Bonds are formed between atoms when they share electrons. This
sharing of electrons can lower the total electronic energy of the system, which is a
thermodynamically favorable process.

Individual atoms within a molecule retain much of their electronic nature. This
is especially true for the core orbitals, which are physically closest to the nucleus
and so overlap (and interact) very little with orbitals on other atoms. However, the
highest energy occupied orbitals of the different atoms (the valence orbitals) are
more diffuse and so can interact with one another to a degree. It is the perturbation
of valence atomic orbitals that leads to the formation of bonds between atoms.

5 These are sometimes called the frontier orbitals.
6 In this orbital designation, the numeral refers to the principal quantum number n and the letter to
the angular momentum quantum number �.
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Fig. 8.2 Energies and
ground-state occupation of
the atomic orbitals for
fluorine

When atomic orbitals of similar energy on different atoms are spatially close to
one another, they combine with one another to form new orbitals. These are termed
molecular orbitals, and they follow the same quantum mechanical rules as atomic
orbitals. They have specific shapes and energies, and they can hold no more than two
electrons each (one of each spin state). In addition, there is a conservation principle
for orbitals—one molecular orbital is formed for each participating atomic orbital.

The energies of molecular orbitals depend on the way that the atomic orbitals
combine. The shapes and energies of the simplest molecular orbitals—those made
from the combination of s orbitals on two like atoms—are shown in Fig. 8.3. In this
molecular energy diagram, the energies of the atomic orbitals on the two isolated
atoms are shown on either side, and the energies of the molecular orbitals made by
their combination are shown in the center. The diagonal lines indicate which atomic
orbitals are used to form a given molecular orbital in this figure. Only one atomic
orbital is shown for each atom for the sake of clarity.

In Fig. 8.3 we see that one of the two molecular orbitals has a lower energy than
the constituent atomic orbitals, and the other has a higher energy. We call the former
“bonding” orbitals and the latter “anti-bonding” orbitals.When only two electrons are
present in the atomic orbitals (one electron from each atom), the bonding molecular
orbital fills, and the net energy of the molecule is decreased. This creates a chemical



Light Absorption 269

Fig. 8.3 Combination of s atomic orbitals on two atoms to form molecular bonding and anti-
bonding orbitals

bond between the different atoms, stabilizing the molecule. If the atomic orbitals
each contained two electrons, then the anti-bonding orbital would also be occupied
and the energy benefit of the electrons moving from the atomic orbitals into the
bonding molecular orbital is slightly more than offset by the energy penalty of the
electrons moving into the anti-bonding orbital. In this case no chemical bond will be
formed.

The molecular orbitals shown in Fig. 8.3 have equal contributions from each
atomic orbital, and so the electrons in the molecular orbital will be shared equally
by the two atoms. If the two atoms bonding together are not the same, such as in
the case of carbon monoxide, then the atomic orbitals will not participate equally
in each of the molecular orbitals. In particular, the low energy (bonding) molecular
orbitals will be composed of a higher proportion of the lower energy atomic orbital,
and the high energy (anti-bonding) molecular orbital will have a higher proportion
of the higher energy atomic orbital. When only the bonding orbitals are filled, this
results in a charge separation with a partial negative charge accumulating on the atom
with the lower energy atomic orbital. Depending on the symmetry of the molecule,
a dipole moment can result from this partial charge separation.7 In the extreme case,
the “bonding” orbital can be composed of nearly 100% of the lower energy atomic
orbital, leading to complete charge separation and the formation of a salt. In a salt the
different atoms are held together through simple electrical charges (ionic bonding)
rather than by the sharing of electrons (covalent bonding).

The energy difference between the bonding and anti-bonding orbitals is deter-
mined by the degree of spatial overlap between the atomic orbitals and by the energy
difference between them. The greater the spatial overlap between the atomic orbitals,

7 A dipole is the separation of electric charges. A dipole moment is the measure of the electric field
created by a dipole.
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and the closer they are in energy to one another, the greater the difference between
the bonding and anti-bonding molecular orbitals.

Because atoms have more than one atomic orbital, molecules have more than one
set of molecular orbitals. This is shown in Fig. 8.4, where we see two fluorine atoms
combine to give a fluorine molecule. The energies of the 1s and 2s orbitals on the two
atoms align with one another. Because they are core orbitals, they are very compact
and so there is little spatial overlap between the orbitals on different atoms. Therefore
there is very little energy separation between the resulting molecular orbitals. The
2p orbitals have significantly greater spatial overlap and so the molecular orbitals
derived from them show a greater range of energies. In this diagram we see that there
are three filled bonding orbitals and two filled anti-bonding orbitals, resulting in a
net single bond between the atoms.

We have so far considered diatomic molecules, but the vast majority of matter
that we interact with is composed of molecules containing more than two atoms.
In this case molecular orbitals generally form from the atomic orbitals on adjacent
atoms.When there aremore filled bonding orbitals than filled anti-bonding orbitals, a
chemical bondwill exist between the atoms, just as is the case for diatomicmolecules.
These bonds are generally localized—that is, they are located around and between
the pairs of nearby atoms.

Fig. 8.4 Molecular orbitals for diatomic fluorine. Y-axis not to scale
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Most discrete molecules, both organic and inorganic are held together by these
localized bonds (also referred to as “discrete” bonds). The main exceptions are salts,
which are held together by electrostatic attractions, and certain organic molecules,
which will be discussed below.

The most important orbitals in a molecule are the valence orbitals because they
determine the chemical nature and reactivity of the molecule. These are the highest
occupiedmolecular orbital (theHOMO) and the lowest unoccupiedmolecular orbital
(the LUMO). These orbitals are often responsible for the color, if any, of a molecule.
The mechanism for this is discussed in the next section.

Electronic Transitions

TheAufbau principle specifies that electrons fill orbitals in order from lowest energies
to higher energies, and this gives us the most stable state, or the ground state, of the
atom or molecule. However, electrons can be moved (or promoted) to empty (or
partially empty) higher energy orbitals if the atom or molecule is given the amount
of energy that exactly matches the difference in energy between the ground state
orbital and the higher energy orbital. The promotion of an electron therefore leads
to a higher energy, electronically excited state of the atom or molecule.

The amount of energy necessary for electron promotion is usually greater than that
available from ambient thermal energy. Energy high enough to promote an electron
is often supplied as light energy. As an example, light in the visible region of the
spectrum can be absorbed by some atoms and molecules quite readily, putting the
absorbing species into an electronically excited state. Most often, the electronically
excited species quickly shed its excess energy in the form of heat. Overall, this results
in the transformation of light energy into heat energy.

The exact wavelength of light needed to promote an electron in a molecule (which
determines the color of that molecule) and the probability that that wavelength will
be absorbed (which determines color intensity) are determined by the electronic
structure of that molecule. There are certain classes of molecules that have common
electronic structures, and so absorb light of similar (but not identical) energies.

We might expect materials to have extremely sharp absorptions since the energy
of the absorbing light must exactly match that needed for an electronic transition.
However, this is not generally the case because the absorbing energy can simulta-
neously change the electronic, rotational, and vibrational energies of the molecule.
Like electronic energies, these two latter forms of molecular energy are quantized.
Rotational energies are the lowest of these, and on their own their states can be
changed by absorbing microwave radiation. Vibrational energies are higher and fit
in the infrared region of the light spectrum. When the light of a wavelength is close
to, but not exactly equal to, the energy needed for an electronic transition, it can be
absorbed by simultaneously changing a rotational and/or vibrational energy state.

When the HOMO is a bonding orbital and the LUMO an anti-bonding orbital,
as is the case for diatomic fluorine (Fig. 8.4), the promotion of an electron from
the HOMO to the LUMO results in the bond between the atoms being broken. The
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energy benefit of the electron in the partially occupied bonding molecular orbital
(compared to the energy of an electron in the atomic orbital) is completely offset by
the energy penalty of the electron in the anti-bonding molecular orbital, and so there
is no net bonding interaction between the two atoms.

This condition—the HOMO being a bonding orbital and the LUMO and anti-
bonding orbital—occurs routinely in organic compounds, particularly those with
localized chemical bonds. The absorption of light by these compounds generally
results in bond breaking. The energies of the bonds between the atoms in most
organic compounds (i.e., carbon–carbon bonds, carbon–hydrogen bonds, carbon–
oxygen bonds, etc.) correspond to the energy of ultraviolet light photons.

This is consistent with our everyday experiences—most organic compounds, such
as solvents or pigment-free plastics, are colorless, and they decomposewhen exposed
to ultraviolet light. Some inorganic compounds, such as many oxides and carbonates,
are also colorless, but are not affected by ultraviolet light. This is because the energy
difference between the HOMO and LUMO is greater than the energy of ultraviolet
light. A notable exception to this is titanium dioxide, which is colorless but strongly
absorbs UV light [2]. The implications of this absorption on the durability of paints
and plastics are discussed in Chap. 14.

Delocalized Bonds and Aromaticity

In addition to localized bonds between pairs of adjacent carbon atoms, some organic
compounds have delocalized bonds that extend over many carbon (and sometimes
other) atoms. Such bonds occur when there is a chain or ring of coplanar carbon
atoms. Localized single bonds form between adjacent carbon atoms, but each of
these atoms also has a p-type orbital projecting out of the plane. The p-type orbitals
combine to form bonds that include all of the atoms within the chain or ring, and
electrons found within the resulting molecular orbitals are delocalized over these
atoms.8 This delocalization provides additional stability (lower energies) to these
orbitals.9

A simple example of delocalization is seen in benzene. Benzene is a hexagonal
ring of six coplanar carbon atoms that are each bonded to a hydrogen atom and to two
neighboring carbon atoms. The p-type orbital that projects from each carbon atom
join together into six molecular orbitals. The shapes and energies of these molecular
orbitals are shown in Fig. 8.5. Here we see that there are three bonding orbitals, all

8 Note that only those ring systems that satisfy the Hückel rule (4n + 2 electrons in the p-type
orbitals, where n is an integer) can benefit energetically from these systems. For benzene, n equals
one and there are six electrons in the delocalized orbitals.
9 Based on quantum mechanical principles (more specifically, the “particle in a box” analysis),
the spatial confinement of electrons generally increases their energies. By delocalizing molecular
orbitals over a number of atoms, electrons have a greater region of occupancy and so their energies
decrease. This added energetic stability generally increases with the number of atoms participating
in the delocalized network, since this increases the occupancy region of the electrons (i.e., the size
of the “box”).
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Fig. 8.5 Delocalized molecular orbitals on benzene. Inset shows a stick structure of this molecule

filled, and three anti-bonding orbitals, all empty. We also see that the total energy
of this system is lower than that of a series of alternating single and double bonds
between the carbon atoms.

Organic compounds that contain delocalized bonds such as those in benzene are
termed “conjugated” or “aromatic”, although the latter term is based on an early
misconception these materials have a stronger odor than non-aromatic compounds
with similar compositions (it was, in fact, impurities in thesematerials that gave them
their distinct odor). When the aromatic rings are found within a large molecule, they
are referred to as aryl groups.

Molecules with two (naphthalene), three (anthracene), or more edge-sharing six-
membered rings can also be aromatic, as can ring molecules for which some carbon
atoms are replaced with heteroatoms such as nitrogen (e.g., pyridine) or oxygen
(e.g., furan). Aromaticity is seen in straight-chain hydrocarbons for which there are
alternating single and double bonds (e.g., β-carotene). Finally, molecules containing
aromatic rings joined by a single atom or an atom chain with alternating single
and double bonds can have molecular orbitals that are delocalized over the entire
molecule, rather than systems of isolated delocalized regions (this is the case for
crystal violet and aryl azo compounds, both of which are discussed later).

Delocalized bonds are sometimes depicted using “resonance structures”. These
show a molecule as a superposition of localized double bonds. Examples are shown
in Fig. 8.6 for benzene (which has two resonant structures), naphthalene (which
has three), and anthracene (which has four). These individual representations do not
indicate stable isomers that contain alternating double and single bonds. Instead, the
actual structure is an average of the individual resonant structures, and all of the
bonding interactions are equivalent (i.e., each carbon is joined to its neighbors with a
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Fig. 8.6 Depictions of electronic structures for benzene, naphthalene, and anthracene. aResonance
structures. b Averaged structures

bond order of 1½). In aromatic ring compounds, the average structures are typically
indicated by circles within the rings (Fig. 8.6b).

While the HOMO and LUMO energy differences for most carbon–carbon local-
ized bonds correspond to ultraviolet light energies, the HOMO and LUMO energy
differences in aromatic compounds span a wider range of values and can extend
into the visible spectrum. In general, the shift towards visible light increases with an
increasing number of atoms that participate in the network of delocalized bonds. For
example, benzene derivatives are generally not colored whereas many anthracene
derivatives are.

One way of increasing the number of atoms participating in delocalization is to
make larger rings. However, it is muchmore common to do this bymaking polycyclic
compounds that consist of linked or fused rings (such as naphthalene and anthracene,
Fig. 8.6) [3]. For this reason, nearly all organic color pigments are polycyclic aromatic
compounds (discussed below).

A crucial aspect of visible light absorption by an aromatic compound is that,
although it promotes an electron from a bonding orbital into an anti-bonding orbital,
it does not break a chemical bond. Instead, the effect of the promotion from a bonding
orbital to an anti-bonding orbital is spread through the entire delocalized system.
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Fig. 8.7 Chemically similarmolecules.aCrystal violet.bMalachite green. cCrystal violet carbinol
base. Only one resonance structure is shown for each molecule

Light absorption therefore decreases the average bond order of all of the bonds by a
proportional amount, rather than destroying an individual bond between two atoms.
For example, the promotion of an electron into the LUMO of benzene (see Fig. 8.5)
lowers the average bond order between the carbon atoms from 1.50 to 1.33, rather
than lowering the bond order between a single pair of atoms by one (i.e., rather than
breaking an individual bond).

This is very important because when the excited aromatic molecule sheds its
excess electronic energy as heat, it returns to its initial ground state and so is
unchanged by the absorption process. Rather than being consumed by light absorp-
tion, the molecule is able to absorb light over and over again. This can be contrasted
with the destruction of localized bonds via ultraviolet light absorption. Here indi-
vidual bonds are broken and new chemical species, which do not have the same
light absorption properties, are formed. In this case, ultraviolet light absorption is an
irreversible, one-time event.

For aromatic pigment molecules, both the wavelength of their light absorption
(color) and the strength of this absorption (color intensity or tint strength, as described
in Chap. 13) can be quite sensitive to small changes in molecular structure. An
example of this sensitivity can be seen in crystal violet, also known as C.I. Methyl
Violet 10B,10 and its close relatives—malachite green (also known as C.I. Basic
Green 4) and crystal violet carbinol base. These three compounds are shown in
Fig. 8.7a through c, respectively.

Crystal violet is composed of three benzene rings, each with an amine group,
linked by a central carbon atom. The central carbon atom plays a dominant role in
the electronic structure of this molecule. This atom has a p-type orbital that projects
out of the plane of the molecule, and this orbital links together the p-type orbitals on
each of the three substituted benzene rings, resulting in extensive delocalization of
the valence molecular orbitals over the entire molecule.11

When dissolved in water, crystal violet is intensely purple, but the substitution
of one amino group by a hydrogen atom results in a molecule (malachite green,

10 C.I. stands for Colour Index™. This system of naming pigments is described later in this chapter.
11 Ideally the three benzene rings in crystal violet and malachite green would be coplanar, as this
maximizes delocalized bonding, but due to steric constraints these molecules have a propeller or
paddlewheel structure.
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Fig. 8.5b) that, when dissolved in water, is an intense green. Attaching a hydroxyl
group to the central carbon atom of crystal violet breaks the uninterrupted network of
p-type orbitals and results in the colorlessmaterial (crystal violet base, Fig. 8.5c). This
transforms the delocalized network containing 19 carbon atoms into three smaller,
independent networks of only six carbon atoms—that is, the electrons on each aryl
ring remain delocalized, but the sets of delocalized bonds on the three rings are
isolated from one other. As is the case for benzene itself, the difference in energy
between the HOMO and LUMO orbitals in the three isolated six-membered rings is
too high for visible light absorption, resulting in a colorless compound.

An important implication of the high degree of sensitivity of light absorption to
the exact structure of the molecule is that colored pigments can quickly lose their
intensity if they are attacked by a single reactive species. This results in color fade
occurring early in exterior exposure, at the beginning of the degradation process, as
opposed to later in exterior exposure after a significant change in molecular structure
occurred. This is discussed below and in Chap. 14.

Simultaneous Light Absorption and Light Scattering

As a prelude to our discussion of color pigments, we will point out that we often
consider light absorption and light scattering by particles as mutually exclusive
phenomena. For example, Chaps. 3 and 4 were devoted solely to light scattering,
and our focus in this chapter is on light absorption. However, both occur simultane-
ously, to different degrees, in any interaction between a particle and light. This results
in a distinction of color pigments as being either opaque or transparent. Opaque parti-
cles absorb and scatter light in roughly the same proportions, while light scattering in
transparent particles is negligible. The degree of light scattering desired for a given
application will determine which type of color pigment is used.

Pigment Families

There are many ways to categorize pigments, the most obvious being by color. This
is, in fact, the convention normally followed for naming a pigment, as described in
the section on pigment nomenclature at the end of this chapter. A second useful way
to classify pigments is on the basis of chemical type. The broadest such classifi-
cation is by chemical nature—organic or inorganic. Within each of these types are
specific chemical families; for example, azo organic pigments or complex inorganic
color pigments. We will review a few members of each of these broad families in
the following sections. This review will be brief since our interest is in the particu-
late properties of these materials, rather than their chemical form. That said, under-
standing the chemical nature of these materials is important for understanding many
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of their particulate properties. Comprehensive information about these families of
pigments is available elsewhere [4–10].

Comparing Pigments to Dyes

Before discussing the various pigment families,wemust define exactlywhatwemean
by the designation of a material as being a color pigment, and how a color pigment
differs from other colored materials (specifically, dyes). Both dyes and pigments are
classified as “colorants” since both confer color. Color is typically achieved through
light absorption (discussed above), although other optical phenomena are used in
some special-effects pigments (discussed below).

The property that distinguishes dyes from pigments is solubility. Simply stated,
dyes are soluble in the media in which they are incorporated while pigments are not.
Solubility is actively avoided in paint applications because dyes leach from paint
films when wetted. Plastics applications can use dyes that are compatible with the
polymer type [11]. These are generally usedwhen a bright and transparent appearance
is desired since dyes are invariably too small to scatter visible light.

Dyes can be made insoluble (i.e., converted into pigments) in three ways. First,
ionic dyes can be precipitated as insoluble salts using certain counterions. For basic
dyes, metal cations such as Na+, Ba2+, Ca2+, etc., are used, while for acidic dyes,
polyoxo anions (e.g., phosphomolybdate) are used. In some cases, dyes that are
not ionic can have charge-conferring groups attached to them (such as carbonate or
sulfate), making them ionic. These materials are commonly referred to as toners.

The second way of transforming dyes into pigments is to adsorb them onto a
colorless, insoluble particle. The dye adsorbing solid is typically barium sulfate
(blanc fixe) or a hydrated aluminate such as alum. These pigments are referred to
as lakes. They are little used as commercial pigments today but are of historical
importance.

Finally, vat dyes can be used as pigments in their own right [5]. A vat dye is used
to color a textile fabric but is, in fact, a pigment, being an insoluble colored material.
These materials can be used as dyes by first chemically reducing them in water into
soluble, typically colorless or near colorless, forms. These dissolved molecules are
then attached to the textile, followed by re-oxidization to their original colored state.

Organic Pigments

Organic color pigments are very important in coatings and plastics applications [5].
Organic chemicals are generally defined as those chemicals that contain carbon–
hydrogen bonds (In most cases there is more than one carbon atom, with the carbon
atoms joined together through single, double, or triple carbon–carbon bonds). Addi-
tional atom types may also be present, most commonly oxygen, nitrogen and/or
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sulfur, in order of prevalence. Each of these atoms can be bonded to the carbon
and hydrogen atoms, or to each other, in a number of ways, each of which forms a
different chemical functionality. Compounds with similar functionality are grouped
into families such as alcohols, aldehydes, ketones, amines, acids, etc.

The majority of organic pigments fall into three broad families based on their
chemical functionalities—azo pigments, phthalocyanine pigments, and other poly-
cyclic pigments. Each of these families can be further divided into closely related
compounds. In each case the basicmolecules canbemodifiedby substituting different
groups onto the molecular skeleton. These groups are called auxochromes.

Azo Pigments

Azo pigments [12–14] are quite numerous and account for significantly more than
half of all organic color pigments. The defining characteristic of an azo compound
is that it contains a pair of nitrogen atoms that are joined by double bonds. Each
nitrogen atom is also bound to another organic moiety, or “R” group, resulting in an
R–N = N–R′ segment in the molecule. This linkage is bent at each nitrogen atom,
due to a filled atomic orbital projecting in the same plane as the R and R′ groups:

A fourth atomic orbital projects above and below each nitrogen atom in the R–N=
N–R′ segment and,whenRandR′ are aryl groups, these projecting orbitals participate
in electron delocalization, combining the delocalization present in the separate R and
R′ groups into a single, extensive aromatic molecular orbital system that has many
resonant forms (similar to crystal violet, discussed above). Azo pigments can have
a single azo group (monoazo pigments), or two azo groups (diazo pigments). A few
representative azo pigments are shown in Fig. 8.8.

The exact structure of these molecules has been debated over the years, as they
can exist as tautomers [13]. A tautomer is a form of isomer that differs in the type
of organic functionality. “Azo” pigments can be in the azo/enol form or the hydra-
zone/keto form. These forms are shown in Fig. 8.9 for C.I. Pigment Red 112.12

Historically, these pigments were assigned the azo/enol form, thus their names, but
it is now thought that most exist in the hydrazone/keto form [5, 13]. For this reason,
they are more appropriately called hydrazone pigments. That said, the azo designa-
tion, both in terms of pigment name and structural representation (e.g., Fig. 8.8), is
still more common than the hydrazone designation.

Many azo colorants are water-soluble dyes, but these can be converted into insol-
uble pigments through the attachment of ionic groups onto the molecule, such as

12 Note that this is fundamentally different from the resonance structures of aromatic molecules.
In that case a single true structure exists that is an average of the resonance structures, while each
form of tautomer is a unique molecule. That said, interconversion of tautomers is often facile.
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Fig. 8.8 Examples of
monoazo pigments. a C.I.
Pigment Red 57:1. b C.I.
Pigment Red 63:1. c C.I.
Pigment Red 112. Note in all
cases the azo/keto form is
shown

sulfate (–SO3
−) or carboxylate (–CO2

−), followed by their precipitation as a metal
salt (discussed above). The identity and location of the ionic groups, and the metal
used to form the salt, affect the exact color of the pigment. Although azo pigments
can be made for nearly any color, only those in the yellow–orange–red color range
are typically produced commercially—the green and blue color spaces are better
served by phthalocyanine pigments, which have lower cost, high color strength, and
better lightfastness than most azo pigments.

Phthalocyanine Pigments

Phthalocyanines are the secondmost important class of organic pigments, accounting
for between a quarter and a third of all color pigment production. In many ways
phthalocyanines are the ideal pigment for paint and plastics applications. They are
lightfast, have strong tint strength (so much so that they are normally combined
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Fig. 8.9 Tautomers of C.I.
Pigment Red 112. a
Azo/enol form. b
Hydrazone/keto form

with white or yellow pigments), have high thermal and chemical stability, are non-
toxic, are relatively easy to disperse (particularly surface treated grades), and are
relatively inexpensive [15–17]. Because of this combination of desirable properties,
these pigments have replaced nearly all other organic blue and green pigments.

The defining property of these pigments is the phthalocyanine molecule
(Fig. 8.10a), which can be modified in two ways to make different hues. First, as
is the case with other organic molecules, substitutions can be made to one or more
atoms that are attached to an aromatic ring. This is normally the substitution of one
or more hydrogen atoms with chlorine and/or bromine atoms. This shifts the color
from blue to green, or even yellow green. Second, the two hydrogen atoms in the
center of the molecule are acidic and can be replaced with cationic metals [18]. Over
66 metal complexes are known [19], but the only metal phthalocyanine pigment of
significant commercial interest is copper phthalocyanine (Fig. 8.10b).

As noted above, the colors of phthalocyanine pigments vary from blue to yellow
green and are controlled by the replacement of the ring hydrogen atomswith different
amounts of chlorine or bromine atoms. In general, the shift to green increases with
increasing replacement and is greater for bromine than for chlorine.However, particle
size and crystal phase are also important. Particle sizes below 0.15 microns are
available and provide the greatest color strength. These molecules can assemble in
solid particles in more than one way (Fig. 8.11), leading to polymorphism, which is
the occurrence of more than one crystal structure (discussed below). These different
crystalline forms have different color, tint strength, and dispersion properties [16].
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Fig. 8.10 Structure of
phthalocyanine pigments. a
Metal free phthalocyanine
(C.I. Pigment Blue 16) and b
copper phthalocyanine (C.I.
Pigment Blue 15). The
arrows in the copper
phthalocyanine structure
indicate dative (electron
donor) bonds

Other Polycyclic Pigments

Nearly all organic pigments containmore than one aromatic ring (i.e., are polycyclic),
including the azo and phthalocyanine pigments. Because of the importance of these
two pigment families as color pigments, each was covered separately above. Here
we will discuss some of the other, less prominent, polycyclic aromatic pigments.

The first of these is the anthraquinone [20]. Anthraquinones are used extensively
as dyes, where they are second in importance only to azo dyes. However, they are
sometimes used as pigments (vat dyes). Anthraquinone itself is colorless, but deriva-
tives containing electron donor groups such as hydroxy or, more commonly, amino
groups, are colored. An example of such a pigment is indanthrone (C.I. Pigment Blue
60), which is a fusion of two 2-aminoanthraquinone molecules (Fig. 8.12).
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Fig. 8.11 Arrangement of copper phthalocyanine molecules in two polymorphs. a The alpha form.
b The beta form. Adapted from [16]

Quinacridone pigments contain five linked six-membered rings [21]. Two of the
rings have nitrogen atoms and a carbonyl oxygen atom across from the nitrogen. Four
quinacridone isomers exist, with the most common, the linear trans-isomer, shown
in Fig. 8.13. Various quinacridone derivatives are known for their lightfastness and
as such are found in high-performance exterior applications such as automotive and
exterior paints.

Perylenes are also used as high-performance pigments [20, 22]. Perylene itself is
colorless, but many of its amine derivatives are colored. Perylene and a representative
pigment made from it are shown in Fig. 8.14. Most perylene pigments are derivatives
based on nitrogen-containing rings on either end of the molecule, such as seen in
Fig. 8.14b for C.I. Pigment Red 179.
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Fig. 8.12 Molecular
structure of a anthraquinone
and b C.I. Pigment Blue 60

Fig. 8.13 Quinacridone
(C.I. Pigment Violet 19)

Fig. 8.14 a Perylene and b
C.I. Pigment Red 179
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Fig. 8.15 a DPP structure. b
C.I. Pigment Red 254. This
was the first DPP pigment
commercialized

The final polycyclic pigment class that we will discuss is the relatively new family
of pyrrolo[3,4-c]pyrrole-1,4-dione derivatives (also known as diketopyrrolopyrrole,
or DPP, pigments) [23]. Themolecular structure of DPP and one of its derivatives, CI.
Pigment Red 254, are shown in Fig. 8.15. These materials were developed as high-
performance pigments in the 1980s [24]. They have good lightfastness and stability,
high chromaticity, and cover a gamut of colors centered in the red/orange region of
color space.

Inorganic Pigments

Inorganic pigments are characterized as having one or more metal ions in their
structures. Most commonly this is a transition metal, which are those metals that
have a partially filled set of d-orbitals. As is the case for organic pigments, the
electrons in the HOMOs of standard inorganic pigments can be promoted by the
absorption of visible light.13 There are two main types of promotion: simple d to d
promotion, and charge transfer between the metals and atoms close to them.

Simple d to d promotion occurs when the promoted electron both begins and
ends on the same metal atom. These reactions are formally forbidden by the rules of
electron promotion, one of which is that the � quantum number, which is 3 for all d
electrons, must change by one for electron promotions within an atom, at least for
symmetric compounds. However, in certain molecules these promotions do occur.
An example of a colored pigment that is based on a d to d promotion is potassium

13 Color is produced in some inorganic pigments through light interference effects, as discussed
later.
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cobalt nitrite (also known as cobalt yellow, Indian yellow, or Aureolin), with the
chemical formula K3[Co(NO2)6]. Ruby, while not a pigment, also gets its color from
a d to d promotion; this one occurs in isolated chromium atoms that are doped into an
alumina matrix. Some colored oxides, such as chrome green (chromium(III) oxide),
also derive their color from d to d promotion.

The electron involved in d to d promotions remains within the excited metal atom.
In charge transfer, on the other hand, a promoted electron is exchanged between the
metal atom and an atom (or chemical species) to which it is attached. When the
metal is present as an oxide, hydrous oxide, or sulfide, the attached atom is oxygen
or sulfur. These atoms bridge the metal cations. When the metal is present instead as
part of a discrete molecule, the attached species are referred to as ligands, and these
can include cyanide, ammonia or amines, water, and certain organic species. The
electron transfer can go in either direction (from metal to ligand or from ligand to
metal), depending on the accessible oxidation states of the metal. In most instances
the transfer is from the attached species to the metal cation, resulting in a partial (and
temporary) reduction in the metal oxidation state.

In systems with more than one type of metal atom (or with the same type of metal
atom present in different oxidation states), strong light absorption can occur through
the transfer of an electron from one metal atom to another. An example of this is iron
blue (also called Parisian Blue and Berlin Blue), which has the molecular formula
(Fe43+)(Fe2+(CN)6)3. The intense blue color of this pigment is due to the transfer of
an electron from a Fe2+ atom to a Fe3+ atom. Note that the quantum rules restricting
d to d transitions do not apply in this case since the d atomic orbitals are on different
metal atoms.

Natural versus Synthetic Inorganic Pigments

The use of inorganic pigments predates recorded history. Wall paintings in Spain
that date back approximately 36,000 years were created using both charcoal (a
rudimentary form of carbon black) and various shades of red iron oxides.

Although various colored minerals have been ground for use as pigments for
many centuries, the most prevalent natural pigments are various iron oxides that
range in color from red to orange to black. These include umbers (which contain
between 5 and 20% manganese dioxide) and sienna. These pigments have tradition-
ally been used as “earth tones” in paints as well as ceramics and cement. Due to their
inferior performance compared to synthetic pigments, their use today is limited to
inexpensive, low-value paints, cements, and several other minor applications.

In contrast, the use of synthetic inorganic pigments is widespread in paint and
plastics. These pigments can be synthetic analogs of colored minerals or new mate-
rials that are not found in nature. Synthetic pigments are preferred over their natural
counterparts due to their cleaner hues and their consistent color and physical proper-
ties. Product consistency is achieved through purification of the rawmaterials and the
ability to control particle size, shape, and crystalline structure during manufacture.
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Inorganic color pigments can be classified by using a number of criteria. Distinc-
tions are usually made based on whether the material is an oxide or hydroxy oxide, or
by the metal(s) involved (except for carbon black, which is essentially pure carbon).
Our discussion of the different inorganic pigments is organized in the latter manner
(i.e., by metal content).

Iron Oxides

Iron oxides are the most widely used inorganic color pigments. Several forms of
iron oxide can be used as pigments, differentiated primarily by the oxidation state
of the iron (i.e., the ferrous +2 state or the ferric +3 state), the presence of water
or hydroxide, the crystalline structure, and particle size. Most iron oxide pigments
are synthetic versions of known minerals, including hematite (α-Fe2O3), goethite
(α-FeO(OH)), lepidocrocite (G-FeO(OH)), and magnetite (Fe2O4), the latter being
used as both for its pigmentary and magnetic properties.

The hues of various iron oxides vary from red (hematite) to orange (lepidocrocite)
to yellow (goethite) and black (magnetite), all being relatively pure [25]. Brown can
also be formed by mixing various proportions of the red, yellow, and black forms,
or by introducing low concentrations of another metal (e.g., manganese) into Fe2O3.
Hue is affected by particle size, with goethite changing from green yellow to brown
yellow and lepidocrocite from yellow to orange with increasing size, and by particle
shape (rods are preferred for yellow goethite).

Transparent iron oxides are the only true inorganic transparent color pigments.14

They are typically yellow, orange, or red, depending on the exact chemical form. The
red oxide is important as it is the only transparent red pigment that can withstand
the temperatures of typical plastics processing. These materials can be made through
a precipitation route (discussed below) or by the decomposition of iron pentacar-
bonyl (Fe(CO)5). The precipitation route initially produces a hydrated yellow oxide
(goethite structure) that can be transformed into the anhydrous yellowoxide (hematite
structure) by heating.

Iron oxides typically have good opacity (except for the transparent forms) and
high tint strength. All iron oxide pigments have high light stability.

Chromium(III) Oxide

Chromium(III) oxide, Cr2O3, is an example of a strictly synthetic pigment, as it does
not exist in nature in concentrations high enough for pigmentary purposes [7]. This
is an important green pigment for paints and is valued for its high stability. Its use in
plastics is more limited due to its low color intensity. It is used in military camouflage
because it reflects infrared light as well as visible light.

14 Colorless transparent inorganic pigments can be made from colorless materials such as TiO2 and
ZnO. These are often used as UV light absorbers in applications such as sunscreens.
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Cadmium Sulfide

Cadmium sulfide pigments span the color range from yellow to red. Color differences
are due to differences in particle size as well as the presence of zinc or selenium
atoms. When selenium is added at levels below approximately 10%, an orange color
is formed, whereas higher selenium levels produce a red color. Both the orange and
the red pigments have particle sizes on the order of 1.0 micron. Pure CdS pigment
is yellow and has a particle size of roughly 0.4 microns.

Complex Inorganic Color Pigments

Inorganic color pigments often contain more than one metal atom type. Such mate-
rials are called mixed metal oxide pigments or, more commonly, complex inorganic
color pigments (CICPs). CICPs are not simply physical mixtures of two pigments
that have different metals, but instead are single compounds containing the two (or
more) metals combined at the atomic level.

CICPs typically takeoneof three crystalline structures, eachofwhich is commonly
found as minerals [26]. These are the hematite structure (M2O3, whereM is a metal),
rutile structure (MO2), and spinel structure (M3O4). Note that the average oxidation
states of the metal atoms in these three structures are different. The metals used
include zinc, iron, chromium, nickel, titanium, and cobalt, and their colors cover a
wide range from yellow to green, blue, and black.

As a class, CICPs show high stability to chemicals, ultraviolet radiation, and
heat. This stability can be understood based on the manufacturing process for these
materials. These pigments are made by heating mixtures of the appropriate starting
materials to temperatures between 800 and 1,300 °C [26]. Clearly,materials produced
at such temperatures will be stable at even the most aggressive temperatures seen
in paint or plastic manufacture. Similarly, CICPs are stable towards reactions with
other chemicals because, after being heated to such temperatures, they are typically
in their thermodynamically lowest energy state. These materials also have the benefit
of high infrared and solar reflectivities (see Chap. 19), which differentiate them from
most organic pigments.

Carbon Black

Carbon black particles are produced through the incomplete combustion of organic
molecules such as oil, natural gas, or acetylene. They are typically much smaller than
other inorganic pigment particles, and even smaller than many organic pigments.
Primary particle size is the principal means of differentiating grades, ranging from a
few nanometers to half a micron. The size and structure of agglomerates are of equal
importance to the size of the primary particles themselves because these agglomerate
structures can survive the dispersion process. While the property of agglomerate size



288 8 Color Pigments

is obvious, the concept of “structure”, as applied to carbon black pigments, is also
important.

Structure refers to the degree of openness of the agglomerate. Some agglomerates
are compact, with an aciniform, grape-like cluster, shape, while others have a linear,
usually somewhat branched, arrangement. Pigments with the latter condition are
referred to as having “high structure”. Structure affects dispersibility and viscosity
in liquid carriers (i.e., paints), as well as the color sensation of the pigment.

There are three color-related aspects of carbon black pigments. The first is jetness,
which refers to the degree to which the pigment deviates from achromaticity. This
can be characterized by the b* value for the material (see Chap. 6). High jetness
indicates a lack of chromaticity or a “pureness” of black. The second measure is
the degree of blackness. This indicates how dark the pigment is and is a measure of
the reflectance of the material under complete opacity conditions. Finally, the tint
strength of the pigment is a measure of how much light a unit amount of material
absorbs. This is measured as the reflectance value of a paste consisting of a mix of
carbon black and zinc oxide and is made on a comparative basis to the reflectance
value of a standard or reference with a defined tint strength of 100.

Due to their small size and intrinsic hydrophobicity, carbon black pigments can
be notoriously difficult to wet and disperse into paints and plastics. Dispersion can
be enhanced by introducing a small number of oxygen functional groups (alcohols,
aldehydes and ketones, and carboxylic acids) onto the particle surfaces. This is done
either chemically or through partial oxidation of the particle surfaces.

Comparison Between Organic and Inorganic Pigments

There aremany general trends and properties that differentiatemost organic pigments
from most inorganic pigments. Several of these are listed below. The reader is
cautioned, however, that these are generalizations and not strict rules, and as such
there are exceptions to each.

In general, organic pigments have a lower hiding power (or opacity) and higher
transparency than inorganic pigments. There are two reasons for this. First, the
refractive indices of organic pigments are closely matched to those of the polymer
surrounding them, since these are all hydrocarbons. This reduces the light scattering
strength of the particles. In contrast, the refractive indices of inorganic color pigments
can be quite high—even exceeding that of TiO2. Second, the particle sizes of organic
pigments are typically smaller than those of inorganic pigments (the notable excep-
tion being carbon black, which is considered inorganic and includes some of the
smallest sizes for all pigments). Organic pigments are generally too small to effec-
tively scatter visible light while inorganic pigments are often of the correct size to
maximize light scattering.

The smaller sizes of organic particles give them higher surface areas and, in
coatings applications, higher oil absorption values, greater dispersant demands, and
higher liquid paint viscosities [22]. These can all limit their concentrations in paints.
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The smaller sizes also make these particles more difficult to disperse in either paints
or plastics and more difficult to stabilize against flocculation in paints.

Pigment density is lower with organic pigments than inorganic pigments. Coupled
with their larger sizes, this makes inorganic pigments more susceptible to settling
during periods of quiescence.

The saturation, or color purity, of organic pigments is generally greater than inor-
ganic pigments. While there are inorganic pigments with high chromaticity, most
have dull or muted colors.

Inorganic pigments are generally more stable against heat, oxygen, and light. This
is because organic pigments, like all hydrocarbons, are fundamentally unstable in an
oxidative environment such as the atmosphere, particularly when exposed to ultra-
violet radiation. The thermodynamically most stable forms of carbon and hydrogen
are carbon dioxide and water. In contrast, the atoms in most inorganic pigments,
particularly the oxides or hydrous oxides, are already in their fully oxidized state and
so do not react with atmospheric oxygen. In addition, many inorganic pigments are
produced through calcination at temperatures in excess of several hundred degrees,
and so are inert under ambient conditions and at temperatures encountered in paint
of plastics production. Finally, some inorganic pigments do not absorb ultraviolet
light, so they are immune to its effects.

Finally, there are certain differences between organic and inorganic pigments that
are not physical or chemical in nature. The costs of organic pigments are generally
higher than inorganic pigments because of the more extensive processing required
to produce them (discussed below). There are also more color choices for inor-
ganic pigments than organic pigments, particularly when stability is required. That
said, over the past few decades there has been an overall shift away from inorganic
pigments and to their organic counterparts due to the generally higher saturation and
greater tint strength of organic pigments.

Special Effects Pigments

In our previous discussions on light scattering (Chaps. 3 and 4), we assumed that
scattering would ultimately randomize the direction of the light (i.e., would render
it diffuse). In most applications this is desired as it makes the object appearance
constant with respect to the viewing angle. This avoids optical effects that would be
distracting or otherwise objectionable.

In some applications, however, such effects are desired as they add a visual
dimension to appearance, often described colloquially as “pop”. Examples include a
metallic appearance, or a change in color with viewing angle, either at a small scale
(pearlescence) or at a large scale (flip or flip-flop). In many cases the color is not
formed through selective light absorption, as it is for a conventional color pigment,
but rather by light interference, which is a special case of selective light reflection.
The formation of color by this mechanism is familiar to us when we view a thin layer
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of oil on water, which generates a rainbow effect that changes with both viewing
angle and oil thickness.

Pigments that provide these unconventional color sensations are referred to as
“special effects” (or simply “effects”) pigments. There are two major classes of
these pigments, which differ in the way they interact with light and the appearance
characteristics that they confer. These are metallic pigments and pearlescent, or
interference, pigments.

Metallic Pigments

The metallic effect is created by light reflection below the paint or plastic surface [8].
This effect is created by using thin platelets of metal, usually stabilized aluminum
[27], that are alignedwith one another. In paints, this alignment is achieved as the film
contracts during drying (Fig. 8.16), and is enhanced by a low solids content of the
paint, since low solids paints experience greater loss of volume (greater contraction)
on drying than high solids paints. A hydrophobic organic material, such as stearic
acid, is typically coated onto these particles to bring them near the dry film surface,
which further enhances the uniformity of particle alignment. This hydrophobic effect
is greatest in coatings with a low polarity liquid carrier (i.e., solvent-borne paints or
inks) and is more difficult to achieve in highly polar water-borne systems. Pigments
with these hydrophobic coatings are known as leafing pigments.

In plastics, particle alignment is achieved along the flow lines developed as the
molten polymer moves through the process system. Due to the significantly higher
viscosity of a polymer melt compared to a liquid paint, there is no differentiation in
alignment between leafing and non-leafing pigments.

The metallic effect is seen when the reflectance from the object (paint film or
plastic article) is not entirely specular (i.e., not all at the mirror angle of the surface).
Due to a slight misalignment of the different platelets, light scatters over a small
range of angles centered at the mirror angle. This produces a “flop” effect, where the
brightness of the surface changes significantly with viewing angle.

Fig. 8.16 Metallic platelet alignment due to film contraction during paint drying. aWet paint with
randomly aligned platelets. b Dry film with aligned particles
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Coloredmetallic paints use transparent pigments (see below). This is because non-
transparent (opaque) pigments randomize the direction of light through scattering,
while themetallic effect depends on the light all traveling in nearly the same direction.

Pearlescent and Interference Pigments

Pearlescent, or interference, pigments confer two appearance attributes to a mate-
rial [9]. First, they preferentially reflect different colors of light at different angles.
Second, they can add a sensation of depth to the material, unlike conventional
pigments, which have a solid appearance. Combined these create a pearl-like or
nacreous appearance.

The defining attribute of pearlescent pigments is their ability to separate and
preferentially reflect individual colors from white light. This is achieved through
interference, which describes the interactions of light that are partially reflected from
two parallel surfaces separated by a distance of similar dimensions to (but greater
than) the wavelength of light. This phenomenon is shown in Fig. 8.17. Here light
is partially reflected at the surface of a platelet. The portion of light not reflected is
transmitted to the lower interface of the platelet, where a portion is reflected. When
light rays 1 (r1 in Fig. 8.17) and 2 (r2) are parallel and in phase with one another
(i.e., are from the same distant source), and are offset from one another by a certain
distance, then the reflection of light ray 2 from the bottom surfacemeets the reflection
of light ray 1 from the upper surface at point P in this figure. When they meet at point
P, light ray 2 has traveled farther than light ray 1.

Fig. 8.17 Interference of light reflected from parallel surfaces. n1 and n2 are the refractive indices
of the two materials on either side of the surfaces
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When the following condition is met,15,16

2n2d • cos(β)

λ
= m (8.1)

where

n2 is the refractive index of the layered material,
d is the thickness of the layered material,
β is the angle indicated in Fig. 8.17,
λ is the wavelength of light in a vacuum (i.e., a medium with a refractive index

of 1.0), and
m is an integer (that is, an even multiple of ½),

then the reflections of r1 and r2 are in phase when they meet; that is, they combine
constructively and so the intensities of the two combining streams reinforce one
another and there is a strong reflection for that wavelength of light (λ) and at that
angle of reflection (α). If, on the other hand, m is a half integer (i.e., an odd multiple
of ½), then the two light streams combine destructively and so cancel one another,
resulting in the reflected intensity of that wavelength of light and at that angle being
zero.

The overall effect of this interference is that the light reflected from the plateletwill
appear colored, with the wavelength of the reflected light (i.e., its color) depending
on the refractive indices of the two materials,17 the distance between the surfaces,
and the angle of observation.

The amount of light reflected at a surface, in relation to the total light intensity,
depends on the refractive indices (n1 and n2) of the materials on either side of the
surface, as described by the Fresnel equation (Eq. 8.2)18:

Reflected intensity =
[
n1 − n2
n1 + n2

]2

(8.2)

15 Note that, to derive Eq. 8.1, the change in light wavelength that occurs when the light crosses
from the medium into the platelet must be taken into account. It is, in fact, not the absolute distances
of the two pathways that are important, but rather the time it takes to traverse those distances. If
the difference in time traveled is an integer multiple of the time it takes for one cycle (that is, the
inverse of frequency), then the waves combine constructively.
16 Equation 1 omits any phase shifts that may occur on reflection. When such shifts occur, they
must be account for in this equation. In particular, the time required for the light to undergo such a
phase shift must be included in the travel times referred to in the previous footnote.
17 Although n1 does not explicitly appear in Eq. 8.1, it is a part of the relationship between the
angles α and β and so does play a role in this determination.
18 Strictly speaking, Eq. 8.2 applies when the angle to the normal (α in Fig. 8.17) is zero. However,
its deviation when the angle is greater than zero does not affect this argument.
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As can be seen, the proportion of light reflected increases with an increase in the
difference in refractive indices, and so platelets with high refractive indices show the
highest level of pearlescence.

Pearlescent pigments are similar to metallic pigments as both are platelets with
a preferred orientation relative to the object surface and both reflect the light that
strikes them. Importantly, however, not all of the light that strikes an interference
pigment is reflected from it. This allows the light to penetrate more deeply into the
object and to reflect from different depths. This difference is shown schematically
in Fig. 8.18. The deeper penetration of light into the object containing a pearlescent
pigment, and its reflection from different depths within the object, confer a three-
dimensional characteristic or appearance of depth to the object, which contributes to
the pearlescent effect.

Since the wavelength of visible light is centered at roughly one-half micron, we
would expect platelets with characteristic thicknesses on the order of a fewmicrons to
be most effective at creating this effect, and this is the case. It is not possible to manu-
facture these platelets with identical thicknesses; instead, a statistical distribution of
thicknesses is seen. The platelet materials commonly used in these applications, and
their refractive indices, are shown in Table 8.1.

(a)

(b)

Fig. 8.18 Reflection from platelet particles. a metallic pigments. b pearlescent pigments
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Table 8.1 Uncoated
materials commonly used as
pearlescent pigments

Material Refractive index

Pearl essence 1.85

BiOCl 2.15

TiO2 2.73

Fe2O3 2.80–3.01

Fig. 8.19 Apearlescent pigment composedofTiO2 (refractive index2.73) coatedontomica (refrac-
tive index 1.59) embedded in an organic medium (refractive index 1.55). Horizontal dashed arrows
indicate interfaces between materials with substantially different refractive indices

The width of the platelets is important because light striking the edges of the
platelet, rather than their faces, is scattered in all directions instead of being reflected
at the mirror angle. The consequences of this scattering are greatest when the width
of the particles is the least. Widths can vary within the range of 1–200 microns,
depending on the desired appearance. Larger particles favor luster19 while smaller
particles favor opacity [28].

In addition to uncoated platelets, platelets that are coated with high refractive
index materials are also used for this effect. In this case the refractive index of the
coated platelet should match that of the surrounding medium, rather than be greater
than it. An example of such a platelet is mica coated with TiO2 (Fig. 8.19). On its
own, mica cannot be used as a pearlescent pigment because its refractive index (1.59)
is too close to that of the polymer medium (1.55 ± 0.05). However, coating the top
and bottom of a mica platelet with one of the materials listed in Table 8.1 gives a
composite particle that partially reflects light at four interfaces (shown by horizontal
arrows in Fig. 8.19), rather than just two.

Two thickness dimensions are important in coated mica pearlescent pigments:
the thickness of the coating layer (t in Fig. 8.19) and the thickness of the platelet
substrate ( d in Fig. 8.19). As mentioned above, the substrate thickness (d) cannot
be precisely controlled and instead typically follows a statistical distribution. This
distribution typically spans thicknesses from 0.3 and 0.6 microns, although thicker

19 Luster is defined as the contrast between the light specularly reflected from one part of a surface
and the light diffusely reflected from an adjacent area [28]. That is, high luster is seen when light is
reflected strongly at the mirror angle (specularly), but weakly slightly off of this angle (diffusely).
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particles (up to a few microns) are sometimes used. On the other hand, the thickness
of the surface layer (t) can be tightly controlled. This thickness affects the color of
the pearlescent pigment, and different grades of pigment are available with different
coating thicknesses. For example, in the case of TiO2 on mica (Fig. 8.19), as the
layer thickness increases, the reflected color shifts from white or silver (thickness
~ 0.05 micron) to yellow, red, blue, and green (thickness ~ 0.14 micron) while
the transmitted color shifts from white to blue, green, red, and yellow (i.e., the
complement of the reflected color).

Synthetic silica, alumina, and borosilicate can be used in place of mica. They
generally show less variation in thickness than mica, are clearer (mica has a yellow
tone), and have lower refractive indices, enhancing the interference effect.

Interesting color effects canbe seenwhen the coating layer is colored (e.g., Fe2O3).
In this case the color of the platelet is determined by both light interference and
absorption, and a bronze and copper appearance can be generated. In dual effect or
combination mica pigments, a five-layer sandwich is made in which the TiO2 coated
mica is further coated with a colored (light-absorbing) layer. These complicated
pigments are used primarily in cosmetics,where relatively small quantities can confer
high value to the product, justifying the costs of the extensive production process
required to make these pigments, but they are also found in high-value paints and
plastics.

Interesting color effects are also seen when pearlescent pigments are used in the
presence of conventional color pigments. In this case the phenomenon of color-flop,
in which the color of an object changes with viewing angle, can be exhibited. Such
an effect is often used in automotive coatings, where it both changes the color of a
vehicle as it drives past the observer and it enhances the curves on the vehicle when
at rest.

Important Pigment Properties

As is true for all small particles found in paints, plastics, and paper laminates, there are
many physical and chemical properties of color pigments that affect their behavior in
their end-use application. Themore important of these are discussed below, beginning
with the defining aspect of these particles—color.

Color

It is important to differentiate between the color of a pigment and the color of a paint
or plastic. In Chap. 6 we described methods to measure and quantify the color of a
paint or plastic, and we can apply these methods to pigments themselves. But there
is a complication when doing so: In what state do we measure the pigment color?
For example, we could press a pellet of the pigment and measure the color of that.
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However, we would find this to be very dark, even for pigments that make a bright
paint or plastic. In addition to low brightness, there can be a marked shift in hue
when concentrating the pigment in this way.

To understand the various ways that pigment color can be measured, and how
the results can differ from one another, we first need to discuss the light absorption
process.

Light Absorption

We noted earlier that the energy needed to promote an electron determines the color
of a molecule, and that the probability with which that energy is absorbed by that
molecule determines its color intensity or tint strength. This probability is charac-
terized as the absorption efficiency of the material at that wavelength of light and is
quantified as an absorption coefficient.

Pursuit of a scientific understanding of light absorption, and its quantification,
goes back to the early 1700s. Bouguer reported that the amount of light transmitted
through a translucent object was dependent on that object’s thickness. This rela-
tionship between thickness and percent transmittance was not, however, linear (blue
circles, Fig. 8.20). This is not surprising—a linear relationship would give a negative
percent transmittance value for objects above a certain thickness.

Bouguer found that the decrease in transmittance was instead logarithmic, and so
plotting the log of transmittance against thickness results in a linear fit (red triangles,

Fig. 8.20 % Transmittance and log (% transmittance) as a function of object thickness
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Fig. 8.21 Relationship between A and %T

Fig. 8.20). This leads us to a different way of quantifying the light removed by atoms
or molecules—absorption, rather than transmittance.

Absorbance and percent transmittance are related by the following equations20:

%T = 10(2−A) (8.3)

A = 2 − log(%T ) (8.4)

If transmittance is expressed as a fraction rather than a percent, the number “2”
is removed from these equations.

A chart of absorbance as a function of percent transmittance is given in Fig. 8.21.
Later, Beer showed that absorption was dependent on the concentration of the

absorbing species in the same way that it is dependent on sample thickness—that
is, absorption is linearly related to concentration. We can combine the findings that
absorption increases linearly with pathlength and concentration, and depends on the
absorption strength of the absorbing species, into the Beer–Lambert law:

A = εbc (8.5)

where

20 Somewhat confusingly, the term “% absorbance” is sometimes used to describe the percent of
light that is not transmitted (i.e., 100−%T). This is not what we are referring to here and elsewhere
in this chapter.
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Fig. 8.22 Proportional loss of intensity due to light absorption

A is the total amount of light absorbed,
ε is the absorption coefficient, sometimes called the extinction coefficient ormolar

absorptivity,21

b is the pathlength of the light through the materials, and
c is the concentration of the absorbing specials.

These relationships are consistent with the proposition that the amount of light
absorbed by an object is a proportion of the incoming light, rather than an absolute
number of photons. For example, in Fig. 8.22, we see that each thickness of the
sample absorbs the same fraction of incoming photons (30%) while the absolute
number of absorbed photons decreases as fewer and fewer photons remain in the
beam.

The foundational basis for the Beer–Lambert law is that absorbance is determined
by how much material the light passes through (said differently, by the number of
photon/absorber species interactions). We can control this amount either through
concentration or through the distance through which the light travels. This finding
supports the proposition that species absorb light independently of one another.22

This is very different from light scattering, where the scattering strength of a particle
is a strong function of its proximity to other scattering particles, and, therefore, on
its concentration (Chap. 4).

The non-linear relationship between A and %R (Fig. 8.21) can result in the color
of a material shifting if the concentration of the colorant changes (c in Eq. 8.5) or
if the thickness of the material changes (b in Eq. 8.5). This color shift occurs if the

21 The units of ε depend on the units of b and c and are chosen such that A is unitless. b is typically
given in units of cm and c is typically given in units of mol/l.
22 The linear response between absorbance and concentration can break down for strongly absorbing
systems and in situations where paint components chemically interact with one another.
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light is absorbed in different regions of the visible spectrumwith different absorption
strengths.

This is best demonstrated by an example. Consider drawdowns of two paints for
which the same color pigment is present, but at two different concentrations—in
Paint X the concentration is one-tenth that in Paint Y. In this thought experiment, we
will assume that the absorption coefficient of the pigment in the red region of the
spectrum is ten times that in the blue region, and that the absorption coefficient in
the green region is so high that essentially all green light is absorbed in both paints.

We will also, for the purposes of this example, assume that, at the thickness of the
drawdown, the total light absorbed, A, in Paint X in the red region is 0.1, resulting in
an A value for this paint in the blue region of 0.01 (one-tenth that in the red region).
These correspond to %R values of 79.4% and 97.7% for the red and blue regions,
respectively, in Paint X, giving a ratio of blue light to red reflected light of 1.23.
Under these conditions the color would be considered a somewhat blue shade of
purple.

Next, we consider Paint Y, with ten times the concentration of pigment as paint
X, drawn down at the same thickness as above. This increases the A values to 1.0
and 0.1 for red and blue light, respectively. These A values correspond to %R values
of 10.0% and 79.4%, respectively. Now the amount of blue light is 7.5 times that
of the red light. Paint Y is darker than Paint X, but it also has a distinctly different
color—it is blue, while Paint X is blue/purple. The overall effect is that by increasing
the concentration of pigment, we have shifted the color balance, and therefore the
color itself, without having changed the absorbance properties of the pigment.23 This
analysis underscores the importance of concentration and thickness when describing
the color of a pigment. Examples of color changes that can occur for these and similar
reasons are discussed in the next section.

Masstone and Tint Tone

Because the perceived color of a pigment changes with concentration, pigment color
is generally determined under two conditions. The first condition is a paint film or
plastic object that has no other pigments and that is thick enough to be completely
opaque. This color is referred to as the masstone of the pigment and is generally
quite dark. The second condition for determining pigment color is to dilute a paint
or plastic made with that pigment with a high concentration of white pigment. There
is no standard ratio of color pigment to white pigment, so this must be specified
when describing the color mix. Ratios of 10:90 or 5:95, color pigment to white
pigment, are often used. The white pigment uniformly increases reflectance across
the entire visible light range with an effect similar to decreasing the color pigment
concentration. The resulting color is referred to as the tint tone of the pigment and
is, not surprisingly, quite bright compared to the masstone.

23 In Chap. 15 we will quantify the effect of colorant concentration on color.
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Fig. 8.23 a masstone and b
tint tone (10:90 with TiO2)
of Nickel Azo Yellow (C.I.
Pigment Yellow 150) [29]

In most instances there is a clear visual relationship between a masstone and tint
tone. However, for reasons discussed in the previous section, this is not always the
case. An example of this is the masstone and tint tone of nickel azo yellow pigment
(C.I. Pigment Yellow 150), as shown in Fig. 8.23 [29]. Here the masstone has a
distinctive green appearance whereas the tint tone is a pure yellow.

Masstone and tint tone can be conveyed through physical samples or by using
the color scales typically used for paints and plastics (e.g., L* a* b*; see Chap. 6).
Standard techniques for making these measurements have been developed by ASTM
[30].

A hue shift is also sometimes seen when a black colorant is added to a paint
containing a color pigment and a white pigment (this is referred to as “shading” the
paint). This is in many ways the opposite of diluting a masstone with a white pigment
to give a tint tone. Here we are increasing the total absorption of the paint over the
visible light spectrum uniformly, whereas with the tint tone we are decreasing the
total absorption of the paint over the visible light spectrum uniformly. Subsequently,
the color shifts for the same reason as described above for masstone. This is shown
in Fig. 8.24 for a different yellow pigment (C.I. Pigment Yellow 184) than shown in
Fig. 8.23.

Transparency and Opacity

When discussing white pigments (Chap. 7), our focus was on their ability to provide
opacity through light scattering, while when discussing color pigments, we focus
on light absorption. However, some color pigments both absorb and scatter light—
in fact, the refractive indices of many inorganic pigments actually exceed that of
TiO2. For example, the refractive indices of iron(III) oxides vary from 2.80 to 3.01,
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Fig. 8.24 C.I. Pigment
Yellow 184 in a a paint
containing a white pigment
(tint tone) and b a paint
containing a black pigment
(shade)

depending on the form.24 Color pigments that also scatter light are referred to as
opaque pigments, while those that do not are referred to as transparent pigments.

While light scattering benefits opacity, it is not always desired in a color pigment.
In certain applications, it is advantageous for the pigment to allow the unabsorbed
light to continue on its original path. Inks are an example of such an application.
Inks are typically applied to an opaque surface, most usually the white surface of the
paper, so do not themselves need to provide opacity. That is, it is the white paper,
rather than the colorant in an ink, that scatters light back to the eye of the observer. By
using transparent pigments, new colors can be created by applying layers of different
color inks (an opaque ink would conceal any layers of ink beneath it and so would
not create a new color).

Transparent pigments are also used in translucent or tinted plastic applications
[31]. This allows for visibility through the object while at the same time imparting
a color appearance. Transparent pigments are also often used in conjunction with
effects pigments to achieve a metallic effect (discussed above).

Transparency is achieved by particle size control—transparent pigment particles
are too small to scatter visible light (typically these particles are between 2 and 15 nm)
[7]. Size control within this regime is more commonly seen for organic pigments,
and the only important transparent inorganic color pigments are the transparent iron
oxides and transparent cobalt blue. Phthalocyanines and quinacridones are the most
transparent of the organic color pigments, while pyrroles are among themost opaque.

24 For reference, germanium metal has perhaps the highest refractive index in the visible spectrum,
with a value of 4.05.
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The degree of transparency can be quantified based on the reflectivity of a paint or
plastic over a black substrate, compared to the reflectivity of the uncoated black
substrate, as a function of either the path length or the color pigment concentration
[32].

In addition to particle size, particle shape and orientation are also a factor for
transparency. In particular, the transparency (or, alternatively, the opacity) of rod-
shaped particles is determined by their orientation with respect to the light source.

Lightfastness

In the earlier discussion on electronic structure, we noted that ultraviolet light has the
energy required to break the single bonds (primarily C–C and C–H bonds) that are
found in organicmolecules. As such, organicmolecules are susceptible to breakdown
when exposed to natural sunlight. The ample availability of atmospheric oxygen
hastens this breakdown. As described earlier, the final dispositions of the carbon and
hydrogen atoms in a degraded hydrocarbon are carbon dioxide and water, although
fading of organic color pigments begins much earlier in the degradation process. The
ability of an organic molecule to resist these degradation reactions is referred to as
durabilitywhen discussing resins (see Chap. 14) and as lightfastnesswhen discussing
pigments.

Certain classes of organic pigments are more lightfast than others. Phthalocya-
nines, for example, have a high lightfastness whereas the lightfastness of many azo
pigments is low. This reflects not only the rate at which the pigment degrades but also
the sensitivity of the color to the change in the molecular structure of the pigment.
In some cases, changing the bonding of a single atom can give a large change in
both the color and the color intensity (tint strength) of a pigment. An example of this
was shown in Fig. 8.7, where a change in the bonding of the central carbon atom
of crystal violet (from being bonded to three other atoms to being bonded to four)
resulted in a total loss of color. Another example of this is shown in Fig. 8.25, where

Fig. 8.25 Color shift after
exposure. The blue paint
becomes lighter in color,
reflecting the appearance of
“chalk” on the paint surface,
while the green paint
becomes lighter and bluer,
the shift in color reflecting
the partial degradation of the
pigment in this paint. This is
discussed in more detail in
Chap. 14
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there is a clear shift in color of a yellow-green paint towards blue. This example is
also discussed in Chap. 14.

As a general rule, lightfastness is most important in paints and plastics that are
used in exterior applications and least important in inks, where exposure to sunlight
is limited (e.g., in the pages of a closed book) or the application is not intended for
long-term use (e.g., in a newspaper or advertisement).

Crystal Structure

Atoms and molecules form solid particles when they benefit energetically from
close interactions with one another. In general, there is one arrangement of atoms or
molecules that is thermodynamically the most stable, and to optimize this stability
the atoms and molecules repeat this arrangement throughout the solid particle. Parti-
cles exhibiting a regularly repeating arrangement of atoms or molecules are called
crystals.

While there is typically one arrangement for which the energy is minimized for a
given material, in some cases there are multiple arrangements for which the energy
differences are small, leading to more than one crystal structure (phase) of that
material. This is analogous to the creation of different two-dimensional patterns
from a set of tiles. When this occurs, the different crystalline phases are referred to
as polymorphs. Examples of polymorphism are the two phases of TiO2 (anatase and
rutile) and the existence of multiple phases of various iron oxides.

Polymorphism is common for planar aromatic materials, including many organic
pigments because there can be strong interactions between the aromatic rings
on different molecules. The extensive network of delocalized bonds in aromatic
compounds is positioned above and below the plane of the atoms (refer back to
Fig. 8.5). Inter-molecular stabilization can occur when the delocalized molecular
orbitals stack on top of one another, and stacking is quite common for these mate-
rials. Polymorphs often exist that differ in the way that individual molecules arrange
with respect to one another in each stack, and in the way that the stacks arrange
with respect to one another. This was discussed briefly in the section on phthalo-
cyanine pigments above and was shown schematically in Fig. 8.11 for two different
arrangements of copper phthalocyanine stacks [16].

The alignment of delocalized orbitals that occurs when aromatic molecules are
stacked on one another perturbs the molecular orbital energies of these delocal-
ized bonds and so adjusts the wavelength of light absorbed by these materials. This
accounts for color shifts that are often seen between different crystalline forms of a
pigment.

Polymorphism is important in pigment applications because many properties of
pigment particles are different for different crystal forms. These properties are both
physical, such as density, solubility, lightfastness and particle shape, and optical, such
as color and tint strength. Crystal phase can be controlled during particle formation



304 8 Color Pigments

by the presence of certain additives that promote or inhibit certain crystalline phases
and by the presence of seed crystals.

Like the crystal phase, crystal size and shape can be controlled by certain additives.
This occurswhen the additive promotes or inhibits the growth of certain particle faces
[16]. A molecule that adsorbs strongly onto a crystal face will inhibit the growth of
that face. When this molecule adsorbs on all faces, the resulting particles are small
since growth is completely hindered (this is used for particle size control—see the
next section). If absorption is preferential to only one type of face, then the shape of
the particle will be changed since this will slow the growth rate of that face while
not affecting the growth rate of the other faces.

Particle shape is important because it can affect the hue of certain pigments as
well as particle packing efficiencies in highly concentrated conditions, such as seen
in colorant concentrates (for paints) and masterbatches (for plastics), as discussed
below. Shape can also affect the overall hydrophilicity or hydrophobicity of the
particle if one face is more hydrophilic than another. This is sometimes seen in
copper phthalocyanine pigments [16].

Solubility is also affected by crystalline form since the strength of the interactions
between individual molecules in a particle is an important factor in determining the
solubility of that particle. Even slight solubility can be an issue because this can
lead to the formation of new, more stable, crystalline phases of the pigment. This
occurs because thermodynamically less stable crystalline phases are more soluble
than thermodynamically more stable phases, and so a dynamic equilibrium is estab-
lished for which molecules are preferentially dissolved from the less stable phase
and redeposited onto the more stable phase.

Slight solubility can also lead to an increase in the particle size of existing crys-
talline phases. This occurs because the solubility of small particles is greater than
the solubility of large particles of the same crystalline phase.25 Under dynamic
conditions, molecules on the particle surfaces continually dissolve and reprecipitate,
with the rate of dissolution and reprecipitation depending on the particle solubility.
Because solubility is greater for smaller particles than for larger particles, molecules
preferentially dissolve from the smaller particles and preferentially deposit onto the
larger particles. This results in the disappearance of small particles and the growth
of large particles—a process known as Ostwald ripening [33].

Particle growth or phase change that occurs during paint preparation or storage
are undesirable because they cause uncontrolled changes in the physical and optical
properties of the paints. This leads to paint instability and to the color of a paint
shifting over time.

Finally, we note that certain particles can affect the crystallization rate of molten
polymer, which is a slow step in polymer processing, by increasing the rate of crystal
nucleation of the molten polymer. Different crystalline forms of a pigment can affect
this rate to different extents [34, 35].

25 This is amanifestation of surface energy. The thermodynamic driver for this behavior is a decrease
in overall surface area, with the attendant decrease in surface energy.
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Particle Size

Particle size affects many properties of color pigment particles. As is the case with
any particle, particle size can affect the wettability, dispersibility, and dispersion
stability of particles in a polymer medium (see Chaps. 11 and 12). In addition, the
light absorption properties of particles, which in turn affect both the color and the
color intensity (tint strength) of color pigments, are affected by particle size [25], as
will be discussed next.

Effect of Particle Size on Light Absorption

Before discussing the effect of particle size on light absorption, it is useful to review,
for comparative purposes, the effect of particle size on light scattering (Chap. 3).
In our discussion of white pigments, we saw that there is a complex relationship
between particle size and the light scattering power of a unit weight of pigment. For
particles larger than the wavelength of light, scattering occurs when light strikes the
particle surface. Since the surface area of a unit weight of particles increases with
decreasing particle size, the amount of light scattered on a mass basis increases with
decreasing size in this size regime.

This relationship changes when particles are near in size to the wavelength of
light. Under these conditions scattering can also occur when the light comes close to
the particle but misses it (diffraction). This effectively increases the scattering cross-
section of the particle beyond its physical cross-section and results in an even greater
increase in scattering power per unit weight as the particle size decreases. However,
when the particle size decreases to a value significantly below the wavelength of
light, the fundamental nature of the scattering interaction changes, and not all of the
light that strikes a particle is scattered by it (i.e., its scattering cross-section becomes
smaller than its physical cross-section). In this size region, scattering strength per
unit weight decreases rapidly with decreasing particle size.

This complex relationship between particle size and light scattering strength per
unit mass of particles leads to there being an optimal particle size for light scattering
(roughly half the wavelength of light). Particles above this size have a lower surface
area per unit mass, and so intercept less light. Particles below this size have a funda-
mentally weaker interaction with light, and so, on a per mass basis, also intercept
less light.

The factors that determine the effect of particle size on light absorption are in some
ways similar to those that determine the effect of particle size on light scattering,
and in other ways different. Light absorption occurs when light strikes a particle
surface, which is similar to light scattering for particles significantly larger than
the wavelength of light. However, unlike light scattering, the light absorption cross-
section of a particle is nearly always the same as the physical cross-section, and so
we would expect light absorption, on a unit mass basis, to increase linearly with
decreasing particle diameter without limit. Unlike in light scattering, however, the
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amount of light absorbed by a particle also depends on the pathlength of the light
through it (i.e., the particle thickness), and this decreases with decreasing particle
diameter.

Overall, then, there are two opposing effects of particle size on the amount of light
absorbed by a unit mass of material, as was the case for light scattering. However, the
details of these effects are fundamentally different for the two forms of light/particle
interaction. For light scattering, the two opposing effects are the amount of surface
area and the inability of small particles to interact with light in a scattering fashion,
while for light absorption the two effects are the amount of surface area and the
distance traveled through the particle. We may reasonably wonder which of these
opposing effects is more important for optimizing light absorption, or if a balance
between required, as was the case with light scattering, which would lead to an
optimal particle size for absorption.

We can address this issue through the following thought experiment. We will
consider two blue pigment samples that differ only in particle size—the linear dimen-
sions of one sample are three times greater than the other. The size of the smaller
particles is such that one-half of the red light that strikes them is absorbed, and one-
half passes through. Since the larger particles are three times as thick as the smaller
particles, they will allow only one-eighth of the light striking them to pass through.
This is because half the light striking the particle is absorbed by the top third of the
particle, half of the remaining light is absorbed by the middle third, and half of that
remaining light is absorbed by the bottom third.

In our thought experiment, wewill disperse the sameweight of these particles into
two films. For simplicity, we will specify a film concentration such that the smaller
particles occupy one half of the film surface, and we will focus on a region of the
film that contains 27 of the small particles (Fig. 8.26a) or one of the large particles
(Fig. 8.26b).26 Since the large particle has only one-third of the cross-sectional area
as the combined cross-sectional areas of the small particles, it only covers one-sixth
of the film surface.

One-quarter (25%) of the red light directed at the film with the smaller particles
is absorbed—half of the light strikes the particle surfaces, and half of that light is
absorbed by them. However, only 7/48 (14.6%) of the light striking the surface of the
film with the large particle is absorbed—one-sixth of the light strikes the particles,
and seven-eighths of that light is absorbed.

The overall result is that, for this particular size, increasing the particle side length
by a factor of three decreases the amount of light absorbed by 58.3% (0.583 =
0.146/0.25). This analysis can be extended to other particle sizes, and in all cases
the light absorption strength of a mass of small particles is greater than for the same
mass of large particles. Taken to the extreme, we can think of individual molecules

26 Both of these regions are the same size, since they contain the same volume of particles and have
the same concentration.
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Fig. 8.26 Light absorbed by
an equal weight of a small
particles and b large particles
in films. Arrows indicate
incident light. The total
volumetric concentration is
the same in these two films

that are dissolved in a liquid as being “particles” of vanishingly small dimensions,
and they generally absorb light accordingly.27

The effect of particle size on pigment absorption strength, on a unit mass basis
(e.g., the absorption per gram of pigment) is shown in Fig. 8.27. The Y-axis in this
figure is the absorption strength of a particle relative to the absorption strength of an
infinitely small particle (i.e., a dissolved molecule). The X-axis is the diameter of the
particle relative to the diameter of a particle thick enough to absorb half the incident
light (i.e., the size of the particles in Fig. 8.26a). For reference, this size is roughly
10 nm for copper phthalocyanine. As indicated by the thin black lines, a particle of
this size absorbs only 72% as much light as an infinitely small particle (i.e., as a
dissolved molecule), and a particle three times this size (i.e., similar to the particle
size in Fig. 8.26b) absorbs only 42% as much light as a dissolved molecule (and, as
discussed in context with Fig. 8.26, absorbs only 58.3% as much light as the smaller
particles).

An example of the effect of particle size on light adsorption strength can be found
in carbon black [4]. High color channel blacks, which are made by impinging a gas
flame onto a metal plate, have particle sizes in the range of 5–15 nm. The absorption
intensities, referred to as “jetness” for black pigments, of high color channel blacks
are high. Furnace blacks, with particle sizes in the range of 50–200 nm, are made by
the combustion of oil or gas, and have intermediate jetness, while lampblacks, made
by burning oils or tars in a deficit of oxygen, have particle sizes in excess of 500 nm.

27 This is not true when molecules within the particles affect one another’s electronic structure, as
was described in the previous section on crystal structure, or when the dissolved molecules interact
electronically with solvent molecules.
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Fig. 8.27 Theoretical effect of particle size on the amount of light absorbed by a unit weight of
pigment

The jetness of lampblacks is so low that they are primarily used in gray, rather than
black, paints or plastics.

The thought experiment described by Figs. 8.26 and 8.27 is strictly theoretical and
there are many practical considerations that can alter these conclusions. In particular,
although absorption efficiency increases with decreasing particle size, there are prac-
tical factors that limit the fineness of the particles. The large surface areas of small
particlesmake them very difficult to disperse in either a plastic or a paint, and difficult
to keep dispersed in a paint. This is particularly true for organic pigments, which
often have low energy surfaces that are difficult to wet (see Chaps. 16 and 17). Small
size particles also greatly increase the viscosity of any liquid into which the parti-
cles are incorporated when compared to large particles. This restricts the maximum
concentration of small particles that can be used in a paint [22]. A practical balance
of these different effects is reached for most color pigments in the submicron to nano
particle dimensions.

Controlling Particle Size

There are two fundamentally different ways of controlling particle size: by starting
with large particles and creating smaller particles from them (grinding), or by starting
with small particles (or dissolved molecules) and building larger particles from them
(deposition). Both of these technologies are used for color pigments.
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Grinding, or comminution, has been used for centuries to decrease the size of
natural pigments, and today is also used to control the particle sizes of some synthetic
pigments as well. This method of particle size control is generally less desirable than
size control via deposition because it consumes much energy. It can discolor the
pigment particles by abrasion with the sides of a metal wall or with the dispersing
media, when present. It can chemically alter the particles due to the creation of
very high local temperatures and pressures, and, finally, it can introduce particulate
impurities from abraded media or beads. In addition, there is typically a diminishing
return on grinding, and many particles cannot be ground below a certain size.

Alternatively, particle size can be controlled during the particle formation process.
This strategy generally applies to particles formed by precipitation, although not
always, as the above example for carbon black shows. Crystal size can be controlled
by the concentration, temperature, pH, and rate of reagent addition during the reac-
tions that produce the particles [33]. These factors affect the relative rate at which
dissolved species precipitate as new crystals (i.e., the rate of particle formation)
compared to the rate at which the dissolved species adds on to an existing crystal
(i.e., the rate of crystal growth).

In general, particle growth is favored when the concentration of particles is high
and when the degree of supersaturation is low. High particle concentrations favor
existing particle growth over new particle creation because there are always particle
surfaces close to a molecule when it deposits. A low degree of supersaturation favors
particle growth because it decreases the likelihood of two molecules that are precip-
itating to encounter one another and create a new particle before they contact the
surface of an existing particle and deposit there. A low degree of supersaturation is
favored by long precipitation times, slow rates of reactant addition, and high temper-
atures. The degree of supersaturation is also affected by the order of addition and the
manner in which the startingmaterials are combined. In addition to particles growing
while they are initially being formed, they can also grow after they are formed by
Ostwald ripening, as discussed above.

Dispersibility

The dispersity of a pigment is of high importance because the light absorption effi-
ciency of agglomerates or flocculates is less than that of individually dispersed parti-
cles [25]. This can be understood by considering the agglomerates or flocculates as
being the optical equivalent of larger particles. As discussed above, large particles
absorb light less efficiently than small particles.

Groups of undispersed particles can exist in a paint film or plastic if the particles
are not adequately dispersed during the grinding operation (see Chaps. 11 and 12,
respectively). These groups of particles are referred to as agglomerates. For paints,
groups of undispersed particles can also form during storage or drying if the particles
are not properly stabilized. Groups of particles that were initially dispersed in a
paint, but then re-combine, are referred to as flocculates. When poor dispersion is
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seen in a dry paint film, it is important for the paint formulator to know whether
it is due to inadequate initial dispersion (agglomeration) or to dispersion instability
(flocculation), as the corrective actions are very different for the two (see Chap. 11).

For both paints and plastics, initial dispersion is determined by the characteristics
of the particle surface (e.g., its wettability and surface energy), the size of the particle
(small particles are more difficult to separate than large particles due to their higher
surface areas) and the degree to which energy can be rapidly and efficiently used
to pull the particles apart, rather than, say, to simply overcome drag due to high
viscosity, or to heat the dispersion by mixing rather than grinding.

Even at low concentrations, slurries made with particles that have high oil absorp-
tion values (and high surface areas) can be highly viscous. This can make it difficult
to adequately disperse small pigment particles within the time constraints of paint
production. Low dispersion rates are also seen if the particle surfaces are difficult
to wet. This is often true of organic pigments, since they generally have inert, low
energy surfaces that do not wet easily. Because of this, many paint manufacturers
prefer to purchase their color pigments in the form of pre-dispersed liquid concen-
trates. Similarly, many plastics manufacturers purchase their color pigments in the
form of plastics concentrates, or masterbatches. Both of these forms of concentrated
pigment are discussed in the section on pigment manufacture below.

Both the dispersibility and, for paints, the dispersion stability, of a pigment can be
significantly enhanced by surface modifications. These are in some ways similar to
those applied to TiO2 pigments, as discussed in Chap. 7, and in some ways different.

Surface Modification

Dispersion improvement through surfacemodification is an important aspect ofmany
pigments. Many of the materials added during the production of pigments to control
their particle size also assist in their wettability. Surface modifications with other
materials can assist in both ease of dispersion and dispersion stability. These surface
modifiers are typically applied to organic pigments, since they are typically the most
difficult to wet and disperse, although certain inorganic pigments, most notably TiO2

(see Chap. 7), are also treated in this way. In all cases they are generally applied at
the end of the production process, in a step referred to as “conditioning” in color
pigment manufacture and “finishing” for TiO2.

The surfacemodifications for organic pigments generally fall into three categories.
The first is the addition of rosin during particle synthesis [16]. This controls particle
size and often improves particle wettability. Rosin is often used on azo pigments,
although other classes of pigments also use rosin to a lesser extent.

The second category of modification is a limited, tightly controlled oxidation
of the pigment surface. This is generally applied to carbon blacks and to some
organic red pigments. Here the intent is to react the particles with enough oxygen
to create surface oxygen functional groups, such as alcohols, aldehydes, ketones,
ethers, esters, and carboxylates. These functional groups increase the polarity at the
surface and therefore the wettability of the particle.
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The third type of modification is the surface deposition of a chemical derivative
of that pigment that can improve particle wettability by increasing the polarity of
the particle surface [36]. An example of such a derivative is a sulfonated version of
the original pigment molecule. Since these derivatives have the same overall shape
and chemistry as the original pigment molecule, they generally fit onto the particle
surface in a fashion similar to the original molecules, and so these attachments are
strong.

The surfaces of inorganic color pigments can be modified by deposition of an
inert, colorless material. The modification of TiO2 surfaces using silica and alumina
was described in Chap. 7, and similar materials can be applied to inorganic color
pigments such asC.I. PigmentYellow184 (bismuth vanadate) andC.I. PigmentBlack
29 (mixed cobalt iron oxide). In addition, the surface energies of inorganic pigments
that are incorporated into plastics can be lowered, if desired, by the deposition of a
hydrophobic organic material onto the particle surface [37]. This not only increases
plastics processing rates but also allows for higher concentrations of particles in
masterbatches (discussed below).

Pigment Manufacture

Entire books are dedicated to the subject of pigment manufacture [5–7, 10, 23], and
we will not exhaustively review these methods here. Our intent is to give a flavor for
the types of processes involved in color pigment manufacture.

The two types of pigments—organic and inorganic—are generally produced in
very different ways. Organic pigments are produced by the reactions of petroleum
distillates and their derivatives, typically in an organic solution and at temperatures
no higher than 150 °C. Inorganic pigments are produced by either high-temperature
calcination or by precipitation.

Organic Pigments

Broadly speaking, most organic pigments are made following a similar series of
operations, as shown in Fig. 8.28. This schematic is meant to be quite general—
some steps are omitted or repeated for some pigments, and the precise details of
each step vary greatly for the different pigment families.

The raw materials for organic pigments are referred to as primaries. These are
separated from petroleum through distillation and include substituted benzene, naph-
thalene, and anthracene derivatives. These are then functionalized by the addition
of reactive or simple substitution groups such as nitrate, sulfate, halogens, etc., to
give substituted primaries. These are often purified using, for example, distillation
or precipitation. The substituted primaries are then reacted together to assemble the
final pigment particle in a crude form.
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Fig. 8.28 Generic reaction scheme for organic pigments [10]

The crude product must undergo a number of operations to produce the final
pigment. Purification is necessary and can be achieved by filtration and washing.
Optical and other properties can be optimized by adjusting the particle size. Particles
that are too large can be wet or dry ground, or dissolved and recrystallized (see
below). Particles that are too small can be enlarged through Ostwald ripening, as
discussed above [33]. In some instances, adjusting particle size by either process can
change the crystalline form (phase) of the particle.

In addition to altering particle size, recrystallization can remove crystal defects
that are harmful to optical properties, as well as alter the particle shape and crystalline
phase. Recrystallization is often achieved by dissolving the material in one solvent
and then adding a second solvent to effect precipitation. In the various recrystal-
lization processes the exact concentrations, solvents, addition rates, agitation condi-
tions, temperatures, and reaction times are critical for optimizing the various particle
properties. Even the geometry of the reaction vessels can be important [33].

Once the particles are of the proper size and crystalline phase, the final step
is their conditioning. In this step the particle surfaces are modified, primarily to
enhance dispersibility and dispersion stability, as discussed above, but also in some
cases to confer better durability to the particle. This is typically accomplished by
applying amaterial to the particle surfaces. Rosin and its derivatives are often applied
to azo pigment particle surfaces for dispersibility, particle growth inhibition, and
handling purposes. Fatty acids are also used to condition surfaces, for much the
same reasons. Derivatives of the parent pigment molecule, specifically designed to
improve dispersibility or stability, can also be applied to the surfaces. The use of
such derivatives is common for phthalocyanine pigments.
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Finally, particles can be weakly (and reversibly) agglomerated to enhance
handling (particle flow) and minimize dusting.

Inorganic Pigments

Most inorganic pigments are produced either by high-temperature solid-state
methods (calcination) or by controlled precipitation. Certain pigments can be
producedbyothermethods that are specific to thatmaterial—for example, transparent
iron oxides are typically made via the thermal decomposition of iron pentacarbonyl
(Fe(CO)5).

In the solid-statemethod, pure, finely divided solid rawmaterials are combined and
then calcined at high temperatures (500–1,400 °C) to produce the desired compound.
The raw materials can be metal oxides, hydroxides, carbonates, nitrates, etc. The
calcination step can be done in either an oxidizing or a reducing atmosphere,
depending on the desired oxidation state of the metal. In some instances, the reaction
mass is cooled, crushed, mixed, and then returned to the calciner to ensure complete
reaction. Calcination is typically restricted to oxides and sulfides. Complex inorganic
color pigments are produced exclusively using this method.

The material made by calcination is typically too coarse for pigmentary purposes
and so is ground to the required fineness. In some cases, surface treatments are
applied to the particles to enhance pigmentary properties, as discussed elsewhere.

The precipitation method of inorganic pigment production is straightforward in
concept. Solutions of various startingmaterials are combined and the desired product
is precipitated. This precipitate is then separated from the mother liquor and purified,
typically through filtration and washing. Surface treatments can also be applied if
desired. In many cases (e.g., cadmium yellow, bismuth vanadate molybdate, etc.)
the precipitate is an intermediate that is subsequently calcined to produce the final
pigment.

Pigment Concentrates

Concentrated forms of pre-dispersed pigments are available to both the paint and
plastics manufacturer [22, 38]. Using these materials frees the paint or plastic manu-
facturer from the difficulty of dispersing the pigments, which is particularly chal-
lenging for organic pigments, and also ensures product consistency. In addition, using
concentrates free paint or plastics manufacturers from the difficulties of handling dry
powders.

In the coatings industry, concentrated colorants are often used for “point of sale”,
or POS, paints. These are paints that are colored at the paint store, as opposed to
“factory colors” that are colored at the manufacturing site. POS paints have the dual
advantages that they are available in a much broader range of colors than factory
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colors28 yet require minimum inventory at the paint store. Rather than stocking
separate containers for each combination of color and sheen, only a limited number
of white base paints, with various sheen levels, are kept on hand. Each sheen level
will typically come in three varieties, depending on the brightness level of the final
paint (the base paints for bright or pastel colors have high levels of TiO2, while base
paints for dark colors use little to no TiO2). Color paints are made by accurately
dispensing liquid colorant into the base paints. Depending on the paint product line,
from six to nine liquid colorants are used. In addition to having a large color palette,
POS paints can match virtually any color using the techniques that are described in
Chap. 15.

Thematerial demands on liquid colorants are quite significant. In addition to color
and optical consistency, these materials must remain stable during storage and must
be compatible with the other ingredients in the paints—including other colorants. In
addition, universal colorants must be compatible with both solvent-borne and water-
borne paints. This is usually accomplished using steric dispersants that have both
hydrophilic and hydrophobic arms. These arms are capable of extending into water
and organic solvent, respectively (dispersants are discussed in depth in Chap. 11).

The plastics industry uses color masterbatches for the same purpose as liquid
colorants are used in the coatings industry. In this case a highly concentrated colored
plastic is produced in a polymeric carrier material. These plastics are granulated and
sold to the final plastics manufacturer, who can then meter (let down) the differently
colored masterbatches into the melted polymer as needed to produce the desired
final color. This same concept is also used to meter other additives into the plastic.
In addition to particulate masterbatches, liquid masterbatches are available that can
be pumped into the screws of plastics compounding machines.

Pigment Nomenclature

A widely accepted system for classifying and naming colorants (both dyes and
pigments) is jointly maintained by the American Association of Textile Chemists
and Colorists and the Society of Dyers and Colourists.29 This system consists of a
database of colorants identified by a hue-based Colour Index™ Generic Name and a
five or six-digit Colour Index™ConstitutionNumber. The system is referred to as the
Colour Index™International [39].Whendescribing a colorant, both the generic name
and the constitution number are generally preceded by the letters “C.I.”, standing for
“Colour Index”. We have used this designation when discussing individual pigments
throughout this chapter.

28 Factory colors are typically limited to a dozen or so while POS paints can be made in hundreds,
if not thousands, of colors.
29 Note that this is fundamentally different from systems that define colors (see Chap. 6). Here we
are defining the materials that create colors, not the colors themselves.
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Generic names are organized by hue. These typically take the form of a hue
name30 followed by a number—for example, C.I. Pigment Red 48. The number
simply reflects the chronological order in which the pigments were added to the
index. Often the names are abbreviated, for example, PR 48 for the above pigment.31

In contrast, the constitution numbers are organized by pigment chemistry, with
only indirect categorization by color. For example, phthalocyanine pigments all have
constitution numbers between 74,000 and 74,999, with no regard for their actual
color.

Both the generic names and constitution numbers for certain pigments can be
modified with a colon number—for example, C.I. Pigment Red 48 and C.I. Pigment
Red 48:1 are related (but different) pigments, as are C.I. 42,535 and C.I. 42,535:1.
In each case, pigments differentiated by colon numbers are “similar” to one another.
As a general rule, “similarity” can refer to minor differences in the chemical identity
of the pigment (e.g., organic pigments for which one halogen has been substituted
for another, or ionic pigments that differ in counterion) or to differences in crystal
structures.

The use of colons is generally consistent between the generic names and the
constitution numbers. For example, C.I. Pigment Yellow 62 and C.I. Pigment Yellow
42:1 have corresponding constitution numbers of C.I. 13,940 and C.I. 13,940:1. That
said, there are occasional inconsistencies in the use of colon numbers, both within
and between the two types of index (generic name and constitution number). As an
example, C.I. Pigment Yellow 36 and C.I. Pigment Yellow 36:1 have constitution
numbers that are not related by a colon—instead, they areC.I. 77,955 andC.I. 77,956.
On the other hand, the pigments with constitution numbers C.I. 77,283:1 and C.I.
77,283:3 have different generic names that are not related by a colon—they are C.I.
Pigment Orange 75 and C.I. Pigment Red 265.

These inconsistencies are partially responsible for the current assignment of six-
digit constitution numbers to newly added colorants (historically only five digits
were used for constitution numbers), with the intent of avoiding the assignment of
colon numbers in favor of giving newly added materials unique designations.

Finally, note that some materials have two or more generic names, reflecting their
use as a colorant in more than one application. For example, C.I. Pigment Blue 60
is identical to C.I. Vat Blue 4.

Summary

Color is produced when a material absorbs part or all of the visible light spectrum.
Light absorption occurs when light strikes amoleculewith the exact energy needed to

30 There are ten hues used for generic names—red, orange, yellow, green, blue, violet, black, white,
brown, and metal.
31 Because blue, brown, and black all begin with the letter b, they are abbreviated as B, Br, and Bk.
For example, PBr is a brown pigment whereas PB is a blue pigment.
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promote an electron from an occupied molecular orbital to an unoccupied molecular
orbital. The wavelength of light that is absorbed, and the intensity with which it is
absorbed, determine the color and tint strength of the molecule, respectively. When
the molecule is in the solid state, the resulting particle is a color pigment particle.
When it is in the dissolved state, it is a dye molecule.

All color pigments have the common purpose of conferring color to an object,
which, for our interests, is a paint film or plastic article. That said, they represent a
near infinite diversity with respect to chemical identity and manufacturing process.
This diversity can be conveniently organized into organic and inorganic pigments,
based on the chemical nature of the constituent molecules.

Organic pigments are generally aromatic, polycyclic materials that have an exten-
sive system of delocalized molecular orbitals. The energy differences between these
orbitals match the energy of visible light photons. This can be compared to the
energy differences between localized orbitals, which are higher and correspond to
the energy of ultraviolet light. The absorption of visible light by molecules with
delocalized orbitals does not result in chemical bonds being broken, and so these
molecules are not consumed in the absorption process.

In broad terms, organic pigments can be divided into three families. The first, azo
pigments, are perhaps the most important class of organic pigments. These pigments
are characterized by a pair of nitrogen atoms, each attached to an aromatic group,
that are joined together by a double bond. Industrially important azo pigments are
generally red, orange, or yellow.

The second family of organic pigments, the derivatives of copper phthalocyanine,
are the most important organic blue and green pigments. They are preferred to other
types of organic blue and green pigments because of their high absorption strength,
high chromaticity, high stability, and low production costs. In many ways these are
the ideal color pigment.

All other organic pigments fall under the general class of polycyclic pigments.
These include many chemical families that consist of only a limited number of
commercially important pigments. These pigments are generally valued over azo or
copper phthalocyanine pigments due to their enhanced performance properties, most
notably their pure colors and lightfastness.

Regardless of organic pigment family, the raw materials used for organic pigment
manufacture are aromatic components of petroleum. Individual chemicals are sepa-
rated via distillation and then are reacted with different agents to append functional
groups on the starting materials. The purpose of these functional groups is to adjust
the color of the final pigment, improve the physical properties of the final pigment,
and/or react with other aromatic molecules to produce more complex pigments.
These reactions form crude particles that are then refined and, in some cases, surface
treated to give the finished product.

Inorganic pigments are typically oxides, hydrous oxides, sulfides, or salts of metal
atoms. Like organic pigments, they span the entire range of colors. They are typically
made by either a high-temperature solid-state reaction (calcination) or by precipi-
tation. Some are made in two steps—precipitation followed by calcination. These
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particles tend to be larger than organic pigments and have lower chromaticity or satu-
ration (i.e., are muddier), but they are also easier to disperse, provide higher levels
of opacity, and are more stable against light and many chemicals.

Regardless of the chemical type, all pigment particles share the same set of impor-
tant properties. Chief among these, obviously, is color, but opacity, crystal structure,
particle size, lightfastness, and dispersibility are also important. These affect the
end-use applications for which a specific pigment can be used, as well as the type of
equipment required to incorporate that pigment into the paint or plastic.
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Extender Particles
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Introduction

Extenders can be defined as colorless, or nearly colorless, particles with refractive
indices below 1.7—that is, so low that the particles do not scatter light meaningfully
when embedded in a polymer matrix [1–3]. These materials were introduced to the
paints and plastics industries as simple fillers to replace resin or polymer with a less
expensive substitute. While many extenders are still used in this passive manner,
others take on a more active role, providing a means for the formulator to adjust and
improve the performance attributes of their product [4–8].

The evolving importance of extenders can be attributed to two factors. First, paints
and plastics have become more sophisticated over time, and as such, every oppor-
tunity is taken by the formulator to enhance product performance. Extenders offer

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Diebold et al., Pigments, Extenders, and Particles in Surface Coatings
and Plastics, https://doi.org/10.1007/978-3-030-99083-1_9

319

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99083-1_9&domain=pdf
https://doi.org/10.1007/978-3-030-99083-1_9


320 9 Extender Particles

one such opportunity. Second, over the years the mining and extender manufac-
turing industries have undergone significant technological improvements, allowing
for enhanced extenders to be produced economically. These enhancements apply
to extender properties such as particle size, whiteness, and processibility in paint
or plastics applications. The resulting particles are often referred to as “functional
fillers”, highlighting the active part that these materials can play in polymer matrices.
In this chapter and throughout this book, we will refer to these materials as “exten-
ders” rather than “fillers”, as the latter term does not accurately convey the value that
these particles bring to the paint and plastics industries.

Extender production is linked intimately to the mining industry. With few excep-
tions, the raw materials for extenders are minerals that are mined out of the ground.
In some cases, these are simply cleaned and sold in essentially the same condition
as they came out of the ground, while in other cases, they are processed more exten-
sively. This processing can include more rigorous purification, grinding, and particle
size separation (classification). In some cases, the natural minerals are reacted chem-
ically to provide an intermediate material that is then back-reacted to the original
mineral. This allows for improved purity and greater control of particle size.

The extender business is typically organized at the regional level. This is because
the cost of transporting extenders over distances of more than a few hundred kilome-
ters would add significantly to their overall costs, and because the raw materials for
extenders are well distributed geographically, making them locally available in most
cases. This can be contrasted to the pigments business, which is typically global and
can involve intercontinental transportation.

Important Extender Properties

Many paints and plastics’ properties can be affected by extender particles. Table 9.1
summarizes the most important of these properties [7, 9, 10]. Many of the effects
that extenders have on the properties listed in this table are based on the physical
properties of the extender particles themselves. Many of these effects are similar for
extenders that share certain properties. For example, the effect that a certain size
of platelet particles will have on paint rheology is similar for all platelet extenders
of that size, regardless of their chemical or mineral composition. The extender’s
physical properties that affect paint and plastic performance include, in rough order
of importance, particle size (and size distribution), particle shape (and aspect ratio,
for non-uniform particles), particle porosity, particle packing ability, and particle
hardness. In addition, some chemical properties of extenders can affect paint and
plastic performance. These are the pH of the particle surface, as well as the reactivity
of the particle to water, acids, bases, salts, and solvents.

Particle size and size distribution are important for a number of reasons. In general,
extenders cover the range of 0.01 to 45 microns, although most are in the range of
0.5 to 10 microns. This range is limited for practical reasons. The use of particles at
the high end of the range can cause defects in paint or plastic films, while the use
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Table 9.1 End-Use
Properties of Paints and
Plastics that can be Affected
by Extender Particles

Paints Plastics

• Flow and Viscosity • Process aid

• Settling • Shorter fusion time

• Strength/toughness • Melt flow and extensibility

• Reinforcement • Nucleation for
crystallization

• Cracking and shrinking • Moldability

• Scrub and abrasion
resistance

• Strength

• Burnish • Impact

• Adhesion (to substrate and
inter coat)

• Modulus

• Gas and liquid permeability • Stiffness

• Weather resistance • Tensile

• Corrosion resistance • Reinforcement

• Dry Hide • Shrinkage/thermal
expansion

• Gloss • Gas and liquid permeability

• Weather resistance

of particles at the low end of the range can cause excessively high viscosity in the
liquid paint or polymer melt.

There are many times more particles in a gram of small size extender than there
are in a gram of large size extender. For identically shaped particles, the number
of particles decreases as the third power of particle size. Likewise, a gram of small
particles has a greater surface area than a gram of large particles. In this case, the
change is linear with particle size. Higher surface areas increase the amount of
material that a unit weight of particles can adsorb, which increases oil absorption1

and binder demand in paints. Higher surface areas also increase the magnitude of
particle–particle attractions, since these occur at particle surfaces. This affects the
dispersibility of the particles in both a liquid paint and a polymer melt.

Particle size can influence the color or brightness of an extender. In their pure
form, the minerals used as extenders are colorless. However, there are invariably
colored impurities present in those that are mined. These colored impurities can be
reduced through purification, but it is difficult to entirely eliminate discoloration.
However, since small particles scatter light more efficiently than an equal weight
of large particles, as the particle size is reduced, the material becomes brighter and
whiter.

This effect can be demonstrated using macroscopic glass particles. Figure 9.1a
shows four particle sizes of the same brown glass (refractive index 1.52). As can be

1 Oil absorption refers to the grams of linseed oil needed to “liquify” one hundred grams of particles
(see Chapter 2).
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Fig. 9.1 Brown glass particles of different sizes. a Particles in air. b Particles immersed in mineral
oil. Adapted from [10]

seen, in air (refractive index 1.0), the smallest particles are merely off-white, while
the largest particles are intensely colored. This brightening effect is significantly
reduced when the particles are embedded in a resin or polymer matrix, since the
higher refractive indices of these matrices (1.50–1.60) reduce the light scattering
ability of the particles. This can be seen in Fig. 9.1b, where mineral oil (refractive
index 1.49) has been added to the particles.

Particle size distribution is important because particles with a broad size distribu-
tion can pack more densely than those with a narrow distribution. This is because the
smaller particles can pack into the voids between the larger ones (refer toChaps. 4 and
16). Related to this, small extender particles (< one micron) are capable of situating
themselves between pigmentary particles, which typically have sizes between 0.2
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and 2.0 microns. These small extender particles improve the spacing of the pigmen-
tary particles in comparison to the same volume of large extender particles, since
the latter crowd the pigmentary particles into confined regions. Particle packing also
affects the critical pigment volume concentration (CPVC) of paint, as discussed in
Chap. 4, as well as the melt flow viscosity of plastics. There is still much detail to
learn about the effects of particle size distribution on the properties of paints and
plastics, and this is an area of active research [11, 12].

Particle shape affects a number of physical properties of the paint or plastic. As
discussed in Chap. 1, particle shapes can be categorized into three groups, although
the demarcation between these is often blurry. These categories are the acicular
one-dimensional particles (needles, rods, and fibers); the plate-like two-dimensional
particles (platelets); and the solid three-dimensional particles (nodules or blocks).
As a general rule, when different particle shapes behave differently in an application,
two-dimensional particles behave more similarly to one-dimensional particles than
to three-dimensional particles.

Particle shape is often determined by the type and arrangement of atoms in the
solid. In this regard, there are two basic types of extenders—insoluble salts and
oxides. Both can be hydrated with water of crystallization. The most common salt
extenders are calcium carbonate and barium sulfate. The structure of salts is such that
discrete cations and anions alternate in all directions, leading to a three-dimensional,
blocky particle.

The atomic arrangements in oxide extenders are more complex. In general, these
consists of networks of metal cations (typically aluminum or silicon) bridged by
oxygen or hydroxide anions. These networks can be one-dimensional chains, as
in wollastonite, two-dimensional sheets, as in kaolin, talc, and mica, or three-
dimensional space-filling structures, as in feldspar and silica. The bonds within
networks are typically quite strong (ionic or covalent bonds),while the bonds between
the networks are much weaker (hydrogen or van der Waals bonds). Particles gener-
ally extend the greatest in the direction of the strongest bonds, and so wollastonite
particles are needles, kaolin, talc, and mica particles are platelets, and feldspar and
silica particles are blocks.

Each particle shape confers certain properties to the material in which they are
embedded. Perhaps the most important effect of needles is their ability to provide
strength to a paint film or plastic object. When oriented randomly, they reinforce
these materials in all three dimensions. This reinforcement is manifested in a number
of ways, particularly in plastics, where several strength parameters can be affected
(bending strength, impact resistance, stiffness, etc.). In paints, this can lead to impact
resistance (which is important for automotive paints) as well as scratch resistance.

Needles also affect the viscosity of a liquid paint or a polymer melt through their
formation into weak networks. In paints, these networks are designed to quickly form
under conditions of no shear, such as during storage or immediately after application
to a substrate, and to break down under the shearing action of paint application (by
brush, roller or spray device). This allows the paint to be easily applied to the substrate
yet also resist running or sagging after application. It also prevents sedimentation of
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other particles in paints while they are stored, since these particles will be trapped in
the network of needle-shaped particles.

Platelets also affect paint viscosity and polymer melt flow in the same ways. In
addition, should settling of paints occur, the consistency of sediments that contain
platelets is typically such that they can be easily reincorporated into the paint through
simple stirring. When platelets are aligned and oriented parallel to a painted surface,
they increase substrate protection by reducing the permeability of the paint to air,
water vapor, liquid water, and corrosive chemicals. This reduced permeability is due
to the tortuous path that an intruding molecule must travel to reach the substrate
surface.

Both needles and platelets can decrease crack formation during the paint drying
process. Paints will “mud crack” during drying if stresses due to film contraction
exceed a certain threshold. This is a common concern for dilute paints, which lose
much volume during drying, as well as for thickly applied paints, fromwhich solvent
or water often evaporates unevenly. This temporarily forms regions with different
physical properties. Needles and platelets can relieve these stresses as they are
created, preventing crack formation.

Platelets, like needles, reinforce plastics and increase many of their strength
attributes. However, platelets tend to orient along melt flow lines, which results
in strength improvements in only two directions, rather than in all three dimensions.
In addition to this reinforcement effect, platelets and needles can improve strength
by acting as concentration and relief points for stress.

Blocky particles have a lesser effect on the properties of paints and plastics because
they do not form extensive networks. As such their effect on viscosity is minimal
except at high concentrations. In addition, they do not reinforce paints and plastics in
the same way as needles and platelets, although they can act as concentration points
for stress. This allows for some level of strength improvement.

There are also several important effects of extenders that are not related to their size
or shape. Hard particles improve the abrasion and scratch resistance of plastics and
paint films, but also increase the abrasion of equipment during processing. Particles
near a surface can roughen it, providing a means to control the sheen in paints and
plastics. In addition, these particles can provide a “tooth” to a paint—that is, increase
the adhesion between the paint and the substrate, and the inter-coat adhesion between
layers of paint.Whenused at high concentrations in paints, extenders improve opacity
through dry hide, which is light scattering by air voids within the paint (see Chaps. 4
and 7). Finally, low levels of some extenders can be used as anti-blocking agents in
plastic films, preventing sheets of film from sticking to one another.

The surface character of extender particles plays an important role in both paint and
plastic applications. It is important that the surface is compatible with its surrounding
matrix. In paint films and plastics, this matrix is a polymer, while for liquid paints
it is water or a solvent. Most extender particles are hydrates, which makes them
hydrophilic and, as a general rule, easily dispersed and stabilized in water. Particle
surfaces can be modified by the application of a hydrophobic material, such as a
stearate or silane, leading to stronger binding of the polymer to the particle surface.
This improves processibility in plastics [13] and corrosion protection in paints [14].
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Table 9.2 Important Properties of Extenders

Mineral Chemical Composition Mohs
Hardness

Density
g/ml

Refractive
index

Particle
Shape

Calcium
Carbonate

CaCO3 3 2.6–2.8 1.59 Nodular

Dolomite Ca/Mg(CO3) 3.5–4 2.8–2.9 1.62 Nodular

Kaolinite Al4(OH)8Si4O10 1–2 2.6 1.56 Platelet

Calcined Kaolin Al4(OH)8Si4O10 5–6 2.6 1.62 Platelet

Talc Mg3(OH)2(Si2O5)2 1 2.6–2.8 1.57 Platelet

Mica
(muscovite)

KAl2(AlSi3O10)(OH)2 2.5 2.82 1.56 Platelet

Feldspar KAlSi3O8 6 2.5–2.6 1.53 Nodular

Wollastonite CaSiO3 4.5–5.5 2.84 1.6 Acicular

Precipitated
aluminum
silicate

Various – 2.1 1.46 Nodular

Quartz SiO2 7 2.65 1.55 Nodular

Diatomaceous
earth

SiO2 5.5 2.0–2.34 1.45 Complex

Barite BaSO4 3.3 4.48 1.65 Nodular

Calcium sulfate CaSO4 3.5 2.97 1.58 Nodular

Many of the effects of extender particles on paints and plastics properties are not
linear with extender concentration. For example, properties that are strictly surface
related, such as anti-blocking, respond rapidly to increases in extender concentration
up to a point, that point being when the surface region is saturated with particles.
Other properties vary with particle concentration in a more complex way. When
testing or characterizing an extender in a paint or plastic, it is best to do so on a full
series of particle concentrations, rather than to extrapolate from the results at only
one or two concentrations.

For convenience, many of the most important physical properties of the extender
types that will be discussed in this chapter are given in Table 9.2. Note that this
list excludes some factors that are important in only limited applications, such as
electrical impedance and magnetic characteristics.

Classification of Extenders

Given the wide variety of extenders used in the paint and plastics industry, it is useful
to classify and organize these materials in some logical way. Since most commercial
extenders originate from natural mineral deposits, the first level of classification can
be made according to mineral origin. There are four broad classes of minerals used
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as extenders: carbonates, silicates, different forms of silica, and others. In each case,
there are several important sub-types. The majority of these are discussed below,
starting with the carbonates.

The Carbonates

The term “carbonate” refers to any material that contains the CO3
2− anion. There

is a multitude of cations that can counter the charge of the carbonate ion, including
Ca2+, Mg2+, Na+, K+, and H+. Of these, calcium carbonate and a mix of calcium
and magnesium carbonate (dolomite) are the most commonly used extenders in
the paint, plastics, and paper industries. This is due to their high brightness and
commercial affordability. The high demand for these materials results in a broad
choice of carbonate extender products [15].

Calcium carbonate, also known as calcite or limestone, forms under a number
of geological conditions. Most calcium carbonate originates biogenically through
the deposition of clam or other shells, although some are also formed by direct
precipitation from fresh or ocean waters. When a carbonate sediment is formed, it is
gradually compacted under its ownweight, resulting in the formation of chalk. Chalk
particles are typically a few microns in size, and even after grinding, the remains of
seashells can be observed under the electron microscope.

Under increasing pressure from the overlaying ofmore sediment or other rock, the
pores in chalk fill with precipitated calcite, forming limestone.When the temperature
increases to between 200 and 500 °C and the pressure rises above 1000 bar, the
limestone melts [2]. It then crystallizes slowly as marble, which is a metamorphic
form of calcium carbonate. The purity of the calcium carbonate typically increases
as a result of this crystallization. Because even small amounts of certain impurities
(for example Fe2+) can cause strong discoloration, the increased purity of marble
gives it higher brightness and lower yellowness than chalk or limestone.

Calcium carbonate deposits are widespread, and each deposit has its own charac-
teristic particle size, shape, and impurity profile. Because they originate as surface
deposits, calcium carbonates are generally found close to the surface and so are
relatively easy to mine. Both limestone and marble are used extensively to make
calcium carbonate extenders. Chalk is less favored as an extender due to its higher
concentration of colored impurities.

Calcium carbonate extenders process very well in both water-borne and solvent-
borne coatings. Their surface areas are typically low, with values between 1 to 10
m2/g, but can go up to as high as 20 m2/g for the most finely ground natural particles
as well as those formed synthetically by precipitation. As a consequence of their low
surface area, the oil absorption and binder demand are both relatively low, with oil
absorption values generally varying between 12 and 25 g oil per 100 g particles [2].

Due to their blocky shapes, calcium carbonate particles do not form extensive
networks in slurries or liquid paints, and so they have only a moderate thickening
effect on them. The lack of network formation allows for calcium carbonate levels
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as high as 60% in paints, in contrast to many other extenders, such as talc and mica,
that can only be used at much lower levels.

Calcium carbonate dissolves in acids, releasing CO2. Since most water-borne
coatings are formulated under alkali conditions, this is seldom a problem. However,
some paints, such as those that are used for cathodic electrodeposition, and wood
coatings that are based on cationic resins, are formulated at pH values of 6.5 or less,
and so cannot use calcium carbonate as an extender. Calcium carbonates are often
used in anti-corrosion applications, where they buffer the coating at relatively high
pH values.

Calcium carbonate can be used to improve paint opacity. There are two different
ways that this can be accomplished. The first is to raise the volume concentration of
particles in the dry film to a level above the critical pigment volume concentration,
or CPVC. As was discussed in Chap. 4, this results in the incorporation of air voids
into the film that, due to the low refractive index of air, provide light scattering and
opacity.

Second, particles that are close in size to TiO2 are claimed to act as spacers,
separating the TiO2 particles and thereby increasing their scattering efficiency. This is
most often seenwhen larger extender particles,which tend to crowd theTiO2 particles
together, are replaced with smaller extender particles. In this case, the improvement
in opacity is not due to active spacing on the part of the small extender, but instead
to the reduction of active crowding on the part of the large extender [16].

Calcium carbonate accounts for more than half of the total amount of extenders
used by the plastics industry. Its extensive use can be attributed to many of the
same factors that lead to its wide use in paints. In addition, calcium carbonate has no
water of crystallization, which makes it ideally suitable for high-temperature plastics
processing, where water volatilization can be problematic.2 This is particularly true
for plastic films. Here water vapor bubbles can form holes in the film, which are then
enlarged as the film is pulled during processing (Fig. 9.2), creating severe defects in
the film product. This process is known as lacing, since in the more extreme cases
the resulting film strongly resembles lace fabric.

Calcium carbonate also reduces plastics shrinkage, has good anti-plate out prop-
erties, and can be conveniently surface treated with stearic acid (or a stearic acid salt)
for improved processing. It does not strongly reinforce plastics in the same way as
platelets or needles, although it does improve impact resistance. Thermoplastics are
the largest single application for calcium carbonates in plastics, with lesser amounts
used in elastomers and thermosets [17]. Of the carbonate types, ground calcium
carbonate (see below) is used predominantly in plastic applications.

Calcium carbonate extenders are generally available in two forms that differ in
manufacture, both of which can be further surface modified with fatty acids. The
simpler form, ground calcium carbonate (GCC), is made by physically processing
material that is directly extracted from the earth. Dolomite extenders, which are
closely related to calcium carbonate extenders, are also processed in this way. The

2 Other extenders lacking waters of crystallization are available, but these typically require the
costly and energy consuming calcination of hydrated materials.
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Fig. 9.2 Lacing of a
polymer film due to water
vaporization during
processing

second form of calcium carbonate extender is precipitated calcium carbonate (PCC),
which is manufactured by heating calcium carbonate to form lime (CaO), then
reacting the lime with carbon dioxide to remake calcium carbonate (this is further
detailed in the section below on the production of synthetic extenders). Purity and
particle size can be more finely controlled by this process than by the GCC process.

We will discuss each of these materials in turns, beginning with GCC.

Ground Calcium Carbonates (GCC)

The ground calcium carbonate grades used as paint and plastics extenders typically
have median particle diameters (D50)3 between 2 and 15 microns, although smaller
particles (D50 < 0.5 microns) can also be made. Both wet grinding and dry grinding
can be used to reduce particles. Fatty acids are often used to enhance grinding.

The wet grinding process allows for smaller and more uniformly sized particles
but requires the additional steps of water separation (typically by filtration) and
drying. In addition, wet grinding allows for colored impurities to be removed via
flotation, and it ismore cost-efficient thandrygrindingwhengrinding to small particle
size. This is partly because high electrostatic charges build up in the dry grinding

3 D50 is the diameter for which half the particles (by weight) are larger and half are smaller. See
Chapter 2 for additional details on particle size determination.
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Fig. 9.3 Micrographs of ground CaCO3 with different median particle diameters a wet ground
CaCO3 (D50 particle size 0.7 micron). b–d dry ground CaCO3 with D50 particle sizes of 0.9
microns, 5 microns, and 15 microns, respectively (courtesy of E. Najafi and H. Huezo, Chemours)

process once the particles are reduced below a certain size. On the other side of the
size spectrum, particle sizes up to several millimeters are used in putties, plasters,
mineral adhesives, and sealants. Examples of typical GCC materials processed by
these different grinding techniques are shown in Fig. 9.3.

Ground calcium carbonate is known for its blocky morphology, which distin-
guishes it from the more common platelet and needle structures of other extenders.
As can be seen in Fig. 9.3, the distribution of particle sizes within a sample can be
quite broad and can include particles with diameters as low as 0.2 microns, even in
the largest average particle size sample. (Fig. 9.3d) Grinding decreases particle size
not only by shifting the size distribution to smaller particles, but also by increasing
the population of very small particles. That is, grinding not only alters the median
particle size; but also alters the width of the particle size distribution [2].

In plastics applications,GCCmaterials are usedboth in their traditional capacity as
extenders as well as to create opaque micro-voids in polypropylene and polyethylene
films. To do this, small calcium carbonate particles (1 to 2 microns), often pretreated
with a fatty acid such as stearic acid, are incorporated into these films, which are
then stretched. These particles do not adhere strongly to the polymer, and when the
films are stretched, the polymer pulls away from the particle surface. This creates
elongated holes around the particles that, as described in Chap. 7, provide for opacity
through light scattering.
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Precipitated Calcium Carbonate (PCC)

While GCC is characterized by a nodular shape, precipitated calcium carbonates can
have several different particle shapes depending on the manufacturing conditions.
As shown in Fig. 9.4, PCC particle sizes can be much smaller than those of ground
CaCO3. This is because small particle sizes are attained when the particles form,
rather than through a grinding step. In addition to a lower overall particle size,
the size distributions of PCC extenders are narrower than those of GCC extenders.
PCC extenders are also brighter and less yellow than their GCC counterparts. These
factors combine to give a very good overall performance of PCC extenders in paint
and plastics applications. However, this good performance comes at a cost—the
selling prices for PCC extenders are significantly higher than those of their GCC
counterparts, due to the costs of the additional processing steps.

Historically, PCC extenders have been favored in plastics applications over their
GCC counterparts because of their finer particle size—polymer grade PCCs are
typically between 0.02 and 0.1 microns [17]. However, their higher cost has been
an issue for use in these applications. Over time advances in GCC processing have
improved the performance of these materials in plastics, though, resulting in a shift
to GCC extenders in many applications.

Fig. 9.4 Micrograph of precipitated CaCO3 (courtesy of E. Najafi and H. Huezo, Chemours)
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Dolomite

Dolomite is a mixed carbonate with roughly equimolar amounts of calcium and
magnesium. Extenders made from dolomite are not as widespread as those based
on calcium carbonate, due to their lower abundance and slightly higher cost. The
properties of dolomite are generally in line with those of calcium carbonate, except
it is slightly higher density, hardness, whiteness, and reactivity. The higher density
of dolomite gives it a slightly higher bulk density and better flow than calcium
carbonate. Like calcium carbonate, dolomite is hydrophilic and disperses quickly
and easily in water. Also, like calcium carbonate, every deposit has its own set of
unique properties. Overall, dolomites can be used in paints nearly interchangeably
with GCC.

Silicates

Silicates are among the most diverse class of minerals. They are also quite
widespread, making up over three quarters of the Earth’s crust. Despite their large
variety, all silicates have one structural feature in common—they all contain silicon
atoms that are surrounded by a tetrahedron of four oxygen atoms. The various sili-
cates differ in the ways that these tetrahedra are arranged, both with respect to one
another and with respect to tetrahedra or octahedra formed by other atoms, most typi-
cally aluminum, magnesium, or alkali metals. The oxygen atoms are shared between
these polyhedra, typically bridging two or three silicon or other metal atoms. In some
cases, the oxygen atoms are bound to hydrogen atoms, forming hydroxyl groups that
can bridge two or more metal atoms or can form hydrogen bonds to other oxygen
atoms. Hydroxyl groups are also present at the particle surface.

A number of silicates are used as extenders in paints and plastics. We will discuss
six of the most common, beginning with kaolin.

Kaolin

Kaolin, also called china clay or simply clay, is an important extender for coatings
and, to a lesser extent, plastics. Kaolin is composed primarily of the mineral kaolinite
(Al2O3·2SiO2·2H2O), with lesser amounts of other minerals such as feldspar, quartz,
and talc. It is produced in three forms—hydrous kaolin, partially dehydrated kaolin
(metakaolin), and fully dehydrated (anhydrous) kaolin. The fully dehydrated kaolin
can be made by two processes, each giving different properties. These processes are
conventional calcination and flash calcination. The advantage of flash calcination is
that it produces particles with sealed air voids. These voids increase the opacity in
paints and plastics via light scattering. Representative electron micrographs of these
various forms of kaolin are shown in Fig. 9.5.
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Fig. 9.5 Electronmicrographs of kaolin extenders (courtesy of E. Najafi and H. Huezo, Chemours)

Kaolin deposits are distributed globally and are formed by the weathering of
aluminosilicate minerals such as feldspar. Kaolin is typically found as a soft clay
(2.5 on the Mohs scale) that can be extracted through either wet or dry mining. In
its native state, it is usually discolored, but brightness can be increased to relatively
high levels through purification and/or calcination. Calcination also increases particle
hardness, bringing it to a value between 4 and 5 on the Mohs scale.

At the atomic level, kaolin can best be described as sheets of Si2O5 layers bound
to sheets of Al2(OH)4 layers (Fig. 9.6). The sheets are held together by hydrogen
bonding, and as such crystals of kaolin are typically found as platelets with aspect
ratios (width to height) between 5:1 and 20:1. The widths of materials used as exten-
ders can be as high as 10 microns [18]. However, the widths of the particles used
in paints and plastics are more typically between 0.2 and 5 microns. The smallest
particles that are used as extenders can have aspect ratios as high as 50:1. Sheet-like
silica arrangements such as those in kaolin are quite common in nature, and minerals
containing them are termed phyllosilicates.

Calcination of hydrous kaolin results in an increase in particle size due to the
bonding together of the faces of different particles [18, 20–22]. That said, small
size calcined kaolin products are widely used—these are made by calcination of
especially small hydrous kaolin particles. The merging together of particles during
calcination gives these particles a blockier shape than the hydrated particles.

Kaolin is mostly used in paper applications, where it supplies brightness and
opacity. However, the hydrated and anhydrous forms are also used extensively in
paints, and the anhydrous form is sometimes used in plastics. Metakaolin, which is
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Fig. 9.6 Atomic structure of kaolinite. Adapted from [19]

incompletely dehydrated kaolin, is used in cement but seldom found in paints. It can
be used in PVC cable [18] and has been investigated as an extender for thermoplastics
[23].

Kaolin is hydrophilic and so disperses easily in water. Its platy structure affects
the rheology of liquid paints, giving them body and improving flow properties such
as improved brushability, sag resistance, and leveling. They also minimize crack
formation during drying and sedimentation during storage.

Due to the platy nature of these particles, they reinforce dry paint films, increasing
their toughness and burnish resistance (burnish is an increase in glosswhen dry paints
are rubbed). They also improve film adhesion to the substrate and to any overcoats of
paint. Kaolin improves the weatherability of paints by reducing water permeability,
and for this reason, it is sometimes found in highly durable industrial paints.

Under conditions of very low shear (for example, during storage, when gravity
is the only shear force), the faces and edges of kaolin platelets interact, organizing
the particles into a “house of cards” structure (Fig. 9.7a). This occurs because the
edges of the particles are silica rich, and thus negatively charged, while the faces are
alumina rich, and thus positively charged. This structure can be easily broken down
in paints by stirring or by application using a brush or roller, both of which generate
shear.Under shear conditions, the platelets align in a different fashion (Fig. 9.7b). The
organized structure quickly reforms after paint application, preventing the paint from
dripping or sagging. The structure can also be either further stabilized or destabilized
by the addition of ions that can alter the charge on the particle edges [18].
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Fig. 9.7 Schematic representation of the self-organizing structures of clays at a low shear and at
b high shear [24]

Hydrous grades, due to their small size, can be used in high gloss paints. They
are commonly used in paints formulated below the CPVC, where they are claimed
to improve the spacing between TiO2 particles, allowing for some reduction of
TiO2 without a loss in opacity. Calcined grades are used in paints above the CPVC,
where they increase opacity through dry hide (see Chap. 4). While they are consid-
ered to be more efficient at providing dry hide than hydrous kaolin or calcium
carbonate, their larger size relegates them to matt or flat finishes. Brightness and
opacity improvements are the main factors dictating the choice of kaolin above other
extenders.

Kaolin is less prevalent in plastic applications due to its water of crystallization,
relatively poor color, and poor heat aging in use. Calcined grades aremore commonly
used than hydrous grades, and these materials are often surface modified with stearic
acid or silanes for better dispersibility and compatibility with the polymer matrix
[18]. The finest grades (<2 microns) improve the tensile strength of plastics. They
are used at low levels as anti-blocking agents for plastic films.

Talc

Talc (or talcum) is a commonmineral with the chemical formulaMg3Si4O10(OH)2. It
is perhaps best known for its softness and is, in fact, the softest mineral, with a defined
Mohs value of 1. This limits scratch and scrub resistance in paints and plastics, and
it also lessens the wear of production equipment and minimizes discoloration due to
this wear. It is formed when calcium is washed from other minerals by carbonated
groundwater. As is true of most mined extenders, many properties, such as degree of
discoloration, particle size, and impurity profile, will vary depending on the source.

The atomic structure of talc consists of oxide sheets stacked on top of one another
[25]. These sheets, in turn, are composed of a two-dimensional layer of octahedral
MgO4(OH)2 sandwiched between a pair of two-dimensional layers of tetrahedral
SiO4 (Fig. 9.8). The structure of these sheets is common in mineralogy, and they
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Fig. 9.8 Atomic structure of talc. Adapted from [25]

are referred to as “TOT” sheets (Tetrahedron–Octahedron–Tetrahedron), based on
the arrangement of the layers. Each sheet is electrically neutral and so there are no
water of crystallization or ions between them. This results in the sheets being held
together by only weak van der Waals interactions. The sheets can slide easily over
one another, in a similar way to sheets of graphite, and this makes talc an excellent
dry lubricant.

The lamellar atomic structure of talc results in most particles being platelets,
although fiber forms are also known [26]. An image of a typical talc particle is
shown in Fig. 9.9. Particle sizes range from below 1 micron to 15 microns. The
smaller particles are referred to as “microcrystalline” and the larger particles as
“macrocrystalline” [2, 27]. The particle aspect ratio is partially dependent on the
size of the particle, with macrocrystalline particles generally having aspect ratios as
high as 35:1 and microcrystalline particles having aspect ratios below 10:1 [2].

Talc affects paint properties in many of the same ways as other platelet exten-
ders. Talc particles orient during drying, lessening mud cracking, decreasing film
permeability, and increasing adhesion. It also has a strong effect on paint rheology,
increasing viscosity during storage and shear thinning during application. The
amount of talc used in paints is commonly below 20%, being limited by its effect of
increasing viscosity.

Talc is hydrophobic, which differentiates it from most extender minerals. This
hydrophobicity imparts water repellency to paint films. This, in turn, enhances the
benefit it brings to anti-corrosion paints. Small-sized talc materials have relatively
high oil absorption demand values, which decreases paint CPVC and enhances
opacity through dry hide. Despite being hydrophobic, talc is not difficult to disperse
if the appropriate wetting agents and dispersants are used.
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Fig. 9.9 Electron micrograph of a talc particle showing its platelet structure (courtesy of E. Najafi
and H. Huezo, Chemours)

In polypropylene and other thermoset plastics, talc shows a good balance between
strength and stiffness. It also provides good gas barrier properties and increases heat
distortion temperatures [27]. Due to its lubricating nature, it can require extensive
melt processing to assure good wet-in and dispersion. Particles with a diameter of
less than 5 microns are preferred, although particles with diameter as high as 12
microns can be used. Talc is also valued as a good nucleating agent in polypropylene
and nylon, which results in decreased processing times and higher plant throughput.

Mica

The term“mica” refers to a group of 37 similarminerals ofwhich only two,muscovite
(KAl2(AlSi3O10)(OH)2) and phlogopite (KMg3(AlSi3O10)(OH)2), are of commer-
cial importance. However, only the muscovite form is used by the paints and plastics
industries, due to its lower degree of discoloration [28]. It is well known for its sheet-
like structure and is typically found as flaky sheets, or books, that can have widths of
onemeter or more. Rawmica is typically processed by subjecting themined particles
to air jets. This both delaminates (exfoliates) the particles and decreases their median
size. For extender applications, these flakes are then wet or dry ground into particles
with diameters of 5 microns or greater, making mica one of the coarser extenders
[26]. The aspect ratios of particles typically used in paints and plastics are similar to
those of talc, although, for some materials, these values are very high (150:1). Mica
has a relatively low hardness (2.5 on the Mohs scale—although this can be higher
when silica impurities are present) and is basic in water slurries [2].

The atomic structure ofmica is based on sheets of tetrahedrally coordinated silicon
atoms with intervening octahedral layers of other atoms, similar to talc. Muscovite
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Fig. 9.10 Atomic structure of muscovite mica. Note periodic absences of aluminum atoms in the
octahedral mid-layer of each sheet. Adapted from [28]

and phlogopite have different atomic arrangements in the octahedral sheet, due to the
different number of cations. In addition, in some formsofmica (includingmuscovite),
some of the central atoms in the oxygen octahedra can be absent. Finally, varying
amounts of silicon atoms in the tetrahedral layer can be replaced by aluminum atoms.
In all cases, the sheets have a TOT-c structure, where “c” indicates the presence of
a counterion between the TOT (Tetrahedron–Octahedron–Tetrahedron) sheets. The
structure of muscovite is shown in Fig. 9.10.

The physical differences between mica and talc can be attributed to the presence
of counterions in mica. These are required because the sheets in mica are electrically
charged, while those in talc are not. Although the counterions in mica increase the
bonding strength between the sheets (electrostatic forces are stronger than van der
Waals forces), the bond strengths between the sheets are weaker than those within
the sheets. This allows the sheets to be easily delaminated, although not to the same
extent as those in talc.

The properties that mica confer to paints are similar to those of other platelet
particles. Mica modifies rheology, minimizes settling, reinforces both the drying
paint and the dry paint film, promotes corrosion resistance by the paint, improves
film strength (for example, scrub and abrasion resistance), enhances film durability,
and improves film adhesion. Mica has a distinctive sparkle appearance. Although
this property is used advantageously to create special effect pigments (see Chap. 8),
it is not always welcomed in paints. Overall, mica tends to be used only at relatively
low concentrations in paints (5% or less of the total extender quantity).
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Fig. 9.11 Atomic structure of feldspar. Tetrahedra are centered around either silicon or aluminum
atoms. In anorthite, half of these are aluminum atoms, while in albite and microcline, a quarter are
aluminum atoms. Adapted from [31]

Mica is valued in the plastic industry for its reinforcing properties [29], as well as
its ability to increase the heat deflection temperature, decrease warpage, and reduce
shrinking [30]. It also attenuates sound,which is desirable in automotive applications.
The most common plastic application of mica is in polypropylene, where it is valued
for its strong reinforcement and high dimensional stability. Mica has a high surface
polarity, which decreases its compatibility with many polymers. This can cause poor
adhesion between the polymer and particle, resulting in void formation at these
interfaces, accompanied by a reduction in film strength. This incompatibility also
affects the dispersibility of the particles. Surface treatmentswith silanes canminimize
these deleterious effects [30].

Feldspar

Feldspars are the most abundant family of minerals, accounting for more than half
of the earth’s crust. There are over 25 feldspar mineral types, but only three are used
as fillers—orthoclase (KAlSi3O8), albite (NaAlSi3O8), and anorthite (CaAl2Si2O8).
Nepheline syenite is a related, but less pure, feldspar-like material that is often clas-
sified with the feldspars. Deposits of nepheline syenite are much less common than
feldspar. Feldspars are generally known for their blocky structure and high hardness
(6.0 on the Mohs scale). This level of hardness limits the degree to which these
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particles can be ground and can cause excessive equipment wear, both when it is
processed and when it is used. However, this hardness translates to better strength in
plastics and provides surface toughness to paints. Feldspars generally have adequate
brightness for most paint and plastics applications. Due to their blocky structure,
feldspars have lower surface areas, oil absorption values, and binder demands than
non-blocky extenders with the same particle size.

The blocky nature of feldspar is a consequence of its three-dimensional, space-
filling structure. This can be contrasted to the platelet shape of kaolin, talc, and mica,
and is similar to calcium carbonate and silica. The atomic structure of feldspars
consists of silicon and aluminum oxide tetrahedra joined together, through bridging
oxygen atoms, into four-membered rings (Fig. 9.11). These rings are arranged in
chains that join other chains that are oriented in different directions. This structure
is similar to that of quartz (discussed below).

The oxide network in feldspar is negatively charged. This is due to the difference in
electrical charge between the silicon (+4) and aluminum (+3) atoms—each aluminum
atom in feldspar must have an associated counterion. The excess negative charges are
balanced by different cations in the different feldspar minerals. In many cases, these
cations are present as a mix, creating solid solutions. The counterions are located
in cavities between the intersecting chains. The presence of counterions produces
cleavage planes in feldspar.

Feldspar offers many benefits to paints. Its blocky shape allows it to be used at
high concentrations, and its hardness confers good scratch and abrasion resistance
to the paint film. Because fledspar is transparent in the ultraviolet, it can be used
in radiatively cured paints. In addition, it generally improves paint brightness and
durability. Balanced against these advantages are the limited degree to which these
particles can be ground—typically the finest particles are 2 to 3 microns [2]—and
their hardness, which is undesirable in many paint applications.

The hardness of feldspar also restricts its use in plastic applications. Its refractive
index (between 1.50 and 1.55) gives it greater transparency in most polymers than
any other filler at an equal concentration [32]. It can be used in films at low levels (0.1
to 1% by weight) as an anti-blocking agent [33]. It also has been used for greenhouse
glass as it readily passes visible and ultraviolet light but reflects infrared light. This
prevents greenhouses from overheating during the day and overcooling at night [34].

Wollastonite

Wollastonite is a calcium silicate with the chemical formula CaSiO3[35]. Deposits
are not as widespread as those of the other extenders considered here—for example,
there are only two mines in the United States, and they are located only a few
hundred kilometers from one another [36]. Unlike the other silicates discussed so
far, though,wollastonite particles are acicular. Their aspect ratios fall into two groups.
The “powder” grades have aspect ratios between 3:1 and 5:1 while the “HAR” (High
Aspect Ratio) grades have ratios that vary between 12:1 and 20:1. Grades used as
paint or plastic extenders can be up to ten microns in their long direction.
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Wollastonite is a relatively new mineral extender, having first been commercial-
ized in the mid-twentieth century [37]. Its importance rose in the 1970s and 1980s
when the negative health effects of asbestos became fully understood. Due to its
acicular shape, wollastonite became a substitute for short fiber asbestos during that
time [36].Wollastonite is available in relatively pure form (97 to 99%), giving it good
brightness and low discoloration. Wollastonite is the only white acicular extender
currently available in industrial quantities.

The pH values of wollastonite slurries can be as high as 11, which is quite unusual
for an extender. This is because inwater a coating of highly caustic calciumhydroxide
forms on the particle surface [36]. Wollastonite is moderately hard, with a Mohs
value ranging from 4.5 to 5.5. Since it is anhydrous, it evolves little water when
heated (weight loss at 1,000 °C is between 0.5 and 2.0%). Although it is anhydrous,
overgrinding this material causes it to partially hydrate due to water absorption onto
the freshly reated surfaces. In addition, overgrinding reduces the needles to nodular
particles, resulting in a loss of many of the desirable properties that are due to its
acicular shape.

Wollastonite’s acicular particle shape is a consequence of its atomic structure.
Wollastonite is composed of oriented one-dimensional, corner-sharing SiO4 tetra-
hedra (Fig. 9.12). Calcium counterions reside in cavities between these chains. An
electron micrograph of a wollastonite extender particle is shown in Fig. 9.13.

Wollastonite is used as a flattening agent and suspension aid in paints. In compar-
ison to other silicates, it has a low binder demand and minimal effect on paint
viscosity. These properties allow it to replace greater amounts of paint resin than
is possible with the other silicates. Wollastonite is used to impart roughness, scrub
and scratch resistance, hardness, adhesion, and durability to paints. Its high alkalinity
gives it good corrosion protection properties, and it can synergistically enhance the
anti-corrosion performance of other inhibitor pigments [38, 39]. Corrosion resistance
is perhaps its most important property for the paint industry.

The largest industrial use of wollastonite is as an extender in plastics [36]. Due
to its acicular shape, it can replace glass fibers in some fiberglass applications. Here
it is valued for its lower hardness and abrasivity than glass, which has a Mohs
hardness of 7. Fine particle size grades can be used for imparting scratch resistance.
Wollastonite is valued in automotive plastics applications for giving strength, impact
resistance, and dimensional stability. Wollastonite grades used in plastics, and in
some paint applications, are often surface treated with bifunctional silanes. This
imparts excellent plastic reinforcingperformance, since it strengthens the interactions
between the particles and the surrounding matrix.

Precipitated Aluminum Silicate

As nature shows, there are a very large number of ways that aluminum and silicon
can combine to form stable oxide structures. The energetic favorability of solid
aluminum silicates is so great that mixing solutions of sodium aluminate and sodium
silicate results in a violent release of heat and the near-instantaneous formation of a
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Fig. 9.12 Atomic structure of wollastonite. Adapted from [37]

voluminous, bright white solid mass. Many forms of precipitated aluminum silicates
are useful as extenders. We will not review the entire gamut of them here, but will
mention some commonalities that they have.

Like all synthetic extenders, the precipitated aluminum silicates are characterized
by their high purity and the resulting high brightness and low yellowness. The mean
particle size varies from type to type, but is generally low, with some materials being
less than 0.10 microns in diameter. Size is often difficult to measure because these
materials tend to be at the lower limit of many types of size measuring technolo-
gies (see Chap. 2). Most precipitated aluminum silicates are nodular because their
chemical bonds extend in three dimensions, similar to feldspar and silica.

Like other small particles, thesematerials have high surface areas, high oil absorp-
tion values, and high binder demands, and so they strongly influence paint and
polymer melt viscosity. This limits their use to 5% or less in paints. Due to their
small size, precipitated aluminum silicates allow for more optimal spacing of TiO2

pigment particles than most extender particles (see Chap. 16). This increases opacity
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Fig. 9.13 Micrograph of wollastonite showing its acicular structure (courtesy of E. Najafi and H.
Huezo, Chemours)

Fig. 9.14 Ball and stick
schematic representation of
the three-dimensional
network of SiO2
tetrahedrons found in quartz.
The white balls are silica; the
black balls are oxygen

bothbelowand, especially, above theCPVCof apaint,which contributes significantly
to dry hide.



Classification of Extenders 343

Silicas

Pure silica has the chemical formula SiO2. It is most commonly found in nature as
the mineral quartz and, less commonly, the mineral cristobalite. It is also found in a
variety of amorphous forms. Impurities in amorphous silica can impact its color and
structure, such as seen in opals and obsidian. The different forms of silica are often
found as sands, and together they comprise roughly 10% of the earth’s crust. The
distinguishing characteristics of silica are its high resistance to heat and chemicals,
and its extreme hardness (7 on the Mohs scale).

A wide variety of silica extenders are available to the paint and plastics indus-
tries. These differ in particle shape, particle size, agglomerate structure, purity, and
means of manufacture (natural, precipitated or fumed). The major types of silica
extenders are quartz and diatomaceous earth, both of which are natural, and fumed
and precipitated silicas, both of which are manufactured.

The atomic structure of silica is quite simple, consisting of a three-dimensional
array of silicon atoms that are tetrahedrally bound to four oxygen atoms. Each oxygen
atom is bound to two silicon atoms, resulting in bridges between the silica-centered
tetrahedra (Fig. 9.14). In amorphous silica, the local tetrahedral structure surrounding
the silica atoms is unchanged, but the tetrahedra are not aligned in the regular arrange-
ment as they are in quartz and cristobalite. In all forms, the surface terminates with
a mixture of Si–O–Si bridges and Si–OH hydroxyl groups. The surface hydroxide
groups bond strongly to silanol- or siloxide-based organic surface treating agents.

Quartz

Quartz is the main component of many sands and as a result is a very abun-
dant mineral. It is typically found as particles that are too large for extender use,
although some deposits of microcrystalline silica are known. Quartz can be commin-
uted to extender sizes using typical grinding processes, but due to its hardness, it is
not ground to sizes below 2 microns [2]. Care must be taken, both in manufacture
and use, to avoid discoloration (graying) due to the wear of metal equipment.

Quartz particles are typically blocky or nodular, as expected based on their three-
dimensional atomic structure (Fig. 9.14). The nodular shape and relatively large
particle size give quartz low surface areas and low oil absorption values. This allows
for high loadings in paints without significantly altering viscosity. Quartz is often
found in water-borne paints that use silicate binders in place of organic resin. Here,
the dissolved silicate bonds strongly with the quartz surface as the paint dries . Quartz
is also used in thick coatings to give high wear resistance [2], and in anti-corrosive
paints to enhance substrate protection. The noticeable yellow cast of natural quartz
often prevents its use in bright or white coatings.

Quartz is not typically used in plastic applications.
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Diatomaceous Earth (Kieselguhr)

Diatomaceous earth, also known as kieselguhr or diatomite, is a unique material.
While its composition is amorphous silica, which is not unusual, its shape is not like
any othermineral (Fig. 9.15). Diatomaceous earth is formed by the fossilization of the
skeletons, or shells, of single-celled phytoplankton called diatoms. The structure of
the original shell is preserved in the fossilization process. These structures are defined
not only by their extraordinary shapes, but also by their extreme porosity (note the
different pore structures and sizes in the different particles shown in Fig. 9.15).

Over 12,000 thousand species of diatoms are known, leading to an enormous
array of shapes and sizes. The particle size is unique in the sense that it is deter-
mined biogenically, rather than through geological processes or comminution during
processing. Grinding to smaller particles, in fact, leads to a loss inmany of the unique
properties for which diatomaceous earth is used.

Each deposit of diatomaceous earth is unique, both in the mixture of diatom
structures and the nature of any impurities. The shape of a diatom is determined
by its species, which, in turn, is dependent on the geographical conditions when the
diatomwas living and the age of the deposit. Different deposits can vary in brightness

Fig. 9.15 Electron
micrograph of diatomaceous
earth. a Assortment of
shapes. b Assortment of
pores (courtesy of E. Najafi
and H. Huezo, Chemours)
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aswell as age, and darkermaterials are often calcined to improve brightness. This also
reduces the surface area and converts the initially amorphous silica into crystalline
silica (quartz).

Regardless of their shape and composition, diatomaceous earth particles always
have a characterized by its very low density, which is attributable to their very high
porosity. In addition, being composed of silica, it is very abrasive, with a Mohs
hardness value of 6 (somewhat less than quartz). This unique blend of properties
allows diatomaceous earth to be used in a wide range of applications, including
toothpaste, catalyst supports, and liquid absorbent in addition to its broad use as an
extender in paints and, to a lesser extent, plastics.

The combination of large particle size (2 to 20 microns) and high oil absorption
(100 to 150 g oil per 100 g particles) make diatomaceous earth a useful flattening
agent in paints. It is typically used for this purpose at levels of only a few weight
percent [26]. Higher levels do not further decrease paint gloss but instead result in a
large increase in paint viscosity, as a result of the high oil absorption of the material.
Its high oil absorption also results in a strong reduction of the CPVC of a paint, which
is advantageous in paints formulated above the CPVC for dry hide (Chap. 4).

Diatomaceous earth also helps maintain other particles in suspension and gives
good brushability to the liquid paint. Its porosity allows paints to dry quickly and
uniformly. It enhances the adhesion of paints to the substrate as well as improves
tooth in undercoats (i.e., the interlayer adhesion). However, unlike many extenders,
diatomaceous earth generally weakens the paint film. In addition, it is generally too
yellow to be used in bright or white coatings.

In plastic film applications, diatomaceous earth is used at low levels as an anti-
blocking agent.

Fumed Silica

Fumed or pyrogenic silica, as the name suggests, is produced by a flame process in
which an aerosol of silicon tetrachloride is hydrolyzed with water. This process is
similar in some ways to the chloride process for titanium dioxide, where titanium
tetrachloride is reacted in a flame to produce the oxide (see Chap. 7). However, for
fumed silica, the oxygenation species is water, resulting in hydrochloric acid as a by-
product, whereas in titanium dioxide, the oxygenation species is oxygen, resulting in
chlorine gas as a by-product. This gas is returned to the earlier stages in the titanium
dioxide process.

The primary particle size of fumed silica ranges from 7 to 40 nm. However,
individual primary particles do not survive the flame process and are instead joined
into various structures. These structures consist of aggregates, with sizes of around
120 nm, which, in turn, join together into looser agglomerates, which are typically
greater than 1micron [40]. The primary particles and agglomerate structure of fumed
silica are shown in Fig. 9.16. In many ways, the structure found in fumed silica is
similar to that of carbon black, which is also made by a flame process (see Chap. 8).
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Fig. 9.16 Electron
micrograph of fumed silica
under a magnification of
25,000 × and b
magnification of 100,000x
(courtesy of E. Najafi and H.
Huezo, Chemours)

Fumed silica has an extremely high surface area (between 50 and 400m2/g) and an
extremely low bulk density (0.03 g/ml). This density is so low that fumed silica must
be compressed or granulated for handling purposes. This can be a challenge since
over-compression can result in difficulties in dispersing the particles into a liquid paint
or plastic melt. The surface silanol groups give fumed silica a hydrophilic character,
although various organic post-treatments can make the particles hydrophobic.

In coatings, the very high surface area and the propensity to form large, three-
dimensional networks via weak hydrogen bond linkages make fumed silica an effec-
tive rheological control agent at levels between 0.4 and 2.0 percent. Its high hardness
improves the scratch and abrasion resistance of dry paint films, and its chemical
inertness is an advantage in anti-corrosion paints.

Fumed silica also finds use in paints as an effective flattening agent [41]. Due to
its small size, fumed silica particles readily migrate to the paint film surface during
drying. There the particles reduced surface smoothness. Fumed silica also enhances
dirt pick-up resistance due to its location on the film surface.[40] It is also used
at levels below 1% as a flow aid in powder coatings. In this capacity, it shortens
dispersion and melt times.
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Fumed silica is used in plastics to adjust rheology and to provide anti-blocking for
plastic films. It is also used in some niche plastics applications [42]. It is not used in
plastics as much as precipitated silica is (discussed next), due to its higher cost.

Precipitated Silica

Precipitated silica is produced by the neutralization of a silicate salt solution. The
resulting particles are in many ways similar to fumed silica particles, having high
surface areas, highoil absorptionvalues, highbinder demands, and lowbulkdensities.
An important difference between these forms of silica is the higher amounts of water
in the precipitated material—up to 7%, with as much as half of that being surface
hydroxyl groups [42].

Precipitated silica is formed as round or blocky particles with a median particle
diameter between 5 and 100 nm. However, agglomerates as large as 100 microns can
form when the particles are dried. These large particles can be ground to diameters
between 1 and 40 microns. Like fumed silica, precipitated silica has a very low bulk
density and must be compressed or granulated for handling purposes.

The high levels of surface hydroxyl groups make these particles quite amenable
to silane surface treatments. These alter the hydrophobic/hydrophilic balance of the
particles, allowing them to be optimized for specific organic matrices. They are also
sometimes treated with waxes for the same reason. Surface treatments are typically
done at levels between 5 and 15% [43].

Precipitated silica is employed in paints for many of the same reasons as fumed
silica. It is, however, more likely to be used as a flattening agent, and less likely to
be used as a rheology modifier, as fumed silica is. In plastics, it is used to enhance
strength (its largest single use is to enhance the strength of rubber tires). It is also used
tomodify the rheologic properties of polymermelts. Recent advances in surface treat-
ment have significantly improved the dispersibility of precipitated silica in plastics
[42].

Barium Sulfate

Barium sulfate can be used as an extender in both its natural form (barite) and in
synthetic form (blanc fixe). It is a salt with a structure consisting of discrete ions
extending into three dimensions. This results in a nodular or blocky particle. Barium
sulfate is relatively soft, with a Mohs hardness of 3.

Barium sulfate has two features that distinguish it from other extenders. First, it
has a significantly higher density (4.4 g/ml) than all other common extenders (these
vary from roughly 2.5 to 3.0 g/ml—refer to Table 9.2). Second, it has a refractive
index of 1.64, which is higher than other extenders and of resins or polymers. While
this is not high enough for barium sulfate to be classified as an opacifying agent, it
does offer a limited degree of light scattering.
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Natural barium sulfate extenders are typically comminuted to sizes between 1
and 15 microns through either wet or dry grinding processes [26]. The particles
are nodular, as mentioned above, and the combination of relatively large size and
high density gives barium sulfate extenders lower surface areas (1 to 4 m2/g) than
most other extenders. This also gives barite a low oil absorption value (roughly 15).
Synthetic barium sulfate, known as blanc fixe, has a medium particle size ranging
from0.7 to 4microns, depending on the synthesis conditions. The process formaking
blanc fixe is discussed in the section on synthetic extenders below.

Barium sulfate is used in coatings for similar reasons as other nodular particles.
Although the high density of barium sulfate is an advantage in some ways, it is a
disadvantage in others. It settles easily, and it significantly increases the density of
paint. This is economically unfavorable inmost paintmarkets, since paint ingredients
are purchased on a weight basis and typically sold on a volume basis. Unlike many
extenders, blanc fixe can be used in gloss paints as it does not roughen the film
surface. It improves the toughness of a paint film, and its chemical resistance is
valued in anti-corrosion paints.

Barium sulfate is used in the plastics industry, where its density confers good
vibrational mass dampening. Its high density also suggests solidity and good quality
to plastic consumers. Blanc fixe is also used in high concentrations in polypropylene
or polystyrene for X-ray shielding applications.

Calcium Sulfate

Calcium sulfate was at one time used extensively in the coatings industry. A blend of
calcium sulfate and titanium dioxide was also popular, both to the TiO2 manufacturer
(as a way of disposing of sulfate by-product from the sulfate manufacturing process
[44]) and to the paint manufacturer (as a way of decreasing the cost of opacity).
However, this was at a time when paints were predominately solventborne. Calcium
sulfate is soluble enough in water to create problems in water-borne paints [43],
and the production of these calcium titanate pigments, as they were known, was
discontinued in the early 1970s [45].

Calcium sulfate is used as an extender in plastics, where its main value is as a
simple economic substitute for polymer.

Production of Mineral Extenders

Extenders originate from natural minerals and rocks that can be mined either in
the open air or underground. Once the materials of interest are removed from the
earth, they are broken apart into ever-finer particles, initially by mechanical crushers,
and then through wet or dry grinding. In some cases, the material is separated on a
size basis during or after this process. A small fraction of extenders (the synthetic
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extenders) undergoes additional processing. This typically involves, in this order,
the reaction of the raw material to a new material, purification (in some cases),
then reaction to the desired material. These reactions are run under very tightly
controlled conditions, resulting in particles with high purity, controlled size, and
enhanced functionality. In general, the smaller size extenders, such as precipitated
calcium carbonate, barium sulfate, and silica, are made synthetically, while larger
size extenders are manufactured directly from the mined minerals [3].

Natural Extenders

Mining is an essential aspect of extender production. The first step in the mining
process is prospecting. During this phase, a number of aspects of the potential mine
site are evaluated, including the extent and quality of the deposit, the thickness and
composition of any overburden that must be removed, and the probable equipment
needs and process steps to extract and purify the desired material. In addition to these
technical and economical evaluations, consideration must be given to local, regional,
and national government regulations, as well as existing regional infrastructure.

The installation of the mine begins once the prospecting phase has been success-
fully completed. The most appropriate mining techniques are evaluated and selected
tomatch the specific site details. Typical equipment includes bucket-wheel and shovel
excavators, conveyor belts, heavy-duty trucks, etc. The mining of highly compacted
materials may require the use of explosives. All in all, several years can typically
elapse between initially identifying a potential mine site and finally extracting the
first shovelful of mineral from the ground.

Once mining commences, the material is removed and mechanically crushed to
particleswith diameters from100 to 300mm.After the physical removal of loose soil,
detritus, and substandard material, the remaining material may be washed, ground,
filtered, wet or dry milled, and classified, resulting in the final extender product.
During the purification process, ferrous impurities, which often discolor the final
product, may be removed via a magnetic separator.

Both dry andwet grinding can be used to reduce particle size. Dry grinding, which
is typically done in ball mills, can cost-effectively reduce particles to a median
diameter as low as 1.5 microns, depending on the material. For smaller particles,
wet grinding becomes more economical despite the extra energy required to separate
water from thematerial and then dry it. In the wet grinding process, an aqueous slurry
with a high solid content is fed into ball mills that are designed to work with slurry
materials. These mills can grind the particles to sizes below one micron. When the
particles have the desired diameter, the material is dewatered, dried, and packaged.
Alternatively, it can be delivered as a slurry, which avoids the water separation and
drying steps.

Air classification is an essential aspect of the dry grinding process in many
extender mining operations. There are several variants of air classifiers, but they
are all based on the premise that small particles, having a large surface area on a
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Fig. 9.17 Schematic
representation of an air
classifier

weight basis, have greater air drag than large particles. The mix of ground particles
is gravity fed through the side a chamber with a current of air blowing upwards. The
smaller particles are entrained in the rising air stream and exit through the top of the
chamber, while the larger particles fall to the base of the chamber and are returned
to the mill (Fig. 9.17). The entrained particles are collected vertically from the air
stream that exits through the top of the chamber. These particles can be classified by
size according to the height they reach in the exiting air stream.

Some extenders undergo thermal processing, which can significantly improve
many properties. This can be illustratedwith the heat treatment of kaolin. Calcined, or
anhydrous kaolin is produced by heatingwet-ground kaolin to high temperatures. The
dehydration process occurs in stages [46]. Between 450 and 650 °C, approximately
90% of the waters of crystallization are removed, converting the kaolin into an
amorphous material called metakaolin. Metakaolin is used extensively in the cement
industry, but not as an extender for paints or plastics. Further heating to between 900
and 955 °C removes the remaining water and converts the material to a spinel phase
that can be used as an extender in paints and plastics. The hot material is cooled, then
ground to undo the agglomeration that occurs during the calcination process. The
calcination process increases purity, decreases discoloration, and alters the particle
size and shape.

Flash calcination is a special variant of the calcination process that is unique to
kaolin clay. In this process, ground kaolin is heated at rates between 103 and 105

degrees per second over a very short time (typically a few tenths of a second), then
quenched at similar rates of cooling [47]. Under these conditions, dehydration is
not complete, but the material is in a different form than when it is incompletely
dehydrated through conventional calcination. Instead of creating metakaolin, the
flash calcination process expands the platy structure of the kaolin particles and, at
the same time, anneals the surfaces of the particles, which are heated the most, into a
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glassy structure. This seals the voids that are formed by the exiting water vapor and
result in an amorphous particle that contains very small internal air cavities. These
air cavities scatter light in end-use applications, improving opacity and allowing for
a decrease in TiO2 content. They also contribute to the wet hide of paint.

Synthetic Extenders

Many minerals that are formed naturally can also be synthesized artificially. The
starting material for this process is often the same same mineral that is being synthe-
sized. For example, mined calcium carbonate is used as the starting material for
synthetic calcium carbonate. The reason for doing this process is that the synthetic
mineral can have higher purity (and less discoloration), a lower average particle size
(and tighter size distribution), or both.

Although the synthetic details differ fromone extender to another, nearly all follow
the same strategy. The raw mineral is first reacted chemically to form a new species
that contains the element of interest. This new species is, optionally, purified, and
then is reacted a second time to return it to its original composition. This conversion
process is well controlled in order to form the proper crystalline phase, the desired
median particle size, and the optimal particle size distribution. This is similar in
concept to the manufacture of pigmentary titanium dioxide (Chap. 7), where the
titanium content of the ore is transformed into titanyl sulfate or titanium tetrachloride,
purified, and then reacted to form pigmentary TiO2 particles.

Precipitated Calcium Carbonate

Precipitated calcium carbonate (PCC) is typically made by a three-step process.
During the first step, CaCO3 (limestone) of high purity is heated above 900 °C,
where it decomposes into calcium oxide (lime) and CO2. The carbon dioxide is
collected to be used in the final step of the process, while the lime is immersed in
water as the second process step. This produces a calcium hydroxide (slaked lime)
suspension. In the third step, the CO2 that was formed in the first step is added to
this suspension, resulting in the deposition of the precipitated calcium carbonate
particles. By adjusting reaction variables such as pressure, temperature, time, and
the presence of chemical additives, the particle shape and size distribution can be
controlled. Grinding or separation via classification may be necessary to produce the
final extender material.
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Precipitated Barium Sulfate

Blanc fixe, or synthetic barium sulfate, is produced in a two-step process from the
mineral barite (BaSO4). First, barite is reacted with coke (carbon) at high tempera-
tures, producing barium sulfide (BaS) and carbon monoxide. The barium sulfide is
purified, dissolved in water, and reacted with a sulfate source such as sulfuric acid.4

Barium sulfate is completely insoluble in water5 and precipitates as a fine white
powder.

Physical properties such as median particle size, particle size distribution, and
shape are controllable using production process parameters such as concentration,
temperature, agitation, pH, and aging time.Once the desired precipitate is formed, it is
purified by filtration and washing, often multiple times. In the last step of production,
thematerial is dried and ground to break up the agglomerates that form during drying.
Blanc fixe particles are controlled in the range of 0.7 to 4 microns, making them
smaller, and their particle size narrower, than the original barite particles [1]. They
are also significantly brighter than their natural counterparts, allowing them to be
used in bright paints.6

Surface Treatment of Extenders

The surfaces ofmost natural extenders are hydrophilic, allowing for easydispersion in
water-borne paints. However, a hydrophobic surface can be advantageous in plastics
and in some paint applications. In plastics, a hydrophobic surface would be more
compatible with the polymermatrix, similar to the principle that “like dissolves like”.
In the same way, a hydrophobic particle would be more compatible in a non-polar
paint system. In addition, a hydrophobic particle can make the paint filmmore water-
resistant. The use of hydrophobic particles is significantly more common in plastics
applications than paint applications.

For these reasons, extenders are often treated with an organic, hydrophobic agent
as a final stage in their production. These agents modify both the particle–particle
and particle–matrix interactions. While the particle–matrix interactions are usually
the more important, the change in particle–particle interactions affects the bulk flow
and bulk density of the extender, as well as its dustiness.

The modifiers used for plastics applications can be classified into two groups—
coupling surface modifiers and non-coupling surface modifiers [48]. This distinction

4 Lithopone is a related a white pigment that was used extensively before pigmentary TiO2 was
developed commercially. It is made by combining a barium sulfide solution with a zinc sulfate
solution. Barium sulfate and zinc sulfide simultaneously precipitate from this mixture.
5 The insolubility of barium sulfate can be demonstrated by its use as an X-ray contrast agent.
Although soluble barium is quite toxic, barium sulfate can be safely ingested or otherwise entered
into the body with no ill effects.
6 The low hardness of barium sulfate also contributes to paint and plastics brightness because these
soft particles do not abrade production equipment, which would discolor the paint or plastic.
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is made according to the type of modifier/polymer interaction. Non-coupling modi-
fiers are too short to enter into the polymer phase and so affect only thewettability and
dispersibility of the particles. The effect of wetting has been the subject of debate [6,
48], but it appears to be negative—the surface modifier decreases the surface energy
of the extender particles [49], while wetting is greatest on high energy surfaces [50].
The non-coupling modifiers include fatty acids such as stearic acid and its deriva-
tives, and also some silanes with short alkane chains. Most of the surface-treated
extenders that are used in the paint industry are coated with fatty acids.

Coupling modifiers, on the other hand, partially enter into the plastic matrix. An
interphase region is believed to exist within the polymer that is near the particle
surface. This region is especially important for the incorporation of particles with
high surface energy (e.g., non-surface treated particles) into the polymer melt [6].
This region has properties that differ from the bulk polymer, and it is believed that
coupling modifiers on the particle surfaces can diffuse into this region, strengthening
the interaction between the particle and resin. The thickness of this region varies
with the identity of the particle and the polymer, and is believed to range from one
nanometer to over one micron.

Coupling modifiers are very similar in concept to the dispersant molecules used
to stabilize particles in liquid paints (Chap. 11). They consist of two parts—a head
and a tail [48]. The function of the modifier head is to bond to the surface of the
particle. There are two types of heads—reactive and non-reactive. The reactive heads
chemically bond to the particle surface, while the non-reactive heads do not. Reactive
heads are often composed of silanols or alkoxysilanes, which can react with a surface
hydroxide, releasing a water molecule. Carboxylic acid groups can also be used
for this function. The tails are typically long alkyl chains, sometimes with reactive
moieties that can form chemical bonds with the polymer.

Summary

Extenders exist in a wide range of chemical compositions, shapes, particle sizes and
size distributions, and physical and chemical properties. This results in an equally
wide range of interactions with and uses in paints and plastics, going beyond the
traditional role of extenders as particles that simply fill a paint or plastic, lowering
its cost. The functionalities that these particles can bring to paint or plastic include
enhancing processability, altering the rheology of liquid paints and molten polymer,
preventing sedimentation of paints, improvingvarious strength attributes (crack resis-
tance, scratch resistance, tensile strength, stiffness, etc.), increasing weatherability,
improving corrosion resistance, and enhancing certain optical properties (particularly
dry hide and gloss in paints).

Extenders can be conveniently categorized according to their mineral compo-
sition. The major categories of extenders are the carbonates (which are the most
commonly used extenders in paints and plastics), the silicates, the silicas, and finally
insoluble salts. The particle shape is a function of the atomic arrangement within the



354 9 Extender Particles

crystal lattice. Particles with bonding interactions extending in all three dimensions
are nodular or blocky. Those for which strong bonding interactions extend only in
two directions, with weak hydrogen or van der Waals bonding in the third direction,
are platy or lamellar, while those for which strong bonding interactions occur through
one-dimensional chains are needle-like or acicular.

The origins of all mineral extenders are geological deposits. Extenders are
extracted from the ground, then physically separated from other materials, such
as loose soil or other detritus. Most extenders undergo grinding and size classi-
fication. Impure extenders can be processed by reactions that convert them to an
alternate chemical, then back reaction to the original mineral. This allows for addi-
tional purification and for control of median particle size, particle size distribution,
and, in some cases, particle shape. While this additional processing comes at a cost,
in some applications, this cost is more than offset by the improved properties.

Additional details about the utility of extenders in paints and plastics formulations
can be found in Chap. 16 (for paints) and Chap. 17 (for plastics).
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Resin Particles
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Introduction

Since their introduction by Dow Chemical in the mid-1940s [1], latex paints have
grown from novelties into the dominant technology inmanymarket segments, partic-
ularly architectural/décor coatings. Today water-borne coatings account for roughly
40% of the total coatings market, making this the largest single technology for coat-
ings. By comparison, solvent coatings account for roughly 25% of the total market,
with powder coatings,UVcured coatings, high solids coatings, and specialty coatings
making up most of the remaining volume.

The dominance of water-borne coatings is due to a combination of factors, the
most important of which is the reduced volatile organic compound (VOC) emis-
sions compared to the solvent-borne paints that they replaced. Legislative pressures
worldwide are continuously becoming tighter on VOC emissions, creating an ever-
increasing drive to produce paints with very low or noVOC discharge [2]. In addition
to this, water-borne paints do not carry the flammability risk of solvent-borne paints,
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have shorter drying times, are easier to clean up after application, and do not carry
the health risks or the objectionable odor of many solvent-borne paints.

Most application research on the resin particles that are used in water-borne paints
has focused on the polymer chemistry of these materials. This is appropriate given
the importance of not only the selection of raw materials but also the exact reaction
conditions used tomake these particles. As such, numerous review articles and books
have been written on the polymeric aspects of latex particles, and the wide variety
of paint end-use performance attributes that these polymers affect [3–7].

Our interest here, however, is quite different. We will focus on the nature of the
resin particles themselves, as they exist in the liquid paint, and on their coalescence
into the continuous phase of the dry paint.While resin particles sharemany properties
with the other particles in the liquid paint, their coalescence into the continuous phase
is unique to them—all other particles in the liquid paint maintain their individuality
after film formation. In addition to describing the coalescence process and the factors
that affect it, we will discuss resin particles that contain air voids (for air void hiding
below theCPVC) and reactive resin particles that attach to theTiO2 pigment particles,
enhancing the spacing between these particles and so optimizing their light scattering
potential.

Comparison of Solvent-Borne and Water-Borne Coatings

A reasonable starting point for understanding the properties of resin (latex) particles
inwater-borne paints1 is a simplified comparison of these paints to their solvent-borne
counterparts. After application and drying, the two paint types create similar cohesive
films consisting of high molecular weight organic polymer molecules intertwined
with one another and holding any particles in the film in place. However, the film-
forming mechanisms for these two paint types are quite different.

In solvent paints, the long polymeric chains that will form into the continuous
phase of the dry paint film are dissolved in a chemically similar organic solvent. As
the solvent evaporates, the long strands of resin intertwine and chemically crosslink,
both of which lock these polymeric molecules into place as a solid film. The non-film
forming particles, too, are locked into place within the matrix of the resin as the film
dries. A thin layer of resin coats the non-film-forming particle surfaces, preventing
them from directly touching one another or the substrate, or from being exposed to
the film surface.

The resin in water-borne paints, on the other hand, is not dissolved in the paint
liquid. Instead, it is present as discrete particles with size ranges similar to those
of the non-film-forming particles. As the paint dries, the surfaces of the resin

1 These paints are sometimes referred to as “emulsion” paints, but this is incorrect. The resin
particles are made by first generating a suspension of an immiscible liquid monomer in water,
which is the definition of an emulsion, but these suspended liquid droplets are then polymerized
into solid particles, which is the definition of a latex.
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particles partially solubilize due to interactions with coalescing agents (discussed
below). The partially dissolved outer shells of the resin particles intertwine with one
another, allowing them to coalesce into a coherent film as the last of the water and
the coalescing agent evaporates. The partially dissolved resin in the drying water-
borne paint film is relatively easily deformed and squeezes onto and between the
non-film-forming particles in a way similar to the resin in a drying solvent-borne
paint.

A second important difference between solvent-borne and water-borne paints
is the amount of polymer that can be dissolved in the paint solvent. For solvent-
borne paints, this amount is restricted by paint viscosity, which increases greatly
with polymer concentration (as well as with molecular weight). The rate of increase
is especially high at higher solids levels. At high polymer concentrations, the inter-
twining polymer molecules cause a drag or resistance to flow (the same phenomenon
occurs as a solvent-borne paint dries). High solids solvent-borne paints (>65% solids)
can be made, but their viscosities are roughly three to four times that of conventional
lower solids solvent-borne paint and they must be applied by a spray gun.

This can be contrasted to the response of water-borne paint viscosity to latex
concentration. Because the polymer molecules on different resin particles do not
intertwine in a water-borne paint in the same way that the polymer molecules in a
solvent-borne do, there is a much lower dependence of viscosity on resin concen-
tration. In this respect the latex particles can be as highly concentrated as any other
particles in the liquid paint.

An obvious yet important aspect of water-borne resins is that they are used as
water slurries. As such the particles must be stable—that is, they must not agglom-
erate during paint production or storage. However, an explicit requirement of these
particles is that they interact so strongly during drying that they not only touch one
another but also intimately join together. This is accomplished by taking advantage
of the chemical and physical changes that occur during paint drying. Physically,
surface and capillary forces grow to the point of overcoming the electrostatic repul-
sions that stabilize the particles in the initial paint. Chemically the concentration of
the coalescing agents, if present, increases, increasing their effectiveness at allowing
the individual particles to join into a coherent solid phase.

Coalescence

Film formation in water-borne paints is quite complex andwith the particles involved
going through a series of chemical and physical changes. However, we can grossly
simplify the formation process by considering it to consist of three distinct steps, as
outlined schematically in Fig. 10.1 [8]. Initially, there is enough water present that
the resin particles are well separated. As water evaporates, the latex particles become
more concentrated and begin to deform into a honeycomb arrangement.

Upon further drying the polymer molecules on the surfaces of different particles
diffuse into one another and intertwine, creating in the drying film a single mass from
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Fig. 10.1 The three steps of
film formation in a
water-borne paint. a Initial
evaporation. b Particle
alignment and deformation.
c Diffusion and coalescence

the individual particles. Often this intertwining of the polymermolecules is enhanced
by chemically bonding to one another through crosslinking. The quality of a paint
film is strongly affected by the degree to which the resin particles coalesce, which
is, in turn, determined by the properties of both the resin and the certain aspects of
the paint system.
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Factors Affecting Coalescence and Film Formation

The nature of resin polymers varies greatly according to the chemistry of the
monomer(s) and the exact conditions of manufacture. This allows the polymer scien-
tist to create resins that satisfy often highly demanding end-use requirements for prop-
erties such as paint weatherability, stain and dirt pick-up resistance, scrubbability,
gloss, impact resistance, and so on.

The chemistry and manufacture of the polymers used in water-borne paints are
detailed in numerous books and papers, as noted earlier. For our purposes, however,
we will limit our attention to the primary function of the latex particles, which
is to coalesce into a coherent film. It is only after the film forms that the paint
properties listed above become pertinent. As such the successful transformation of
latex particles into a coherent film is a critical aspect of virtually all latex paints.

The successful coalescence of individual latex particles into a continuous film
requires the careful formulation of the paint. Often a factor that optimizes one aspect
of film formationwill have a negative impact on another. As is ever the case, a balance
between competing requirements is necessary to arrive at a paint that satisfies all end-
use demands in the most cost-effective manner. The primary parameters that can be
varied to achieve such a balance are certain thermal properties of the latex resin and
the type and amounts of certain additives (plasticizer or coalescing aids) that promote
the intertwining of resin molecules on different latex particles.

Tg and MFFT

Whenheated, polymers can undergo a variety of different thermal changes.A familiar
one is melting, which is the complete transformation from a solid to a liquid. A sharp
melting temperature is normally seen only in crystalline polymers, while most resin
used in paints is amorphous, or a mixture of crystalline and amorphous domains.
Rather than having a sharp melting point, these materials typically show a more
nuanced physical change when heated to a certain temperature known as the glass
transition temperature, or Tg.2 [9, 10] At this temperature there is a change from a
hard, brittle, glassy state to a soft, sticky, pliable state. Polymers below their Tg are
often referred to as “hard” while those above their Tg are referred to as “soft”.

This change that occurs at the Tg and above is physically caused by an increase
in the internal space available to the resin molecules (i.e., their free volume). As
is true of most materials, the volume of latex particles increases with increasing
temperature. At the Tg this increase in free volume is enough to allow the polymer
chains a greater freedom of motion, increasing their mobility and allowing them to
deform when placed under stress. Near and above their Tg, the surfaces of latex

2 This is not a phase change, since the material is solid both before and after, but it nonetheless is a
sharp and significant change in properties.
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Fig. 10.2 Effect of Tg on dirt adhesion and film flexibility (Courtesy P. Lutz)

particles are fluid enough that polymer chains from different particles can intertwine
spontaneously, allowing these particles to coalesce.

An important difference between the Tg of an amorphous polymer and themelting
point of a crystalline polymer is that the change in properties that occur onmelting do
so at a single temperature, whereas the softening of an amorphous polymer continues
to increase as the temperature increases. For this reason, the coalescing abilities of
most latex particles improve at higher temperatures.

The coldest temperature for which latex particles will coalesce is called the
minimumfilm-forming temperature (MFFT), belowwhich there is simply not enough
intermingling of the surface polymermolecules on different latex particles for coales-
cence to occur.3 Not surprisingly, the MFFT is strongly linked to the Tg—more
specifically, it is typically a few degrees cooler than the Tg. The difference between
Tg and MFFT can be increased to some extent using coalescing agents, which are
discussed below.

Tg values for resins are important both in the particle state (especially for the
coalescence step of the drying paint) and in the final dry film. Our focus in this
chapter will be on the effect of Tg on coalescence, but we will briefly review the
effect of Tg on film properties.

Films above their Tg are more pliable and less prone to cracking or flaking,
which is desirable if the substrate expands or contracts with changing temperature
or humidity. In addition, these films typically have good impact resistance.

Balanced against the advantages seen in films above their Tg temperature,
however, are many disadvantages. Because the surface molecules in a polymeric
film above its Tg are fluid, these films are often tacky. This leads to increased dirt
pick-up and to blocking, which is the sticking together of two freshly painted surfaces
when pressed against one another. In some cases, the adhesion of the film surfaces
can be stronger than the adhesion between the film and substrate, and separating the
surfaces after pressing them together can result in the film being pulled from one of
the surfaces. Other problems with films used at temperatures above their Tg are that
they can be easily scratched or marred.

The effect of Tg on film flexibility (as seen by paint flaking), and on film tackiness
(as seen by darkening due to dirt adhesion), is shown in Fig. 10.2. Here we see a

3 The MFFT of a resin particle is measured by applying a suspension of resin on a bar for which
there is a temperature gradient and allowed to dry (this gradient being created by subjecting the
ends of the bar to different temperatures). The MFFT is determined from the position on the bar
where the film transitions from being clear (coalesced) to cloudy (uncoalesced).
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pine panel divided into six sections. The first and last sections were painted with the
same control paint, and the four interior sections were coated with paints that were
similar to one another except for their Tg value. The panel was exposed for one year
in the vicinity of a heavily used highway and under high ambient temperatures (daily
high temperatures between 25 and 35 °C for much of the year). The darkening of the
first three of these paints lessens as Tg increases, as expected since the films should
become less tacky as Tg is increased. While the final film in the Tg series remained
mostly dirt-free, it had unacceptable cracking and peeling due to its inflexibility.

Not surprisingly, the Tg of a latex depends strongly on its chemical composition.
This includes aspects such as type of resin (thermal plastic or thermal setting), degree
of crystallinity, crosslink density, degree of branching, chain length, and bonding
interactions betweenmolecules. Typical Tg values span a range of roughly−80 °C to
over 100 °C,with any intermediate value beingpossible through co-polymerization of
hard and soft monomers. For most water-borne paints, the Tg is somewhere between
10 and 20 °C, while some oven-dried paints can have Tg values closer to 100 °C.

There is no single ideal Tg for a paint. A low Tg is desirable from a film-forming
standpoint, but many end-use properties of the paint film are also affected by Tg,
as described above. The ideal Tg for a particular paint depends on its application
temperature and its intended use. For example, exterior paints used in dirty environ-
ments should have Tg values above ambient, to prevent excessive dirt pick-up. On
the other hand, elastomeric roof coatings must be flexible and so are formulated with
a Tg below ambient.

Coalescing Agents

As outlined above, there are conflicting factors that the formulator faces when
choosing the Tg of the resin used in a paint. On the one hand, in most applica-
tions a relatively high Tg will reduce the disadvantages of a “soft” film (blocking,
dirt pick-up, etc.). On the other hand, the MFFT must be lower than the application
temperature in order for a true film to form, and the MFFT is typically only a few
degrees different than the Tg. These conflicting requirements usually result in an
unacceptably narrow window of temperature over which the paint can be applied, if
the application temperature is near the in-use temperature.

One resolution to these conflicting requirements is to dry the paints at temperatures
above the intended in-use temperature (i.e., to oven dry). In this way a high Tg (and
high MFFT) resin can be used while at the same time achieving a hard film during
service. This strategy works for paints that are applied at the factory (i.e., OEM
paints), but the majority of water-borne paints are used on substrates that cannot be
placed in an oven (e.g., the wall of a room). In these cases a second resolution is
available. This option is to add a low level of a material that will soften the surface
of the particle, lowering its MFFT while the material is present in the drying film
[1, 11, 12].
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These additives are collectively called plasticizers, as they increase the plasticity,
or deformability, of the particle surfaces. Plasticizers can be divided into two types:
those that are intended to remain in the film after drying, and those that are intended
to leave the film. The latter is typically referred to as film-forming agents, coales-
cents, coalescing aids, or coalescing agents, and these are the more common type of
plasticizers used in paints because permanent plasticizers result in permanent film
softness.

Coalescing agents are typically organic molecules with limited water solubility.
Because of their limited solubility, these molecules tend to segregate on the organic
resin surfaces. This segregation increases as water evaporate from the drying paint
and themolecular concentration increases. Thesemolecules provide a dual role at the
latter stages of drying—they increase the plasticity of the surface layer, enhancing the
deformability step of film formation, and, since they are organic, they partially solu-
bilize the polymer molecules on the resin surfaces, allowing polymer molecules on
separate particles to intermingle, enhancing the coalescence step of film formation4

[13].
Coalescing agents are typically used at concentrations of 3% or lower and at these

levels can decrease theMFFT of a resin by asmuch as 15 °C. Coalescing agents cover
a range of hydrophobicity/hydrophilicity balances and evaporation rates. Ideally, the
evaporation rate will be lower than that of water, to ensure the material remains at
the latter stages of film formation, but high enough that the molecules do not remain
in the film for extended times after drying. This avoids the initial poor blocking
performance and water sensitivity of the films.

Binding Power Index

Coalescing agents soften only the top layer of the resin particle, which creates a hard
particle core. The relative amounts of soft and hard resin, and the size of the resin
core, has an important effect on the distribution of pigment and extender particles in
a water-borne paint film. This is because, unlike in solvent-borne paints, only the soft
surface layer of the resin particles, and not its entire polymer content, is available for
film formation. To understand the implications of this, we will first classify resin in
the final paint film into three categories, or types, as was explained briefly in Chap. 4.

The first category, termed “type 1” resin, adsorbs as a thin layer on the particle
surfaces. In nearly all paint films, whether originating from a solvent-borne paint or
a water-borne paint, all particles are coated with a monolayer of resin polymer.5 As
such there are seldom direct surface-to-surface contacts between particles, and few
if any exposed particle surfaces on the film surface.

4 That is, they increase the free volume of the polymer chains.
5 The exceptions being films with very low levels of resin (i.e., films at very high PVC), where there
is no types 2 or 3 resin and insufficient type 1 resin to coat all particle surfaces.
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The second category of resin, “type 2” resin, is the resin that fills the voids between
the coated particles when they are packed at their densest arrangement—that is, at
the CPVC condition.6 If there is enough type 2 resin to completely fill these voids,
then the film is below CPVC. If there is not enough type 2 resin to completely fill the
voids, then the voids are partially filled with air. The total volume of types 1 and 2
resin at the CPVC is the “resin demand” of the non-resin particles present in the paint
(pigments and extenders) and is similar in concept to the oil demand, as measured
in the oil absorption test, for these particle mixtures. In fact, the oil demand of a
given particle mixture in the OA test is essentially equal to the resin demand of that
mixture in solvent-borne paints, and OA measurements are often used to calculate
CPVC values of solvent-borne paints, as discussed elsewhere.

Thefinal category of resin, “type 3” resin, is any resin in excess of the resin demand
of the particles. This resin pushes the particles apart, increasing their separation and,
for TiO2 particles, increasing their scattering strengths. This resin is often referred
to as “free resin”. In our thought experiment from Chap. 4 we increased the PVC of
a film that was below its CPVC by replacing resin with particles. The resin being
replaced in this thought experiment is exclusively type 3 resin. Above the CPVC we
increased film PVC by replacing resin with air. Such a replacement is initially done
only using type 2 resin. Once all of the two resins are replaced, we increase PVC by
exchanging type 1 resin with air.

With this in mind, we will next consider the availability of the polymer in the
latex particles to transform into each of these three types of resin. In the presence of a
coalescing agent, the surface of the latex particle is deformable and on film formation
can become any of the three types of resin. However, the rigid core beneath this layer
cannot deform, and so it cannot transform into type 1 or 2 resin.

There are significant ramifications of the solid core being unable to transform into
type 1 or 2 resin. These can best be understood using the concept of resin “efficiency”.
Wewill define any portion of the resin polymer that can transform into any of the three
resin types as being fully efficient. This includes all resin in a solvent-borne paint
but is limited to the deformable surface layers of the resin particles in a water-borne
paint. We define the efficiency of a resin particle as the fraction of the polymer that
can satisfy the resin demand of the other particles in the paint (i.e., of the extender
and pigment particles) by transforming to type 1 or 2 resin. This quantity is referred
to as the “binder efficiency” (symbol e) or the “binding power index”, BPI [14]. In
this text we will use the latter term.

A consequence of the BPI is that the total amount of resin required to satisfy the
resin demand of a mixture of pigment and extender particles is greater for water-
borne paints than it is for solvent-borne paints (for which the resin is 100% efficient)
[15]. A comparison of the measured CPVC values for a universal grade of TiO2 in a
solvent-borne paint and two water-borne paints made with chemically identical but
differently sized resin particles is shown in Table 10.1. Note that we can consider
the size of the resin molecules in a solvent-borne paint as the lower limit of resin

6 The CPVC is defined as the state where all the particles are coated with a thin layer of resin,
packed in their tightest configuration, and the voids between them filled with resin.



366 10 Resin Particles

Table 10.1 CPVC values and deformable layer thicknesses as a function of resin particle radius

Paint type Resin particle
radius
(nanometers)

CPVC value BPI Core radius
(nanometers)

Deformable layer
thickness
(nanometers)

Solvent-borne 0 54.6 1.0 0.0 –

Water-borne 65 38.2 0.514 51.0 14.0

Water-borne 135 27.1 0.309 119.4 15.6

particle size (i.e., as particles with a size of zero), and for this “particle” the BPI is
at the top limit of its range (1.0). Resin particles at the other limit of the BPI range
(0.0) are rigid hard particles that are completely non-coalescible.

We can calculate the BPI of a specific latex resin by comparing the amount of
resin required to reach the CPVC value of a particle mix if all of the resin was
available for transformation into types 1 and 2 resin (i.e., the CPVC calculated from
an OA measurement of the particle mixture, or the CPVC measured in a solvent-
borne paint), to the amount of latex resin required to reach the CPVC value for this
particle mix. For the former we will use the volume of oil required to reach the oil
absorption end-point for the non-resin particle mix. This definition of BPI is shown
mathematically in Eq. 10.1:

BPI = VOil

VLatex
(10.1)

where VOil is the volume percent of the oil at the oil absorption endpoint and VLatex

is the volume percent of latex resin at the paint CPVC (calculated as 100 - CPVC).
Equation 10.1 is useful as a way of understanding the meaning of the BPI, but it

is not ideal for calculating it because the OAmeasurement is made on a weight basis
rather than a volume basis. As such, Eq. 10.2 is more useful for the BPI calculation:

BPI = CPVCLatex(100− CPVCOil)

CPVCOil(100− CPVCLatex)
(10.2)

The logic behind this equation is best illustrated through an example. Consider a
pigment/extender particle mix that has a solvent-borne CPVC value, calculated from
its oil absorption, of 54.6, and a measured CPVC for a particular latex resin of 38.2
(these are the values for the first two entries in Table 10.1).

For one liter of dry solvent-borne paint film at its CPVC value (54.6) we have
0.546 L of particles and, by difference, 0.454 L of resin. The resin demand of the
particles, therefore, is 0.832 L of types 1 and 2 resin per liter particles (0.832 =
(0.454/0.546)).

We next consider the content of one liter of dry latex paint film at its CPVC value
(38.2). Here we have 0.382 L of the pigment/extender particle mix and 0.618 L of
resin. The resin demand of the 0.382 L of the pigment/extender particle mix is 0.318
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L (0.318 = 0.382 × 0.832). The binding efficiency, or BPI, of this resin is therefore
0.514 (0.514 = (0.318/0.618)). In other words we say that the latex paint requires
0.618 L of latex resin in order to obtain the 0.318 L of types 1 and 2 resin needed to
satisfy the resin demand of 0.382 L of the pigment/extender particle mix. We arrive
at the same BPI value of 0.514 by substituting the CPVC values measured for the
latex paint (38.2) and calculated based on the oil absorption value (54.6) in Eq. 10.2.

We can use the results of the BPI calculation to determine the thickness of the
deformable outer layer on the latex particle for the two different latex particles in
Table 10.1. We do this by first calculating the total volume of a particle, then multi-
plying this volume by the BPI of the resin. This gives the volume of the deformable
shell. By difference we can calculate the volume of the rigid core. From this volume
we can calculate the radius of the solid core, and finally the thickness of the outer
layer is simply the particle radius minus the core radius.

The calculated thickness for the deformable layers of the two latex resins is given
in the last columnof Table 10.1.Herewe see good agreement between the thicknesses
of the deformable layers (within 10%), which implies the coalescing agent penetrates
the resin particles by the same distance, regardless of their size. This is consistent
with the fact that these binders have the same chemistry and the paints use the same
coalescing agent at the same concentration.

A second consequence of the BPI concept for latex particles is that the spacing
of the pigment and extender particles is dependent on the size of the resin particles.
This is because the pigment and extender particles cannot penetrate the rigid cores
of the resin particles. This is analogous to the effect of large extender particles on
the distribution of TiO2 particles that was discussed in Chap. 4. There we saw that
large extender particles crowd small TiO2 pigment particles into the voids between
them, which resulted in a decrease in scattering power of the TiO2 particles.

The effect of latex particle size can be seen in the electron micrographs shown in
Fig. 10.3. Here we compare the images of paints made with the same universal grade
of TiO2 at the same PVC (20). The top two images are of paints made with different
size resin particles (note that these are not the paints described in Table 10.1). The
mean resin particle size for these paints is shown as a red circle in each image. The
final image shows the same TiO2 pigment in a solvent-borne paint. The distributions
of particles are different and the particle spacing decreases with increasing resin
particle size. The consequences of these spacing differences on opacity are quite
significant—Paint A has only 82% of the opacity of Paint B, which in turn has only
94% of the opacity of Paint C (the solvent-borne paint).

The effect of resin particle size on the scattering strength of the TiO2 particles is
shown in Fig. 10.4, which was generated using the two latex particles shown in Table
10.1. Here we see the significant effect of resin particle size on TiO2 crowding, as
was also seen in Fig. 10.3. In addition, we see that the CPVC value for the larger resin
particle is much lower than that of the smaller particle. This is expected since the
resin efficiency (BPI) of the larger particle is lower than that of the smaller particle.

BPI is a property of a specific latex resin and varies from one latex to another,
but, for a given resin, does not vary from one paint to another. The main parameters
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Fig. 10.3 Effect of resin
particle size on TiO2
Dispersion. Paints (a) and
(b) are latex paints (average
particle sizes are indicated by
red circles) while Paint (c) is
a solvent-borne paint [16]

determining the BPI are the size of the latex particle, the amount and type (or effec-
tiveness) of the coalescing agent, the Tg of the resin, and the temperature [17]. The
effects of these parameters are straightforward. Because coalescing agents can only
penetrate to a certain depth, large resin particles have a larger rigid core than small
resin particles and so a lower BPI [18]. Higher amounts of coalescing agent will
increase the amount of deformable resin, as will a lower Tg and a higher application
temperature. The overall effect of these parameters on BPI is shown in Fig. 10.5.



Specialized Resin Particles for Improved Opacity 369

Fig. 10.4 Effect of resin
particle size on the opacity
versus TiO2 PVC curve

Fig. 10.5 Factors affecting
the BPI

As will be discussed in Chap. 16, the BPI is an important consideration in the
formulation of a latex paint.

Specialized Resin Particles for Improved Opacity

On a volume basis, TiO2 particles are the most efficient scatterers of visible light and
so TiO2 is the strongest white opacifier. However, on a weight basis, TiO2 pigment
is often one of the more expensive ingredients in a paint. Much effort has been spent
over the last 60 years to decrease the cost of white opacity by either finding a less
efficient but lower-cost TiO2 alternative that gives higher opacity per unit cost or
by increasing the scattering power of the TiO2 pigment (primarily through better
spacing in the paint film as discussed in Chap. 4). Both of these strategies have been
pursued through the use of specialized resin particles.
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Hollow Sphere Opaque Polymer

Paint or plastics opacity can be improved by the inclusion of air voids in the polymer
matrix. In plastics air voids can be added using blowing agents, while in paints this
is often done by formulating the paint above its CPVC value—that is, by replacing
so much resin with extender particles that there is no longer enough resin to fill the
inter-particle voids. While this is an inexpensive way to improve paint opacity, it
comes at the cost of a significant reduction in film integrity as these voids generally
join together into an extensive pore network.

An alternative method of adding air voids to paint is by using air encapsulated in
polymer resin—that is, discrete air voids or bubbles. In the past this was done using
large (>10 microns) polymer particles into which air voids and, in some cases, TiO2

particles were incorporated. These “vesiculated beads” were commercially available
in the 1970s and 1980s but eventually could not compete with TiO2, which itself
underwent significant opacity improvements over this time [19].

In the 1980s, a second form of encapsulated air was introduced to the coatings
industry [20–22]. These were individual air voids encapsulated within a single resin
particle of roughly pigmentary size. These have variously been called voided latex
particles, hollow latex particles, hollow sphere opaque polymers (HSOPs), or simply
opaque polymers. In this text we will refer to them as HSOPs. The critical advantage
of employing air in this form, rather than in the form created when formulating a
paint above the CPVC value, is that these voids remain discrete and so do not lead
to the formation of pores.

Although light scattering theory suggests an optimal air void size of roughly 0.5
microns (refer to Chap. 3, Fig. 3.6), the optimal size of voids for these particles
has, in practice, been found to be roughly 0.30 microns. This difference may reflect
the fact that as the particle size of the non-TiO2 components of a paint increases
(e.g., resin size, and extender size), the TiO2 particles become crowded and lose
scattering efficiency and so the scattering gains of increasing the void size to 0.5
microns are offset by the losses due to increased TiO2 crowding. These materials
are commercially available with ranges of pore diameter from roughly 0.25–0.35
microns and shell thicknesses from 0.05 to 0.10 microns, and a total particle size of
0.4–0.5 microns.

HSOPs can be created by a number of related processes. At its simplest, there
are three steps involved in making these particles. First, cores of soft, hydrophilic
particles in water are synthesized. The material used must be capable of swelling
when certain environmental conditions, such as pH, are changed.

Next, a shell of a hard, typically more hydrophobic resin is placed around these
cores. This shell must have a Tg that is significantly higher than ambient tempera-
tures but be capable of being exceeded during particle manufacture. It must also be
permeable to water and small ions, such as simple bases, in order to allow for the
inner core to swell.

Finally, the slurry of core/shell particles is heated to a temperature above the Tg of
the shell, typically 50–100 °C, although higher temperatures are possible in pressure
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vessels, and the conditions of the slurry are changed in such a way as to swell the
inner core. On cooling, the outer shell becomes rigid. When these particles are dried,
their inner cores, which, on a volume basis, consist mostly of the water that swelled
into the particle in the third step of the synthesis, fill with air.

There are many important reaction parameters that control the exact nature of the
HSOP particles. These include composition (both the chemical identity and relative
balance of the different species), number of shells,7 thermal properties or hardness
of the shell (i.e., Tg), softness of the core, method of expansion, particle size of core,
and thickness of shell(s).

It is worth noting that the desired particle morphology—with the softer, more
hydrophilic polymer as the core and the harder, more hydrophobic polymer as the
shell—is thermodynamically unstable against the polymers being in the reverse order
[23]. However, through a careful balance of kinetic and thermodynamic variables,
the desired morphology can be attained.

Core swelling is most commonly achieved by incorporating carboxylic acid
groups into the core polymer. Base is then added during the final step of production.
This base penetrates the shell and reacts with the acid groups of the core polymer,
increasing the ionic strength within the core. Osmotic pressure then forces water
through the shell, decreasing the concentration of the ions within the core. Enough
water infiltrates the particle to create a substantial increase in core volume. Other
mechanisms can be used for swelling—for example, incorporating basic groups
into the core polymer and acidifying the slurry to swell the core, or using organic
molecules for swelling (although in this case the VOC content of the slurry is
relatively high).

Theparticle shells have several important requirements. Theymust be rigid at paint
application temperatures; otherwise, theywould collapse under the high compressive
forces present during film drying. Styrene or styrene co-polymers are typically used
and can be crosslinked to increase strength against collapse.

The shells alsomust be permeable. Permeability is often achievedby incorporating
a small amount of polar co-polymer into the shell resin, or by adding plasticizers
(which must be later removed so as to keep the VOC content of the material low).
Finally, they must not be coalescible, as this would cause them to self-coalesce and
collapse when water is removed from the interior void. For this reason, the HSOPs
are considered as particles, and not resin, when calculating paint PVC (i.e., HSOPs
are considered extender particles in Chap. 4, Eq. 4.1). That said, modified HSOP
particles have been reported for which a coalescible outer layer is placed over the
hard shell layer [24]. In this case the particles can be considered to contribute volume
to both the resin and the particle terms in the PVC equation.

Unlike TiO2, the scattering strength of the HSOP particles does not decrease with
particle concentration—that is, dependent light scattering is not an issue with these
particles (Chap. 3). This is thought to be because the shells of touching particles are

7 In particular, a “tie” coat is often deposited after core formation but before shell creation, espe-
cially when the two polymers are substantially different in terms of chemical identity and physical
properties.
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thick enough so as to prevent scattering volume overlap of the inner air voids. In
addition, at the sizes used in commercial applications, the particles are small enough
that they do not negatively impact the spacing of the TiO2 particles.

Although initially developed in the 1970s, these materials have undergone a
number of changes over the years and remain an area of active research interest
[25]. These materials are typically used to decrease the TiO2 content of a paint.
In this regard they are not 1:1 replacements of TiO2, but instead a higher volume
of HSOP particles is required.8 Replacement rates as high as 20% are reported for
semi-gloss and satin paints and up to 50% for flat paints [26]. Replacement levels are
typically limited by wet hiding (these particles do not scatter light in the wet paint)
and by burnish resistance. A new version of this strategy has been reported that can
be used in polyethylene plastic [27].

Reactive Resin and Resin/TiO2 Composite Particles

A second resin-based technology for improving light scattering in paints is the use of
reactive resins. These are resin particles that attach to the surface of the TiO2 particles,
creating TiO2/resin composite particles. The attached resin particles provide a steric
barrier layer that prevents the close approach of the TiO2 particles to one another
and so improves their spacing. In this regard they are similar to the heavily treated
TiO2 particles discussed in Chap. 4. However, they do not dilute the TiO2 content
of the pigment, do not significantly change the resin demand of the pigment, and do
not have some of the other detrimental effects that the heavy treatment can have on
film properties.

There are two requirements for these resin particles. The first is that they must
be small, preferably smaller than the TiO2 particles so as to properly space the TiO2

particles.9 Second, they must interact with the TiO2 particles strongly enough to
bind to them but, at the same time, weakly enough so as to avoid extensive TiO2

flocculation through the formation of TiO2/resin/TiO2 chains or agglomerates [24].
This second requirement also dictates the order of addition of the resin particles and
TiO2 particles dispersed in water. Specifically, the TiO2 particle must be added to
the resin. In the early stages of the reverse addition—that is, the addition of resin
to TiO2—the slurry is TiO2 particle rich and the excess TiO2 particles will attach to
already deposited resin particles, resulting in the creation of bridges between particles
and the formation of the extensive floc structures described above.

8 Note that there are two synergistic effects that these particles have when replacing TiO2—they
scatter light themselves, and by decreasing the TiO2 content of the paint, they increase the scattering
strength of the remaining particles (Chap. 4).
9 Large resin particles will more distantly space the TiO2 particles, but there are far fewer large
particles than small particles at the same particle volume. Because of this, if enough large particles
are present to space each TiO2 particle, the resin concentration would be so high as to limit the
TiO2 concentration below that necessary for single or double coat coverage.
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The interactions between the resin particles and the TiO2 surfaces are gener-
ated by the incorporation of up to a few percent of functional groups within the
polymer particles. A number of different functional groups have been investigated,
with the most successful being phosphates [28, 29]. Note that the surfaces of the
TiO2 pigment particles are actually dominated by different combinations of hydrous
alumina, hydrous silica, and hydrous zirconia that are deposited on the bare TiO2

particles to improve various aspects of their performance (refer to Chap. 7). Several
different reactive resin grades are available to optimize the interactions with the
different TiO2 surface compositions.

Because these composite particles are present in the wet film; they can, in some
cases, slightly improve wet opacity (unlike HSOP particles). In addition, they are
coalescible and so can partially or entirely replace the conventional resin. Because
they prevent direct TiO2 particle–particle interactions in the dry film, they improve
the quality of the film. This is manifest as an improvement in barrier properties
(e.g., corrosion and humidity resistance), stain, scrubbability, dirt pick-up resistance,
tannin stain blocking, and efflorescence resistance [24].

As is the case with HSOP particles, reactive resins are reported to allow for
a TiO2 reduction of up to 20% at high TiO2 PVC values (i.e., above 20), where
there is a significant loss of TiO2 scattering strength due to crowding, although
lower reduction amounts are possible at lower TiO2 PVC. In addition, the HSOP
and reactive resin technologies improve opacity by different mechanisms and their
effects are sometimes additive [28].

Summary

The resin inwater-borne paints is present as particles rather than as discrete polymeric
molecules, as is the case in solvent-borne paints. The function of these resin particles
is to coalesce into the continuous phase of the drying paint film. This process, and
the factors that affect it, are the focus of this chapter.

Coalescence is defined as the intertwining of polymer molecules residing in
touching resin particles. This process converts resin from a particulate into the
coherent phase necessary for film formation. Several parameters control the ease
and extent of coalescence. In this regard the most important property of the particles
themselves is their minimum film formation temperature (MFFT), which is deter-
mined, in part, by their glass transition temperature (Tg). The MFFT is the temper-
ature below which coalescence cannot occur. Typically the MFFT of a polymer will
be a few oC lower than the Tg.

In general, a high Tg is desired for the final paint film, as films below their Tg are
soft and tacky. However, this is at odds with the need for a low MFFT for good film
formation. This conflict can be resolved by adding a coalescing agent to the liquid
paint. This is an organic molecule that will be driven to the resin particle surfaces
during the paint drying process. Once there, these materials partially solubilize the
surface polymer molecules. This reduces the MFFT of the polymer by up to 15 °C,
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which allows polymer molecules on touching surfaces to intertwine at temperatures
significantly below the normalMFFT. The coalescing aidmust leave the film in order
to restore the Tg of the polymer to above ambient. It does this by evaporating from
the film during the final stages of drying.

The central roles of the resin in a paint film are to coat the pigment and extender
particles and to fill the voids between them. In a solvent-borne paint, all of the resin
is available for these purposes. However, in a water-borne paint only the portion of
the resin that is partially solubilized by the coalescing agent is available for these
purposes. Because of this a higher amount of resin is necessary to coat the pigment
and extender particles and fill the voids between them when they are packed at their
tightest—that is, to satisfy their resin demand and meet their CPVC point—than is
needed for solvent-borne paints.

The binding power index (BPI) is used to quantify the loss in effectiveness of
the resin in fulfilling its roles in the dry film. This index is simply the ratio of the
concentration of the resin at theCPVCof a solvent-borne paint (or linseed oil, if using
oil absorption to determine CPVC) to the concentration needed to reach the CPVC
for a similar waterborne paint resin. We will encounter this important parameter
again when we discuss paint formulation in Chap. 16.

Finally, specialized resin particles are available that improve the hiding power of
the paint film. They do this by either scattering light themselves or by improving
the TiO2 particle spacing—and so their scattering strength. Resin light scattering is
accomplished with hollow polymer spheres, which bring air into the paint without
the disadvantages associated with the air voids that are found in paints formulated
above their CPVC. In the case of HSOP particles, the air is present as discrete voids,
while when formulating above the CPVC air is present as extensive pores. Resin that
improves TiO2 spacing does so by permanently attaching small resin particles to the
TiO2 surfaces while still in the liquid paint, preventing a close approach of these
particles in the dry film. Such materials are called reactive resins, and the TiO2/resin
species formed in this process are called composite particles.
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Chapter 11
Dispersion of Small Particles in Liquid
Paints
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Introduction

The dispersion of particles into a liquid medium is a multistep process that is vitally
important for the manufacture of coatings. The quality of the dispersion directly
determines whether the optimal performance is achieved for a coating formulation.
When discussing particle dispersion in a liquid, we are referring to the dispersion of
pigments (white or colored) and extenders in water or solvent with the aid of a disper-
sant (dispersed resin particles are discussed in Chap. 10). As discussed in previous
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chapters, the pigments and extenders in a coating formulation contribute important
properties to the final product, but only if the particles are properly dispersed. For
example, pigments like TiO2,which are prized for their light scattering, (seeChap. 3),
contribute optimal scattering only when they are properly dispersed. Because of their
size, these particles can easily agglomerate, and it is necessary not only to initially
separate them, but also to keep them separated. If the particles are not dispersed
properly in the final paint film, the quality of the film will suffer regardless of the
quality of the particles that went into it. The primary properties of the paint that are
affected by the quality of the particle dispersion are gloss, color, tint strength, and
hiding power.

To better understand dispersion, we can divide the process into three major steps:
wetting, separation, and stabilization. The degree of wetting is impacted by the
surface energy of the particles and the surface tension of the liquid. Once wetted-
in, the particles are then separated through a combination of spontaneous capillary
forces and appliedmechanical forces, specifically impact and/or shear forces. Finally,
the separated particles are stabilized against re-agglomeration or flocculation by the
introduction of electrostatic or steric repulsive forces adequate to overcome the innate
attractive forces that pull the particles together. This final step is typically carried out
during grinding, when the particles are being separated.

The goal of this chapter is to introduce the importance of a high-quality dispersion,
discuss the dispersion process, and explore the practical decisions that result in proper
dispersion and optimal paint performance. We will do this by discussing the three
steps of the dispersion process in turn.Wewill then apply these principles to practical
aspects of paint making, such as equipment selection, particle design, processing
conditions, and formulation.

The Importance of Good Particle Dispersion

Before discussing the dispersion process, we must first establish the benefits of good
dispersion, and conversely, the consequences of poor dispersion.

Impacts on Paint Quality

The important properties and contributions of pigments and extenders to coatings
have been described in previous chapters.One of themost important is light scattering
by pigments such as TiO2. The fundamentals of light scattering were discussed in
detail in Chap. 3. There we saw that good particle spacing is necessary for optimal
light scattering. Even those particles that are ideal in other ways, such as scattering
size and high refractive index, do not scatter light optimally if they are not well
separated. Other paint properties, such as color, gloss, and fineness of grind are also
negatively impacted by poor dispersion.
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Fig. 11.1 Particle size distribution of two different TiO2 dispersions and the effect on optical and
film properties. Primary particle sizes for the two dispersions are similar (0.25 microns)

The effects of poor dispersion on film properties are determined by the size distri-
bution of the particles. In Fig. 11.1, we show two idealized particle size distribution
curves for dispersed TiO2 particles. The curves differ in degree of dispersion, which
can be measured by their width or by the location of their maxima. Obviously, better
dispersion results in fewer larger particles or particle agglomerates, leading to a
sharper curve with a maximum size at a smaller particle diameter. For reference,
the size of the primary particles is centered around 0.25 microns, and most particles
with a diameter greater than 0.3 microns are, in fact, agglomerates of these primaries
rather than large individual particles.

Overlaid on this figure are the optical properties affected by particles or agglom-
erates in a given size range, including various manifestations of gloss, hiding power,
tint strength, undertone, and grit or texture/fineness. The effects of dispersion specif-
ically on the gloss and scattering efficiency of TiO2 in a paint film are visualized
in Fig. 11.2. A well-dispersed system has a smoother surface leading to greater
specular light reflectance and higher gloss. The separation of TiO2 particles reduces
scattering volume overlap, increasing the scattering efficiency of the paint. As can
be seen, the degree of dispersion impacts many important coating properties, and
dispersion issues can have significant negative impacts on paint performance. On the
other hand, improvements in dispersion or particle dispersibility can lead to improved
properties and reduced costs of manufacture.

Finally, we note that since the quality of the dispersion impacts these proper-
ties, these properties can be used to quantify the degree of dispersion and can be
compared to the expected values for a well dispersed sample. Of particular value is
the measurement of these properties as a function of dispersion energy or time, since
this is of direct relevance to batch turn-over time and energy costs per unit of paint.
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Fig. 11.2 Impact of the degree of dispersion on paint film gloss and light scattering. Reflected
incident light (dashed lines) and scattered light pathlength (solid lines)

The Dispersion Process

The dispersion of particles in a liquid carrier is a complex process. The properties
of the surfaces of both the pigment and extender particles, of the liquid medium
(water or organic solvent), and of the interfaces between them dictate the ease and
quality of dispersion.We not only want to achieve a good dispersion, but also want to
achieve it quickly and efficiently. We accomplish this by fast particle wet-in, rapidly
breaking apart any loosely held clumps, efficiently separating the agglomerates into
primary particles, and stabilizing the separated particle against any reformation of
agglomerates. Each of these steps is described below.

Wetting

The first of the three major steps of dispersion is the wetting process. Powders
consisting of small dry particles are, by volume, mostly air, with the air content
increasing as particle size decreases. As an example, TiO2 particles (0.25 microns)
pack with approximately 75% air voids. In the wetting process, all of this air and
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Fig. 11.3 Illustration of the steps of wetting a dry powder, where the liquid first adheres to the
surface of the particles and then penetrates the pores of any agglomerates

any surface or inter-particle moisture must be displaced by the liquid carrier. The
wetting process proceeds through four stages, as illustrated in Fig. 11.3.

First, the dry particles, which are invariably present as loose agglomerates of
either primary particles or particle aggregates, are added on top of the liquid. The
agglomerates are then submerged into the liquid, partially wetting the surfaces of
the particles on the periphery of the agglomerate. Once fully submerged, the air
within the inter-particle voids is displaced by the liquid and all remaining particle
surfaces arewetted. These stepswill sometimes occur spontaneously, if given enough
time. However, they are greatly accelerated by mixing during particle addition.

Surface Tension Versus Surface Energy

The wetting process is dictated by the surface properties of the particles and the
nature of the liquid carrier. More specifically, the wetting step is determined by the
energetics of the particle–air, particle–particle, and particle–liquid interfaces and
by the surface tension of the liquid. The surface tension of the liquid arises from an
imbalance of the attractive forces felt by molecules on the liquid surface versus those
in the bulk of the liquid (Fig. 11.4).

The molecules in the bulk of the liquid are acted on equally in all directions
by the attractive forces of the molecules that surround them. However, the forces
on the molecules at the liquid surface are unbalanced since they are only partially
surrounded by other liquid molecules. This creates an inward pull on the surface
molecules and explains why liquid droplets contract to the shape that gives them
the minimum surface area possible, which is a perfect sphere. Surface tension is
measured as the energy required to increase the liquid surface area, and its units are
Joules per meter squared, J/m2, or Newtons per meter, N/m.

Wetting involves the interfaces between three phases of material—air, the wetting
liquid (water for most paints), and the solid to be wetted [1]. During the wetting
process, we replace particle/air and liquid/air interfaces with particle/liquid inter-
faces. The ease or difficulty with which wetting occurs depends on the relative
strengths of these interactions—if the particle/liquid interface is more favorable than
the particle/air and liquid/air interfaces, then wetting is favored. The relative strength
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Fig. 11.4 Balance of forces for the bulk and surface molecules in a liquid or solid

of this interaction can be quantified as the contact angle of the liquid on the particle
(Fig. 11.5). This angle is determined by the surface energies of the liquid in the air
(UAL), which is equivalent to its surface tension, the solid particle surface energy in
the air (UAS), which is determined by the chemical composition and surface rough-
ness of the particle, and the solid/liquid interfacial energy (USL). This relationship is
quantified by Young’s equation (Eq. 11.1) [2].

ϒAS = ϒSL + ϒAL · cos(θ) (11.1)

For rough surfaces, the term cos(θ) is replaced by r• cos(θ), where r is the rough-
ness ratio and is defined as the ratio of the true area of the solid surface to its apparent
area [3]. When the liquid is water, the solid is considered hydrophilic if the contact
angle is less than 90° and hydrophobic if it is greater than 90°.

Fig. 11.5 The wetting of a solid surface
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In accordancewith the laws of thermodynamics, spontaneous spreading (complete
wetting) of the liquid onto a solid surface can only occur if the total free energy of the
solid and liquid before spreading is greater than the total free energy after spreading.
This occurs when UAS is greater than the sum of UAL and USL. The wettability of
particles by water can be enhanced with the use of wetting agents, which are a type
of surfactant. Wetting agents are generally linear polymers, usually with a lower
molecular weight than a dispersant (discussed below), and with a hydrophilic head
and a hydrophobic tail. These molecules segregate to the air/water interface, with
the hydrophilic heads immersed in the water and the tails exposed to the air. This
segregation decreases the surface tension of the liquid (UAL), which decreases the
contact angle with the particle (refer to Eq. 11.1) and so enhances wetting.

Note that dispersant molecules, which are discussed below, are similar to wetting
agents in the sense that they typically have different segments that allow themolecule
to simultaneously interact with two very different materials at their interface. For
dispersant molecules, the two materials are the paint liquid and the solid surfaces of
the particles dispersed in the paint, rather than the paint liquid and air, as is the case
for a wetting agent. This difference is important as the functions of wetting agents
and dispersants are quite different—wetting agents are designed to speed particle
dispersion by speeding the wetting process, while dispersants are designed to attach
to the surfaces of dispersed particles and enhance their stability against flocculation.

In Fig. 11.3c, we see that once the particle surface is wet, the wetting liquid
must penetrate the pores of the particle agglomerates. The rate at which the liquid
penetrates the loose agglomerates is described by Eq. 11.2 [4].

u = γALcos(θ)

η
× r

4L
(11.2)

Where

u is the rate of liquid penetration,

UAL is the surface tension of the liquid,

θ is the contact angle,

η is the viscosity of the liquid,

r is the average capillary radius between pigment particles, and

L is the capillary length.
From a practical standpoint, the agglomerate structure of the dry particles, which

determines r, cannot be easily influenced by the paint manufacturer. Likewise, the
ability to alter the viscosity of a coating is limited due to the rheology requirements of
the paint at rest and during application. However, penetration rates can be increased
by using previously mentioned wetting agents to lower the surface tension of the
water (UAL), which also lowers the water contact angle and so increases cos(θ).
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Even with favorable conditions (surface tensions, surface energies, solid surface
roughness, agglomerate capillary radius, and liquid viscosity), the wetting process
can be slow and incomplete.As noted earlier, this process can be sped up substantially
by vigorous agitation as the particles are added to the liquid.

Particle Separation and Dispersion

Once fully wetted, the second step of the dispersion process is to separate the groups
of particles into individual particles. This is partially accomplished spontaneously
through capillary forces, [5] but for the small particles found in paints, these forces
are not strong enough for full dispersion. Full dispersion is relatively easy for the large
loose agglomerates that are present in the powders in the air, but requires significant
energy for the agglomerates or hard aggregates holding small groups of particles
together. Particle separation is also referred to as grinding or deagglomeration. This
process uses mechanical force to break particle clusters into primary particles or
smaller aggregates, allowing the wetting of the newly exposed particle surfaces as
well as the initial separation of individual particles.

Impact and Shear Forces

Particles can be separated with different types of mechanical force—impact (or
smash) and shear (Fig. 11.6). Using impact force or smashing particles apart can
be visualized as a hammering or projectile impingement process. The hammering
process breaks agglomerates down as they are caught between two colliding objects.
The projectile impingement process involves the agglomerates being cast forcibly
against an immobile solid surface or another moving particle. These two processes

Fig. 11.6 Examples of impact/smashing force through hammering and projectile impingement,
and shear/smear force with a shearing type process
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Fig. 11.7 Shear forces. a Acting on a liquid. b Acting on an agglomerate of particles

are not fundamentally different, but instead represent different means to accomplish
the same end, that is, to use impact force to smash apart clusters of particles.

Shear force is fundamentally different from impact force. In this case, a force is
applied disproportionately over the extent of a body. This is typically a volume of
liquid (Fig. 11.7a), or, in our case, a particle agglomerate (Fig. 11.7b). Themagnitude
of shear is determined by the difference in distances traveled by different elements
of the material experiencing the least and greatest forces (L in Fig. 11.7a) and the
distance over which the shear occurs (D in Fig. 11.7a). The shear rate is the ratio of
these two distances over a unit interval of time. Shear increaseswhen the distanceD is
minimized or when the velocity difference is maximized. In most milling operations,
one extreme of the velocity gradient is zero (that is, the fluid is at rest against a
stationary object such as a vessel wall) and so the velocity difference is simply the
maximumvelocity within the slurry.When shear is applied to an agglomerate, a force
gradient is created across the agglomerate that separates the individual particles from
one another (Fig. 11.7b).

This is similar to the spreading of a deck of playing cards on a stationary surface
(such as a tabletop). When a force is applied to the top of the deck and parallel to
the stationary surface, the cards will slide over one another and spread apart. Here
the force applied at the top of the deck is resisted by the friction between individual
cards in the deck and between the bottom card and the stationary surface. Friction is
a resistive force and so is in the opposite direction as the applied force, which creates
a shearing force.
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Fig. 11.8 Flow through a pipe. Arrows indicate movement. a Laminar flow. b Turbulent flow

In this example, as well as in Fig. 11.6, shear is applied by holding one part of the
body at rest on a surface while placing another part of the body in motion. However,
in a slurry, very few agglomerates are close enough to a surface to be held in place
by it. Instead, it is common for an agglomerate to be completely surrounded by the
liquid medium. Shear is still possible in these cases because different regions of a
liquid in motion can have different velocities.

There are two interconnected factors that are key to achieving the proper shear
conditions for dispersing particle agglomerates in a slurry. These are the viscosity
of the slurry and its flow regime. Specifically, a mostly laminar flow regime with a
viscous media is required for efficient shear grinding [6].

Laminar flow is the flow regime for which different thin layers of fluid travel
smoothly past one another at different velocities. Under these conditions, velocity is
a smooth function of position. This can be contrasted to turbulent flow, where fluid
moves chaotically or has irregular velocity fluctuations. Figure 11.8 compares the
velocities in a pipe as a function of location for both laminar and turbulent flow.
Dispersion in the turbulent flow regime is quite inefficient—under these conditions,
the energy added to the slurry simply mixes the particle agglomerates rather than
shearing them. The viscosity of the media is important because it not only provides
viscous resistance, which contributes to shearing, but also because it directly impacts
the flow regime of the slurry.

Flow is often described by its Reynolds number (Re), shown in Eq. 11.3 [7].
Common examples of the characteristic linear dimension (X) are the diameter of a
pipe throughwhich a fluid flows, the separation distance of two plates betweenwhich
a fluid flows and, of more relevance to the coatings industry, the distance between a
high-speed disperser blade and the bottom of a tank.

Re = ρνX

η
(11.3)

Where

Re is the Reynolds number,
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Fig. 11.9 Change in flow regime as described by the Reynolds number from laminar to transitional
to turbulent for a high-speed disk disperser

ρ is the density of the fluid,

v is the velocity,

X is a characteristic linear dimension, and

η is viscosity.
Theflow regime transition from laminar to turbulent occurs at the criticalReynolds

number. This number is dependent on the specific geometry of the systemunder inves-
tigation but is generally of the order of 2,0001 for flow through a pipe. Under condi-
tions close to, but above, the critical Reynolds number, the flow becomes unstable
and is defined as transitional. At values significantly above the critical, flow is fully
turbulent.

In the case of a commonly used high-speed disk disperser (HSD), the laminar flow
regime (Re number approximately < 20) gives high viscous shear but slow particle
transport. At the other extreme, turbulent flow (Re number approximately > 1000)
results in fast particle transport but low viscous shear. HSD grinds are optimized in
the transition regime (20 < Re < 1000) where there is a balance of viscous shear and
particle transport. This example of optimizing the flow regime for a high-speed disk
disperser is shown in Fig. 11.9 and the video associated with Fig. 11.10.

As will be discussed in the next section, the power input into a slurry by certain
types of dispersers is maximized (and the dispersing times minimized) by increasing
the velocity gradient within the slurry. This is done by increasing the velocity at
the highest velocity locations within the disperser, which raises the local Reynolds
number of the slurry at those locations and thereby risks the loss of laminar flow.

1 Note that the Reynolds number is unitless.
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Fig. 11.10 Video of
dispersion in the three flow
regimes

The increase in Reynolds number due to increased velocity can be offset by
increasing the viscosity of the slurry (refer to Eq. 11.3). This increase can be
accomplished by either adding thickening agents to the slurry during the disper-
sion process, which creates an open network of weakly interacting thickener species,
or by increasing the particle concentration (percent solids) of the slurry. The latter
is usually preferred because, when thickeners are used, much of the energy added to
the slurry is wasted by breaking apart the weak network of thickener species, rather
than being used to overcome inter-particle attractions and separate the particles in
an aggregate or agglomerate. In addition, when the viscosity increase comes from
an increase in particle concentration, the increased concentration increases the rate
of particle collisions, and so increases the hammering effect.

Dispersion Equipment

Aspreviously discussed, the separation of particles in a liquid bymechanical force is a
critical step in achieving optimal dispersion, and so has a large impact on final coating
performance. Many different apparatuses have been developed for the dispersion of
particles in paints. These include those that operate strictly using impact or shear,
as well as those that use some combination of the two. The different dispersion
equipment typically used in paint manufacture and the type of force they employ are
shown in Fig. 11.11.

The kinetic dispersion mill (Fig. 11.12) is an example of equipment that uses
mostly impact forces. One type of kinetic mill uses a fast-moving slotted rotor to
send the pigment at high velocities into a close-fitting slotted stator. The particle
agglomerates impinge against the stator or each other, leading to particle separation
through impact.

Another example of an impact disperser is the fluid energy mill, often referred to
as amicronizer. Thismill consists of a circular chamber intowhich a jet of particles in
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Fig. 11.11 Classifying dispersion equipment based on the type of separation force generated and
required viscosity of the mill base. Adapted from [4]

Fig. 11.12 Overhead
schematic of a kinetic
dispersion or high-speed
impingement mill. Adapted
from [4]

a fast-moving gas—often steam—is introduced tangentially (Fig. 11.13). Additional
tangential jets are distributed around the circumference of the chamber to increase
the energy intensity of the grind. Particle agglomerates are attritted by impinging on
one another or the chamber wall. Once below a certain size (ideally the size of the
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Fig. 11.13 Overhead view of a fluid energy mill. Gas exits out of the page at the center of the
chamber

primary particles), the particles are entrained in the gas as it exits the mill through
an opening at the center of the chamber and are normal to it.

Ball mills use mostly impact forces, although they also impart some shear force.
These mills consist of a rotating cylinder that is filled with balls (Fig. 11.14a). These
balls are typically ceramic and usually have a high density, which increases the
energy transfer rate between the balls and the particles. The ingredients are charged
into the mill chamber and the mill is then rotated. The balls are pulled up the side of
the cylinder until they reach a certain height, at which point they cascade down onto
the balls lower in the chamber. The particles that are caught between the sliding balls
experience shear forces while those trapped between a ball at the base of the mill and
one cascading from the side experience impact forces. Flow enters from one end of
the mill and exits through the other.

Fig. 11.14 Schematic of the mill in operation. a Ball mill. b Sand mill
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Next we consider bead mills and sand mills, which are very similar, in principle,
to ball mills. The primary differences between bead and sand mills, on the one hand,
and ball mills on the other, are that the media are smaller in sand and bead mills,
and that rather than the cylinder rotating, as it does for a ball mill, internal disks
or impellers are inserted on a shaft through the central axis of the bead and sand
mills and these plates are rotated (Fig. 11.14b). The rotating plates agitate the sand
or beads, resulting in grind conditions similar to those in the ball mill. Both vertical
(top feed) and horizontal (side feed) configurations can be used. Energy transfer is
greatest when the viscosity of the mill base (the mix of pigment, extenders, liquid,
and dispersant) is low.

While ball, bead and sand mills disperse particles primarily through smashing,
other types of equipment use mostly or exclusively shear forces to separate parti-
cles. The high-speed disk disperser, also called a dissolver, high-speed disk impeller,
or high-speed disperser is the most prevalent of this type of equipment. A schematic
of a high-speed disk disperser is shown in Fig. 11.15. The equipment consists of an
upright cylindrical tank with a vertically centered disk impeller on a rotating shaft,
into which the mill base is charged. The impeller disk can simply be uniformly flat,

Fig. 11.15 Schematic showing the ideal dimensions and disk positioning for a high shear disk
disperser. These are based on the disk diameter D. Adapted from [4]
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or, more commonly, can have serrated edges or edge sections (“teeth”) that are cut
to stick up, down, or out of the plane of the disk.

Only a small amount of dispersion occurs as the result of particle impact with the
high-speed disk or the tank walls. Instead, most occurs by shearing in the laminar
flow created by the rotating disk. This obviously requires that the milling operation
remains within the laminar or transition flow regime.

To maximize dispersion efficiency at high impeller rotational speeds (20 to
25 m/s),2 the impeller disk must be properly positioned and correctly sized for the
tank. Typical configurational parameters are given in Fig. 11.15. These are approx-
imate and must be adjusted depending on the exact dimensions of the equipment
being used and the fluid properties of the slurry being dispersed. As stated previ-
ously, if the flow is turbulent, then the energy being supplied by the high-speed disk
will primarily mix the slurry rather than generate the shear conditions necessary to
separate particles.

As shown in Eq. 11.3, the flow regime (laminar, transitional or turbulent) is deter-
mined by fluid velocity, viscosity, and density, and by the characteristic linear dimen-
sions of the equipment (in Fig. 11.15, it is the diameter of the impeller blade, although
the distance between the impeller blade and tank bottom can also be used for this
purpose). The energy transfer rate from the rotating disk to the slurry is determined
in part by the velocity gradient within the tank. To increase the energy transfer rate,
and shorten dispersion times, this gradient can be increased by increasing the tip
speed of the disk. This can be done by increasing the disk diameter or by increasing
the rotational rate of the shaft.

An increase in tip speed will, in turn, increase the Reynolds number of the system,
potentiallymoving the system from the transitional regime to a fully turbulent regime.
This can be avoided by adjusting the Reynolds number downward by increasing the
viscosity of the slurry. As a general rule, to be in the transitional regime, the viscosity
in poise should be higher than the separation distance in cm between the disk and
the bottom of the container [4]. When a high-speed disk disperser is operating under
the appropriate conditions, it will produce a smooth “doughnut-type” laminar flow
(see the video associated with Fig. 11.10).

The three-roll mill is another type of predominantly shearing disperser. As the
name implies, this mill consists of three cylinders. These rotate in opposite directions
and at different speeds (Fig. 11.16). High shear is produced in the narrowgap between
the rollers, and the shear level is controlled by adjusting the gap (nip) distancebetween
the cylinders or by changing their rotation rates.

In this process, the mill base is fed into the area between the rotating feed and
center rolls. Portions of the mill base are rejected back into the feed bank as the mill
base is pulled toward the narrowing gap. This process itself leads to some degree
of shearing. However, the portion of the mill base that passes through the feed nip
experiences very high shear in this region. After passing through the feed nip, a part
of the material is transferred to the feed roll and back around to the feed bank, while

2 At the plant scale, the tip speed is often normalized to a dimensionless unit by dividing it by
16 m/s.
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Fig. 11.16 Schematic of a three-roll mill showing the flow of mill base (gray) through the mill.
Adapted from Wikipedia Commons (license found at https://creativecommons.org/licenses/by-sa/
3.0/deed.en)

the rest is transferred to the center roll. The mill base on the center roll travels around
to pass the nip between the center and apron rolls. After passing through the apron
nip, a part of the material remains on the center roll and returns to the feed bank, and
the rest transfers to the apron roll. A knife edge pressing on the apron roll sends the
material on the apron roll to the takeoff apron.

The mill base must adhere to the rollers, and therefore, must have a relatively
high viscosity (generally the mill base has a paste-like consistency). Note that a
portion of the material returns to the feed bank after passing through the nips, and so
passes through the different nips multiple times before exiting the mill. Different roll
velocities, roll diameters, and the separation distances of the rolls can be adjusted to
increase dispersion efficiency.

The final dispersion process thatwewill consider is in-line dispersion (Fig. 11.17).
While this technology is not as common as high-speed disk dispersers ormediamills,

Fig. 11.17 In-line dispersion assembly

https://creativecommons.org/licenses/by-sa/3.0/deed.en
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it is growing in popularitywith paint producers. In this process, the liquid is circulated
in a closed system, creating a strong vacuum that is used to induct the powder
ingredients into the slurry. A rotor–stator system creates this large negative pressure
and a high shear energy zone where the liquid and powder combine. Agglomerates
are destroyed andwetted by the combination of air expansion under vacuum and high
shear. This process results in the near immediate dispersion of the inducted powder.
In-line dispersers typically work well for difficult to wet and fine powders, give high
yields with no dust formation, and are applicable to continuous processes.

An important aspect of all thesemilling processes is that there is an optimal energy
input for each type of equipment. The consequences of under-grinding are obvious—
incomplete dispersion, with an attendant loss in opacity (for TiO2), color (for colored
pigments), gloss, fineness of grind, etc. (refer to Fig. 11.1). Over-grinding, on the
other hand, not only wastes energy, but can also have a negative impact on the slurry
or paint, as excessively fine particles can be created, which impacts paint viscosity
and dispersant requirements. In addition, this can result in a loss of color pigment tint
strengh since these pigments become transparent when the particle size decreases
below roughly 0.20 microns. Overgrinding can also reduce the tint strength of highly
treated TiO2 white pigments due to destruction of the fragile oxide coating on their
surfaces.

Particle Stabilization

Based on thermodynamic considerations, the particles in dispersed slurries and
paints can spontaneously flocculate or re-agglomerate, but they cannot spontaneously
disperse. Because of this, the greatest degree of dispersion in any paint making
process will be immediately after the dispersion step, after which the state of disper-
sion can only degrade. The paint manufacturer must, in fact, actively prevent re-
agglomeration from occurring during paint storage or as the paint dries (duringwhich
the chemical environment of the liquid phase of the paint can change significantly).
These actions constitute the stabilization step in paint making.

Flocculation

“Flocculation” is the general term used to describe the re-agglomeration of dispersed
particles, and the agglomerates so formed are typically referred to as flocs. Floccu-
lation occurs when the particles collide, either through random (Brownian) motion
or due to particle attractions, and adhere to one other (Fig. 11.18).

Flocculation undoes many of the optical benefits of good dispersion. This is espe-
cially true for the light scattering power of the TiO2 pigment, which is often one
component of the flocs. In addition, when flocculation occurs during paint storage,
the viscosity of the paint typically increases, eventually leading to gel formation.
Flocculation during storage can also lead to a settling of the particles, often into a
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Fig. 11.18 Flocculation of separated particles in a liquid dispersion

hard heel that cannot be reincorporated into the liquid phase of the paint by simple
stirring or shaking.

In addition to flocculation during storage, flocculation can also occur as the paint
dries. This type of flocculation can be detected using a paint rub-out test (Chap. 13).
Here colored paint is sheared after application, usually by rubbing with a finger or
stroking with a paintbrush. When the kinetics of re-flocculation are slower than the
kinetics of drying, a distinct difference in color is seen between the sheared and
unsheared areas of the paint film. This sort of flocculation is minimized in well
formulated paints [8].

Flocculation can occur through a number ofmechanisms. Themost obviousmech-
anisms involve van der Waals or electrostatic forces. In both instances, there is an
attraction between particles. Great care is taken when formulating the paint to avoid
the creation of opposite charges on different particles. This is generally done by
adsorbing an ionic species on the surfaces of the different particles present in the paint,
which gives them a common charge sign (positive or negative). This is discussed in
more detail in the next section.

The driving force for van derWaals and electrostatic flocculation is energy related
(flocculation reduces the overall energy of the paint system). However, flocculation
can also occur based on entropic considerations—that is, induced by an increase in
entropy of the paint, rather than a decrease in enthalpy. This form of flocculation is
referred to as entropic flocculation, exclusion flocculation or depletion flocculation,
and its origins are in the state and concentration of the dispersant molecules that are
used, paradoxically, to stabilize the paint.

Entropic flocculation occurs in a slurry that contains relatively large dissolved
molecules, more specifically when these molecules are large enough that they cannot
be regarded as point objects when compared to the size of the dispersed particles.
We can define the locations of these large molecules based on their centers of mass,
with the understanding that they occupy a finite volume around this center. These
molecules can come no closer to a particle than the molecule radius. This creates
an exclusion volume around the particle (Fig. 11.19) that is larger than the particle
itself.

Since the exclusion volume around a particle cannot be occupied by themolecules,
its presence decreases the volume available to these molecules, which raises their
concentration in the remainder of the liquid phase of the slurry or paint. This increase
in concentration results in a decrease in entropy. When the particles are close to one
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Fig. 11.19 Exclusion
volume around a particle

another (that is, flocculated), their exclusion volumes overlap, and the total exclusion
volume of the system decreases—that is, the volume available to the molecules
increases and so the molecules become more dilute, increasing the entropy of the
system. This increase in entropy is the driving force for this type of flocculation.

An alternative explanation of entropic flocculation can be made based on osmotic
pressure arguments. While the large molecules are excluded from the overlap region
between two nearby particles, solvent molecules (particularly water) are typically
much smaller than the large molecules and so can occupy most of the overlap region.
This creates a shell of pure solvent molecules that is in contact with the remainder
of the solvent portion of the slurry. When two particles are close to one another,
osmotic pressurewill force them together, and this pushes solventmolecules out of the
region of pure solvent into the region of dissolved large molecules (said differently, it
decreases the total volume of pure liquid). This lowers the concentration of the large
molecules and so increases the entropy of the system. This is shown schematically
in Fig. 11.20.

Finally, flocculation can occur through another form of energy minimization—
the minimization of gravitational potential through sedimentation. Sedimentation is
the slow downward migration of particles and their collection at the bottom of a

Fig. 11.20 Entropic flocculation. The white shells around the dark particles represent regions of
the pure solvent. The patterned area represents the solvent with the large dissolved molecules. The
total volume of the pure solvent decreases when the particles touch one another
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container or vessel. Sedimentation rates are influenced by particle mass (and there-
fore size) and slurry rheology. This process can become very complex but can be
broadly understood by consideration of the gravity-driven settling of a single spher-
ical particle in a viscous liquid. The rate of sedimentation can be expressed by Stokes’
law Eq. 11.4 [9]. Larger and denser particles settle more quickly, and high density,
highly viscous liquids reduce the settling rate of the particles.

v = r2(ρP − ρL)g

18η
(11.4)

where

v is the settling rate,

r is the particle radius,

ρP is the particle density,

ρL, is the liquid density,

g is the gravitational constant, and

η is the liquid viscosity.

Electrostatic Stabilization

While flocculation is complex and inevitable, there are different techniques that can
be used to maintain the uniform separation of particles in a liquid for an extended
period of time. The most common technique in the case of water-borne paints is
electrostatic repulsions.

This method for stabilizing slurries or paints depends on the creation of a polar
environment by the absorption of charge carriers onto the particle surfaces. This
surface charge (zeta potential) attracts a cloudof countercharges from the surrounding
solution, creating an electrical double layer that extends from the particle surfaces
(Fig. 11.21).3

In water-borne paints, the surface charge is negative, created by the absorption of
a polyacid dispersant onto the surface of the particles and the adjustment of the pH to
above neutral (typically in the range of 8.5–9.0). The organic acids in the dispersant
molecules are deprotonated at these pH values, resulting in a negative surface charge
surrounded by a positively charged double layer. As the clouds of positive charge
around nearby particles overlap, they repel one other.

3 When the concentration of dissolved ionic species is very high, the double layer is quite thin,
which neutralizes the charge at all but very short distances. This is referred to as a collapse of the
double layer and leads to flocculation (“salting out”) of electrostatically stabilized slurries.
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Fig. 11.21 Repulsion of particles due to electrical double layer stabilization

Electrostatic stabilization is usually described using DLVO theory, so named by
the initials of the developers of this theory (Deryaguin and Landau, and, indepen-
dently, Verwey and Overbeek) [10, 11]. This theory is based on the balance between
the van der Waals attractive forces of the particle surfaces and the electrostatic repul-
sive forces of the electrical double layer. The different dependencies of these forces
on particle separation distances lead to the formation of an energy maximum, or
barrier, at a certain separation distance (Fig. 11.22). At shorter distances, the van
der Waals attractions dominate, while at longer distances, the electrostatic forces
dominate.

Fig. 11.22 Energy as a function of particle separation distance
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The charged double layer generates an electric potential due to the unequal distri-
bution of ions. This electric potential declines rapidly with an increase in distance
away from the particle surface into the solution. Different models for an electrical
potential drop-off with distance were proposed by Helmholtz, Gouy and Chapman,
and Stern. Helmholtz proposed a linear fall-off. Gouy and Chapman independently
proposed an exponential decay. Stern proposed a combination of the two with an
initial linear drop followed by an exponential decay. In Stern’s model, some of the
ions adhere to the particle surface, as in the Helmholtz model, leading to the initial
linear drop in potential. This internal layer of ions is referred to as the Stern layer
(see Fig. 11.21). Moving beyond this layer, Stern’s model has an exponential decay
similar to the Gouy–Chapman model, due to the diffuse layer of ions in the region
between the particle surface and the fluid bulk.

An important aspect of the energy versus separation distance curve (Fig. 11.22) is
that, depending on the exact slurry or paint conditions, a weak secondary minimum
can be created at relatively large particle separation distances. This results in the
particles becoming weakly flocculated into a “soft cake” that can be easily redis-
persed by simple mixing. This condition is often desired in a slurry or paint as it
prevents the particles from settling into a “hard cake” from which particles can only
be reincorporated by repeating the dispersion process.

Electrostatic stabilization techniques are ineffective in solvent-borne dispersion
as these systems are non-polar, and therefore, cannot support dissolved ions. Other
methods for stabilizing particles dispersed in solvent must be used (discussed next).

Steric Stabilization

Non-aqueous or solvent dispersions can be stabilized through steric (entropic) stabi-
lization. In this type of stabilization, the dispersed particles are surrounded by
polymer chains (dispersants) absorbed on the surface, Fig. 11.23. The polymer chains
are fixed to the surface at one end with the remainder of the chains freely extending
into the solvent. These extended chains create a steric or spatial barrier when two
particles approach each other.

A close approach of particles is prevented based on entropy and osmotic pressure.
As the particle surfaces approach one another, solvent molecules are squeezed out
of the inter-particle region due to the increase in the concentration of the dispersant
chains. This creates an osmotic pressure that forces solvent molecules into the inter-
particle region, forcing the particles apart. Note that this is in some ways similar to
entropic flocculation, but in this case, the large molecules are attached to the particle
surfaces and so it is the solvent molecules, rather than the large dispersant molecules,
that are excluded from the inter-particle region. This results in the osmotic pressure
forcing the particles apart in one case (steric stabilization) and together in the other
(entropic flocculation).

The proper polymeric configuration is required for optimizing particle stabiliza-
tion. Coiled chains do not reach as far or move as freely as extended chains. The
polymer chains also need to bewell solvated, have adequate length, and cover enough
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Fig. 11.23 Repulsion of particles due to steric hindrance created by polymer chains absorbed on
the particle surface

of the particle surface to provide optimal stabilization. This type of stabilization is
commonly used in non-aqueous dispersions, such as solvent-borne paints. It can
also be used in conjunction with electrostatic stabilization in aqueous dispersions,
although the steric hindrance generally plays a minor role compared to the electro-
static effects. Steric stabilization is less sensitive to the presence of ions in the system
and to changes in pH. This improves the freeze–thaw stability of water-borne paint.

It is important to note that two separate stable particle dispersions may flocculate
when combined. When the two dispersions are mixed the dispersant molecules can
exchange between the different particles, and if the dispersant has a stronger affinity
for one of the particle types, the other particle type will flocculate. This behavior
is visualized in Fig. 11.24. Preventative measures such as using the same type of
dispersant where possible and using enough dispersant can be effective. This desta-
bilization of mixing can occur when a colorant dispersion is added to a dispersion

Fig. 11.24 Example of how the combination of two stable particle dispersions can lead to the
flocculation of particles due to the exchange of dispersants
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of white pigment and/or extender. The colorant dispersant can be absorbed by the
white pigment or the extender causing flocculation of the colorant. This leads to a
decrease in color strength over time.

Particle Surface

To achieve colloidal stability through electrostatic or steric forces, the dispersant
polymer or charge carriers must bind strongly to the particle surfaces. This process is
referred to as anchoring, and its extent is determined by the nature of the anchoring
sites on the particle surfaces and the anchoring groups on the polymer molecule.
Anchoring strength can be controlled by modifying the particle surface or by modi-
fying the chemical nature of the anchoring group. An example of the former is the
deposition of hydrous alumina on pigmentary TiO2 surfaces (see Chap. 7). Hydroxyl
sites on the alumina chemically bond to the anchoring groups on the dispersant,which
are typically carboxylic acids, significantly more strongly than do the hydroxyl sites
on a bare TiO2 surface.

The amount of dispersant required to stabilize a particle (that is, its dispersant
demand) is determined, in part, by the strength of the anchoring bond. When this
bond is weak, a high concentration of dispersant is necessary to drive an adequate
amount onto the particle surfaces (that is, to shift the equilibrium toward a higher
surface concentration of dispersant on the particles).An example of the importance of
the strength of the anchoring bond can be seen in the incompatibility of ZnO particles
in water-borne paints that contain TiO2 pigment [12]. In these paints, the zinc ion
is slightly soluble and quite mobile. Over time, the dissolved zinc deposits onto
the TiO2 pigment surface. This changes these surfaces into ZnO surfaces. Because
the bonding between zinc hydroxyl groups and dispersant molecules is weaker than
the bonding between the pigmentary TiO2 surface, which is mostly alumina, and
the dispersant molecules, the dispersant demand for the paint increases over time.
Eventually, the amount of dispersant is insufficient to stabilize the particle suspension
and the paint gels.

Dispersants

Dispersants play a critical role in the successful completion of all three stages of the
dispersion process. They do so by modifying the surface properties of the particles.
Dispersants come in a myriad of varieties, cover a wide range of chemistries, are
used optimally at different concentrations, interact in often unique ways with the
other ingredients in the paint, and are tailored to different aspects of the dispersion
process. Review articles and even entire books are dedicated to the different facets
of these important additives [13, 14]. It is not our intention to produce here an
encyclopedic assessment of all aspects of dispersant use, but instead to provide a
logical framework to guide the formulator in choosing and using these materials to
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full advantage. That is, rather than taking a tactical approach to this issue, we will
take a strategic approach. As always, our interests are particle-centered, and focus
will be placed on how the dispersants affect the properties of the various particles
found in the paint.

There are many sources of information regarding dispersant selection and use,
including product brochures, the open literature, and prior experience. While these
canbe of great assistance in determining a starting point, each set of ingredients, target
product performance properties and economic constraints will be unique to a given
paint. It is unlikely that the optimal combination of these will be realized at the outset
of a product formulation or reformulation project. Instead, a comprehensive study of
each paint system must be made.

Dispersant Architecture

As is true of anymaterial, the properties of dispersant are determinedby its constituent
building blocks (specific atomsor chemical functional groups) and theways that these
building blocks are combined. We can use this simple principle to logically organize
dispersants according to the functionality that each of these building blocks provides.

Most dispersants are organic copolymers composed of two distinct parts. The
first is a segment (or segments) that attaches to the particle surfaces. These are often
referred to as anchoring groups, and they are typically tailored to specific anchoring
sites on the pigment or extender surface. The second is a segment (or segments) that
extends into the liquid component of the wet paint and into the polymer component
of the dry paint. These segments are typically tailored to the combination of the liquid
carrier of the paint (water or a single or mix of organic solvents) and the chemical
nature of the resin particles.

We will discuss the salient features of these two parts, beginning with the
anchoring groups.

Anchoring Groups

There are two general categories of anchoring groups: electrically neutral and electri-
cally charged. The former group can be divided into those that attach through organic
functional groups and those that are simply insoluble in the liquid paint carrier, while
the latter group can be further divided into cationic and anionic groups.

Electrically neutral anchoring groups include polyols, polyamines, and polyesters.
These are typically used in solvent-borne paints since the alternative—charged
anchoring groups—is not supported in most organic solvents. Neutral anchoring
groups can attach to particle surfaces either through hydrogen bonding or simple
polar interactions. These attachments are physical and so generally weaker than ionic
attachments, which can be either purely electrostatic or result from the formation of
chemical bonds.
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In addition to using these dispersants in solvent-borne paints, they can also be
used in water-borne paints to anchor onto the non-polar surfaces of many organic
pigments. In some cases, the non-ionic anchoring groups used to attach dispersant
onto non-polar surfaces in water are no more than a hydrophobic chain. In this case,
it is energetically more favorable for that chain to lay on a non-polar surface than to
be solvated by water.

Electrically charged anchoring groups can be either cationic or anionic. Most
typical of the former are various substituted amine groups or quaternary ammonium
compounds. Anionic anchoring groups include carboxylic acids (typically acrylic
acid or its derivatives), phosphates, and sulfates.

Anchoring Sites

While not components of the dispersant molecules, the anchoring sites on the various
particles play a crucial role in dispersant composition and so will be discussed here.

We can divide the particles to be dispersed into two groups: polar particles, which
are nearly always inorganic (TiO2, certain color pigments, and mineral extenders),
and non-polar particles,which are nearly always organic in nature (almost exclusively
color pigments).4 The anchoring sites are different for the two-particle types, and
it is often advantageous to use a mixture of anchoring groups when more than one
particle type is present.

Organic particles are typically non-polar and as such are difficult to wet-in and
disperse in both organic solvents and water and to stabilize once dispersed. They
generally require dispersantswith non-ionic anchoringgroups and are often stabilized
through steric repulsions. When ionic dispersants are used, they tend to be cationic
rather than anionic. In all cases, it is difficult for dispersant molecules to attach to
these particles due to the non-polar nature of their surfaces.

Because organic pigment particles tend to be quite small (in the tens to hundreds
of nanometer range) they are difficult to separate from one another and have high
surface areas (and oil absorptions). These factors result in relatively large amounts
of dispersant being needed to both disperse and stabilize these particles (discussed
below).

In some cases, the surfaces of organic particles can be modified to increase
their polarity, and therefore, improve dispersibility and dispersion stability. As an
example, some grades of carbon black—a material known to be particularly difficult
to disperse—are lightly oxidized to form polar oxygen functional groups on their
surfaces.

By contrast, most inorganic particles are polar. Most are oxides, hydroxides or
hydrates, such as clays, or are ionic solids, such as calcium carbonate or barium
sulfate. As such, a wide variety of anchoring groups can be attached to their surfaces.

4 Resin particles in water-borne paints are also organic, but they will not be discussed here because
they usually are supplied with a dispersant already. More information on resin can be found in
Chap. 10.
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In most cases, ionic anchoring groups are used. Often the surfaces of these particles,
particularly TiO2 pigments, are modified to provide even better anchoring sites.

An example of this is the surface modification of TiO2 by hydrous alumina parti-
cles. The surface of untreated TiO2 has relatively weak anchoring sites for common
dispersants. A stable slurry of TiO2, dispersant, and water can be made, but the
dispersant attachments are weak and dynamic—dispersant molecules adsorb and
desorb reversibly from the surface readily, resulting in a stable dynamic equilibrium.
However, this equilibrium is lost when other particles are added to the slurry, such as
extender or resin. These other particles often have better anchoring groups than the
TiO2 particles. As the dispersantmolecules desorb from the TiO2 surface, they adsorb
onto the other particles, resulting in a destabilization of the TiO2 and its flocculation.

This issue is resolved by the deposition of small islands of hydrous alumina onto
the TiO2 surface. This alumina has excellent anchoring sites for most dispersant
molecules, and as such acts as a “glue” to permanently bind the dispersant to the
pigment particle surface. This is shown schematically in Fig. 11.25. The electron
micrograph shows the alumina decorations (bright areas) on the surface of a coatings

Fig. 11.25 Schematic showing the relative anchor site strengths of bare TiO2 and alumina
treated TiO2. Rounded balls on the dispersant molecule represent anchoring groups. The electron
micrograph shows the alumina domains on a particle of universal grade TiO2
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grade TiO2 pigment. Note that the TiO2 surface does not need to be completely
covered by the alumina—even at fractional coverage, there are enough anchoring
sites to assure dispersion stability.

We can understand the reason alumina has better anchoring sites than bare TiO2 on
the basis of the acidic or basic character of the different surfaces. Anionic dispersants
are typically used inwaterbornepaints andwill, therefore, obviously, prefer positively
charged anchoring sites. Pure titanium dioxide is a solid acid, and at the pH values
typical of most water-borne paints (between 8.0 and 9.5), protons will leave the
particle surface, resulting in a negative residual charge. This charge will repel anionic
anchoring groups on the dispersantmolecules. By contrast, hydrous alumina is a basic
solid and has a positively charged or nearly neutral surface at typical paint pH values.

Extending this argument, we note that the surface charge characteristics of most
inorganic particles in paints span a wide range, and so different types of particles may
benefit more greatly from the use of different dispersant molecules. The importance
of surface charge characteristics can again be demonstrated by pigmentary TiO2.
Hydrous alumina is not the only material deposited onto TiO2. To enhance paint
durability, the surfaces of TiO2 pigments are sometimes coated with silica and/or
zirconia (see Chaps. 7 and 14). This leads to the isoelectric points (IEPs) of coatings
grade TiO2 varying from roughly 5.5 to 9.0.5

Anchoring groups for different grades of TiO2 vary accordingly. Those particles
with IEP values from 7.5 to 9.0 benefit from anionic dispersants; those with IEP
values between 6.5 and 8.0 benefit from neutral dispersants, and those with IEP
values from 5.5 to 6.8 benefit from cationic dispersants. Note that there is some
overlap in these ranges. Also, it is generally true that those TiO2 pigments with silica
coatings are the most sensitive to dispersant choice.

Solvated Arms

In addition to anchoring groups, dispersant molecules also have segments that are
called arms, tails or, for some arrangements, pendant groups. These are the regions
of the dispersant molecule that extend into the liquid phase of the paint. These
arms are not only necessary for steric stabilization, but are also crucial in most
forms of electrostatic stabilization (the exception being small, highly charged ionic
dispersants, discussed below). By extending the charge sites into the liquid phase, the
effective size of the particle is increased accordingly. This adds to particle–particle
separations in the suspension.

In order to extend into the liquid phase, the armsmust be “soluble” in it. By this, we
mean that the chemistry of the armmust be matched to that of the paint liquid, so that
the arm can be fully solvated. Solvation occurs when three interactions are properly
balanced—the interaction of the arm with itself, the interaction of the arm with the

5 The isoelectric point is the pH at which a surface has a net zero charge. At lower pH values a
particle will be positively charged and at higher pH values it will be negatively charged. This is
discussed in detail in Chap. 2.
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solvent, and the interaction of the solvent molecules with one another. To solvate
the arms, they must first be unfurled—that is, the arms must be separated from one
another. They must then extend into the solvent, creating arm-solvent interactions.
An important aspect of this extension is that some solventmolecules that are touching
one another must separate, in order for the arms to insert between them.

Obviously, the interactions of the arms with themselves should be minimized,
and the interactions of the arms with the solvent maximized. Often the interactions
between the solvent molecules are neglected in this analysis. However, these inter-
actions are crucial contributors to the energetics of solvation. This is, in fact, the
reason that hydrophobic molecules do not dissolve in water. It is not that there is
a negative interaction between these molecules and water—in fact, the opposite is
true. However, the interactions between water molecules, which are quite intensive
due to hydrogen bonding, are greater than those between the hydrophobic molecule
and water, and the energy required to disrupt the water–water interactions is greater
than the energy released by the newly created molecule–solvent interactions.

In addition to the physical and chemical properties of the arms, their overall
length is also important. If the arms are too short, they are not capable of extending
far into the liquid phase and so their effectiveness is minimized. If they are too long,
then they will hopelessly entangle themselves with other arms, also limiting their
extension into the liquid phase. Finally, note that the arms will ultimately, in the
dry paint film, be surrounded by resin molecules. If the arms are compatible with
the resin, then they will extend into it, which enhances the adhesion of the particle
with the resin. If they are incompatible, then the arms will coil onto themselves and
lie tightly on the particle surface. This will decrease the interfacial strength of the
particle/resin interaction. This is similar to the discussion in Chap. 9 on the organic
surface treatment of extender particles to enhance their functionality in paints and
plastics applications.

Dispersant Assembly

We can consider the anchoring groups and solvated arms as the fundamental building
blocks of a dispersant molecule. Like any building blocks, they can be arranged in
a number of ways. This assembly of groups into dispersants is typically done in a
polymerization process where different monomers are joined together.

For dispersants created in this way, we will refer to monomers that create the
anchoring groups as the “A” blocks and those that created the solvated arms as the
“B” blocks. We can describe these dispersants easily by the arrangements of their
blocks. Common arrangements are shown in Fig. 11.26.

Note that it is important that dispersant molecules contain both building blocks—
a molecule that only solvates will not attach to the particle surface, and a molecule
with only attachment (anchoring) groups will not extend into the liquid phase of the
wet paint or the resin phase of the dry film.

The arms that extend into the liquid phase are described here as either ionic
(for electrostatic stabilization) or non-polar (for steric stabilization). In fact, most
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Fig. 11.26 Common dispersant architectures adsorbed on particle surfaces. Red chains are anchor
groups, green chains are solvated arms. a Solvated armswith a single anchor group.bABdispersant.
c BAB dispersant. d ABA dispersant. e AB random copolymer. f Comb copolymer

dispersants use a combination of the two stabilization mechanisms, with the balance
between them being a factor that can be controlled by mixing different monomers in
the desired proportions.

Small Ions

In addition to polymeric dispersants, small, highly charged species, such as phos-
phates, silicates or citrate, are occasionally used to disperse polar particles (which are
nearly always inorganic in nature). These ions can adsorb onto particles and, due to
their high charge density, confer enough electrostatic repulsions at the particle surface
that they overcome the need to extend from the surface into the liquid component
of the paint. Specific examples are salts of phosphoric acid, dimers (tetrapotassium
pyrophosphate, or TKPP), trimers (potassium tripolyphosphate, or KTPP) or salts
of phosphoric acid oligomers, as well as sodium and potassium silicate. Once used
extensively in coatings, these materials have, for the most part, been superseded by
the more effective organic dispersants.
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Dispersant Demand

The amount of dispersant required to stabilize a given particle type depends on the
chemical nature of the dispersant (primarily the anchoring groups), the chemical
nature of the particle surface (primarily the anchoring sites), and the surface area of
the particle. The exact requirements for a given combination of particle and dispersant
can be determined experimentally by titrating a slurry of the particles of interest in
the liquid carrier of the paint (e.g., water for latex paints) with the dispersant and
following, as a function of the amount of dispersant added, a property of the wet
paint or dry film that depends on the degree of particle dispersion. Slurry viscosity
is typically used for this purpose, although gloss, haze, and color strength of the dry
film can also be used.

A typical dispersant demand curve, in this case for a universal TiO2 pigment
being titrated with hydrophilic functionalized polyacrylate copolymer dispersant
neutralized with ammonia, is shown in Fig. 11.27. The slight rise in viscosity after
a precipitous drop is typical of these curves, and the dispersant demand is generally
defined as the curve minimum. In practice, it is common to formulate with a slight
excess (~10%) of dispersant as a margin of safety, since the consequences to the
viscosity of under-loading dispersant are quite severe.

An insufficient amount of dispersant leads to poor paint dispersion properties
while a large excess of dispersant, in addition to being uneconomical, can lead to

Fig. 11.27 Dispersant demand curve of a universal grade ofTiO2 using a hydrophilic functionalized
polyacrylate copolymer neutralized with ammonia
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destabilization (as seen in Fig. 11.27 by the increase in viscosity above the demand
point), poor substrate adhesion, low film hardness, and liquid water and water vapor
(humidity) sensitivity. Water sensitivity causes both erosion of the paint when the
soluble dispersant molecules are washed out (for example, during rain events or
cleaning) and hazing of appearance.

It is useful to have a rough estimate of the dispersant requirements of a particle to
use as a basis for the dispersant demand test or a starting point for paint formulation.
Some dispersant manufacturers give recommended levels based on the weight of the
particles. However, we would expect dispersant requirements to vary with the size of
the particle being dispersed—smaller particles have more surface area and so would
be expected to require more dispersant. Dispersant demand curves for a series of
seven TiO2 pigments with varying surface areas are shown in Fig. 11.28.

On a surface area basis, the dispersant recommendations are given by dispersant
producers typically ranging from 1 to 2 mg of active6 dispersant for every m2/g
of surface area for inorganic particles to roughly 5 mg per m2/g of surface area for
organic particles, reflecting their greater difficulty in dispersing and remaining stable.
While these guidelines are often good starting points for the formulation, they can
be exceeded significantly, depending on the exact nature of the dispersant and the
particle. For example, the dispersant demand of TiO2 pigments spans roughly an
order of magnitude, from roughly 0.15 to 2.5 mg active dispersant per m2/g.

As an example of this calculation, a dispersant manufacturer recommends 1.5 mg
per square meter of the particle surface. A TiO2 pigment with a surface area of 14
m2/g, which is typical for universal coatings grades, will, therefore, require 21 mg of
dispersant per gram of pigment, or loading of 2.1 weight percent active dispersant.

Dispersant Selection

A process for choosing a dispersant follows directly from the analyses given above.
The building blocks of the dispersant molecule must separately match the particle
surface (for the anchor sites) and both the paint liquid and the resin chemistry (for the
solvated arms). It is important that the anchoring groups are attached strongly and
permanently to the anchoring sites on the particle surface, and that the arms extend
deeply into the liquid phase of the paint, which requires their chemical character to
match the hydrophobicity or hydrophilicity of the solvent or water.

The exact choice of these dispersant components depends on:

• The paint liquid (water or specific solvent)
• The particle (organic, inorganic, surface polarity, etc.)
• The end-use application (some dispersants are specifically formulated, for

example, to give a high gloss)

6 Dispersants are normally delivered as a solution with roughly 50% active solids by weight.
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Fig. 11.28 Dispersant demand curves for a series of seven TiO2 pigments on a weight basis (a) and
on a surface area basis (b)

Consideration should also be made as to which of the three dispersion steps—
wet-in, grinding, and stabilizing—are particularly challenging for the particle. For
example, most grades of TiO2 wet-in and grind easily, so the dispersant choice should
be made based on dispersion stability, even at the expense of wet-in and grind. On
the other hand, carbon black, which is among the most difficult pigments to use,
requires a dispersant that addresses all three steps in the dispersion process.

Finally, for certain more easily dispersed particles (such as TiO2), no dispersant
is needed in solvent paints. Instead, the dissolved resin fulfills the functionality of
a dispersant. Although resin molecules are not designed to optimize this function,
they are generally present in much greater concentrations than true dispersants.
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Summary

The quality of the dispersion of particles (pigments and extenders) in a liquidmedium
(aqueous or non-aqueous) directly impacts the quality of the final coating. Improper
dispersion causes a number of deficiencies in the paint, including reducing the light
scattering ability of pigments of TiO2, decreasing the color strength of any colored
pigments, and impacting the optical properties of a coating such as gloss.

The successful dispersion of particles into a liquid medium is determined by
the complex properties of the particle surface, the choice of liquid carrier, and the
interactions between the two. These properties affect all aspects, not only initial
dispersion, but also dispersion stability.

The dispersion process can be divided into three steps: wet-in, particle separa-
tion, and particle stabilization. In the wet-in process, the air is entrained in the dry
powder and any surface moisture must be displaced by the liquid carrier. The liquid
must spontaneously spread over the surface of the particles and penetrate into particle
agglomerates. The wettability of a particular particle by a particular liquid is dictated
by the surface energy of the particle, the surface tension of the liquid, and the interac-
tion strength between the particle surface and the liquid. Even with favorable wet-in
energetics, the kinetics of wet-in can be slow and it is necessary to facilitate complete
wet-in by effectively mixing the powder mass into the liquid.

In the particle separation step, mechanical force is applied to the slurry or paint to
break apart agglomerates of particles into their individual constituent, as well as to
expose newparticle surfaces to complete thewet-in process. Two types ofmechanical
force can be used for particle separation: impact and shear.

Impact forces break apart particles that are caught between colliding objects or
through the collision of particles themselves into an immobile object. Shear, on the
other hand, is generated from uneven forces acting on a body, in our case agglomer-
ates. A velocity gradient within the slurry or paint is used to create shear forces that
pull the agglomerate apart. It is important that all velocities within this gradient are
low enough to maintain transitional, rather than turbulent, flow; otherwise, there is
excessive energy loss due to simple mixing rather than dispersing. The viscosity of
the slurry is also important, as the onset of turbulent flow occurs at lower velocities
for low viscosity fluids.

There are many different types of dispersion or grinding equipment used for
particle separation. These can be classified by their use of impact and shear forces.
Equipment can range from fully impact type (e.g., fluid energy mills and kinetic
dispersion mills), to fully shear-type (e.g., three-roll mills). In addition, mills are
available that use varying degrees of both impact and shear (e.g., ball mills, media
mills, and high-speed disk dispersers).

The final step in the dispersion process is particle stabilization. Once the particles
are wetted and well separated, attractions due to van derWaals forces or electrostatic
charge can cause them to flocculate or re-agglomerate when they come close to
one another or collide. Particles can also re-agglomerate through sedimentation,
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where gravitational forces slowly drive particles to the bottom of their container. Re-
agglomeration is in fact thermodynamically inevitable, but the paint manufacturer
can take steps to slow the delay of this for time spans measured in years.

Stabilization is typically achieved using dispersants. Awide variety of dispersants
is available, giving the formulator many degrees of freedom in dispersant selection.
Dispersants typically operate by one of two mechanisms (or both simultaneously).
The first is through physically separating particles by attaching blocky molecules
to their surfaces. This is referred to as steric stabilization and can be used in both
water-borne and solvent-borne paints. The second mechanism uses surface electro-
static charges to cause the particles to electrically repel one another. This can only
be accomplished in water-borne paints, since organic solvents cannot support the
electrical charge. In this case, the dispersants contain functional groups that are ionic
at the pH values of typical latex paints.

Most dispersant molecules are composed of segments that separately provide
two important functions. The first function is to attach the dispersant molecule
to the particle surface. This is accomplished by having anchoring groups on the
dispersant that bind strongly to anchoring sites on the particle surfaces. The iden-
tity of the anchoring groups must be matched to the specific chemical and physical
properties of the anchoring sites. The second function is to occupy as much space
around the particle as possible, increasing the effective size of the particle and maxi-
mizing particle–particle separations. This is accomplished through the incorporation
of polymer arms that extend into the liquid phase of the paint. These arms are elec-
trically neutral in steric dispersants and electrically charged in electrostatic disper-
sants. Incorporating both anchoring groups and solubilized arms into the dispersant
molecule is accomplished by copolymerization ofmonomers with different chemical
properties.

Each of the three dispersion steps (wetting, particle separation, and particle stabi-
lization) must be considered when formulating the paint so as to optimize paint
performance. These steps build on one another—for example, particles cannot be
dispersed if they are not wetted, and even a perfect initial dispersion can be spoiled
by poor paint stabilization. The paint will never be as well dispersed as when it
is first made, and so it is critical that the initial dispersion of the particles is done
as completely as possible and that the factors driving their later flocculation to be
minimized.
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Introduction

The incorporation of small particles into thermoplastics is non-trivial, both in concept
and in practice. Conceptually, there are certain similarities between dispersing parti-
cles in molten plastics and dispersing cocoa powder into milk to make chocolate
milk, a process familiar to many [1]. In the latter process, solid fat particles (cocoa)
must be suspended in water. Because the hydrophobic surfaces of the fat particles
are incompatible with the polar water molecules, these particles are not wetted by
the water and water does not penetrate into the gaps within particle agglomerates.
This results in the initial formation of large powder pockets or capsules that, though
wetted on their exterior, are completely dry in their interior.

Stirring the mixture with a spoon will eventually break the capsules apart,
producing individual particles that are then dispersed throughout the liquid. Capsule
disruption can be difficult when the concentration of the capsules is small—stirring
simply moves the capsules through the milk without breaking them apart. However,
at higher concentrations, the capsules collide with and experience shear from one
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another, which disintegrates them into individual particles. Wetting and dispersion
can be accelerated by smearing a capsule that is trapped between the spoon and cup
wall. This efficiently generates a region of high shear within the capsule. The appli-
cation of these factors to the dispersion of particles into liquid paints was discussed
in Chap. 11.

The dispersion of particles in plastics is similar. In this case, however, it is the
particles that are often hydrophilic and the liquid phase that is hydrophobic. However,
the effect of this incompatibility on dispersion is the same. Particles tend to form
relatively large capsules that resist infiltration by the liquid. At low concentrations,
the addition of mechanical energy results primarily in the mixing of intact capsules,
rather than in their disintegration. Regions or zones of high shear can be highly
effective at breaking the capsules apart.

While wetting and separation are critical to particle dispersion in both polymer
melts and liquid paints, there are some aspects of dispersion that are unique to
each situation. One is that particles dispersed in liquid paints must be stabilized
against flocculation, while those in a thermoplastic are frozen in place once the plastic
solidifies. A second is that for thermoplastics the liquid medium must be created as
part of the dispersion process through heat melting. For optimum efficiency, both in
terms of energy and time, the transformation of mechanical energy must be properly
balanced between the melting and dispersion processes.

Particle–Particle Attractive Forces

The degree of particle dispersion of particles within a polymer can have a large
effect on many optical, physical, and mechanical properties of the polymer. Pockets
of undispersed filler particles such as calcium carbonate, can concentrate stress weak
points that are exposed as the polymer matrix experiences mechanical forces (e.g.,
stretching, twisting, pinching, compression, etc.). Their presence leads to poor tensile
and impact strengths, resulting in the polymer becoming brittle and prone to shat-
tering. Poorly dispersed white or color pigment particles interact inefficiently with
light. This leads to the need for greater particle concentrations to achieve the same
appearance effect as is seen for well-dispersed pigment particles. Finally, surface
appearance properties such as gloss and distinctness of image, as well as opacity and
durability against ultraviolet radiation, are all degraded by poor particle dispersion.

As was the case with the particle groups encountered in dispersion into liquid
paints, it is convenient to classify those encountered in dispersion intomolten polymer
based on their size and the strength of the forces holding these groups together. The
smallest unit of these groups is the individual, or primary particles (see Fig. 12.1).
Aggregates are small groups of primary particles that are held together so strongly
that they are not separated during the dispersion process. This ismost commonly seen
with inorganic particles that are formed at high temperatures. Agglomerates, too, are
relatively small groups of primary particles, but in this case, the bonds between the
particles are weak enough to be broken during dispersion. Finally, clusters are very
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Fig. 12.1 Particle groups
relevant to dispersion in
polymer melts

large groups of particles that are weakly held together. These are analogous to floc-
culates that form when particles in liquid paints are inadequately stabilized. Because
they are so large and held together so weakly, clusters are the most susceptible of the
particle groups to disintegration by shear forces.

Note that the distinction between aggregates and agglomerates is not absolute.
Instead, it depends on the type of disperser and the time (and energy) spent on the
dispersion process. That is, some particle groups will attrit (break apart into smaller
sizes) under some dispersion conditions but not under others. Obviously, the intent
of any dispersion process should be to break apart as many small groups of particles
into even smaller groups. Since most particle size measurements quantify the size
of the particle groups, this is equivalent to saying that the dispersion process should
produce the smallest average particle size, and the narrowest size distribution, that
is possible.

Note also that there is no sharp delineation between agglomerate and cluster.
This is, instead, a matter of definition. However, we can generalize by saying that
agglomerates are groups of no more than a few tens of primary particles, while
clusters can contain many thousands of primary particles. Solid particles are to be
dispersed as primaries within a thermoplastic, but they usually start in a cluster or
agglomerate structure in the dry powder form. The dispersion process converts the
dry agglomerates into wet primaries and aggregates.

The dispersion process involves two distinct phases. First, the particle size is
reduced to the greatest extent possible, moving from right to left in Fig. 12.1. Next,
the particles must be distributed as uniformly as possible throughout the polymer
matrix.

The dispersion process can involve three means of cluster and agglomerate size
reduction.These are erosion, rupture, and shattering (Fig. 12.2). Erosion is the gradual
shearing of small fragments from the surface regions of clusters or agglomerates.
These fragments are typically no larger than 10% of the original cluster [2]. Rupture
is the splitting of clusters or agglomerates into fragments of comparable size to one
another. Shattering is the separationof agglomerates and clusters into their constituent
components in a single event or collision.

Themain differences between the three processes are the number of events needed
for the complete disintegration of the initial cluster and the amount of energy required
for each event. A shattering event is the most energetic of the three, but it results in
the most size reduction. Erosion and rupture are more gradual processes requiring
many more events and greater times than shattering.

Besides the energy and time differences between these means of attrition, the
intermediate particle size distributions resulting fromeach are different. Erosion leads
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Fig. 12.2 Disruption of agglomerates. Gray arrows denote force on the agglomerate. Particles
are shaded for identification purposes only and are otherwise identical. a Erosion. b Rupture. c
Shattering

to a bimodal distribution consisting of individual particles or small agglomerates, [2]
which grow in number over time, and agglomerates or clusters, which reduce in size
and number over time. Rupture leads to a monomodal distribution that shifts to lower
sizes over time. This distribution can be described by a power law equation (Eq. 12.1)
[3].

Y = kXα (12.1)

where

Y is the fraction of particles with a certain diameter,

X is that diameter, and

k and α are constants.
The energy required to fragment clusters and agglomerates and to provide disper-

sive and distributive mixing must have a source. Compressive loads are the most
common means for dispersive mixing. Particle–particle collisions and particle–wall
impacts are examples of these compressive loads. Additional forces, such as those of
a hydrodynamic nature, provide another source of energy for agglomerate fragmen-
tation in thermoplastic dispersions. These forces are of a shear, rather than impact,
nature. The magnitude of hydrodynamic forces is determined by the viscous shear
stress.

For shear grinding, the ease with which particles will disperse is determined by
the balance of the shear forces pulling them apart (the viscous shear stress) and
the attractive forces holding them together (typically van der Waals forces). This
balance is quantified by the fragmentation constant, Fa, which is simply the ratio of
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the two forces [4]. For agglomerate disruption to occur, the viscous shear force must
be greater than the cohesive strength of the particles within the agglomerate, i.e., Fa
must be greater than unity.

Cohesive strength is not an absolute property of amaterial, such asmelting point or
color, but instead varies depending on the internal structure or packing of the particles,
the density of the packing, and the interparticle attractions due to electrostatic charges,
van der Waals forces or capillary forces arising from moisture condensed between
the particles [5–8]. In most agglomerates, the cohesive force is dominated by van
der Waals attractions. In this case, the particle–particle interactions can be described
by the Hamaker constant, H [9]. The cohesive strength between particles can be
calculated as the ratio of the Hamaker constant between two surfaces with a certain
particle radius, at a defined separation distance, and with a defined solids volume
fraction as shown in Eq. 12.2.

Sc = H

a • z2 • ρ
(12.2)

where

Sc is the cohesive strength,

H is the Hamaker constant,

a is the radius of the primary particle,

z is the equilibrium separation distance between the two-particle surfaces, and

ρ is the solids volume fraction.
Reduction of the Hamaker constant is an effective means of decreasing inter-

particle cohesive strength and reducing the energy needed to grind agglomerates.
The Hamaker constant can be reduced by decreasing the polarity of the particle
surfaces [10]. This is typically done by coating the particles with a dispersing aid
(see also Chap. 11) [11, 12]. Organic surface treatments are commonly used for this
purpose, [13, 14] although the inorganic surface treatments applied to TiO2 particles
also enhance dispersibility (Chap. 7). The organic surface treatments are not to be
confused with surface treatments for adhesion promotion [15]. Although the latter
type of surface modification can supply “wet-in” capabilities, their primary func-
tions are to protect solid particles, especially those with a non-unity aspect ratio,
from fracture during processing, and to strengthen the adhesive bond at the solid
particle–matrix interface (see also Chap. 9).

Particle dispersion into a plastic occurs through a well-defined sequence of steps,
with some steps involving a number of stages. We will discuss these steps in order,
beginning with the dry blending of the solid ingredients.
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Dry Blending

The first step in particle dispersion is to intimately mix the powder particles with
polymer pellets, a process known as dry blending.When done properly, dry blending
reduces dispersion time and energy; the more intimate this mixing, the greater the
reduction of the magnitude of these process parameters.

In addition to simply bringing the different components together, dry blending
can reduce the size and number of large particle clusters. These clusters form during
powder handling prior to use (e.g., pneumatic conveying, screw conveying, inten-
tional compression to increase bulk density, subjection to a load, etc.) and are depen-
dent on the nature of the particles themselves (e.g., particle size, surface area, geom-
etry, surface polarity, etc.) [16–19]. This nature is often described by non-technical
but very descriptive terms such as “clumpy”, “lumpy”, “chunky” or “dusty”.

Cluster formation and growth can occur when the powder is subjected to relatively
low intensity agitation. Under these conditions, agglomerates that collide have insuf-
ficient energy to attrit one another. Instead, the collision process brings agglomerate
surfaces into close contact. When the attractive forces between particles on different
agglomerates are strong enough, the agglomerates themselves agglomerate, forming
large clusters. Similarly, if an agglomerate encounters a single particle, this particle
can be incorporated into the agglomerate (Fig. 12.3). These clusters can grow further
by settling under gravity (Fig. 12.4).

In addition to cluster formation during handling, clusters can also form during
dry blending [20]. Since the ultimate goal of dispersion is to completely disintegrate
agglomerates and clusters, care should be taken to avoid this. One means for doing
this is to provide sufficient shear during dry blending, especially if the subsequent

Fig. 12.3 Growth of an
agglomerate during low
intensity mixing

Fig. 12.4 Cluster formation
during powder settling
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processing step is “flood feeding”. Flood feeding is when the feed hopper sits atop
the compounder’s mouth and feeds the dry blend into the compounding equipment—
that is, the compounding equipment regulates the feed rate. Here adequate mixing of
the solids in the dry blend step is critical, particularly for downstream compounding
processes that function by melting and pumping the polymer into a die with minimal
mixing and devolatilization.

Minimization of agglomerate and cluster growth during dry blending can also
be addressed by adding various materials during this process. The solid particles
are often combined with dispersants (typically fatty acid/glycerol derivatives), other
additives (typically phenolic-based anti-oxidants), andpolymers during dry blending.
Dispersants moderate the stickiness of solid particles and can reduce static charges
that bind the agglomerates together. Other additives are mixed into the solids at this
time to assure thermal stability in the subsequent processing steps, which involve
melting and shearing the compound components.

Certain particles in the dry blends can stick to equipment. Friction on the wall
surfaces, such as the hopper walls, varies with the solid additive as well as the rough-
ness and frictional coefficient of both the solid and wall surfaces. In addition, some
particles cannot be introduced in dry blending due to their sensitivity to processing. In
particular, hollow glass microspheres, alumina flakes, and carbon or glass fibers are
not recommended for dry blending as excessive shear stress can result in significant
damage to the particles and a resulting loss of functionality. Finally, consideration
must be given to particles with high densities, such as metallic fillers, as these can
segregate in the dry blend based on their weight.

Dry blending is crucial formany plastics processes, but it is not an exact science. In
general, the dry blend process and equipment must be carefully chosen to be compat-
ible with the needs of a particular set of ingredients. Low shear, low-temperature
blenders, such as tumble blenders, V-cone blenders, and ribbon blenders are often
used when the formulation has only one type of solid particle and it is present at
relatively high concentrations.

High-speed blenders are much more shear intensive and often require cooling
to keep the pre-blend mixture below the resin melting point. These blenders are
quite common in the polyvinylchloride (PVC) industry, where the dry blend mixture
consists of half a dozen or more ingredients. High-speed and high shear blenders
are essential for PVC compounding because the PVC resin must be softened with
heat during the mixing process. During intensive blending, solid particles are often
suspended in a bed of PVC using liquid ingredients (e.g., lubricants, plasticizers,
liquid colorants, etc.). After cooling, the free flowing, homogenized PVC pre-blend
is ready for the next step in compounding.



424 12 Dispersion of Small Particles in Plastics

Particle Wetting

As was discussed in the context of paints (Chap. 11), the first step in the dispersion
process is wetting. Wetting refers to the replacement of air and other materials, such
as moisture, from the particle surfaces and from the voids between them, with the
melted thermoplastic resin (Fig. 12.5). This process can be likened to the burning of
a candle. Wax that has been melted by the flame soaks into the porous cotton wick,
where it provides the fuel needed to sustain the flame. The melted wax represents the
polymer resin melt, and the candle wick represents the porous particle agglomerates.

The surface tension of the polymer melt must be lower than the surface energy of
the particles in the agglomerate if the polymer melt is to wick between the particles.
This condition can be achieved in two ways. First, the polymer melt surface tension
can be lowered by using lubricating agents. These are analogous to thewetting agents
used in the dispersion of particles into a liquid paint. Second, andmore commonly, the
particle surfaces can be coatedwith a treating agent that reduces surface energy. These
agents were discussed earlier for TiO2 particles in Chap. 7 and extender particles in
Chap. 9.

Intuitively, we might expect the replacement of air in the voids within an agglom-
erate by molten resin to occur from the outside in. That is, a front of molten resin
would uniformly flow through all of the outer voids, into the agglomerate inte-
rior, filling the inner voids as it progresses. However, infiltration of the molten
resin into the agglomerate proceeds through a different process. This is because
the pores connecting the intra-agglomerate voids have a size distribution, and liquid
flow through any particular pore will be controlled by the diameter of that pore. In
particular, the flow becomes hindered as the pore diameter, or cross-sectional area,
decreases.

Rather than flowing uniformly into the agglomerate, the molten resin follows
the path of least flow resistance, as indicated by the black line in Fig. 12.6. This is
typically through the widest pores, or channels. When the particle surfaces can be

Fig. 12.5 Wetting of a
particulate agglomerate by
polymer resin

Fig. 12.6 Flow of molten
polymer into a particle
agglomerate
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wetted by the resin, the gaps between them do not necessarily fill initially. Instead,
the resin coats the particle surfaces, and a meniscus is formed at the interface of the
molten resin and air remaining within the pore [21].

Once the molten resin has infiltrated the agglomerate through the paths of least
resistance, it enters into the narrower, more resistant, pores. This process proceeds
primarily from the inside out—that is, resin deep within the agglomerate enters the
narrower pores that connect to the larger channels [22]. This resin is replaced by
additional resin from outside the agglomerate that travels along the paths of least
resistance. This sets up a flow system in which the molten resin is, in effect, pumped
into reservoirs within the agglomerate, and then is redistributed from these reservoirs
into small pores that reside deep within the agglomerate.

The initial layers of resin on the particle surfaces create cohesive bridges between
the particles, and the resulting capillary pressure actually adds to the cohesive strength
of the agglomerate [23]. Figure 12.7 shows the strength of an agglomerate with
the saturation of the agglomerate voids. Once saturation is reached, the structure
collapses as a flood of the polymer flows from the inside to the outside.Agglomerates,
therefore, do not break apart during the wetting process, but rather at its conclusion.

Many physical factors affect the facility with which the agglomerates are wetted
and the strength of the agglomerates during this process. High polymermelt viscosity
increases both the agglomerate strength and the timeneeded for completeflow into the
agglomerate. Particle size and shape also affect the flow rate of the molten polymer.

The effect of particle size can be complex. In general, smaller particles have
greater surface areas, and so require more resin to saturate the surface before the
voids can be filled. In addition, pore size, up to a point, decreases with decreasing
particle size, and this affects the velocity of the molten polymer through the pore.

However, the trend of decreasing pore size with decreasing particle size only
applies when the particles pack uniformly. Once a certain size minimum is reached,
this trend is reversed because, as was shown in Chap. 1, small particles pack in
small groups, these groups pack together into larger groups, and so on. Large pores
form between the particle groups. The sizes of these larger pores are consistent with
the sizes of the particle groups. In addition, the void volume increases substantially
as smaller groups of particles nestle together into large groups, and this results in
the need for higher amounts of resin to saturate the agglomerate. Finally, the lower

Fig. 12.7 Polymer
saturation relationship with
agglomerate/cluster strength
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density of agglomerates of small particles decreases the cohesive strength of the
agglomerates, which also affects the time necessary to completely wet the agglom-
erates. This situation is often encountered with carbon blacks and nanoscale fillers
[24].

An additional complication is seen when the wetting process alters either the
particle packing structure or the overall size of the agglomerate. This can occur
when capillary forces from the molten resin pull the particles closer together. This
is seen in clusters of nanoparticles, which are typically diffuse and fragile, and can
collapse when wetted. In other situations, the cluster size can be reduced when
the exterior of the particle becomes fully wetted and sheds from the partially dry
interior. This process can repeat several times, depending on the size and structure
of the agglomerate. This slows the kinetics of cluster wetting and has been reported
for calcium carbonate clusters of one micron or larger [25].

In general, shear stresses induced in particle structures from the dispersion process
are most efficiently transferred throughout these structures when they are completely
saturated with molten resin—that is, when they are fully wetted. In the absence of
this, both erosion and rupture are inefficient, and extra time and energy is required
to disperse the particles into their smallest units.

Disruption of the Agglomerate Structure Using Shear

We discussed above the necessity of energy for the dispersion process and will
now consider the mechanisms by which this energy is applied to and transmitted
through particle agglomerates. Recall that energy must be applied both to disperse
the particles and to distribute them uniformly throughout the resin mass. These two
actions can be considered independently of one another.1

Distributivemixing addresses the rearrangement of themixture through anordered
or randommixing process. The goal of distributive mixing is to spread agglomerates
uniformly throughout the polymer melt, but not necessarily to break them apart. In
addition, distributive mixing circulates regions of the dispersion mass into, and out
of, zones of high shear intensity. Dispersive mixing, on the other hand, involves the
rupture and erosion of the agglomerates into their constituent units through the shear
that is applied in these zones. This shear must be strong enough to overcome the
forces holding the wetted agglomerates together.

The size and nature of these intense shear zones are dependent on the type of
dispersion equipment, as will be shown by the example below. Regardless of how
these zones are created, however, the conditions within them are similar. Dispersive

1 The same consideration occurs in the dispersion of particles into a liquid paint (Chap. 11). In
that case the balance between dispersion and mixing is controlled through the relationship between
rheology and shear. More specifically, turbulent flow results in mixing while laminar flow results
in dispersion.
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Fig. 12.8 Squeezing and
ripping of wetted clusters
during dispersive mixing

mixing proceeds through repeated cycles of compression (squeezing) and rupture
(ripping) of wetted clusters and agglomerates, as shown in Fig. 12.8.

There are many varieties of plastic dispersers available commercially [26–28].
The more common ones are listed in Table 12.1, along with their advantages, disad-
vantages, and recommended applications. For each type, there are several adjustable
parameters that can be used to optimize dispersion. These include temperature, resi-
dence time, fill level, clearance between mixing elements, etc. In addition to these
machine parameters,melt compositionwill also affect dispersion efficiency. In partic-
ular, high concentrations of solid particles will increasemelt viscosity, which, in turn,
raises the shear stress within the polymer (see Chap. 17).

Examples of Particle Dispersion into Plastic Resin

Although a wide variety of equipment is used to disperse particles into the molten
polymer, there are certain attributes that are common to all. Dispersive mixing and
distributive mixing occur at different locations within the equipment, allowing the
equipment to be configured (or reconfigured) to match an exact task. In addition,
the energy required to melt the polymer is decoupled from the energy required to
disperse the particles. Although frictional heat is invariably generated in the disper-
sion process, this amount of heat does not need to bring the temperature to exactly that
which is desired. If higher temperatures are required, heat can be added through an
external heater. If excess heat is created in the dispersion process, it can be removed
through external coolers in much the same way.

Examples of the operations of three disperser types, a roll mill and an internal
batch mixer, both of which operate in batch mode, and a screw extruder, which
operates in continuous mode, are given below.
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Table 12.1 Disperser types for melt processing solid particles

Disperser type Advantages Disadvantages Typical application

Two-roll mill • Application of shear is
extremely efficient

• Final material is
two-dimensional, i.e.,
a film sheet

• Successful processing
is dependent on the
skill of the operator

• Limited dispersion
efficacy for particles
with non-unity aspect
ratios (platelets or
needles)

• Final material is
two-dimensional, i.e.,
a film sheet

• Flexible PVC
• Rubber

Internal mixer • Very energy efficient
(fewer kW per kg)

• Simplified operations
• Processes a wide
range and
combination of
ingredients, from
pliable to extremely
rigid materials,
without changes to
machine parts as
might be required for
screw extruders

• Insufficient pressure
for extrusion or
pelletizing operations

• Batch charging and
discharging which can
affect productivity and
product consistency

• Precise control of
melting and mixing is
difficult

• Rubber

Continuous mixer • Very energy efficient
(fewer kW per kg)

• Less shear compared
to twin- screw
extruders

• Insufficient pressure
for extrusion or
pelletizing operations

• Higher capital cost
compared to screw
extruders

• Sustaining a starved
condition requires
balance between
orifice setting, rotor
speed and temperature
controls

• Color concentrates,
masterbatches and
mineral-filled
concentrates

Single- screw extruder • More economical
based material of
construction

• Less shear compared
to twin- screw
extruders

• Operational flexibility
for a wide range of
different types of
materials

• Limited feed
performance

• Limited capability for
dispersive mixing

• Lower productivity
compared to similarly
powered twin-screw
extruders, especially
under high-pressure
conditions

• Melt polymers
requiring pressure
(e.g., injection/blow
molding, cast/blown
film)

(continued)
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Table 12.1 (continued)

Disperser type Advantages Disadvantages Typical application

Twin screw extruder • High pumping
efficiency

• Lower dependence on
the flow properties of
the material

• Higher mixing
efficiency

• Heat exchange rate
from barrel surface to
the material is faster
and more uniform

• High cost
• Heat generated in the
barrel is low, requiring
external heating of the
barrel

• Rigid PVC
• Compounding with
solid particles

Dispersive/Distributive Mixing with a Two-roll Mill

The two-roll mill is perhaps the simplest disperser. It consists of two heated (or
cooled) cylinders (also called drums or rolls) that rotate at high speeds in opposite
directions, that is, toward one another (Fig. 12.9). Dispersion occurs in the space
between them, termed the nip gap, or simply gap, [29] in a manner similar to the
three roll mill discussed in Chap. 11. The gap is the zone of high shear where
dispersion takes place. The polymer melt adheres to one of the heated cylinders as a
blanket and passes through the gap. In batch processing, the blanket is then rotated
back into the gap several times, while in continuous processing, it is separated as a
sheet from the roller.

The rotational speeds and the gap clearance are both controlled in this process.
Shear rates within the gap are typically adjusted to between 102 and 105 s−1. One
cylinder is normally rotated at a higher speed than the other. This increases the friction
that the melt experiences, and higher rotational speed differences give greater melt
heating. The ratio of the peripheral speeds is referred to as the friction ratio, and a
typical value would be 1:1.25.

Themix of polymermelt and solid particles is referred to as the flux. The viscosity
of this flux is low enough to allow for flow when pressure is applied to it. As the flux
enters the gap, the high shear rips it apart. During passage through the gap, the flux is
squeezed.Mixing is accomplished through a lateral crossmotion or a foldingmotion.
This reduces the formation of streaks within the flux. Two-roll milling is a highly

Fig. 12.9 Operation of a
two-roll mill
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effective means of dispersing solid particles since the shear rate can be controlled
over a wide range of values [30, 31].

Dispersive/Distributive Mixing with an Internal Batch Mixer

The second disperser that we will discuss is the internal batch mixer, which is the
oldest mixing device used for polymers and dates back to the 1820s [32]. As was true
for the two-roll mill, these devices disperse particles into the resin by passing the mix
through a zone of high shear. The internal batch mixer operates by the addition of a
blend of the polymer and solid particles into a heated mixing chamber. Two parallel,
cylindrical blades in this chamber rotate at fixed speeds (usually slightly different
from one another), while the power to the blade rotors is monitored. A typical curve
of power as a function of time is shown in Fig. 12.10 [33].

The consistency of the polymer changes during processing, proceeding through
four phases:

(1) Freshly introduced solid pellets
(2) De-formable solid pellets
(3) Flux (i.e., a dough-like suspension of solid particles in resin)
(4) Viscoelastic fluid

The progression of these phases and their relationship to the power curve are
shown in Fig. 12.11.

Fig. 12.10 Evolution of
power over time in an
internal batch mixer

Fig. 12.11 Progression of
phases in the internal batch
mixer
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In the first phase, the ingredients are placed in the chamber with blades rotating.
The ingredients are pushed into the chamber with a piston ram. Pressure from this
piston squeezes the resin pellets, increasing the power needed to maintain a constant
rotor speed. In the second phase, compression of the resin pellets is complete, and
the temperature begins to increase.

Next, the polymer pellets deform, and dispersive mixing reaches its peak. In the
third phase, the combination of pressure and heat causes the resin to soften. This
lowers the viscosity of the mixture, which, in turn, decreases the power required to
turn the rotors. At this point, the resin is completely melted and the flux of resin and
solid particles is distributed throughout the chamber. Finally, in the fourth phase,
the solid particles are dispersed within the flux. At the completion of this process,
the melt is typically discharged into a two-roll mill or a screw extruder for further
cooling and to convert the solidified material into the desired form (sheets, pellets or
chunks).

Figure 12.12 shows the interplay of squeezing and ripping over the course of this
process. During the initial squeezing, the solid particles embed themselves into the
polymer pellets. The extent of this embedding is dependent on particle hardness.
Continued application of pressure causes the softened pellets to deform. As the heat
and pressure build, the lowermelting pointmaterialwill flow into the particle agglom-
erates and clusters, wetting them and forming capillary bridges with other resin
pellets. The capillary bridges are then pulled apart by mechanical forces, creating
smaller agglomerates that then repeat the process.

Dispersive mixing occurs in the internal batch mixer as the thermoplastic resin
melts, completely or partially, and passes through the nip region of the disperser
(Fig. 12.13). In this process, the nip region is the clearance between the chamber wall
and rotor tip. In Fig. 12.13, as the mix of polymer and solid powder is squeezed by
the clockwise rotation of the rotor, it becomes deformed. As the wetted agglomerates
pass through the nip, they are pulled apart.

Fig. 12.12 The cycle of
squeezing resin (green) and
solid particles (blue) into
flux, followed by shearing
the flux
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Fig. 12.13 Nip region between the blade and wall of an internal batch mixer

After passing through the nip, the unmelted polymer is added to the flux and the
process is repeated during the next rotational cycle. This sequence of squeezing and
ripping provides the dispersivemixing required for compounding. Simultaneouswith
this dispersive mixing, distributive mixing occurs as the wetted particle agglomerate
moves from one side of the chamber to the other. During this time, the consistency
(viscosity) of the flux changes, with a concomitant change in the power draw of the
rotors.

The shape of the rotor blades and their orientation with respect to one another
ensures that all fluid particles undergo highly intensive shear forces (dispersive
mixing) in the nip region [34]. The flow patterns between the rotors promote effi-
cient laminar (distributive) mixing [35]. Figure 12.14 shows the rotors turning in
the chamber as they stir the mixture of polymer and particles. The red dots show the
highest-pressure zone, which is immediately in front of the face of the rotating blade.
The pale blue regions in this figure represent the volume occupied by the mixture
of resin and particles, and the dark blue regions represent the chamber walls and the
piston ram.

The pressure within the high-pressure zones (the red dots in Fig. 12.14) depends
on the blade orientation, and so changes during rotation. The greatest pressure occurs
when the blades sweep past the inner wall of the chamber. This is seen in Fig. 12.14
for the left rotor in positions 3 and 4 and for the right rotor in positions 1 and 2. As

Fig. 12.14 Side on view of internal batch mixer rotors during rotation
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the red dots move into the intersection zone of the two-chamber sections, distributive
mixing occurs as material is exchanged between the two rotors.

Although they are configured differently, the underlying principles of the two-roll
mill and the internal batch mixer are similar. Both dispersers operate by repeat-
edly passing the mixture of resin and particles through regions of high shear stress,
followed by intimately mixing the sheared material. The two operations differ in
the location of the high shear zone (the nip). In the two-roll mill, the nip is located
between the rotating drums, while in the internal batch mixer, the high shear zone is
the small clearance between the rotors and the chamber wall.

Because of torque and heat transfer limitations in the internal mixer, only a small
portion of the compound is subjected to high stress at any given time. However, the
overall rotor configuration ensures that the entire compound mixes freely between
the high stress regions, since during the rotation, one rotor blade pushes material
across the intersection zone and into the path of the other rotor blade. In a two-roll
mill, mixing of this kind is accomplished by manually cutting the melt off the roller
and then placing the cut sections into the feed.

Dispersive/Distributive Mixing with a Single-Screw Extruder

Both the two-roll mill and internal batch mixers operate in batch mode, meaning
that a set quantity of material is charged into the disperser, the disperser runs to the
desired degree of dispersion, and the material is discharged, leaving the disperser
ready to accept a new charge. Plastics can also be dispersed in a continuous process
that involves the screw conveyance of the material through a tube, or barrel, with the
mixing and dispersive steps occurring in different regions of the barrel. The dispersed
material, still in themolten state, is then extruded through a die for further processing.

Both single-screw and twin-screw extruders are quite common in the plastics
industry. As the names imply, these differ in the number of screws used. In the
twin-screw extruder, screws are placed parallel to one another, with their flights
either inter-meshed or not, and rotated either concurrently or counter-currently. In
the simpler single-screw extruder, a single screw with a tapered shaft is employed.

The principles of screw extrusion can be demonstrated with a single-screw
extruder, with the understanding that the operations of a twin-screw extruder aremore
complex and have more ability to be modified for different materials. A schematic
of a typical single-screw extruder is shown in Fig. 12.15. The extruder consists of

Fig. 12.15 Single-screw extruder
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a metal barrel into which the screw is centered. The barrel is typically heated at
different positions along its length (the red bars in this firgure), with the ability to
create a temperature gradient through it. A feed mixture is dropped into the barrel
through a hopper, and the final dispersed material is extruded through a die at the
end of the barrel.

The extruder can be configured in a number of ways so as to be optimized for any
mixture of resin and particles. Among the most important of these is the screw itself.
The shaft of the screw is tapered while the flights are not. The shaft is narrowest
at the feed end of the barrel, allowing for maximum feed rates. As the material is
conveyed along the barrel, the shaft gradually widens, compressing the material as it
is conveyed through the barrel. At the end of the extruder the shaft thickness remains
constant so as to convey the material through the die. This portion of the extruder is
called the metering zone.

Material is moved through the extruder by the back pressure that develops within
the barrel. The magnitude of this pressure is determined by the dimensions of the
barrel and the screw, and screws are typically designed specifically for a given
polymer and particlemix. Screw parameters that can be adjusted include the diameter
of the shaft, the reach of the flights, and the distance between the flights. In addition
to providing the force necessary to convey the material through the extruder, the back
pressure also determines the degree of shear in the different regions of the barrel.

Without going into excessive detail, we can describe some ways in which twin-
screw extruders are similar to and different from single-screw extruders. Twin-screw
extruders are, understandably, more complex. The screws themselves are configured
with multiple zones along the barrel, and by proper screw design, the material can be
added into different regions along the barrel. This allows materials that are tempera-
ture or shear sensitive to be incorporated into the melt under less stressful conditions,
the latter of which is particularly important because twin-screw extruders generate
significantly higher shear than their single-screw counterparts (this is beneficial for
mixing efficiency). In addition, the configuration along the barrel of the extruder can
bemore extensively modified than is the case for single-screw extruders. This is done
by using modular screw and heating elements.

Summary

Dispersion of particles and additives into polymeric resins relies onmany of the same
principles as dispersion of particles into liquid paint. Dispersion proceeds through the
initial (and complete) wetting of particle clusters and agglomerates, followed by the
disruption of these clusters and agglomerates into the smallest particle unit (primary
particles or aggregates) and their intimate mixing into the dispersion medium.

Successful particle dispersion within a polymer melt requires that the viscous
shear stress be greater than the cohesive forces within particle agglomerates. There
are two strategies for doing this: maximizing the viscous shear stress that is applied
to the agglomerates, or minimizing the cohesive forces that hold the agglomerates
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together. Viscous force maximization is addressed through equipment design, and
many different types of dispersers are used in the plastics industry, with each type
optimized for specific end-use. Alternatively, cohesive forces can be decreased by
altering the polarity of the particle surfaces. This is typically accomplished by coating
the particles with an organic surface treatment. These treatments also improve the
compatibility of inorganic particles with the organic polymer matrix.

Particle wetting can be complex because the viscous polymer melt does not flow
uniformly through a particle cluster or agglomerate. Instead, the polymer initially
flows through the largest pores within the cluster, which represent the path of least
resistance. Once filled, these pores, and the larger voids connected by them, act as
resin reservoirs for the filling of nearby smaller pores and voids. In the early stages of
wetting, the capillary forces within the agglomerates increase their cohesive strength.
At the final stage ofwetting, however, the cohesive strength decreases to a value lower
than in the original dry agglomerate.

Dispersion is done primarily through shear. Large agglomerates can either erode
from the shearing process, or can be ruptured by it. The primary difference between
these is the size of the reduced agglomerates after shearing. Erosion leads to a bimodal
distribution of particle sizes, with populations of primary particles or aggregates and
large agglomerates, whereas rupture leads to a monomodal size distribution that
shifts to lower values as the shearing process continues.

Dispersion in plastics can be done using either batch or continuous operations.
Batch dispersers include the two-roll mill and internal batch mixers. These operate
under the principle of having zones, or regions, of high shear, in which the agglom-
erates undergo dispersive mixing, and regions of low shear, in which the material
undergoes distributive mixing. The zones of high shear are created by sweeping one
surface closely past another.

Continuous dispersers include both single- and twin-screw extruders. In this
equipment, the material to be dispersed is conveyed through a barrel using one or two
screws. Zones are present along the length of the barrel where the mix can be sequen-
tially heated, melted, dispersed, and mixed. This equipment can be easily reconfig-
ured for different types of polymers (which may melt at different temperatures) and
combinations of particles and additives.
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Chapter 13
Measurement of the Optical Properties
of Paints and Plastics
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Introduction

There are three fates for light entering a paint film. It can pass through the film,
allowing it to interact with the substrate, it can be redirected out of the film through
light scattering, and it can be absorbed within the film. The balance between these
fates in any given film is a function of three distances—the distance from the film
surface to the substrate, the distance the light travels before being redirected out of
the film, and the distance the light travels before being absorbed by a film component.
The first of these distances is determined by the amount of the film applied to the
substrate and the second two are determined mainly by the type and amounts of
pigments, both white and color, within the film.

For complete opacity, the film thickness should be much greater than the distance
the light travels before being redirected out of the film or being absorbed within
it. Measuring these various distances provides us with a means by which we can
quantify opacity. While we can measure film thickness directly, it is more difficult
to measure the other two distances. However, we do not need to directly measure the
exact values of these distances and can instead use indirect means to characterize
them in a meaningful way.

There are several ways of measuring the average distance that light travels in a
paint film, and therefore the number of light interactions within it. Four of these will
be described in this chapter:

• contrast ratio, where distance is characterized based on the amount of light that
travels through the film and strikes the substrate,

• spread rate, where reflectance values from films too thin to be opaque are used to
calculate the area that a given volume of paint can cover at the full hide,

• tinting strength, where the distance light travels through an opaque film is deter-
mined by measuring the amount of light absorbed within the film (this can be
used to characterize both the strength of TiO2 light scattering and the strength of
color pigment light absorption), and

• undertone,where differences in scattering distances (and so, in scattering strength)
as a function of wavelength are determined by partially absorbing light as it travels
through a mix of black pigment and titanium dioxide.

We will review each of these in turn, beginning with the contrast ratio.

Contrast Ratio

Contrast ratio is perhaps the most common way of measuring opacity in the paint
industry. This is for a number of reasons, including the ease of performing the test (one
drawdown, two reflectance measurements), the intuitive nature of the measurement,
and the ability to see differences among paints by eye. However, the test has several
limitations, some that are commonly known and others that often go unrecognized.
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Fig. 13.1 Definition of contrast ratio

Concept

The strategy behind the contrast ratio test is straightforward. The paint of interest is
drawn down on a black and white substrate (typically a paper card specially coated
for this purpose).1 After drying, the amounts of light reflected from the two areas
of the card are measured (typically as tristimulus Y) and compared by taking the
ratio of light reflected from the black section of the substrate (Ro or “R naught”)
to that reflected from the white section of the substrate (R), as shown in Fig. 13.1.
The contrast ratio can be reported either as a fraction (0 to 1) or a percentage (0% to
100%).

Thedifference in light reflectancebetween these areas is due to light that penetrates
the entire film depth and then is either absorbed by the substrate (black area) or
reflected by it (white area). The contrast ratio test measures the amount of light
that penetrates at least a certain distance through the film (that distance being the
thickness of the film).

For this test to be accurate, the film thickness should not be so great as to give
complete opacity (defined as a contrast ratio of 0.98). In such a case, so little light
travels the entire distance of the film depth that it is difficult to accurately measure
that amount. Nor should the film be so thin that very little light is scattered by it. The
ideal film thickness is one that gives a contrast ratio between 0.92 and 0.95.2 Often
an unknown paint is applied at a series of different thicknesses to determine the most
appropriate thickness for that paint to be tested.

Contrast ratio can also be measured on plastic films by placing them over a black
and white chart and measuring reflectance over each area. In this case, a thin layer of
oil must be applied to the chart, the film placed onto the oil, and all bubbles removed.
This is necessary to prevent light from being scattered by the air gap at the plastic
/ chart interface. Since oil has roughly the same refractive index as the plastic film,

1 The reflectance of the white portion is 0.80, making it light gray in color. However, we will follow
the convention of the industry in referring to this as white.
2 Note that ASTM D2805 specifies a somewhat higher contrast ratio target of 0.97.
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light passing between the two is unperturbed. This process is known as bringing the
plastic film into optical contact with the opacity chart.

Limitations

While this test is simple, both in concept and practice, it does make several crucial
assumptions that are often violated without recognition by the tester, and it can be
used in a misleading way to minimize opacity differences that may be important in
actual end-use applications. The most important of these assumptions is that the film
thickness is the same for all paints being tested. This is because contrast ratio is not
solely a property of the paint itself but is also a property of the drawdown thickness.
Obviously, a thicker film will have a higher contrast ratio than a thinner film of the
same paint.

The requirement for a constant film thickness is often addressed by using the
same drawdown blade for all paints. In cases where accuracy is critical, two paints
will often be drawn down side-by-side on the same drawdown card. In this way,
any inaccuracies due to variability in the speed at which the paint is drawn down or
due to variability in drying conditions of the paint film are thought to be avoided. In
addition, this facilitates direct comparison by eye between the paints.

Unfortunately, the situation is more complex than this. It is commonly believed in
the coatings industry that the wet film thickness of a drawdown is determined only
by the gap in the drawdown blade and that this thickness is equal to the drawdown
clearance. Neither of these beliefs is correct. The actual wet film thickness of a draw-
down is, in fact, roughly half the gap clearance. This would be of little consequence
if that thickness was identical for all paints, but this is not the case. The rheology
of the paint has a strong effect on the wet film thickness, with more viscous paints
giving a thicker wet film than less viscous paints.3

As an indicator of how widely the wet film thickness can vary from one paint to
another, we show in Fig. 13.2 a histogram of the wet film thicknesses of 246 similar
paints (differing only in the relative amounts of extender and TiO2 pigment) drawn
down by an automated draw down apparatus using the same blade for all drawdowns.
For these paints, the wet film thicknesses were between 67.0 and 86.6 microns, a
range of 22%. Since total scattering (SX) is equally sensitive to scattering strength
(S) and film thickness (X), a 22% variation in film thickness would be interpreted

3 This can explainwhy adding nanoparticle extenders to some paints can seemingly improve opacity.
The mechanism claimed for these opacity improvements is better spacing of the TiO2 particles,
whichwould increase their scattering efficiencies.However, small particles are known to increase the
viscosity of paints (and are often used for this purpose), and if the paint viscosity after nanoparticle
addition is not adjusted to the original viscosity, then a thicker drawdown can result. Of course,
such an increase in thickness will increase the opacity of the film, but not because of better TiO2
particle spacing. On a spread rate or coverage basis (square meters per liter of paint at complete
opacity), there is no improvement in opacity.
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Fig. 13.2 Histogram of the wet film thicknesses of 246 similar paints

as a 22% variation in light scattering strength if we were to assume that all film
thicknesses were the same.

A second issue with contrast ratio is that while it is determined by paint opacity,
it cannot distinguish between opacity due to light scattering and that due to light
absorption. Two paints may have the same contrast ratio, but different brightnesses.
This is illustrated in Fig. 13.3, which shows a comparison of two films with identical
contrast ratios but different brightnesses. We may conclude that the performances
of the two paints are identical, since the contrast ratios are the same, but such a
comparison is invalid since the paints look different. Consumers don’t simply desire
high hiding, they desire high hiding with the specific color of their choice. As such,
comparing the performance of paints with different colors (or brightnesses) is not
relevant. If hiding efficiencywere the only criteria for choosing a paint, then all paints
would be black. This is, of course, not acceptable for most applications.

A third shortcoming of the contrast ratio test is that while one can quantify differ-
ences between the hiding abilities of different paints, these results do not give guid-
ance as to how to change the paint film to achieve a certain level of improvement.
That is, one paint film may be shown to be less opaque than another under certain
application conditions, but the contrast ratio provides no quantitative information as
to how much the opacity properties of the lower opacity film must be changed to
equal the other film. For example, we do not learn from contrast ratio how much
thicker a film must be made to achieve complete opacity, or how much stronger
either the light absorption or the light scattering must be made to do so (or what
combination of the two will give complete opacity).

A final problem with the contrast ratio test is that it is prone to either intentional
or unintentional misuse. There is a truism that any paint or plastic film can be opaque
as long as the film is thick enough. If we are comparing the opacity of a low-quality
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Fig. 13.3 Two paint films
with the same contrast ratio.
The brightness (R∞,
discussed below) of the top
paint is 0.96 while that of the
bottom paint is 0.67

paint to that of a high-quality paint, we might find that the two are equally opaque
after six coats are applied. However, this is of no relevance to the paint consumer,
who is expecting complete opacity with a single or, at most, double coating of the
paint. At these lower film thicknesses, there is likely to be a significant difference in
opacity between the high- and low-quality paints.

This is relevant to the contrast ratio test because the contrast ratio of two films
can be close to one another even if the true opacities of the two paints, measured, for
example, as square meters covered per liter of paint, are quite different. This occurs
when the paints are applied too thickly. As an example, Table 13.1 shows the contrast
ratios reported in an extender advertisement for a series of paints for which some of
the TiO2 is replaced with the advertised extender. We see that the contrast ratio of the
reference paint, at 0.997, is only slightly higher than the contrast ratio of the paint
made with a 10% replacement of TiO2 (0.993). Such a difference in contrast ratio
would be impossible to see by eye, suggesting that the opacities of the two paints are
functionally equivalent.

However, it is clear from the contrast ratio values that these paints were applied at
a much greater thickness than is needed for complete opacity. While the difference

Table 13.1 Contrast ratio
measurements on two paints

% TiO2 replacement Contrast ratio

Reference 0.997

10% 0.993
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Fig. 13.4 Contrast ratio as a function of relative film thickness for a white paint

in contrast ratios between complete hide (0.980) and measured hide for the reference
paint as applied (0.997) is less than 2.0%, the applied film was more than double the
thickness needed for complete hide (see below).

We can see this in Fig. 13.4. Here, we plot the calculated contrast ratio of a
white paint as a function of film thickness (blue curve).4 On this chart, we locate the
original drawdown contrast ratio with a red line and see that the relative thickness is
25 units. The location of the modified paint, with a contrast ratio of 0.993, is shown
with a blue line. We would achieve the same contrast ratio—0.993—by applying the
reference paint at a relative thickness of 18 units. That is, we could either reduce
cost by replacing 10% of the TiO2 with the special extender, or by applying a film
that is 28% thinner, reducing the entire cost of coverage by 28%. These two options
give identical contrast ratios. To complete our analysis, we note that a relative film
thickness of only 11 units (44% of the actual thickness used) is needed to provide a
complete hide for the reference paint. Even this is too thick for a valid contrast ratio
test—as mentioned above, the ideal thickness for this test is one that gives a contrast
ratio between 0.92 and 0.95.

Spread Rate

The various limitations of the contrast ratio test, as outlined above, can be remedied in
a straightforward manner by adding two steps to the analysis of the paint drawdown.
The first is to measure the thickness of the wet film, and the second is to make

4 An R∞ value of 0.95 was used to generate this graph.
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additional computations beyond simply taking the ratio of two reflectances. These
additional computations are complex, but they are easily amenable to incorporation
into a spreadsheet or other program, allowing them to be automatically calculated
from the properties of the drawdown.

The additional information gained from this procedure, described below, is
twofold: first, we can calculate the spread rate of the paint, which is defined as
the area covered at full hide by a certain volume of paint, typically reported in m2/l
or ft2/gallon. These values were used in Chap. 4 to quantify the scattering strength
of TiO2 particles in white paints (where light absorption is negligible). Second, we
can calculate the expected change in spread rate if we were to modify the paint by
changing its scattering and/or the absorption strengths.

Before describing the calculations involved in this procedure, we will outline the
steps we will follow:

1. Paint is applied to a black and white card at a thickness that gives a contrast
ratio between 0.90 and 0.95.

2. The weight of the wet paint and the area it covers are determined.
3. Based on the weight of wet paint, the area it covers, and the density of the

wet paint, the volume of paint applied and the wet thickness of the film are
calculated.

4. Using the volume of paint applied and the area covered, the application rate of
the drawdown is calculated (this is the area that a unit volume of paint, such as
one liter, will cover at the same thickness as the drawdown).

5. Reflectance over the black and white portions of the card is measured and the
contrast ratio is calculated.

6. These parameters are then entered into equations that are then solved to give
the spread rate of the paint (the area that a unit volume of paint will cover at
complete hide, defined as a contrast ratio of 0.98), as well as the absorption and
scattering strengths of the paint (abbreviated as K and S).

Kubelka–Munk Framework

In Chap. 3, we described the theoretical scattering power of a single, isolated particle
surrounded by either air or resin (this was termed “Mie scattering”). However, in
Chap. 4, we saw that scattering efficiency is significantly decreased when other parti-
cles are nearby (this was termed “dependent scattering”). To demonstrate this effect,
in that chapter we showed the measured light scattering strengths of white paints
(i.e., paints for which light scattering was much stronger than light absorption) as a
function of a number of paint parameters. We did not, however, describe how these
scattering strengths were measured. Separately, in Chap. 8, we discussed the ability
of color pigment particles to absorb visible light. In that discussion, we considered
the effects of the intrinsic absorption strength of the material, its concentration, and
its thickness on the total amount of light absorbed.
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Fig. 13.5 The
Kubelka–Munk model. The
total film thickness is X and
the thickness of a thin layer
is dX

Although we have so far considered light scattering and light absorption sepa-
rately, in nearly all paints, (and plastics) both occur together, and it is their combi-
nation that determines opacity. In the 1930s, German physicists Paul Kubelka and
Franz Munk developed a system for measuring light absorption and light scattering
simultaneously in a paint film [1]. Their approach was to ignore the fact that both of
these processes involve interactions with individual particles and instead treat them
as intrinsic properties of a volume of paint film.

By making this simplifying assumption, Kubelka and Munk derived a series of
powerful equations that describe the optical properties of a paint. These equations can
be used to calculate the light scattering and light absorption strengths of a paint, the
opacity of any thickness of that paint (or, conversely, the film thickness required for
any desired opacity), and the effect of changing the light scattering or light absorption
strengths on paint opacity. In addition, these equations can be used to calculate the
color resulting frommixtures of individual colorants or paints (this will be discussed
in detail in Chap. 15).

The Kubelka–Munk approach is based on an accounting of the amount of light
entering and exiting a thin layer within a paint film over a short period of time
(Fig. 13.5) [2]. During this time, light will enter this thin layer both through the lower
boundary of the layer (light moving toward the substrate) and the upper boundary of
the layer (light moving toward the film surface). This is shown by the blue arrows in
Fig. 13.5. Similarly, some light will exit this layer through both the upper and lower
boundaries (the red arrows in Fig. 13.5), and, finally, some light within the layer will
be absorbed (the gray region in Fig. 13.5).

Kubelka andMunk were able to model the interactions between the paint film and
light by making some simplifying assumptions. These are that the light striking and
within the film is diffuse (that is, the intensity of light traveling in every direction
is the same), that there are no special interactions (such as reflection) at the film/air
and film/substrate interfaces, that the film is homogenous (which ignores that it is
discrete particles that interact with light), that these particles are evenly distributed
throughout the film, and that the film thickness is much greater than the thin layer
thickness.
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These assumptions are not true for every paint film, and it must be emphasized that
the results of the Kubelka–Munk analysis are only as sound as the assumptions going
into them. For example, the light striking a paint is rarely diffuse. In addition, very
thin paint films might not be thick enough for the light to randomize. Similarly, in
very dark films, all of the light could be absorbed before it is randomized. Moreover,
a significant amount of light can reflect from the film surface, both as the light
enters the film and as it exits the film. Despite the limitations of these assumptions,
the Kubelka–Munk analysis of most paint films is valid, at least for comparison
purposes.

Application of the Kubelka–Munk Equations to Spread Rate

The general procedure for using the Kubelka–Munk equations to determine opacity
and spread rate is given inASTMandDIN specifications [3, 4].Here,wewill describe
the underlying basis of these procedures.

The Kubelka–Munk assumptions described above lead to a set of differential
equations. There are two ways of approaches for solving these equations, an expo-
nential approach [1] and a hyperbolic approach [5]. The two approaches each result
in several mathematical equations relating reflectance, film thickness, light absorp-
tion, and light scattering. For the practical application of this model to paint opacity
and hiding power, we use the hyperbolic approach andmany of the equations derived
from it.

Application Rate as Drawndown

The starting point for using the Kubelka–Munk equations to calculate the spread rate
of a paint at complete hide is to draw a paint down at a thickness with incomplete hide
on a black andwhite chart. This thickness is chosen to give a contrast ratio in the range
of 0.90 to 0.95. In addition to measuring the reflectance values over the black and
white portions of the card after the paint dries, we also must determine the coverage,
or application rate, of the paint at the thickness it is drawn down. Application rate
is defined as the area covered by a unit volume of paint. This is typically given in
units of m2/l or ft2/gallon. Note that the application rate is a function entirely of the
drawdown and is not a property of the paint itself.

To calculate the application rate, we must first determine the volume of the wet
paint and the area that this volume covers. We determine the volume of the film using
the weight of the film and the density of the paint (which must be either measured
separately or determined based on the paint composition). We measure the area
covered by this volume of paint with a ruler, after the paint has dried.

From the density of the liquid paint and the weight of the wet paint applied to the
panel, we can easily calculate its volume in ml:
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ml paint =

(
paint weight(g)

paint density(g/ml)

)
(13.1)

ml paint = 8.3454x

(
paint weight(g)

paint density(lb/gal)

)
(13.2)

The thickness of the wet paint, in microns or in mils (thousandths of an inch), is

X(micron) = 10, 000x

(
volume paint (ml)

area(square cm)

)
(13.3)

X(mil) = 61.0273x
(

volume paint(ml)
area(square inches)

)

X(mil) = 61.0273x

(
volume paint(ml)

area (square inches)

)
(13.4)

Finally, we can calculate the application rate of the drawdown as follows:

Application Rate
(
m2/ l

) = 0.1x

(
area (square centimeters)

paint weight(g)/paint density(g/ml)

)
(13.5)

Application Rate
(
f t2/gal

) = 3.15x(
area(square inches)

paint weight(g)/paint density(lb/gal)

)
(13.6)

In these equations, a lower case “x” indicates multiplication while an upper case
“X” is film thickness.

Calculation of SX and KX

The next step in determining the spread rate of a paint is to measure the reflectance
values of the dry paint over the two portions of the drawdown card. From these
reflectances, we can calculate the total absorption and scattering strengths, KX and
SX, by using two secondary, or “helper”, parameters, a and b:

a = 1

2

[
R + Ro − R + Rg

RoRg

]
(13.7)

where

R = reflectance over the white part of the drawdown card,

Ro = reflectance over the black part of the drawdown card, and



450 13 Measurement of the Optical Properties of Paints and Plastics

Rg = reflectance of the white part of the card before application of the paint

b =
√
a2 − 1 (13.8)

In Chap. 6, we measured R at each wavelength interval to characterize the absorp-
tion spectrum (and color) of a paint (this was done at complete hide; that is, we
measured R∞, as described below, at each wavelength interval). In Eq. 13.7 and
those that follow, the R value represents reflectance over the entire visible spectrum
and is typically measured as the tristimulus Y value of the paint at full hide.

In Eq. 13.7, Rg refers to the reflectance of the white portion of the drawdown
card prior to paint application. It is useful that some light be absorbed by the “white”
portion of this card as this will allow the amount of light that passes through the paint
film to the substrate to be calculated. The value of Rg for standard drawdown cards is
0.80. However, there can be variability from this value, and it is recommended that
the Rg for each card be measured at six locations prior to draw down and that the
average of these reflectances be used in these equations.

We can calculate the value of SX as a function of a, b and the reflectance over the
black portion of the card (Ro) as follows:

SX = 1

b
Arctgh

[
1 − aRo

bRo

]
(13.9)

where “Arctgh” is the hyperbolic arc-cotangent function (coth−1).
We can calculate KX as

KX = SX(a − 1) (13.10)

Reflectance of a Film at “Infinite” Thickness—R∞

Before moving to the calculation of spread rate, it is helpful to introduce the concept
ofR∞ and the very useful diagramdeveloped byDeane Judd, a pioneer in paint optics,
in 1937 [6]. This diagram was developed prior to the ready availability of calculators
and computers to graphically estimate the solutions of the Kubelka–Munk equations,
greatly reducing the amount of work necessary to calculate the K, S, and spread rate
properties of a paint.

To define R∞, we begin by imagining a series of drawdowns of the same paint
at different film thicknesses onto black and white cards. For the thinner films, we
are able to see a difference in reflectance over the two parts of the card. As the film
becomes thicker, the magnitude of this difference decreases until, at some point, the
two areas of the cards appear the same (Ro = R). We refer to this reflectance as R∞
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(“R infinity”) and define the thickness for this drawdown as X∞ (“X infinity”). Note
that not only do the two areas of the film appear identical, but any film drawn down
at a greater thickness will appear the same as the film drawn down at X∞.

The physical implication of X∞ is that all of the light entering a film of this thick-
ness or greater is either reflected back out of the film or is absorbed by components of
it before it reaches the substrate. Since no light reaches the substrate, the appearance
of the film over any the substrate will look the same. The reflectance at a thickness
of X∞ or above (R∞) is determined by the balance between the light absorption (K)
and light scattering (S) within the film. Obviously, when the ratio K/S is high, the
film is dark, while when it is low, the film is light. For this reason, the R∞ value is
often referred to as the brightness or reflectivity of the film.

The relationship between K, S, and R∞ is given by Eq. 13.11:

R∞ = 1 + K

S
−

√(
k2

S2

)
+ 2

K

S
(13.11)

This equation can be rearranged to give perhaps the most widely known of the
Kubelka–Munk equations:

K

S
= (R∞ − 1)2

2R∞
(13.12)

It is impossible to ensure that every photon that enters a film does not pass through
it and strike the substrate, regardless of how thick that film is. R∞ is therefore a value
that can be approached asymptotically but never quite achieved. Because of this, no
paint can have a truly complete hide. However, by long-established convention, a
paint is considered to have a complete hide when its contrast ratio is 0.98 (or above)
[7]. This value was chosen based on the ability of the average human eye to discern
a difference in reflectance between the paint over the white section of the card and
the paint over the black section. By definition, a film that has a contrast ratio of 0.98
or above is infinitely thick.

Like S and K, R∞ is a fundamental property of the paint itself and not of any
particular drawdown. That is, while the R and Ro reflectances of paint drawndowns
will vary with film thickness, the R∞ value is the same for all drawdowns, regardless
of thickness, of that paint.

The Judd Graph

While the intention of this chapter is to show how the opacity properties of a paint
film can be calculated based on that film’s optical properties, it is worthwhile at this
juncture to consider a very useful graphical approach to this problem, the so-called
Judd Graph. This graph is shown in Fig. 13.6. Here, we plot two easily measured
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Fig. 13.6 Judd Graph
relating Cr and Ro to SX and
R∞. The Rg value is 0.80 (as
indicated by the designation
“C0.80” on the X-axis)

film properties—Ro on the Y-axis and contrast ratio on the X-axis—and read from
the graph two properties that are difficult to calculate, at least by hand—SX and R∞.

As an example, consider a paint drawdown that has a Ro value of 0.78 and an R
value of 0.83 on a card with a white background reflectance value (Rg) of 0.80. From
these reflectance values, we calculate the contrast ratio to be 0.94 (0.78/0.83). Using
the black rectilinear lines in Fig. 13.6, we place this drawdown information on the
graph as a green circle. We can estimate the SX value of this film using the family
of red curves as a guide. This value is between 4.0 and 5.0, and closer to 5.0, and
we might estimate it to be 4.6. Likewise, the R∞ value can be estimated using the
family of blue lines, and here we see the data point lies between R∞ values of 0.80
and 0.85, and we might estimate it to be 0.84.

Drawdowns of the same paint at other thicknesses will all have the same R∞ value
as this drawdown (recall R∞ is a property of a paint, not of a drawdown), but different
SX values (because the X values are different, SX is a property of the drawdown
rather than the paint). Because the SX values are different, these drawdowns will
appear at different locations along the same R∞ line.

We can use this graph to estimate the spread rate of this paint at the complete hide.
We do this by following the R∞ line up and to the right, until it intersects the vertical
line at a contrast ratio of 0.98 (this is shown by a green arrow in Fig. 13.6). At the
intersection point (green X in this figure), we use the red SX curves to estimate an
SX value at the complete hide. Here, we might estimate it to be 7.5.

Before proceeding, note that the JuddGraph shown in Fig. 13.6 is calculated based
on an Rg value of 0.80. Rg values of actual drawdown cards may vary somewhat from
this value, but if the Rg value is close to 0.80, this version of the Judd Graph can be
used.

Since the original drawdown and the hypothetical drawdown at a contrast ratio of
0.98 (full hide) are made with the same paint, they must have the same S value (recall
S is a property of a paint rather than of a specific drawdown). Thus, the difference
in SX values between the drawdown (4.6) and the estimate of the paint at complete
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hide (7.5) is entirely due to the difference in film thickness (X). If we determined,
using Eq. 13.6, that the application rate of the film as drawn down (green circle in
Fig. 13.6) is 12.80 m2/l, then the spread rate at complete hide is this value times the
ratio of X values (4.6/7.5), or 7.85 m2/l.

Thehistorical importanceof the JuddGraph is difficult to overstate.WhenKubelka
andMunkfirst published theirwork, it was not immediately embraced by the coatings
industry [6]. This was not because the coatings industry did not think the analysis was
useful, but rather because the equations involved are so complex and their solutions
are far from simple to calculate, particularly with the computational tools available at
the time. The effort needed to solve Eqs. 13.9–13.12 was far too great to allow them
to be useful in, for example, quality control. Instead, their use was mainly limited
to fundamental and applied research labs. By deriving a graphical solution to these
complex equations, SX and R∞ could be determined in seconds.

Todaywe can quickly and accurately solve complexmathematical equations using
calculators and computers and so no longer rely on the Judd Graph. That said, this
graph continues to be very useful in mapping out the performance attributes of paints
and in visualizing complex relationships between paints, and this diagram still has
an important place in coatings science.

Calculation of Spread Rate

In the previous section,we graphically estimated the spread rate of a paint at complete
hide by using the JuddGraph to estimate the SX andR∞ value of a filmdrawn down at
incomplete hide and then extrapolating these values to other drawdown thicknesses.
In this section, we derive the equations that perform this task exactly, rather than
estimate it graphically.

Our solution uses the application rate as drawndown and the R and Ro values of
the drawdown. We begin by solving for SX using Eq. 13.9. While it is not apparent
from Eq. 13.7, a is a property of the paint, rather than of a drawdown. The same is
true for b. This can be seen in these alternative equations for a and b that are based
on other parameters that are properties of the paint:

a = 1

2

(
1

R∞
+ R∞

)
(13.13)

b = 1

2

(
1

R∞
− R∞

)
(13.14)

a − b = R∞ (13.15)

a + b = 1

R∞
(13.16)
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a =
(
S + K

S

)
(13.17)

Using the definition of contrast ratio, Cr (Cr = Ro/R), we can substitute Ro with
Cr times R in Eq. 13.7 and rearrange to get:

CrRgR
2 + (

Cr − 2aCrRg − 1
)
R + Rg = 0 (13.18)

Before proceeding, we must address the issue of which value of Rg we should
use in this (and subsequent) equations. It is important to use the measured Rg value
when calculating a in Eq. 13.7 so as to obtain the most accurate value of SX of the
film (Eq. 13.9). However, moving forward we will be calculating the appearances of
drawdowns, rather than measuring them. When doing so, it is critical that a common
Rg value be used in all calculations, since the contrast ratio of a drawdown is affected
by the Rg value. In theory, we could choose any value for Rg between 0 and 1, but
for our purposes, we will use a value of 0.80, since this is the value Judd used in his
graph and is typical of drawdown cards.

Returning to Eq. 13.18: The a parameter is constant for a given paint, and Rg

is assigned a value of 0.80, for the reasons discussed above. If we specify a value
for Cr (typically 0.98, the condition of complete hide), then R is the only unknown.
As written, Eq. 13.18 is a simple quadradic for R. We solve this using the standard
procedure to give

R = −(
Cr − 2aCrRg − 1

) ±
√(

Cr − 2aCrRg − 1
)2 − 4CrRg

2

2CrRg
(13.19)

There are two solutions for R. The equation using the positive root gives an R
value greater than 1, which is physically impossible (such a condition requires more
light to be reflected than actually strikes the film). We therefore use the negative root
of this equation to find R at complete hide:

R = −(
Cr − 2aCrRg − 1

) −
√(

Cr − 2aCrRg − 1
)2 − 4CrRg

2

2CrRg
(13.20)

With R in hand, it is trivial to calculate Ro at complete hide using the definition
of contrast ratio (Ro = RCr). This allows us to calculate the SX value at complete
hide using Eq. 13.9, since we now know a, b, and Ro.

Assuming the contrast ratio of the drawdown is between 0.90 and 0.95, which is
the target contrast ratio for this analysis, the SX values as drawndown and at complete
hide are different fromone another. Since S is constant, theXvaluesmust be different.
We calculate the spread rate at complete hide by multiplying the application rate as
drawndown by the ratio of SX values:
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Table 13.2 Comparison of estimated and calculated spread rates

Quantity Estimated from the Judd
Graph

Calculated Equation used

SX as drawn down 4.6 4.562 Equations 13.7, 13.8, 13.9

R∞ 0.84 0.837 Equation 13.11

Application rate as drawn
down

– given as 12.80 m2/l –

SX at complete hide 7.5 7.326 Equations 13.7, 13.8, 13.9

Spread rate at complete
hide

7.85 m2/l 7.97 m2/l Equation 13.21

Spread Rate (at complete hide) = Application Rate (as drawndown)

×
(

SX (as drawndown)

SX (at complete hide)

)
(13.21)

Similarly, we can calculate the film thickness at complete hiding as

X (at complete hide) = X (as drawndown) ×
(
SX (at complete hide)

SX (as drawndown)

)
(13.22)

Note that there is an inverse relationship between film thickness and spread rate—
as film thickness increases, spread rate decreases by the same factor.

We can solve the equations in this section for the paint described in the previous
section and compare the calculated values of SX, R∞, and spread rate at complete
hide to those read from the Judd Graph. This comparison is made in Table 13.2.

The spread rate at complete hide estimated from the Judd Graph is within 1.5% of
that calculated using theKubelka–Munk equations. This level of agreement is similar
to the experimental error expected for the spread rate procedure [3, 4], confirming
the validity of the Judd Graph.

Spread Rate at Another Value of R∞

It is often the case that we wish to evaluate the scattering abilities of a group of
paints that have different R∞ values. Directly comparing these paints is problematic
because their appearances will be different at complete hide (some paints will be
darker than others). We could correct for differences in paint brightness by toning all
paints to a common R∞, but this would be painstaking to do in practice. However,
we can do this mathematically by using the Kubelka–Munk equations to determine
the spread rate of the paints when toned to a common R∞ value.

This process is computationally straightforward and is based on the strategy used
to determine the spread rate at complete hide (described above). We will begin by
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using Eq. 13.9. In the previous section, we solved this equation using a and b values
from the original drawdown. We cannot do that here because our hypothetical toned
paints have different R∞ values than their untoned counterparts, so the values of a
and bwill be different for the toned and untoned paints (Eqs. 13.3–13.16). Instead, we
will calculate the a value of the toned paint using Eq. 13.13, and then solve Eq. 13.20
(again with Rg = 0.80) for the value of R of the toned paint at complete hide. We
can then solve for spread rate at complete hide using exactly the same procedure as
described above.

R∞ Values Greater Than 1.0

Consider a paint drawdown with a measured R value of 0.944 and a measured Ro

value of 0.85, giving a Cr value of 0.90. The location of this paint on the Judd graph
is shown as a green point in Fig. 13.7. This data point is noteworthy as it lies above
the line for R∞ = 1.0. Such a result is only possible if the light absorption coefficient,
K, is less than zero. This, in turn, is only possible if the film created light—that is,
rather than absorbing light, the film emits it. This can occur with the incorporation
of a fluorescing agent, but such a situation is extremely rare in practice.

Although it is theoretically impossible for a drawdown to have an R∞ value
greater than 1.0, such a result is occasionally seen in practice for very bright white
paints. This situation can arise for a number of reasons that can be classified into two
groups. The first is an experimental error in measuring the reflectance values. For
example, the light intensity-measuring equipment could be poorly calibrated. Even a
small departure from accurate calibration could lead to an R∞ value greater than 1.0
for paints that have very little light absorption (again, for very bright white paints).
Another source of experimental error is not correcting for Rg values that deviate from

Fig. 13.7 A data point with
an R∞ value greater than 1
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0.80. This source of error can be eliminated by measuring this value prior to use, as
described above.

The second potential group of causes for an R∞ value being greater than 1.0 is
a violation of one or more of the assumptions made in the Kubelka–Munk model.
As noted above, the model does not take into account the reflection of light at the
air/film and film/substrate interfaces. This can be problematic when comparing films
with widely different gloss values or indices of refraction. In addition, the model
assumes that the distributions of light scattering and light-absorbing particles are
even throughout the film, which may not be true in flocculated systems. Finally, the
model is based on the assumption that the light striking the film and within it is
diffuse—that is, moving in all directions equally. Even in a perfectly dispersed paint,
this assumption may be incorrect for the topmost layers of the film, where there
may not have been enough scattering events to randomize the direction of the light
entering the film from above. This complication would be most problematic for thin
films.

Because R∞ values greater than 1.0 are seen on occasion, it is worthwhile to
develop a strategy for dealing with this situation.

Before doing so, it is useful to discuss the implications of an R∞ value greater
than 1.0. As noted above, the K value for the film becomes negative. In addition, we
cannot calculate R∞ using Eq. 13.11, as the term within the radical (the radicand) is
negative. When solving for a using Eq. 13.7, we arrive at a value less than 1.0. This
prevents us from solving for b using Eq. 13.8, since the radicand in this equation will
also be negative.

For paints that have calculated R∞ values greater than one, we can estimate SX
by extrapolating the lines of constant SX in the Judd Graph to the region above R∞
= 1.0. This can easily be done visually, particularly if the departure from the R∞ =
1.0 curve is slight. However, calculating SX values in the R∞ = 1.0 curve is more
problematic, as we cannot use Eq. 13.11 due to the fact that b is undefined.

This computational issue is resolved by turning to the derivation of Eq. 13.9.
While this derivation is beyond the scope of this book, we note that one aspect of
it involves the solution of a quadratic equation. As was the case in the section on
spread rate at complete hide, there are two roots to such an equation. One root gives
an a value greater than one, leading to Eq. 13.9. The other root leads to an a value
less than one. It is this equation that will allow us to extend the lines of constant SX
to the region of the Judd graph above R∞ = 1.0. Solving for SX in the case of a
being less than one gives

SX = 1

b
Arctg

[
1 − aRo

bRo

]
(13.23)

where Arctg is the arc-cotangent function (cot−1).
In Eq. 13.23, a is calculated by Eq. 13.7, as before, and b is calculated as

b =
√
1 − a2 (13.24)
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Equations 13.23 and 13.24 may seem familiar—as they should. We can see that
they are very close to Eqs. 13.9 and 13.8, respectively, except the normal arc-
cotangent function is used in Eq. 13.23 (rather than the hyperbolic arc-cotangent
in Eq. 13.9), and the radicand in Eq. 13.24 is the negative counterpart of that in
Eq. 13.8.

Equation 13.23 can be solved for the data point in Fig. 13.7, and its solution is
depicted as the red dashed SX curve in this figure. Note that two equations are used
to generate this SX curve—the region below the R∞ = 1.0 curve is calculated using
Eq. 13.9 while the region above the R∞ = 1.0 line is calculated using Eq. 13.23.
Based on these equations, we calculate the SX value of this paint to be 4.68.

The SX value of any drawdown with R∞ > 1.0 can be calculated using Eqs. 13.26
and 13.27. However, solving for spread rate at complete hide (Cr = 0.98) when R∞
> 1.0 is not always possible. For points that are far above the R∞ = 1.0 curve, the
radicand in Eq. 13.20 becomes negative, and R becomes undefined.We can therefore
solve Eq. 13.20 only when the following condition is satisfied:

(Cr − 2aCrRg − 1)2 ≥ 4CrR
2
g (13.25)

As noted above, when R∞ > 1.0, the a value is less than one. As we move to
greater distances from the R∞ = 1.0 curve, the a value becomes progressively lower
and eventually becomes so low that the radicand in Eq. 13.20 becomes negative (i.e.,
the condition described by Eq. 13.25 is no longer satisfied). This transition occurs
when

a =
2
(√

CrR2
g

)
− 1 + Cr

2CrRg
(13.26)

For an Rg value of 0.80 and a contrast ratio of 0.98 (i. e., at full hide on a standard
black and white card), a cannot be below 0.9973974 if we are to solve for spread
rate. It is the authors’ experience that this situation is rarely encountered in practice.
Should a drop below this value, it is probably because the film deviates greatly from
the Kubelka–Munk assumptions, in which case the analysis is likely to be invalid
anyway.

Examples and Commentary

By way of example, we will use the equations defined above to compare the spread
rates of four hypothetical paints. Reflectivity information for these paints, and the
optical properties derived from them, are given in Table 13.3. The location of these
paints on the Judd Graph is given in Fig. 13.8 (note that, strictly speaking, the
drawdowns of Paints C and D cannot be placed on this graph since their Rg values
are not 0.80. That said, the deviation of Rg from 0.80 is slight enough to allow us to
place these paints in Fig. 13.8).
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Table 13.3 Optical properties for four paints

Row Property Units Paint Data source

A B C D

Paint and
drawdown
parameters

1 Paint
Density

g/l 1378 1378 1161 1161 Measured

3 Weight grams 3.76 3.76 3.01 3.01 Measured

4 Area cm2 350.0 350.0 350.0 350.0 Measured

5 Rg Unitless 0.80 0.80 0.82 0.82 Measured

6 Ro Unitless 0.83 0.85 0.81 0.82 Measured

7 R Unitless 0.87 0.89 0.90 0.93 Measured

As drawn
down

8 Contrast
Ratio

Unitless 0.954 0.950 0.900 0.882 = Ro/R

9 SX Unitless 5.892 6.154 4.231 4.067 Equation 13.9

10 KX Unitless 0.043 0.017 −0.002 −0.029 Equation 13.10

11 A Unitless 1.0073 1.0028 0.9995 0.9930 Equation 13.7

12 B Unitless 0.1210 0.0744 0.0305 0.1185 Equation 13.8
or 13.24

13 R∞ Unitless 0.886 0.928 XXX13.1 XXX13.1 Equation 13.11

14 X microns 78.0 78.0 74.2 74.2 Equation 13.4

15 S microns−1 0.0755 0.0789 0.0570 0.0548 = SX/X

16 Application
Rate

m2/l 12.84 12.84 13.50 13.50 Equation 13.5

At
complete
hide
(CR =
0.98)

17 Contrast
Ratio

Unitless 0.980 0.980 0.980 0.980 Assumed

18 Rg Unitless 0.800 0.800 0.800 0.800 Assumed

19 Ro Unitless 0.861 0.893 0.928 XXX13.1 = R·CR

20 R Unitless 0.878 0.911 0.947 XXX13.1 Equation 13.20

21 SX Unitless 8.708 10.095 12.152 XXX13.1 Equation 13.9

22 KX Unitless 0.063 0.028 −0.006 XXX13.1 Equation 13.10

23 A Unitless 1.0073 1.0028 0.9995 0.9930 Equation 13.7

24 b Unitless 0.1210 0.0744 0.0305 0.1185 Equation 13.8
or 13.24

25 X
(thickness)

microns 115.3 128.0 212.9 XXX13.1 Equation 13.22

26 Spread
Rate

m2/l 8.69 7.83 4.69 XXX13.1 Equation 13.21

Hiding at
new R∞

27 Target R∞ Unitless 0.899 0.899 0.899 0.899 Assumed

28 Contrast
Ratio

Unitless 0.980 0.980 0.980 0.980 Assumed

29 Rg Unitless 0.800 0.800 0.800 0.800 Assumed

(continued)
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Table 13.3 (continued)

Row Property Units Paint Data source

A B C D

30 Ro Unitless 0.871 0.871 0.871 0.871 = R•CR
31 R Unitless 0.889 0.889 0.889 0.889 Equation 13.20

32 SX Unitless 9.110 9.110 9.110 9.110 Equation 13.9

33 KX Unitless 0.052 0.052 0.052 0.052 Equation 13.10

34 a Unitless 1.0057 1.0057 1.0057 1.0057 Equation 13.7

35 b Unitless 0.1067 0.1067 0.1067 0.1067 Equation 13.8
or 13.24

36 X
(thickness)

microns 120.6 115.3 159.5 165.9 Equation 13.22

37 Spread
Rate

m2/l 8.30 8.66 6.26 6.04 = Row 26 x
(Row 25/Row
36)

13.1Incalculable

Fig. 13.8 Judd Graph for the four paints described in the table

As can be seen in Fig. 13.8 and Row 13 in Table 13.3, and confirmed by Eq. 13.11,
the R∞ values for Paints A and B are less than 1.0 while those for Paints C and D
are greater than 1.0. Paint C falls close enough to the R∞ = 1.0 curve that we can
calculate its spread rate at complete hide, while the location of Paint D on the Judd
Graph is far enough from the R∞ = 1.0 curve that we cannot do this (Row 26).

The spread rates of Paints A and B at full hide (Row 26 in Table 13.3) show that,
despite the fact that Paint B has greater scattering (Row 15), Paint A has a greater
spread rate. This is because the R∞ values of the two paints are different (Row 13):
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Paint A is darker (lower R∞) and its greater opacity is due to it having more light
absorption than Paint B (Row 10).

Note that all paints, when adjusted to a common R∞ value of 0.90 and calculated
at full hide (contrast ratio of 0.98), fall at the same location in the Judd Graph (large
circle in Fig. 13.8). This means that the appearance (brightness) of these drawdowns
would be identical to one another. As shown in Row 32, and by virtue of the fact that
these drawdowns fall on the same point on the Judd Graph, under these conditions,
the SX values of all the paints are also identical, as are their R∞ values (Row 27), a
values (Row 34), and b values (Row 35) values. Although the SX values are identical,
the S values are different. This results in the film thickness for complete hide being
different (Row 36), leading to the different spread rates at equal brightness (Row 37).

Applied Hide

In the previous section,we saw that theKubelka–Munkequations link the reflectances
of a paint film over both black and white backgrounds, the film thickness, and the
absorption and scattering strengths of the paint (K and S).We used these equations to
determine what we will call here the “intrinsic” hiding power of a paint, as expressed
by the spread rate of the paint at the full hide. An important aspect of this analysis is
that themeasurements are on films that are uniformly applied by a blade or drawdown
applicator. Film thickness uniformity is necessary if we are to have a single value for
X with which to work.

In real-world applications, particularly those for which the paint is applied with a
brush or roller, film thickness typically varies across the substrate in a series of peaks
and valleys. This is seen as brush marks for paints applied by brush and stipple (also
known as texture or roller marks) for paints applied by roller. Here, the meaning of
film thickness and complete hide becomes uncertain—dowe define spread rate based
on the average film thickness needed for complete hide (i.e., measured as described
in the previous section), or when the thinnest portions of the film are thick enough to
obscure the substrate completely, or at some point in between? Dowe report different
spread rates for different types of applicators—brush versus roller, short versus long
nap lengths on the roller, etc.? As we discuss this complication, we will refer to the
perceived opacity of a paint film as applied by the intended applicator as being the
“applied hide” of that film [8].

Intuitively we would expect that, at equal application rates, the uniformity of the
film thickness would affect its perceived opacity, since a non-uniform application
would result in some areas of the film being thicker than needed for complete hide
and other areas being thinner than needed. The excess paint in the thick areas does
not alter the appearance of those areas—as discussed when we defined X∞, all paint
films above the thickness necessary for complete hidewill appear the same.However,
the deficit of paint in the thin areas leads to partial transparency of the film, with
the substrate surface being detectible in these areas. Because of this, we expect the
perceived opacity (and spread rate) from a given volume of paint to be greatest for
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an even film applied by a blade applicator and lower for an uneven film applied by
a brush or roller.

Traditional Methods to Assess the Applied Hiding
of an Architectural Coating

The applied hiding power of an architectural coating can be assessed as described in
ASTM D5150. Here, the paint is applied by a roller or a brush ontp a panel with six
stripes going from light gray to black (see Fig. 13.9 for a white paint). The hiding
power of the applied coatings is rated as the number of the darkest stripe that is
completely (or almost completely) obscured, at a specified thickness or spread rate.

Although this rating appears straightforward, there are several limitations associ-
ated with the method:

(1) When one applies a paint with a roller or a brush, it is very difficult to accurately
control the applied thickness, hence the hiding power might differ from one
area to the other.

(2) The assessment of which strips are completely covered is determined by eye
and so is very subjective.

(3) Comparing paints with different flow characteristics (different formation of
peaks and valleys) is very difficult and also subjective.

In practice, paint producers have several variants of this method. One that is seen
on a regular basis is that a trained applicator applies the paint on a (partially) black
substrate. After drying, panels are rated versus a set of numbered reference panels

Fig. 13.9 Application panel used to determine the applied hiding power as described in ASTM
5150. A white paint has been applied to this panel. The rating for this paint is 3
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Fig. 13.10 Applied hiding panels of the same paint, applied by five different trained painters. The
numbers represent the rating given by each painter of their own panel, and the order of the panels
goes from poorest hiding (left) to highest hiding (right)

that span the range from very poor hiding to very good hiding. If the result is very
close to the reference panel number 8, the test panel is given a rating of 8. However,
there is some ambiguity and there are inconsistencies in how to rate a test panel that
lies between two reference panels—this is, these variants of the ASTM method do
not overcome the limitations of the original method.

This issue is illustrated by an experiment in which five trained painters were
asked to apply the same paint to a gray substrate and to independently rate their
results against the same set of reference panels. The panels, as well as the ratings, are
shown in Fig. 13.10. If the method was very reproducible, we would expect the same
result (both in terms of visual appearance and rating) for the five painters. Clearly,
this is not the case.

Two observations can be made from this small series of panels. First, although
the paint, rollers, substrates, drying conditions, etc., were all identical, it is clear that
there is a high degree of visual variability between the panels. The second observation
is that there is not only variation in the visual appearance of the panels, but also in the
perceived rating by the painters. Importantly, there is a complete lack of correlation
between the visual appearance of the panel (demonstrated by the panel order from
left to right in Fig. 13.10) and its assigned rating.

It is clear from even this limited assessment that the rated panel method suffers a
high level of variability. To overcome this deficiency, a new test, based on the objec-
tive measurement of the panel appearance using an image scanner and algorithmic-
based analysis of the measured data, was developed [8]. This test is described in the
following section.

An Alternative Method for Applied Hide

Any alternative method for applied hide analysis cannot be based on appearance
as determined by the eye and must instead be read by an instrument. A typical
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colorimeter cannot be used to make this assessment as it measures only a limited
area of the sample (the aperture of the colorimeter is typically a few cm2), and our
interest is in the appearance uniformity across the entire painted surface. In addition,
these instruments can only give an average value of opacity over this area while we
are interested instead in the variability of opacity. This variability, which is due to the
peaks and valleys in the paint film, is over a much smaller scale than the colorimeter
can resolve.

To overcome the low resolution and the limited investigated surface area when
using a colorimeter, a commercial, high-resolution flat-bed scanner (A3 format) can
be used to measure the color (reflectance) of every pixel of the painted panel.
Figure 13.11 shows schematically the technique and example results.

The pixels with reflectance values equal to R∞ are fully hiding and are indicated
in bright green in Fig. 13.11. As the scanner is more sensitive than the average
human eye, the pixels with reflectance values close, but not equal, to R∞ will also
be perceived as fully hiding. These pixels are indicated in pale green in this figure.
However, as the reflectance values deviatemore significantly fromR∞, the pixelswill
be visually perceived as being different than R∞. These pixels can be grouped into
three additional classes: pixels with moderate hiding power (orange in Fig. 13.11),
low hiding power (red), and very low hiding power (black), and the number (or
percentage) of the pixels in each class can be calculated. We now can define the
applied hiding as the percentage of pixels that are at least moderately hiding (pixels
in yellow, light green, and dark green). In Fig. 13.11, this represents about 80% of
the covered area.

The Kubelka–Munk equations for each pixel can be solved by knowing the
reflectance value of the pixel and the Kubelka–Munk parameters (K and S) from

Fig. 13.11 Schematic representation of the scanning method to quantify the applied hiding and to
generate a 3D image of the scanned panel
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the intrinsic hiding power test (discussed earlier in this chapter). From this, we can
determine the film thickness, Xi, for every pixel. Plotting this thickness results in
a three-dimensional image from which the distribution of thicknesses across the
scanned surface can be calculated. Note that in this procedure, the Kubelka–Munk
equations are used in two different ways: First, to determine the intrinsic hiding
power, K and S, starting from a measured film thickness and reflectance values from
a uniform drawdown, and second, to calculate the thickness value Xi for each pixel
in the roller or brush applied film using from the measured reflectances and the
calculated K and S.

As a verification of this approach, a paint was applied with a drawdown bar with
stepped clearances (Fig. 13.12). Figure 13.12a shows the drawdown card used in this
test, and Fig. 13.12b shows the profilometer profiles of the paint over the black and

Fig. 13.12 a Drawdown of an architectural coating with a drawdown bar with stepped clearances
from 75 to 300 micron in steps of 25 micron. b Calculated wet film thickness values using the
applied hide methodology and adjusted thicknesses as measured by profilometry
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white portions of the card as well as the dry film thickness values calculated from
the scan as described in Fig. 13.11.

As the thicknesses are all expressed as wet film thickness, a correction is applied
taking into account the volume solids of the paint. As can be seen, there is excellent
agreement between the thickness measured via a profilometer (after correction for
the volume solids) and the thickness calculated via the scanner and the Kubelka–
Munk equations. Note there is a significant discrepancy between the clearances X-
axis values) and the actual wet film thicknesses (Y-axis values), as discussed in the
section on contrast ratio limitations above, that is attributed to the rheology of the
paint.

Applied Hide Example

As an example of the effect of average film thickness on applied hide, a wall paint
was loaded onto a roller and applied to a series of six black opacity charts without
reloading between applications. Panels were weighed before and after application
to determine the amount of applied paint. Knowing the density and the surface area
of the panel, the average thickness of the paint can be calculated as indicated in
Fig. 13.13.

Figure 13.13 shows that initially (left image in this figure) the paint hides the
black substrate quite well. However, as the number of painted panels increases, less
paint is transferred from the roller to the substrate. As a result, the thickness of the
layer decreases, and the black surface becomes increasingly visible. The lower part
of the figure is the translation of the visual image to the pseudo-color scale as defined
in a previous paragraph and shown in Fig. 13.11.

The bar chart in Fig. 13.14a shows the percent of the surface area of each hiding
classification for each panel shown in Fig. 13.13. The graph in Fig. 13.14b shows

Fig. 13.13 Application of a single roller load of a paint onto six black opacity charts. The leftmost
image is the first application, and the rightmost image is the sixth. The numbers shown are the
average wet film thicknesses of the coating. The upper part of each represents the visual images,
and lower shows the translation of each image into pseudo-color scale (see Fig. 13.11)
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Fig. 13.14 Image analysis
results for multiple
applications without
reloading roller. a Bar chart
showing the total surface of
the different hiding classes. b
Total percent of the surface
area classified as moderate
(yellow), perceived (light
green), and full (dark green)
hiding as a function of
average wet film thickness
for each drawdown

the total surface area covered at incomplete, perceived, and full hiding (defined in
Fig. 13.11) with the average thickness of the applied paint.

Figure 14b shows that about 43microns of wet film thickness are required to cover
50% of the surface area with at least moderate hide. We define this number as the
applied hiding power. This number is characteristic of a paint and roller combination,
and is independent on the amount of paint initially loaded onto the roller.

This is illustrated in a study in which two painters applied the same paint with the
same type of roller. Each painter loaded the roller and made seven applications onto
black opacity charts without reloading the roller. The resulting drawdowns are shown
in Fig. 13.15. As can be seen visually, there are significant differences between the
two drawdown series. Since the paint and roller are the same in each series, the only
remaining variable is the painter. Apparently, these painters had different techniques
and preferences for loading and applying paint by roller. This again illustrates the
difficulty in reproducibly applying paint by roller, as was also shown in Fig. 13.10.

Although the paint series clearly differed in appearance, when the panels were
scanned and the percent surface area with at least a moderate degree of hiding was
plotted versus the wet film thickness (Fig. 13.16), the results for both painters fell
on the same curve. In particular, the same wet film thickness—35 microns—was
necessary to give 50% of the surface with at least a moderate hiding. This is not
surprising since this coverage amount should be a property of the paint itself. This
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Fig. 13.15 Multiple rollouts of the same white paint onto a black substrate using the same roller,
as applied by two different professional painters

Fig. 13.16 Percent surface
area with moderate hiding
power for both painters

illustrates the high degree of reproducibility for this method of determining applied
hide.

Factors Affecting Applied Hide

Weexpect applied hiding power to be controlled by several paint and film parameters.
Obviously, it is dependent on the intrinsic hiding power of the paint. In addition, it
depends on the degree to which the applied paint thickness is uneven. We will call
this property the “structure” of the dry paint film, and we note that structure depends
primarily on the rheology (flow kinetics) of the paint and the exact nature of the
roller that is used to apply the paint. The effect of the latter is outside the scope of
this book. The drying kinetics (the so-called open times) are also important because
longer drying times providemore opportunity for the initially structuredpaint surface,
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Table 13.4 Overview of the properties that affect applied hiding power for four commercial paints

Property Paint A Paint B Paint C Paint D

Intrinsic hiding (m2/l) 14.6 11.6 15.3 12.3

Flow characteristic Pseudo plastic Newtonian Highly pseudoplastic Pseudo Plastic

Wet film thickness for
50% of the surface to
have moderate hiding
power

31 microns 40 microns 34 microns 44 microns

Fig. 13.17 Percent surface
area with moderate hiding
power as a function of the
wet film thickness for four
commercial paints

as formed by the roller, to flow and become even. Although drying kinetics play an
important role in the applied hide, this factor is also beyond the scope of this book
and will not be discussed here.

The importance of paint flow to applied hide was investigated using four commer-
cial paintswith different flow characteristics and intrinsic hiding powers (Table 13.4).
These four paints were applied and analyzed in a roll-out experiment as described
in the previous paragraph. The applied hide results for these paints are shown in
Fig. 13.17.

Figure 13.17 shows that the required wet film thickness to reach 50% surface
area of at least moderate coverage for these four paints ranges between 31 and 44
microns.5 Despite the high intrinsic hiding power of Paint C, more of it is required
to reach moderate coverage for 50% of the surface area than of Paint A, which has a
lower intrinsic hiding power. This is due to the very pseudoplastic behavior of Paint
C, which results in it having a very structured surface and larger variability in film
thickness. This, in turn, results in a relatively large area having poor coverage.

Paint B has the lowest intrinsic hiding but flows relatively well, resulting in an
even surface and a lower required wet film thickness than expected based on the other
paints. Paint A combines high intrinsic hiding with relatively good flow properties
resulting in the highest applied hiding power. Paint D, by contrast, has lower intrinsic
hiding and worse flow than Paint A, giving it the worst applied hiding power of the
series.

5 Note that these paints do not necessarily bracket the range generally seen for commercial paints
and that these values may vary largely for other paints.
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Paint Rheology

As suggested in the paragraph above, we expect the structure to be related to the
rheology of the liquid paint. If the paint flows freely under zero shear conditions (e.g.,
after application of the paint), then surface tension should eliminate irregularities in
wet film thickness, thereby minimizing structure and improving the applied hide.
However, the free flow of paint after an application is generally undesirable as it
results in sagging and running of the wet paint. This severely limits the amount of
paint that can be applied in a single application to vertical surfaces. The rheology
required for acceptable flow and leveling creates a trade-off between these properties
and applied hide.

Depending on the nature of the thickener and the interactions between the different
ingredients, the rheology profile of a paintwill be pseudoplastic,Newtonian, or some-
where between (Fig. 13.18). The viscosity of a true Newtonian liquid is independent
of the shear rate (green line in Fig. 13.18) while for a pseudoplastic paint the viscosity
will decrease significantly with increasing shear rate (shear thinning) following the
solid red line in Fig. 13.18. When the shear is removed, the viscosity will build up
again, following the dotted line.

The rheology profile of a paint has great significance in many of its application
properties. During the painting process, the shear rate increases to between 1000
and 10,000 s−1. A low viscosity in this domain provides easier application, but more
difficultly in achieving a sufficiently thick layer of paint for complete hide. A low
viscosity at low shear rates (0.1 s−1) can cause sagging if the paint is applied too
thickly while a high viscosity at low shear rates can result in poor leveling of the wet
paint. In this context, the leveling can be seen as the peaks filling the valleys. High
viscosity at very low shear rates (0.001 s−1) can prevent the settling of the paint on
storage. A paint formulator must invest much time and effort to find the right balance
between these different rheological parameters.

To illustrate the effect of rheology on applied hide, four paints were made with
exactly the same amounts of TiO2, extenders, resin, etc., but differing in the rheology
package. These were applied to panels, images of which are shown in Fig. 13.19.

Fig. 13.18 Schematic
representation of the two
archetypical rheology
profiles in coatings
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Fig. 13.19 Application of four paints with differing in rheology only. The numbers indicate the
average wet film thickness in microns

Paint A contains a Newtonian thickener, while Paint D contains a very pseudoplastic
thickener. The two paints in the middle contain thickeners that give intermediate
behaviors. All paints were brought to similar high shear (“ICI”) viscosities and
applied with the same roller type at roughly the same average wet film thickness
(ranging between 19 and 22 microns).

PaintD,with pseudoplastic rheology, shows ahighdegree of brightness variability,
with both very white areas and very dark areas. As the rheology becomes more
Newtonian (moving from right to left in Fig. 13.19), the variability in brightness
decreases, and the images become more uniformly gray.

Three-dimensional reconstructions of film thickness, using the same format as
Fig. 13.11, are shown in Fig. 13.20. While the average wet film thicknesses of the
paints are all close to 20microns, the peaks and valleys aremuchmore pronounced in
the pseudoplastic paint (Paint D) compared to the Newtonian paint (Paint A). Paints
B and C show intermediate levels of height variability. This observation is in line
with the proposition that the viscosity of a pseudoplastic paint drops during the roller
application (high shear) but builds after application (low shear), preventing the paint
from leveling during drying. The viscosity of the Newtonian paint, on the other hand,
remains relatively low throughout the application and drying process, allowing paint
to flow from patches of high thickness to those of low thickness. This results in a
more even thickness and so a more even opacity across the paint.

Figure 13.21 quantifies the degree of image uniformity in Fig. 13.19 using
histograms of the wet film thickness values for each pixel in these images. The
widths of these histograms correspond directly to image uniformity. As the rheolog-
ical behaviors of the paints become more Newtonian (i.e., in going from Paint D to
Paint A), the curves become sharper and the appearance of the paint more uniform.

The Newtonian paint (Paint A) has very few pixels with very thin (<10 micron) or
very thick (>40 micron) calculated thicknesses. By contrast, the pseudoplastic paint
(Paint D) shows a significant number of pixels at these two thickness extremes. It
is worth noting that pixels at either end of the thickness extremes are undesirable.
Obviously, those at the low end look dark, and so contribute directly to a non-uniform
appearance and a low applied hide. This contributes to a pattern of strong contrasts
in Paint D, which attracts the human eye and contributes strongly to the perception of
incomplete covering. On the other hand, while excessively thick regions do not look
different from other regions with acceptable hide, they represent a waste of paint.



472 13 Measurement of the Optical Properties of Paints and Plastics

Fig. 13.20 Three-dimensional representations of the four paints shown in Fig. 13.19. a Newtonian
rheology. b and c intermediate rheology. d pseudoplastic rheology

These pixels would look the same if a portion of paint was removed from them and
redistributed to areas of thin coverage.

The applied hide shown in Fig. 13.19 for Paint D is unacceptable for most paint
applications. This deficiency can be overcome in one of three ways. First, we could
apply a second coat of this paint. This would shift the histogram to higher thicknesses
and so reduce the number of overly thin pixels.6 While this results in acceptable
applied hide, it increases both the cost of labor (to apply a second coat7) and the cost
of coverage by the paint (to make a thicker coating).

6 Due to the nature of counting statistics, we would expect this effect to be somewhat offset by an
increase in curve width.
7 This may not be strictly true, since paints are physically more difficult to apply at a higher build,
and so this may slow the speed of the painter.
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Fig. 13.21 Histogram of the number of pixels at a certain wet film thickness for a paint with a
Newtonian rheology package (A), a pseudoplastic rheology package (D), and two intermediate
cases (B and C)

Alternatively, we can simply increase the film build—that is, increased the amount
of wet paint applied to the substrate during a single application. While this can be
done without increasing labor costs, it, too, suffers from an increased cost of raw
materials, due to the increase in average film thickness.

Finally, the rheological behavior of this paint can be made more Newtonian, to
sharpen the histogram curve without shifting its average.While this option maintains
the original average film thickness while increasing opacity, it is less costly than the
other alternatives. However, this leads to a greater sensitivity of the wet paint to
sagging, which limits film build. If the film build is restricted due to sag, then it must
be applied in two coats, increasing labor costs.

We see, then, that the formulator is challenged to find the best overall rheological
behavior to minimize non-uniformity in film thickness while maximizing the amount
of paint that can be applied in one application.

Tinting Strength

In a completely opaque film, all light entering the film is either redirected back from
it via light scattering before interacting with the substrate or is terminated within
the film by light absorption. The brightness of the film is determined by, among
other factors, the distance that the light travels within the film. This distance will be
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greater for films with weak light scattering than for films with strong light scattering,
and greater for films with weak light absorption than for films with strong light
absorption. Since high opacity is found when light scattering and light absorption
are at their highest, we can use the distance traveled through the film as a proxy for
opacity. Longer distances give lower opacity, since light penetrates more deeply into
the film as the path length increases.

Opacity can therefore be measured as the distance that the light travels within
a film. To directly measure this distance by tracing the paths of photons through
the film is impossible. However, a quite viable alternative is available to us—light
absorption. In Chap. 8, we discussed theBeer–Lambert law,which relates the amount
of light absorbed by an object to three parameters—the absorption strength of a unit
amount of light-absorbing material (colorant, for paints), the concentration of this
light-absorbing material, and the distance the light travels. This law is summarized
in Eq. 13.27:

Aλ = ελbC (13.27)

where Eλ is the absorption coefficient of the colorant, b is the path length through
the object, and C is the concentration of the colorant.

The relationship given in Eq. 13.27 suggests that film reflectance (brightness)
could be used as an indirect means ofmeasuring the average distance that light travels
through an opaque film. Because a tinted paint is required for this measurement,
it is referred to as a tinting strength test. We could, in theory, use the reflectance
measurement to calculate the actual distance that the light travels through the film.
However, this is a laborious and unnecessary task. Instead, this test is almost always
performed with a standard that has a defined tinting strength (typically an assigned
value of 100) [9].

Both absorption strength and scattering strength determine light penetration
distance, and so the tinting strength test can be used in twoways: either to compare the
light scattering abilities of different TiO2 samples or to compare the light absorption
abilities of different color pigment samples. The critical difference between these
two forms of testing is in how we attribute any differences in reflectance between
a test paint and the control paint. If we are comparing the performance of TiO2

pigments, say two batches of the same pigment, or samples from two suppliers,
then any reflectance differences are assumed to arise from differences in scattering
strength of the TiO2. If we are comparing the performances of two color pigments,
then we attribute any differences in reflectance to differences in the light absorption
strength of the color pigment.
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Tinting Strength of the White Pigment

The two versions of testing are fairly straightforward to run, but with some subtle yet
crucial differences in how the actual tinting strength values are calculated. Tomeasure
the tinting strength of the TiO2, colored paints with the TiO2 samples of interest
(including a standard) are made with reflectivities around 0.40 to 0.50 (measured as
Tristimulus Y). The colorant can either be one that is familiar to the experimenter
or carbon black. The latter is specified for the ASTM method for this test [3]. The
paints are then drawn down at a thickness great enough to ensure complete opacity,
dried under controlled conditions, and the reflectance of the drawdowns measured.
If a color pigment is used, we have a choice as to which reflectance values to use for
this test, either the reflectance at the wavelength of maximum absorption strength of
the color pigment, or the tristimulus Y value (total reflectance at all wavelengths).
When a black pigment is used in the test, the tristimulus Y value is taken as the
reflectance.

Since the films are drawn down at a great enough thickness to achieve complete
opacity, the measured R values can be assumed to be the R∞ values for the paints.
In this situation, we can apply the Kubelka–Munk theory to determine the balance
between light absorption and light scattering (K/S) using Eq. 13.12.

The tinting strength of the standard paint is assigned a value of 100, and the tinting
strength of an unknown is calculated as [10]

TSUnknown = (K/S)Standard

(K/S)Unknown
× TSStandard (13.28)

where K/S values are calculated using Eq. 13.12 and the TSstandard is normally
assigned a value of 100. Assuming that the absorption strength K of the colorant
is the same in all paints—that is, any differences in reflectivity are due to differences
in TiO2 scattering strength—Eq. 13.28 reduces to

TSUnknown = 1/Sstandard
1/SUnknown

× TSStandard

TSUnknown = 100 × SUnknown
SStandard

(13.29)

A drawdown example showing under-dispersion of the TiO2 pigment is shown in
Fig. 13.22.
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Fig. 13.22 Tinting strength
test for TiO2. Difference in
drawdown brightness is due
to the degree of TiO2
dispersion

Tinting Strength of the Color Pigment

Alternatively, the tinting strength test can be used to compare the absorption strengths
of two color pigment samples. Again, two paints are made. In this case, the same
TiO2 is used for both paints, with one paint containing the standard color pigment
and the other the unknown color pigment. Dark paints are diluted with equal amounts
of white paints to give a reflectance value in the range of 0.34 to 0.45. Drawdowns
are again made at complete opacity, and the R, G, and B tristimulus values of the
films are measured [12]. Of these three, the tristimulus value closest to the color of
the paints is used to calculate the tinting strength of the unknown pigment as follows:

TSUnknown = (K/S)Unknown

(K/S)Standard
× TSStandard (13.30)

Assuming that the scattering values of the paint are identical, this reduces to the
counterpart of Eq. 13.29:

TSUnknown = 100 × KStandard

KUnknown
(13.31)

Note that Eqs. (13.28) and (13.30) are inverses of one another. In this way, a tinting
strength value greater than 100 means that the optical property of interest (scattering
or absorption) will exceed 100 if that property is greater in the unknown paint than in
the standard. However, the meaning of a brighter test paint than control is dependent
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on the test type—this would indicate low tinting strength for a color pigment or high
tinting strength for a TiO2 pigment.

Color Development and Shear Strength Uniformity

A test closely related to the tinting strength test is used to determine whether the
degree of pigment dispersion in a paint is complete. Under-dispersion of either the
white pigment or the color pigment will lead to the need for excessive levels of that
pigment.

There can be different causes for under-dispersion. The two most common are
incomplete dispersion during paint production and pigment flocculation during
storage or drying. Both can apply to either the white pigment or the color pigment(s).
Regardless of which type of pigment is under-dispersed, the degree of under-
dispersion can be determined in the same way. The paint of interest is drawn down
at complete hide and allowed to dry. Fresh paint is applied to a portion of the drawn-
down film and subjected to a high level of shear. This shear should be sufficient to
disperse any under-dispersed pigment. If under-dispersion is present in the paint, the
appearance of the drawndown area and the highly sheared area will be different.

Historically, the additional shearwas applied by rubbing thewet paintwith a finger
or thumb—the so-called “rub-out” test. However, the shear is not well controlled in
this case, and there can be a great deal of variability in the degree to which the two
portions of the drawdown film appear different, depending on the shear level. To
overcome this variability, ASTM has developed a specific way of applying shear to
the wet film using a brush [12]. In addition, in some procedures, the initial coat of
paint is sheared after a set amount of drying, rather than allowing the first coat to dry
completely and then applying a layer of fresh coat.8

Once the added paint has dried, the reflectance values of the two areas are
compared. In some cases, appearance differences are easily seen visually. In other
cases, the shift in color is too slight to be apparent. In any event, the reflectance
measurements of the paint are measured and their difference, if any, is determined.
This can be either as a �E value or as a difference in brightness (tristimulus Y).

The identity of the flocculated pigment is determined by whether the sheared
area is brighter or darker than the unsheared (drawn down) area. If the TiO2 is
partially flocculated, the sheared area will be brighter than the drawndown area (that
is, shearing improves light scattering). If the color pigment is partially flocculated,
then the sheared area will be darker than the drawndown area. A shear strength

8 Using two coats of paint is generally preferred for the following reason: The shear applied to the
paint, especially if it has partly dried and is tacky, results in a non-uniform thickness. In thin areas,
the background can be seen. In this case, it is better for that background to be the color of interest
rather than white. In this way, if there is no dispersion after shear, the color of the sheared and
unsheared portions of the drawdown will appear identical. If only one coat is applied and a portion
sheared when the paint is tacky, then it will generally appear lighter than the unsheared portion for
the reasons discussed in the section on applied hide.
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Fig. 13.23 Shear strength
uniformity drawdown for the
paint shown in Fig. 13.22.
The top area is as drawn
down; the lower area is after
shearing with a brush

uniformity drawdown card for the under-dispersed TiO2 paint in Fig. 13.22 is shown
in Fig. 13.23.

Undertone

Our analyses in this chapter have so far omitted any mention of wavelength when
discussing light scattering. Obviously, the wavelength is very important for light
absorption by a chromatic pigment, with the absorption strength of a color pigment
being a strong function of wavelength. Less obviously, light scattering is also wave-
length dependent. Thiswas touchedon inChap. 3,wherewediscussed the importance
of matching particle size to light wavelength in determining the scattering strength of
a particle. There we focused on particle size, but light wavelength can have an even
stronger effect on scattering strength. This is because the match between particle
size and wavelength depends equally on both and because the refractive index of a
particle is wavelength dependent (for example, the refractive index of rutile TiO2 in
the visible region of the light spectrum drops from 2.91 at 380 nm to 2.48 at 700 nm)
[13]. The combined effects of this are shown in Fig. 13.24 [2].

The importance of this has two sources. The first is that the strength of light
diffraction—the primary mechanism of light scattering by TiO2 particles—depends
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Fig. 13.24 Calculated light scattering from a single TiO2 particle as a function of light wavelength
and particle size

on the ratio of wavelength and particle size, and so if we hold particle size constant,
we would expect scattering strength to vary with wavelength. The second source
is an indirect one: in addition to particle size, scattering strength depends on the
difference in refractive indices of the scattering particle and the surroundingmedium.
The refractive index of TiO2 varies with wavelength and is a maximum at the blue
end of the visible spectrum and decreases significantly as wavelength increases to the
red end. The refractive index of resin varies little over this wavelength range, so the
difference in refractive indices between the particle and its surroundings decreases
as the wavelength increases.

The overall effects of these two components of scattering strength are that the
path length of blue light through a paint film is shorter than that of red light, at least
within the range of TiO2 particle sizes that maximize visible light scattering. This
difference in path length is different for different TiO2 particle sizes. This difference
is typically characterized as the ratio of blue scattering strength to red scattering
strength, and this ratio can be used to characterize the average particle size of the
TiO2 particles. This ratio, which is referred to as the undertone of the TiO2, makes
a contribution to the color of a chromatic paint, and differences in particle size
between one pigment sample and another can cause a subtle, but observable, shift
in paint color. In particular, smaller particles have a bluish undertone, while larger
particles have a yellowish or neutral undertone.9 For this reason, it is important that

9 The actual diameters of what are described as “larger” and “smaller” particles are not very different
from one another. In Chap. 3, we stated that the optimal size of a TiO2 particle to scatter visible light
is about 0.25 microns. The average diameter of a typical blue undertone TiO2 sample is roughly
0.23 microns while that of a neutral undertone pigment is roughly 0.26 microns. Despite the small
difference in average particle size, the effects on the appearance of the pigment are pronounced.
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the TiO2 pigment manufacturer tightly control the particle size for a particular grade
of pigment.

In practice, TiO2 undertone is typically measured by dispersing a mix of TiO2 and
a black pigment (typically carbon black or black iron oxide) in a suitablemedium (for
example, silicone or mineral oil) [14]. Once dispersed, the X and Z tristimulus values
of the resulting off-gray paste are measured and the ratio of Z/X is calculated. Using
standards with defined undertone values, the undertone of an unknown sample is
calculated by linear interpolation. Alternatively, the yellowness index of the sample
can be determined and used to characterize the pigment [15].

Summary

Light is modified by a paint through two competing processes—light absorption and
light scattering. The sum of these processes determines the opacity of the film, while
their balance determines its brightness. The amounts of light absorbed and scattered
depend on the details of the paint formulation and the thickness of the applied film.

The absorption and scattering character of a paint can be determined by drawing
that paint down on a black and white card at a thickness below that required for
complete opacity. The ratio of reflectance values is the contrast ratio of the drawdown.
By measuring the wet film thickness, the Kubelka–Munk equations can be used to
determine the absorption and scattering coefficients of the paint (K and S). This
information can then be used to calculate the effects of changing film thickness, film
absorption strength, and film scattering strength on appearance and determine the
proper combination of these three parameters to give a complete hide. In addition,
the spread rate of the paint—that is, the area that a unit volume of paint can cover at
complete hide—can be calculated from these measurements. This is a value of direct
importance to paint consumers, since it determines the cost of coverage.

The spread rate, or intrinsic opacity, of a wall paint can be measured as outlined
above. In this measurement, it is important that the film be uniformly thick. However,
this stipulation is not met by many end-use applications, including wall paints. These
paints are typically applied by a brush or roller, each of which results in an uneven,
or structured, surface. In these situations, the amount of paint required for complete
hide—termed the applied hide of the paint—is greater than that indicated by the
spread rate calculated on a uniformly thick paint film.

Wecan also determine the effectiveness of color pigments to absorb light andwhite
pigments to scatter it by using the Beer–Lambert law. This law relates the amount
of light absorbed by a material to the thickness of the material, the light absorption
strength of the material, and the concentration of light-absorbing species (for paints,
these species are color pigments). By measuring the fraction of light reflected from
a thick film of colored paint, we can determine the relative contributions of light
absorption and light scattering to opacity. This test, called the tinting strength test,
is typically used to compare paints made with different TiO2 pigments or different
color pigments. Comparisons of the light reflectance values of a test paint to a control
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can indicate whether one grade of TiO2 scatters light better than another, or whether
one grade of color pigment absorbs light better than another.

Finally, we can use the concepts developed above to characterize the average
particle size of a sample of TiO2 pigment. This size characterization is possible
because the scattering strengths of different wavelengths of light vary differentlywith
particle size, giving particles of different sizes different undertones. By determining
the relative path lengths of red and blue light (done by measuring their ratio, also
known as the undertone of the pigment), we can determine if the average particle size
of one sample of TiO2 differs from another. As particle size decreases, the scattering
strength of blue light is preferentially increased, giving smaller particles a bluer
undertone.
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Introduction

Generally speaking, the term “durability” is used to designate some characteristic of
a material that changes when exposed to environmental stresses such as heat, water,
and light. In paints and plastics, these characteristics can include physical properties,
such as the ability to protect a substrate or the tensile strength of the plastic article, and
appearance properties, such as gloss or color. The changes in appearance properties
are often determined by the particles embedded within the resin or plastic matrix,
and for this reason, we will focus on appearance changes due to exposure to the
elements in this chapter. We will also discuss appearance changes in paper laminates
that occur on exposure to sunlight.

The primary determinant of paint and plastic durability is the chemical identity of
the polymer. Some resins and polymers are quite susceptible to UV and/or moisture-
mediated degradation, whereas others can endure for decades without change. It is
noteworthy that there is a strong correlation between resin cost and resin durability,
with high durability resins and polymers often costing many times more than their
lower durability counterparts.

While resin chemistry is the key determinant of polymer durability, there are other
factors that have a lesser, but still meaningful, impact on this important property.
Many of these factors are within the control of the formulator, including the use of
additives such as UV absorbers and hindered amine light stabilizers (HALS), and the
use of color pigments that resist degradation [1]. A lesser but still important factor
affecting polymer durability is the type and amount of titanium dioxide pigment
used. Since nearly all exterior paints and plastics use TiO2 pigments, it is worth
understanding in detail the effects that TiO2 can have on their durability.

The role of titanium dioxide in paint and plastics durability is complex. TiO2 is
both a strong absorber and a strong scatterer of UV light. The relative importance of
the two types of light interaction is complicated for nanoparticles of TiO2, but for
pigmentary-sized particles scattering is somewhat stronger than absorption [2].

The interactions of TiO2 particles with UV light result in a shielding of under-
lying resin and color pigments from destructive interactions with UV light. TiO2 effi-
ciently transforms most of the UV light energy into heat, which is a relatively benign
form of energy. This beneficial effect is partially offset by a detrimental effect—the
occasional transformation of UV light energy into chemical energy in the form of
chemical radicals. These radicals are free to travel from the TiO2 surface, where
they are formed, into the surrounding polymer. The excess chemical energy stored
in these radicals can break bonds within the polymer, degrading the film integrity.
These radicals can also attack color pigments, leading to a significant shift in hue or
in color intensity.

TiO2 is nearly unique among the particles found in paints and plastics in its ability
to absorb UV light energy and transform it into chemical radicals. In this chapter,
we will discuss paint and plastic durability, focusing on the different ways that the
appearance of these materials changes over time, and on how the TiO2 pigment
affects the rates of these changes. In addition to the involvement of TiO2 in polymer
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degradation, wewill also consider the degradation and/or color shift of color pigment
particles due to UV exposure, and the effect of TiO2 on the photo-graying of paper
laminates.

Finally, we note that the high extinction coefficient of TiO2 can useful in appli-
cations beyond paints, plastics, and paper [3]. For example, the ability to absorb
wavelengths lower than 380 nm is quite useful for cosmetic applications [4].

The Electronic Structure of Network Solids

In Chap. 8, we discussed the creation of molecular bonds through the combina-
tion of atomic orbitals on different atoms. We saw that molecular bonds can form
between pairs of atoms and that, under certain circumstances,molecular bonds can be
distributed over several atoms. In this chapter we consider an alternative arrangement
for molecular bonds, one that is common in inorganic particles.

As before, we will begin by considering the combination of an s atomic orbital on
each of two similar atoms. The two atomic orbitals combine to give one low energy
bonding orbital and one high energy anti-bonding orbital. This is shown in Chap. 8,
Fig. 8.3 and is also shown on the second column of Fig. 14.1.

Next, we add a third, identical atom to the first two, producing a triangular
molecule. In this case, there is a single bonding orbital and two partially anti-bonding
orbitals, with the average energy for the three orbitals being roughly equal to that of
the atomic s orbitals on the isolated atoms.

As we continue to add atoms to our molecule, going from left to right in Fig. 14.1,
we create new molecular orbitals, some bonding, some anti-bonding and some non-
bonding—that is, somewith energies roughly equal to that of the unperturbed atomic
s orbital.

Fig. 14.1 Combinations of s atomic orbitals on molecules having an increasing number of atoms



486 14 Durability of Paints, Plastics, and Paper Laminates

There are two trends as we increase the number of atoms in these molecules. The
first is that for each added atom we add one additional s atomic orbital, and so one
additionalmolecular orbital is created, consistent with the rule of orbital conservation
described inChap. 8. The second is that, asmore s orbitals are added, the difference in
energy between the lowest energymolecular orbital and the highest energymolecular
orbital increases. This is because the total amount of atomic orbital overlap increases
with an increasing number of atoms. However, the size of this increase becomes
less and less as more atoms are added. For molecules with roughly a dozen or more
atoms, the increase in energy difference effectively stops.

We can understand the reason for this by recalling, from Chap. 8, that the energy
difference between the lowest and highest energy orbitals is determined, in part, by
the degree to which the atomic orbitals spacialy overlap.We can see how this overlap
changes from left to right in Fig. 14.1, beginning with the single central atom.

Initially, as each new atom is added, the extent of atomic orbital overlap between
the central atom and those of the surrounding atoms increases, increasing the differ-
ence in energy between the lowest energy bonding molecular orbital and the highest
energy anti-bonding molecular orbital derived from these atomic orbitals. However,
there is a limited number of atoms that we can place in contact with the original
central atom. Depending on the geometry of the molecule, a single atom can have at
most 12 touching neighbors.

Once the central atom is fully surrounded by other atoms, the orbitals of any
added atoms will be too far away to overlap with those on the central atom. At this
point, the amount of orbital overlap that the central atom experiences is fixed, and
so there is no longer an increase in the energy difference between the lowest and
highest energy molecular orbitals derived from this set of atomic orbitals.

On the far right of Fig. 14.1, we see the molecular orbital diagram for a molecule
composed of an infinite number of atoms. While a truly infinite molecule is an
impossibility, molecules comprised of millions, or even billions, of atoms do exist.
These materials are called network solids and are characterized by a network of
chemical bonds that joins together all atoms in the solid particle.1

Since there is a nearly infinite number of atoms in these molecules, there is a
nearly infinite number of molecular orbitals created from these s atomic orbitals.
Thesemolecular orbitals fall over a limited range of energies, for the reasons outlined
above. This results in a very high number of molecular orbitals with energies within
a relatively narrow range. The density of orbitals in this energy range is so high, in
fact, that these orbitals can be considered a continuum. We call this continuum an
energy band.

The electrons in most atoms occupy many atomic orbitals, and in the same way,
the electrons in a network solid are found in many energy bands, each band being
based on one or more atomic orbital types. This is shown in for sodium metal in
Fig. 14.2. Here, we see bands formed from the occupied atomic orbitals, as well as

1 This can be contrasted with "molecular solids", which are composed of discrete molecules held
together by weak attractive interactions. There are no chemical bonds between atoms of separate
molecules in molecular solids.
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Fig. 14.2 Electronic band structure of sodium metal

from one unoccupied orbital. Electrons are shown as shadingwithin the bands (rather
than as arrows). We see that the 3s atomic orbitals are only partially filled, and so
the band created from these orbitals is only partially shaded. The shaded portion is
at the bottom of the band, a result of the lowest energy orbitals filling first.

As was the case for molecular orbitals in small molecules (Chap. 8), the most
interesting bands in network solids are the ones that are either just filled or just empty
(these are sometimes referred to as frontier bands, similar to the frontier orbitals
in small molecules). These are the highest energy filled bands (HOMOs), and the
lowest energy empty bands (LUMOs), called, respectively, the valence band2 and
the conduction band. These are the most important orbitals because they determine
many properties of the network solid.

There are two fundamental types of frontier bands. The first is a partially occupied,
or incompletely filled, band, such as we saw for sodium in Fig. 14.2. Here, the
energy difference between the highest energy occupied orbitals and the lowest energy
unoccupied orbitals is very small, and thermal energy is energetic enough to promote
electrons into the unoccupied orbitals of that band. Network solids for which the
frontier band is only partially occupied are typically opaque, since any frequency of
light (up to a point) will have enough energy to move an electron to a higher energy
within the band. In addition, these solids are typically good conductors of electricity.

The second fundamental type of frontier band is seen when the HOMO band is
filled and the LUMO band is empty. The difference in energy between these bands is
called the band gap, and the band gap energy represents the least amount of energy
needed to promote an electron.

2 This is not to be confused with the valence orbitals on atoms or small molecules (Chap. 8), since in
those cases, the term “valence” is applied to both filled and unfilled orbitals, whereas with network
solids the term “valence” applies only to the HOMO bands.
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We can categorize these network solids according to the magnitude of the band
gap. When the gap is quite large, as it is, for example, for silica, the photon energy
required to promote an electron is so high that it is outside the range that naturally
occurs in sunlight or is easily generated in the lab. These network solids are non-
conductive, because conduction of electrons through a network solid requires easily
accessible LUMOs, and these solids are colorless since visible light does not have
enough energy to promote electrons into the conduction band. The lack of conduc-
tivity makes silica ideal for use as an electrical insulator, and silica glass is used as an
electrical insulator in many applications (for example, for attaching above-ground
electrical wires to electric poles).

When the band gap is of intermediate energy—energy too high for thermal promo-
tion, but low enough for visible or UV light promotion—the electrical properties of
the solid are intermediate between the cases of no band gap (partially filled bands)
and high band gap (electrical insulators). These materials are called semiconductors
and are electrically insulating in the dark but electrically conducting in the light.

These three configurations of bands—partially filled, filled with a small band
gap, and filled with a large band gap—are depicted in Fig. 14.3, along with an arrow
denoting the energy of an average visible light photon.

The reason for our lengthy discussion on network solids is that TiO2 is such a
material, with a band gap of just slightly more energy than visible light (that is,
accessible by photon energies in the near UV region of the spectrum), making it
a semiconductor. We will use our knowledge of band gaps and semiconductors to
understand one aspect of how TiO2 pigments affect paint durability.

Fig. 14.3 Characterization of band gaps
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Degradation Pathways

There is not a single chemical equation that describes polymer degradation because,
for each polymer chemistry, there are numerous degradation pathways, each
involving a unique set of chemicals reactions that occur in series and in parallel.
However, we can make some generalizations about polymer degradation.

The first is that degradation occurs primarily due to exposure to UV light. Such
photons are of sufficient energy to break carbon-hydrogen or carbon–oxygen bonds
(that is, of sufficient energy to promote a bonding electron into an anti-bonding
orbital). Visible light photons do not have sufficient energy to break most chemical
bonds, and so have less of an effect, if any, on polymer durability. This explains why
interior paints and plastics have very low durability requirements—they are generally
exposed to only the small amount UV light that is present in artificial lights or in
sunlight filtered through a glass window.

The next generalization regarding paint and plastics durability is that there are two
fundamentally different ways for the energy of the UV photon to break a chemical
bond in the polymer molecule [5]. The first occurs when the polymer itself absorbs
theUV lightwith the concomitant breaking of a bond (this degradation route is known
as direct degradation). The second is more complex. Here, the TiO2 particles absorb
UV light (TiO2 is an excellent UV light absorber) and transform the light energy into
chemical energy in the form of chemical radicals, as mentioned in the introduction to
this chapter. We refer to this reaction pathway as photocatalytic degradation. These
two reaction pathways are shown in Fig. 14.4 and will be discussed in more depth
below.

Another generalization is that the ultimate products of these degradation reactions
are primarily CO2 and water. However, these reactions rarely proceed to the point
where CO2 and water are actually made. This is because the intermediate products
tend to be water soluble. This water solubility is due to chemical differences between
the initial resin (which is not water soluble) and the organic compounds that are
intermediate to the complete mineralization of the resin.

Fig. 14.4 Film degradation pathways
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There are two factors that make the intermediates more water soluble than the
initial polymermolecules. The first is that degradation reactions break carbon–carbon
bonds, and so the intermediate molecules have a much lower molecular weight than
the original resinmolecules. Secondly, the oxygen atoms in the radicals tend to attach
to the intermediates to form carboxylic acids, alcohols, esters and ketones. In fact, the
formation of carbonyl functional groups during photo-oxidation can be monitored
by infrared spectroscopy [6, 7]. These different oxygen functional groups increase
the water solubility of the molecules.

Since the degradation intermediates are water soluble, they tend to be removed
from the paint or plastic when it is intentionally washed or exposed to rain. This
erodes the film, removing resin much more quickly than if the resin was required to
completely degrade into CO2 and water for removal.3

The TiO2 Photocatalytic Cycle

Pigmentary TiO2 can have large and conflicting effects on polymer durability. Its
beneficial effects will be discussed in the next section; here we will focus on its
harmful effects [8–10].

In Chap. 8, we discussed the absorption of light by color pigment particles. In
that chapter our interest was in the absorption process and how it altered the balance
of light reflected from the paint or plastic. In this chapter we are interested in a
different aspect of light absorption—the disposition of the light energy after the light
is absorbed. This is because the potentially harmful effects of TiO2 arise from the
different ways that the energy from absorbed UV light is dissipated.

As noted above, TiO2 is an excellent absorber of UV light—so much so that a
single, 0.25 micron thick particle screens out essentially all of the UV light that
strikes it from sunlight. The photon energy, which must be conserved, is temporarily
transformed into electronic energy within the TiO2 particle. In Chap. 8 we discussed
the different electronic configurations that can exist in a molecule or substance. TiO2

is a network solid, and so its electronic structure consists of bands of different energies
[11]. UV light is absorbed by TiO2 because the energies of UV photons are great
enough to promote an electron across the band gap and into the conduction band.
We refer to this particle as being in an electronically excited state and designate it
with a superscript asterisk as TiO2

*.
The energy level diagram for UV light absorption is shown on the left in Fig. 14.5,

with the TiO2
* electronic structure on the right. A prominent feature of the electronic

3 An interesting observationwasmade in the 1940s regarding resin erosion. A number of automotive
paints were exposed to the elements in the high Andes mountains [5]. This was done to accelerate
durability testing—the UV intensity of sunlight increases significantly with elevation. When the
panels were returned to the laboratory, the films appeared to have changed little. However, when
placed in water, the films completely disintegrated. The explanation is that there was little to no
rainfall in this part of the Andes, and so the all the degradation intermediates remained in the films,
holding them together, until they were submerged in water.
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Fig. 14.5 Promotion of an electron into a high energy band

structure of the excited molecule is the electron in the conduction band. This electron
has higher energy thanwhen it occupied the valence band, and this energy is indicated
by its location inFig. 14.5. This high-energy electron can lower its energyby returning
to the valence band—something that typical happens within 10 to 20 ns of promotion
and transforms the energy originally from the UV light into heat. This transformation
of UV light energy into heat energy, mediated by TiO2, occurs for the majority of
UV absorption events.

However, approximately one time in a million, a different reaction sequence
occurs. Here, the high-energy electron loses its excess energy by transferring it to
another molecule. This occurs when the other molecule has an empty or partially
filled orbital that is of lower energy than the conduction band in the TiO2 particle.
The result is the transfer of an electron from one species (the TiO2

*) to another
species (typically O2 absorbed on the particle surface). From an energy viewpoint,
this reaction converts light energy into chemical energy in the form of a radical (O2

−),
through the creation of an electronically excited TiO2 particle intermediate.

We also see in Fig. 14.5 an open circle in the valence band in the TiO2
*. This

symbol represents an entity termed an electron hole. Themeaning of this hole requires
some explanation. Before absorbing the UV light, the valence band was completely
filled. After an electron is promoted out of the valence band, it leaves behind a
partially filled orbital—more specifically, it leaves behind one orbital that is only half
occupied (the other orbitals in this band remain fully occupied). The half occupied
orbital is unstable—it is of low energy and so is a very desirable state for an electron.
So desirable, in fact, that electrons on many ions or molecules that are adsorbed
onto the TiO2 surface, most especially hydroxide (-OH−), can transfer into the hole,
losing energy (becoming more stable) in the process. This creates a hydroxyl surface
radical (OH●).
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We, therefore, see that the promotion of an electron into the high energy conduc-
tion band leads to the formation of two very reactive species—a strongly reducing
electron, and a strongly oxidizing electron hole. As discussed above, for all but
approximately one event in a million these two will simply recombine with one
another, converting the energy that originated from the UV light into heat energy.
If, however, either the electron or the electron hole reacts with a surface species, a
highly reactive radical will be formed. Regardless of which species undergoes this
reaction first, the partner species will eventually react with a surface species as well,
since it can no longer combine with the first species that reacts.

This sequence of reactions is shown in energy level diagram form in Fig. 14.6.
Note that at the end of these reactions, the TiO2 electronic structure has returned to
its ground state. Because of this, the TiO2 particle plays the role of photocatalyst—
once it has been activated by a photon, it catalyzes polymer degradation reactions
and then returns to its original state. The complete reaction sequence, including the
catalytic cycle, is shown in schematic form in Fig. 14.7, highlighting both direct and
photocatalytic degradation reactions. These reaction sequences were also given in
the conventional chemical reaction format in Fig. 14.4.

Later in this chapter, we will describe ways to treat the TiO2 pigment surface
to decrease its photocatalytic activity. We refer to these treated pigments as being
“durable”, but this designation is misleading. TiO2 itself is completely durable when
exposed to the elements (it is, in a sense, titanium rust). As discussed in detail above,
the same cannot be said for the polymers found in most paints and plastics. When

Fig. 14.6 Sequence for the photogeneration of hydroxyl and superoxide radicals
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Fig. 14.7 Photocatalytic cycle and direct degradation

we apply the term “durable” to a TiO2 pigment we are referring to the effect that the
pigment has on paint or plastic durability, not to the durability of the TiO2 pigment
itself.

The Effect of TiO2 on Direct Degradation

In the previous section, we focused our attention on the negative contribution that
TiO2 makes to the durability of a polymer due to its photo-catalytic nature. However,
TiO2 also makes a positive contribution to durability, although this contribution is
not as well recognized in the coatings and plastics industries. This contribution is
the reduction in the rates of direct degradation reactions.

Although TiO2 does not participate in direct degradation, it does play a very
large role in its rate. This is because of the strong absorption of UV light by the TiO2

pigment. As described above, a single TiO2 particle absorbs UV light so strongly that
it effectively removes all the UV content from the solar spectrum. This removes one
of the reactants in the direct degradation pathway (the UV photon), and so decreases
significantly the rate of this undesirable reaction sequence. As wewill see, the degree
to which the TiO2 protects the resin from direct degradation is not the same for all
TiO2 grades. Variability in % TiO2 in the pigment, or the degree to which the TiO2

particles disperse, will affect the protective ability of the pigment.
We see, therefore, that TiO2 has conflicting effects on paint durability. The overall

effect of TiO2 durability depends on the balance between photocatalytic and direct
degradation rates. Since TiO2 particles absorb essentially 100% of the UV light that
strikes them and very rarely transform the light energy into chemical energy in the
form of reactive radicals, we would expect the presence of TiO2 to be beneficial to
paint or plastics durability [2]. This is the case formost polymers. However, polymers
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that themselves are very resistant to direct degradation benefit very little from the
protective effects of TiO2 (that is, since these polymers do not absorb UV light
with the breaking of a chemical bond, they do not suffer from direct degradation),
but are still susceptible to attack by radicals. In such cases, the TiO2 has a net
detrimental effect on durability, and it is important that even paints made with highly
durable resins use the proper grade of TiO2, so as to minimize TiO2 initiated radical
generation, as will be discussed below.

The consequences of the existence of two types of degradation reactions and of
the TiO2 playing opposing roles in them are quite far reaching. This adds significant
complexity to degrees to which paints and plastics appearances change over time as
a function of the ingredients used, and significant complexity to the ways that these
appearance changes manifest differently under different stress conditions (specifi-
cally, under natural and artificial exposure conditions). These will be discussed in a
later section.

Thermal Degradation

In addition to direct and photocatalytic degradation, there is a third degradation
pathway—one that does not involve UV light. This is thermal degradation. The
reaction of polymers with atmospheric oxygen is thermodynamically favorable yet
does not occur at appreciable rates at ambient temperatures. This is due to the energy
barrier that must be overcome to initiate degradation reactions. For both direct and
photocatalytic degradation, this barrier is overcome by the absorption of an energetic
UV light photon. Alternatively, thermal energy can be used to overcome this barrier.
This is seen in fire, where organic molecules rapidly react with oxygen at high
temperatures.

Although paints and plastics in most applications are not exposed to the temper-
atures found in a fire, they nonetheless can thermally degrade under typical outdoor
exposure conditions, especially if they are darkly colored. On a hot, bright day, the
surfaces of painted metal panels can reach 90 °C or more. This is roughly 70 °C
hotter than a temperate day in most localities. Since thermal reaction rates roughly
double for every 10 °C increase in temperature, the thermal degradation rate on a
hot, bright day will be roughly 100 times faster than on a temperate day. We will
return to the issue of thermal degradation when we discuss accelerated methods for
paint durability testing.

Ultimate Durability

There are three ways that the direct and photocatalytic degradation rates can compare
relative to one another. First, the direct degradation rate can be much higher than the
photocatalytic degradation rate. As discussed above, this is the case for all paints
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except those with very durable resin. Alternatively, the rate of photocatalytic degra-
dation can be much higher than the rate of direct degradation, which is true when the
resin is very resistant to direct degradation. Finally, the two rates could be approxi-
mately equal. The factor that limits paint or plastic durability is different for each of
these three possibilities.

The Concept of “Ultimate” TiO2 Pigment Durability

The fact that there are two separate polymer degradation mechanisms has many
important consequences. One consequence is that, as detailed above, the choice of
TiO2 grade can affect paint or plastic durability by altering the rate of either or
both degradation mechanisms. Another consequence is that there are certain situa-
tions wherein decreasing the rate of photocatalytic degradation, even by a relatively
large amount, does not lead to a significant increase in overall paint or plastic dura-
bility. This is true when the rate of direct degradation is much greater than that of
photocatalytic degradation. In this case, reducing the already minimal amount of
photocatalytic degradation has an insignificant effect on paint durability [12].

This situation is shown schematically in Fig. 14.8. The chart shows the degradation
rates of five hypothetical paints, allmadewith the samebinder butwithTiO2 pigments
possessing a wide range of photocatalytic degradation rates. For simplicity, we will
assume that each of the six pigments affects the direct degradation rate equally, and
that each pigment has one-fifth of the photocatalytic activity of the preceding pigment
(that is, the photocatalytic degradation rate of Pigment A is five times greater than
Pigment B; that of Pigment B is five times greater than Pigment C, and so on).

Figure 14.8 clearly shows that there is a point at which direct degradation over-
whelms photocatalytic degradation, and further decreasing the photocatalytic activity
of the TiO2 no longer gives a measurable improvement in overall paint durability.

Fig. 14.8 Total degradation
rates for pigments with
decreasing photocatalytic
activity. Dotted areas are
direct degradation rates and
dark gray areas are
photocatalytic degradation
rates
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For example, the durability of the paints made with Pigments C and D would be
very difficult to distinguish despite the fact that Pigment C has a five times greater
photocatalytic degradation rate than Pigment D. In fact, it is entirely possible that the
paint made with Pigment D would actually be less durable than the paint made with
Pigment C—despite Pigment D having only one-fifth the photochemical activity of
Pigment C!

This is because less photocatalytically active pigment grades tend to have lower
TiO2 contents, for reasons discussed later, and also tend to be harder to disperse. Both
of these tendencies decrease UV screening ability of the pigment and so increase
direct degradation rates (which in Fig. 14.8 are assumed to be equal for all paints).
Even a small increase in direct degradation rates in the paint made with Pigment D
could entirely offset the benefit of the lower photocatalytic degradation rate of that
pigment.

Wewill refer to the photocatalytic activity at the point where photocatalytic degra-
dation rates are insignificant compared to direct degradation rates as the “ultimate
pigment durability”. This is an important level of photocatalytic activity since any
improvement in pigment durability in the traditional sense (i.e., any decrease in
photocatalytic activity) beyond this point will not measurably improve paint or plas-
tics durability. The exact point at which pigment photocatalytic degradation rates are
deemed insignificant compared to direct degradation rates is somewhat arbitrary, but
for our purposes, we will define “ultimate pigment durability” as occurring when
less than 5% of the total degradation is due to pigment photocatalytic activity. This
value (5%) was chosen because it is well below the upper limit of reproducibility of
most end-use durability tests [13].

One very important aspect of the ultimate pigment durability concept is that it is
dependent on the reactivity of the binder involved and will therefore vary from one
polymer to another. This is demonstrated in Fig. 14.9 and Table 14.1. Here, the total
degradation rates of six hypothetical paints are compared. The paints are made by

Fig. 14.9 Comparison of
paints made with different
binders and pigments.
Dotted areas are direct
degradation rates and dark
gray areas are photocatalytic
degradation rates
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Table 14.1 Degradation rate values for the paints shown in Fig. 14.9

Paint Binder Pigment Degradation rates Percent of total degradation

Direct Photocatalytic Direct Photocatalytic

1 1 A 80.0 20.0 80.0 20.0

2 2 A 20.0 20.0 50.0 50.0

3 1 B 80.0 4.0 95.2 4.8

4 2 B 20.0 4.0 83.3 16.7

5 1 C 80.0 0.8 99.0 1.0

6 2 C 20.0 0.8 96.2 3.8

taking every combination of two binders (Binder 1 being reactive; Binder 2 being
inert) and three TiO2 pigments (Pigments A, B, and C, which differ in photocatalytic
activity by factors of five, as in Fig. 14.8). As before, we will initially assume that
the effects of pigment grade on direct degradation rates are equivalent (i.e., the direct
degradation rates of the three Binder 1 paints are equal to one another; those of the
three Binder 2 paints are also equal to one another but significantly less than those
of the Binder 1 paints).

For both binders, Pigment C has ultimate pigment durability while the durability
of Pigment A is clearly far from “ultimate”. The characterization of Pigment B
durability, however, is not so clear. In the more reactive binder (Binder 1), Pigment
B has ultimate durability; in the more stable binder (Binder 2), Pigment B does not
have ultimate durability. This is a simple consequence of the fact that the amount of
direct degradation affects the relative contribution of photocatalytic degradation to
the overall durability of the paint, and it is this relative contribution that determines
whether or not a TiO2 grade has ultimate durability.

The results of this example can be generalized as follows: Pigment photocatalytic
activity has a greater impact on overall paint durability in those paints made with
inert binders, and a lesser impact in those paints made with reactive binders.

There are many consequences of this generalization, most of which are to the
detriment of the paint producer. For example, the durability of a paint made with a
cheap reactive binder cannot usually be increased by increasing the durability of the
TiO2 pigment used in the paint. Such a paint is expected to fail rapidly, regardless of
the durability of the pigment used, because direct degradation reactions will quickly
degrade the binder. In such a binder, a pigment with what is normally considered
medium durability will, in fact, have ultimate pigment durability. Increasing pigment
durability beyond this modest level will not improve paint weatherability.

A second consequence of the above generalization is that only the most inert
binders will reap the full benefits of very high durability TiO2 pigments. Stated
another way, only those paints formulated with high quality, inert binders will reap
the full benefits of using a “super-durable” grade of TiO2 pigment. A related conse-
quence to this is that the measurement of TiO2 pigments with low photocatalytic
activities can only be made in highly inert binders—inmore reactive binders the total
degradation rates for paints made with medium and high durability TiO2 pigments
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will be essentially the same. This increases the time required to accurately measure
the durability of high durability TiO2 pigments, since a paint made from an inert
binder and high durability pigment will degrade very slowly on exposure.

Manifestations of Degradation

Degradation reveals itself through a number of appearance and mechanical changes
to the paint filmor plastic object as it degrades. Themost obviousmechanical changes
are that a filmcan separate from its substrate through peeling, that the filmcan become
brittle and crack, and that the film no longer protects the substrate to the same extent,
if at all, as the fresh film did [14–18].

While mechanical changes can be quite relevant to consumer satisfaction with a
paint or plastic film, we find that appearance changes tend to be more important. This
is because appearance changes usually show themselves earlier in the degradation
process than do mechanical changes, and so by the time the film tensile properties
weaken, cracks or peels, it has already been deemed a failure based on appearance.
In addition, understanding the progression of mechanical changes over the life of
the film is quite straight-forward—they are generally a simple function of the loss
of resin or time exposed. However, appearance changes can be quite complex and
non-linear with exposure time. Finally, for the purposes of this book, mechanical
changes in paint films tend to be less dependent on the particles in the film than in
the identity and physical properties of the resin. For these reasons, we will focus
attention here on the appearance changes that occur during exposure to the elements.

Changes at the Film Surface—Erosion and Contraction

Before discussing the changes in appearance that take place as a paint degrades, we
will consider the physical changes that occur at or near the film surface and that
cause these appearance changes. Because UV light is attenuated as it travels through
the film, its highest intensity is at or near the film surface, and so most degradation
takes place there. This is rather unfortunate because it is the surface that determines
appearance, and so resin degradation and loss at the surface is the most deleterious
to appearance. The loss of surface resin is referred to as erosion [19, 20].

In addition to erosion, the film surface is roughened by degradation that occurs
beneath, but not far from, the surface by the process of resin contraction. The degraded
resin near the surface can escape the film, either as a gas (CO2 or a volatile organic)
or through washing or rain events (that is, as a water-soluble species). The departing
resin leaves behind a void.

This loss in resin beneath the surface affects the top layer of the film in two
ways. First, as the overlying resin creeps into the void, it leaves a depression on the
paint surface (Fig. 14.10). This depression roughens the surface. Second, because
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Fig. 14.10 Film contraction and surface roughening in an unpigmented resin following an internal
degradation event. a Destructive absorption of UV photon. b Void left after degradation products
are released from the film. c Subsequent relaxation of resin into the void, leading to a depression
feature on the film surface [23]. Source May, 2009 issue of CoatingsTech magazine, © American
Coatings Association (2009). Used with permission

the particles near the surface are not lost (at least not before chalking begins, as
detailed below), the particle volume concentration (PVC) near the surface increases
(Fig. 14.11). Eventually, the PVC at the surface exceeds the CPVC, and air voids
appear within the paint. This often coincides with the appearance of loose particles
on the film surface (chalking) and with an abrupt gloss failure [21], since the air
voids present in films above the CPVC cause significant surface roughening. These
two processes are referred to collectively as contraction [22].

Fig. 14.11 Formation of high surface particle concentration (PVC) as surface resin degrades and
the film contracts [23]. Source May, 2009 issue of CoatingsTech magazine, © American Coatings
Association (2009). Used with permission
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There are a number of consequences of contraction.The increase in local PVCboth
distorts the film surface, and it increases the local refractive index at the surface. These
two phenomena have opposing effects on the initial changes in gloss on exposure.
Surface distortion decreases gloss, but increasing the refractive index at the surface
leads to a higher proportion of the light striking the surface being reflected from it,
increasing gloss. The two opposing effects occur concurrently and can lead to an
initial “confused” period during which gloss can show an initial induction period of
no change or, in some cases, may actually increase by a modest amount during this
time.

In general, for paints with good particle dispersion, the benefit of increased local
refractive index outweighs the detrimental effect of increased surface roughness, and
gloss initially increases on exposure. However, for poorly dispersed paints, gloss
typically decreases during initial exposure. In addition, the concentration of TiO2

particles at the surface increases the UV protection that these particles provide to the
paint. This lowers the rate of resin degradation as measured by weight loss rates and
so can also increase gloss retention during this period of exposure.

Because resin loss occurs over a depth, rather than right at the surface, several
microns of film thickness can be lost before chalking occurs—even though there is
generally significantly less than one micron thickness of resin above the topmost
pigment particles.

Gloss Loss

Film gloss is a measure of surface smoothness at the optical scale—that is, a measure
of the lack of surface perturbations with sizes roughly the wavelength of light or
above. Such perturbations reflect light in many directions, rather than reflecting
the light at the mirror image angle (Fig. 14.12). Pigmentary TiO2 contributes to

Fig. 14.12 Surface reflection for a smooth and b rough surfaces
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Fig. 14.13 Typical gloss retention curves. Paints are identical except for the grade of TiO2

surface perturbations of this size even though individual particles are smaller than
this because incompletely dispersed agglomerates can be large enough to affect gloss.

Many exterior applications, such as automotive and architectural trim coatings,
value gloss. When these coatings are exposed to the elements, their surfaces invari-
ably roughen once past the induction period, causing a loss in gloss. Because this
roughening occurs at or near the surface of the film, where degradation is the greatest,
gloss loss is often the first appearance change that shows itself as the film is exposed.
Even in applications where gloss is of secondary importance, gloss loss can be a
leading indicator of other appearance or mechanical changes.

Gloss retention is typically measured by simply exposing painted metal panels
to the elements (or in a weathering chamber) and measuring gloss periodically. In
general, gloss initially falls linearly with time after the induction period (if any). At
some point in the exposure the changes in gloss decrease, and eventually gloss will
plateau and remain level. Gloss retention is normally reported as the time to reach
a predetermined value (time to failure) or the gloss retained after a set period of
time (typically from 1 to 10 years). Some typical gloss retention curves are shown
in Fig. 14.13.

Chalking

When a paint or plastic is exposed to the elements, the polymer in the topmost
region will oxidize first. As the resin degrades and is removed from the surface, any
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extender or TiO2 particles that had been in that portion of polymer will remain4—
these particles are already fully oxidized, and so will not degrade on exposure. The
exposed particles appear as a fine white, powdery coating. Brushing one’s hand
over the surface will transfer the particles, as they are only loosely held (rather than
embedded) on the surface. We refer to this powdery white material as “chalk”, due
to its appearance, even though in most cases it is only partially, if at all, calcium
carbonate.

Since any exposed extender is surrounded by air rather than polymer, it will scatter
visible light and so add to the white appearance of the powder. In colored paints and
plastics, in addition to giving the surface a white powdery appearance, the extender
and TiO2 particles that accumulate on the surface will make the film or object appear
lighter. This is because these particles scatter some of the incident light before it
enters the film or object and has the opportunity to be absorbed by the color pigment.
This lightening effect is referred to as fade.5

In most cases chalking is undesirable, and the appearance of chalk is considered
the point of total failure of a paint. For this reason, most exterior paints are tested
for chalk or fade resistance prior to commercialization. There are two strategies
commonly used to quantify chalking. The first is to color the paint in question and
then follow the brightness of the paint over time [24]. As long as the color pigment
is itself durable, this brightening will be due exclusively to the presence of chalk.
The second strategy is typically used with white paints and involves application of
sticky tape to the surface of the exposed paint using a controlled and reproducible
pressure [25]. The tape is then lifted from the film and the amount of chalk or other
debris adhering to it is quantified bymeasuring the fraction of light that is transmitted
through the tape.

Film brightness over time typically follows a certain pattern (Fig. 14.14). In this
figure, we quantify film brightness by the percentage of red light reflected from a dark
blue paint film. Initially, brightness does not change. During this induction period,
although the paint is degrading, it has not yet done so to the point that extender or
pigment particles are exposed. This initial induction period is followed by a period
of roughly linear increase over time, as more and more particles become exposed.
Finally, the brightness will often reach an inflection point or even a plateau. This
is referred to as “free chalking”. During this period, additional particles become
exposed, but the number of particles on the surface remains nearly constant (that is, a
steady state is achieved). This is because once the particles become totally detached
from the film surface, they can be removed by rain or wind.

The change in film lightness can be quantified in a variety of ways. Overall bright-
ness can be measured as L* and followed over time. Alternatively, when a colored
paint is involved, the reflectance of the paint at a wavelength of strong absorption can
be used [24] For example, red reflectance can be monitored on blue panels as shown

4 Depending on the identity of any color pigments in the film, these particles may also accumulate
loosely on the surface.
5 Fade is also seen when the color pigment degrades and no longer absorbs light strongly (see
Chap. 8).
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Fig. 14.14 Three stages of color change during Florida exposure

in Fig. 14.14. Finally, color change can be measured as a �E value (refer back to
Chap. 6). In most cases, testing is continued until the appearance change has met a
certain predetermined limit—for example, an L* increase of 10 units, or a specific
�E value—at which time the paint is considered to have completely failed.

Although steps are normally taken to minimize chalking, there is one situation
for which it is desired, and this is for certain white paints that are marketed as
being “self-cleaning”, such as the exterior house paints so ubiquitous in Greece. One
form of self-cleaning is achieved by controlled chalking. As the resin at the surface
degrades, any adhered dirt will be removed when it is washed or rained on. Since
the paint is white, color fade due to accumulation of chalk on the surface is not an
issue. However, since the white particles travel with the wash or rainwater, they can
be transported to locations where their presence is objectionable (that is, where they
appear as a white stain). This strategy of self-cleaning was used in the past by the
application of several layers of whitewash paint, which would flake off as the surface
became dirty.

Color Shift

So far we have considered the degradation of organic polymer on exposure. However,
other organic materials in the paint film or plastic object are also susceptible to oxida-
tive degradation. This is inconsequential formost non-resin organic paint components
as they are present at low levels and are generally used to modify the properties of
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the liquid paint, rather than those of the dry film. One exception to this is organic
pigments.

The strength of light absorption for organic pigments is strongly determined by the
exact chemical structure of the pigment molecules (Chap. 8). Unlike resinmolecules,
which must undergo numerous reactions before they can cause a change in paint
or plastics appearance, the creation or destruction of a single chemical bond in an
organic color pigmentmolecule can have a dramatic effect in its absorption spectrum.
This, in turn, can both shift the color of the pigment and significantly decrease its
color intensity. The color shift is distinctly different from the color fade that occurs
on chalking, and the durability of color pigments in this context is referred to as
“lightfastness”, to differentiate it from film durability.

Color shift is especially an issue when a color is achieved by combining more
than one color pigment—for example, if a paint has both yellow and green pigments,
and the green pigment degrades over time while the yellow pigment does not, then
there will be a significant yellowing of the sample. This situation is seen in Chap. 8,
Fig. 8.25, reproduced here as Fig. 14.15. Here two paints are shown before and after
Florida exposure. The color pigment in the purple paint is stable, and there is little
difference in hue between the before and after images. However, the color pigment
in the green paint is not stable, and this panel shows an obvious shift in hue.

Because of the decrease in color intensity on exposure, color pigment degradation
can often be misattributed to chalk-induced fade, and vice-versa. While the appear-
ance effects for the two types of degradation can be similar, it is important to properly
ascribe color loss on exposure according to its source, as this will dictate how it can
be mitigated.

Fig. 14.15 Color shift on exposure. Color pigments in the blue paint are stable while the yellow
pigment in the green paint is not
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Fig. 14.16 Color shift on exposure. The pigment in the red paint is unstable while that in the blue
paint is stable

Perhaps the most straightforward means of accomplishing this is to monitor a*
and b* in addition to L* (or �E). The shift in absorption spectra that accompanies
color pigment degradation will typically affect the balance between a* and b*. For
example, a shift towards red will increase a* without affecting b*. This type of
analysis is shown in Fig. 14.16. In this figure, we show the shift in the ratio of a* to
b* as a function of L* for blue and red paints during exposure in Florida. This ratio
is stable for the blue paint but shifts significantly for the red one.6

In addition to color shifts caused by degradation of pigments, paints will also
yellow over time. This is generally due to the resin degradation intermediates having
a slight light absorption in the blue and violet region of the visible spectrum. While
this shift can occur in all paints, it is most obvious in whites, since the shift away
from a neutral tone to a yellow tone can be quite apparent. As is the case for the
degradation of color pigments, the amount of discoloration depends on the organic
identity of the material (resin, in this case).

Plastics Yellowing

Changes in color due to photo-induced oxidation can also involve formation of chro-
mophores within the polymermatrix. A good example of this is in the color shifts that
occur in plastic matrices using phenolic-based chemicals—yellowing due to additive

6 The time element of these tests is not shown directly in Fig. 14.16. However, the delta L* shifts
increase with time, and so when moving from left to right in this graph we are moving from short
exposure times to longer ones.
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Fig. 14.17 Color formation in plastics

degradation [26]. Certain plastics can contain organicmolecules that serve as antioxi-
dants.An important one of these isBHT (butylated hydroxytoluene).While colorless,
when BHT is attacked by chemical radicals it can dimerize into stilbenequinone, a
canary yellow compound (Fig. 14.17). Other antioxidants that are based on similar
chemistry can also form colored quinones analogous to stilbenequinone [27].

The mechanism for phenolic-based yellowing requires two components, an
oxidizing reagent and a base to deprotonate the phenol functionality. The role of
TiO2 in this mechanism is as a catalyst to provide a potent photo-generated oxidizing
reagent, peroxyl and hydroxyl radicals. TiO2 can also be a source of buffer,modifying
the H+/OH− ratio to match the pKa value of the phenolic additive. The role of TiO2 as
a photocatalysis is the more important, however. For example, TiO2 catalyzes color
formation under low level UV source in the presence of gaseous NOx compounds,
which are by-products of natural gas combustion. When the UV source is removed,
formation of yellow chromophores occurs due to reaction with NOx at reduced rates.

However, TiO2 pigment, which is found in many of these articles, can also
contribute to yellowing. The magnitude of this contribution is very dependent on
the particular grade of TiO2 used, as is true of the contribution of TiO2 to the dura-
bility of paints. The TiO2 pigments that are used in most of these applications are
treated to minimize appearance change. These treatments, and other determinants
of the effect of TiO2 on appearance changes during weathering, are considered in a
later section of this chapter.

Photodegradation of Polyvinyl Chloride

The sensitivity of polyvinyl chloride (PVC)7 towards photo-degradation is primarily
due to the presence of defectswithin the polymer backbone. Bulk PVC rarely consists

7 Caremust be taken in this section and the next to not confuse the acronym PVC for being “pigment
volume concentration”, which is how this acronym is used most commonly in this book.
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of a polymer with only –(CH2-CHCl)n– repeating monomers [28, 29]. The extrusion
and molding operations subject the defects within the molecular structure to break-
down from mechanical stresses. The term “mechano-degradation” is often used to
describe the cascade of events that ultimately result in scission of the PVC polymer
and produce macro-radicals. These macro-radicals are seeded with polymer empir-
ical defects, fertilized by mechanical stresses, and grow as initiators for thermal
oxidation.

A popular mechanism for mechano-degradation has been proposed [30] that high-
lights the role of the polymer defects serving as moieties with high absorption coeffi-
cients for UV wavelengths under 270 nm [31, 32]. The photo-oxidation mechanism
most commonly acceptedwas proposed byGardette andLemiare [33, 34]. The photo-
oxidation of PVC defects is initiated by Cl atoms and catalyzed by HCl. The first step
involves absorption of light by the chromophore defect in the PVC polymer back-
bone. The alpha-chlorinated diene defect, if not oxidized immediately (i.e., in the
absence of oxygen), propagates down the PVC polymer backbone to form HCl and a
conjugated backbone. With the formation of additional unsaturation, the adsorption
shifts to longer wavelengths and moves into the visible range [35]. As a result, the
PVC plastic changes color, starting from yellow and moving to dark brown as the
conjugation length grows with continued UV exposure.

In the presence of oxygen, photo-bleaching reactions occur to form alpha chloro-
ketones, acid chlorides and beta chlorinated ketones. The products of the photo-
bleaching reactions are signals for deterioration of the PVC mechanical properties
such as impact strength or tensile strength. Additionally, gloss loss begins as the
surface of the PVC article roughens during this photo-oxidation degradation (similar
to gloss loss in paints). This gloss loss is typically termed as “chalking” within
the PVC industry, a term often used to describe degradation of the paint matrix in
coatings applications (discussed above).

Depth profile studies have shown photo-oxidation degradation products at depths
as high as 100 microns [36, 37], depending on the presence of other reagents, such
as plasticizer, in the PVC matrix. Oxygen solubility in the polymer is believed to
restrict the depth of photo-bleaching reactions to the top 100 microns of the sample.
By contrast, the formation of a hyper-conjugated backbone, which occurs in the
absence of oxygen, is seen at even greater depths (up to 400 microns).

Certain solid particles in the PVC matrix serve as catalysts for the initiation or
regulation of hyperconjugation and photobleaching. The solid particles that are the
most likely to do this are those that are photoactive and that produce an oxidative
environment on UV exposure. In most plastics applications, these would be titanium
dioxide particles. Several reviews have described TiO2 as playing a dual role in PVC
photo-degradation. First, these particles, in the presence of light of wavelength less
than 380 nm and in the absence of oxygen, accelerate hyperconjugation because
they accelerate radical formation. In the presence of oxygen, the titanium dioxide
particles accelerate the formation of radicals that oxidize hyperconjugation, which
deteriorates themechanical strength of the PVC.Hence, TiO2 both promotes polymer
backbone hyperconjugation and accelerates its destruction in the presence of oxygen.
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As with coatings application, proper surface treatment on the titanium dioxide
particle hinders its role as a photo-catalysis and decreases the rate at which
conjugation formation/bleaching occurs.

As described earlier, TiO2 has two opposing effects on organic degradation. It
promotes degradation due to the photo-initiated formation of chemical radicals, but
it also lessens degradation due to its high UV light attenuation. Care must be taken
when balancing these effects in PVC applications. We can better understand the
durability benefit of TiO2 pigments by examining the depths at which the PVC radical
chemistry occurs in the presence and absence of TiO2. Typically, hyperconjugation
and photo-bleaching reactions are limited to amuch shallower region near the surface
of plastics containing TiO2 than of those without TiO2 due to the screening effect
of the TiO2 particles [38, 39]. The depth of the polyene maxima concentration is
from 2 to 5 times greater in the absence of TiO2 that in its presence, depending on
the concentration of the TiO2 pigment (the lower the concentration, the greater the
depth). Hence, the particle is very beneficial to durability even if it is photoactive
because it severely limits penetration of UV light into the polymer.

Limiting the UV light penetration distance is especially beneficial to the retention
ofmechanical properties.On the other hand, optical properties such as gloss and color
changes are more dependent on degradation at the PVC plastic surface. Therefore,
gloss measurements for chalking can be used to establish a time scale for surface
chemistry, but thismay ormay not alignwith the time scale for changes inmechanical
strength.

Other solid particles can be used in PVC formulations to provide other dura-
bility functions. Certain particles in PVC applications can serve as an ion exchange
agent for HCl during hyperconjugation formation. Alkaline earth carbonates are the
obvious solid particles for the neutralization of HCl. These particles are present as
“extenders” and play a minor role in retarding the formation and growth of unsatu-
ration in the polymer [40]. Hydrotalcite particles are more efficient for the removal
of HCl due to their higher surface area, which gives them a greater capacity for
HCl neutralizing. These hydrated magnesium–aluminum hydroxycarbonate mate-
rials [41] exchange two chlorides for one carbonate. As such, these hydrated clay
structures remove the Cl ions that “fertilize” the formation of PVC backbone
hyper-conjugation.

Photodegradation in Polyolefin

The influence of solid particles on non-halogenated polymers is somewhat less
involved. Based on the discussion of PVC degradation, we may be concerned with
radical formation due to “mechano-stresses”, “polymer defects”, and “macro radical
formation”. However, the degree to which unsaturated bonds are formed is less and,
as such, degradation chemistry is less complicated. That said, photo-initiated degra-
dation does occur, and this results in a decay of mechanical and optical properties. As
was seen for PVC, certain solids, such as titanium dioxide and zinc oxide [42], act as
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UV screens, preventing deep penetration of UV light and the attendant formation of
radicals. In contrast to PVC, however, the photodegradation of polyolefins does not
involve polymer hyperconjugation. Hence, solid particles such as ion exchangers do
not affect durability.

The effect of photodegradation on the behavior of semi-crystalline polyolefins
such as polypropylene has been the subject of active investigation by many scientists
[43–45]. Their studies show that photo-oxidation is the principal cause of the aging
effects due to direct exposure to solar radiation. Photodegradation governed by diffu-
sion of O2 in the polypropylene irreversibly modifies the structure and the behavior
of this material as well as the polymer surface property that is termed “gloss” [46].

Oxidation in the macromolecular chain of polypropylene is initiated by decompo-
sition with hydroperoxides. This reaction self-accelerates by following a closed loop.
Photo-oxidation, through the formation of free radicals, causes molecular scissions
that lead to changes in the physical and mechanical properties of the polypropylene.
One such property is the gloss of the surface. Due to the oxygen diffusion-controlled
nature of polypropylene photodegradation, a thick sample, after exposure to ultra-
violet radiation, can be described as a ductile substrate (the undecomposed regions
deep within the substrate) with a fragile surface layer (the decomposed regions near
the surface).

As the photodegradation of the surface proceeds, the amorphous regions of the
polymer oxidize, in addition to undergoing molecular scission. As scission proceeds,
the surface undergoes a chemi-crystallization and the surface layer contracts (chemi-
crystallization refers to crystal growth via molecule segments that are released by
the scission of molecules). The most important practical consequence of this is the
formation of cracks at the polymer surface [47–49]. The presence of surface cracks
is indeed one of the main reasons for the embrittlement of ductile semi-crystalline
polymers such as polypropylene. This embrittlement causes significant deterioration
of the mechanical properties of the polymer after short-term exposure.

Ageing of thick polypropylene samples by photo-oxidation can be divided into
three well-defined periods:

1. Incubation/induction period: During this period, the effects of photodegradation
of polypropylene are still invisible. Cracks are absent from the surface and the
gloss is unchanged.

2. Period of surface pit formation: This is characterized by the formation of a net
of spontaneous pits on the sample surfaces. These pits cause surface gloss loss
(similar to gloss loss in coatings).

3. Period of chemi-crystallization on the surfaces: At this stage of ageing, the
effect of molecular chain scissions in the amorphous phase at the sample
surface (chemical degradation) becomes very important, activating the process
of rearrangement of the cut molecular chains into a crystalline phase. During
this period, cracks at the sample surface create the optimal conditions for the
development of chemi-crystallization [50].

During chalking, the polypropylene molecules nearest the titanium dioxide
particle surfaces undergo oxidation, leaving behind a pit around the particle. The
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pit causes a roughening of the rigid polypropylene surface that is manifest as gloss
loss, similar to what is seen in coatings.

Photodegradation has two opposing effects on chemi-crystallization. The shorter
chains produced by scission events can crystallize readily, but crosslinks and molec-
ular defects (carbonyls, etc.) that form during oxidation are not able to crystallize
and so are rejected from the newly formed crystals. The chain scissions and surface
shrinkage that occur due to polypropylene photodegradation lead to the development
of tensile residual stresses near the surface [51]. The formation of a damaged surface
layer (or “skin”) is accompanied by “chalking”.

Paper Laminate Photo-Graying

Although paper laminates do not generally experience resin degradation in the same
way that coatings and plastics do, there is still an appearance change that can occur
on exposure to UV light. This appearance change is called photo-graying, and the
rate of graying is dependent on the grade of TiO2 used. Although this change is
caused by UV light striking the TiO2 particles, its underlying mechanism is different
from that of coatings or plastics.

Photo-graying occurs when the photocatalytic cycle depicted in Fig. 14.7 is inter-
rupted. In our discussion of this figure, we noted that the order of radical formation
(superoxide radical first or hydroxyl radical first) is unimportant because, once one
radical forms, the other radical must form, since high energy electrons and electron
holes are produced in the TiO2 lattice in pairs. In the case of paints or plastics, the
immediate environment around the TiO2 particles has enough oxygen and water
vapor that the particle surfaces are always saturated, and so the radical formation
reactions are nearly instantaneous.

The environment of the particles in a paper laminate is much different. Here, the
surfaces of the TiO2 particles are still saturated with water, since the surface oxides
are hydrous. However, the thick melamine layer on top of the paper is impermeable
to oxygen. This results in the pigment surface being oxygen starved. In this situation,
the hydroxyl radical can readily form, injecting an electron into the TiO2 lattice, but
not the superoxide radical. As a result, the TiO2 particles will accumulate an excess
of electrons (that is, they become partially reduced).

The excess electrons occupy the conduction band, which is composed primarily
of titanium 3d atomic orbitals (refer back to Chap. 8 for a description of atomic
orbitals).8 Being in a partially filled band, these electrons can readily absorb visible
light. Visible light absorption is so strong that it causes these particles to turn black—
even when the excess is only a few electrons per particle. As a result, the paper
laminates gray upon exposure to UV light. An example of this is shown in Fig. 14.18.

8 This reaction is often described as the formation of a reduced titanium atom in the + 3 oxidation
state (Ti3+). However, these excess electrons are actually delocalized over the entire TiO2 lattice.
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Fig. 14.18 Table with a paper laminate surface after 1 day exposure to sunlight. Here the tabletop
was partially covered, resulting in light regions (original color) surrounded by dark regions (photo-
grayed)

This picture shows the photo-graying of a table that was exposed outdoors on a bright
day. The table was partially covered, as can be seen by the lighter areas.

Unlike resin degradation in coatings and plastics, this effect is not permanent.
Given enough time, oxygen can diffuse through the melamine layer and oxidize
(“bleach”) the affected pigment particles. In the case of the table shown in Fig. 14.18,
the table was returned to its original appearance after approximately one month.

Because themechanism involved in photo-graying is different than that involved in
resin degradation, TiO2 grades that have been developed for high durability coatings
and plastics applications do not necessarily performwell in paper laminates. This can
be seen in Fig. 14.19. Here, laminate coupons that were made with a high durability
coatings grade TiO2 and a grade developed specifically for laminate applications (this
grade facilitates recombination of surface radicals) were exposed to high-intensity
light. The coatings grade pigment showed unacceptable graying while the laminate
grade pigment remained unchanged.

Paper Laminate Durability in Compact Board Applications

Paper laminates used in outdoor applications experience the effects ofweather aswell
as ultraviolet light exposure, and this can degrade appearance over time. Obviously,
TiO2 light stability and the durability of any color pigments used in the inks applied
to the décor paper component of the laminate play a dominate role in color stability.



512 14 Durability of Paints, Plastics, and Paper Laminates

Fig. 14.19 Laminate coupons made with different grades of TiO2 after exposure to high-intensity
UV light

However, gloss changes can also occur in these materials. These gloss changes are
manifest as a haze appearance that grows over time.

The appearance of haze has been attributed to TiO2 photocatalytic degradation.
However, the fact that the TiO2 grades used in these applications do not discolor
over time, and that radicals must travel a significant distance from the TiO2 particle
surface to the laminate surface, both indicate that this cannot be the mechanism
responsible for haze. Instead haze is the result of micro-crack formation in the cured
melamine resin. The melamine resin used in this application is thermosetting and
so is inflexible. When stress is applied, as it is when the surface resin reacts with
ambient water, the surface cracks. This issue can be avoided by applying a topcoat
of resin cured with an electron beam.

Factors that Determine the Effect of TiO2 Pigment
on Polymer Durability

Many TiO2 grades are available to the coatings or plastics manufacturer, with each
grade reflecting a certain balance in performance properties. Included in these grade-
dependent properties is the effect of TiO2 on paint or plastic durability. As discussed
earlier, the TiO2 pigment can both enhance paint or plastic durability (by absorbing
UV light) or can harm it (by producing destructive chemical radicals).

The importance of the effect of TiO2 pigment on polymer durability is such that
different TiO2 grades are specifically treated for exterior applications to reduce the
harmful effects while maintaining the beneficial effects.

The effect of TiO2 grade on appearance change can be seen in Fig. 14.20. Here,
we show five paints that have been exposed for 1 year in Florida. The only difference
between the paints is the grade of TiO2 used. The photocatalytic activities of the
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Fig. 14.20 Color fade of panels exposed for 12months in Florida. Paintsmadewith different grades
of TiO2 pigment. The topmost portions of each panel were protected from UV light and show the
initial color of the panels

paints decrease from left to right in this figure. The TiO2 used in the paint at the far
left in this figure is not recommended for exterior applications, while the pigment
used in the far right paint is considered a “superdurable” grade.

Encapsulating Surface Coating

TiO2 affects the degradation of paints and plastics through the photocatalytic oxida-
tion of organic molecules near the particle surface. As discussed above, the photo-
catalytic degradation of polymer by TiO2 proceeds through a sequence of steps
(Fig. 14.4). If we slow or prevent any one of the steps in this sequence, we will slow
or prevent the entire degradation process. One such step is the exchange of electrons
between the TiO2 lattice with the oxygen and water molecules that are absorbed on
the particle surface.

One strategy that the TiO2 manufacturer can take to slow this elec-
tron exchange step is to completely encapsulate the TiO2 particle with a layer of
an electrically insulating material (refer to Chap. 7). Recall that an electrical insu-
lator is characterized as having a large band gap—larger than that of TiO2, which is
a semiconductor. For most electrical insulators, the energy of the conduction band is
greater than that of TiO2 whereas the energy of the valence band is lower (Fig. 14.21).

As depicted in this figure, an electron that has been promoted by UV light absorp-
tion into the conduction band will generally not have enough energy to transfer into
the insulator conduction band. In the same way, the electron hole in the TiO2 valence
band cannot enter the insulator valence band and travel to the particle surface because
to do so an electronwould need tomove from the insulator valence band into the TiO2

valence band. This requires additional energy. The encapsulating insulator coating,
therefore, prevents the transfer of an electron from a surface water molecule into the
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Fig. 14.21 Electronic configuration of an insulator covering a TiO2 particle

TiO2 lattice and the transfer of an electron from the TiO2 lattice to a surface oxygen
molecule.

In theory, any electrical insulator can be used for this purpose, but there are
many practical considerations that limit those that are used in practice. Specifically,
the insulator must be insoluble in water and solvent, must be non-toxic, colorless,
inexpensive and relatively easy to apply. Most commercial durable grades of TiO2

use one or both of twomaterials: hydrous silica and hydrous alumina (Chap. 7). Both
of these coatings are added to the pigment surface through a precipitation reaction.
For silica, sodium silicate is added to a water slurry of the untreated TiO2 at high pH
conditions (where the silicate is soluble). The pH of the slurry is then decreased with
an acid, leading to a precipitation of the silicate as hydrous silica (Eq. 14.1) [52].

Na2SiO3 + 2HCl + nH2O → SiO2 · (n + 1)H2O + 2NaCl (14.1)

Similarly, to deposit hydrous alumina, sodium aluminate is added to a water slurry
of the TiO2 particles and acid added to precipitate the alumina (Eq. 14.2). Alumina
can also be deposited by adding an acidic source of alumina (such as aluminum
sulfate) to the slurry and neutralizing with a base (Eq. 14.3) [53] Although both
oxides can give a high durability TiO2 pigment, only silica is able to give the highest
level of durability (“super durability”) [54].

2NaAlO2 + 2HCl + nH2O → Al2O3 · (n + 1)H2O + 2NaCl (14.2)

2Al2(SO4)3 + 12NaOH + nH2O → 2Al2O3 · (3 + 1
2n)H2O + 6Na2SO4 (14.3)
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Note that in all reactions the resulting oxide (silica or alumina) is hydrated by
an undefined number of water molecules that varies with the specific deposition
conditions. Because of this, the silica and alumina content of most TiO2 pigments
are typically reported as %SiO2 and %Al2O3, based on the weight of the TiO2—that
is, as if present as the anhydrous oxide rather than a hydrous oxide.

For this strategy to work, the TiO2 surface must be completely encapsulated by
the insulating oxide. Even a small gap in coverage can lead to a significant amount of
electron exchange and radical formation.Acrystallinematerial—even if an insulating
solid—cannot be used for this purpose because there will inevitably be gaps between
the discrete crystals, no matter how well they are packed on the TiO2 surface. These
surface coatings must instead be amorphous. By definition, an amorphous solid has
no preferred shape and so is free to follow the contours of the TiO2 surface, ensuring
no gaps in coverage.

Hydrous silica, such as that precipitated in Eq. 14.1, is naturally amorphous.
However, the hydrous alumina deposited in Eqs. 14.2 and 14.3 is prone to crystal-
lization. To prevent this, a hetero-species, such as Zr4+, Sn4+, F−, SO4

2− or PO4
3−,

can be added in small amounts into the amorphous alumina structure [53]. These
hetero-species prevent crystallization because they must be ejected from the lattice
before alignment of the alumina octahedra into a regular arrangement can occur.
Energy is required to break the chemical bonds that hold the hetero species in the
lattice, and this energy represents a barrier to crystallization.

Although a single monolayer of encapsulating oxide may seem enough to
completely prevent TiO2 photocatalytic degradation (approximately 0.4% for SiO2

on TiO2), significantly higher levels are used in practice. This reflects the fact that
the silica does not deposit evenly, but rather randomly on the pigment surface.
In addition, due to quantum tunneling, a single layer of insulating oxide will not
completely prevent all electrons from passing between the TiO2 and the water or
oxygen molecules adsorbed onto the pigment surface.

We may, therefore, expect that the durability of a paint will increase with
increasing silica amount. This is true, but only up to a point. This is shown in
Fig. 14.22, where a series of TiO2 pigments were prepared with a wide range of
silica contents and tested for chalk resistance (higher numbers signify greater resis-
tance to chalk formation). In this paint, there is a maximum chalk resistance around
8% SiO2, beyond which durability actually decreases. This is because, in this partic-
ular paint system, TiO2 with 8% silica has ultimate durability. Going above this value
decreases durability because there is a lower TiO2 content in the pigment and so less
beneficial shielding of the resin from UV light. For this reason, the highest level of
silica typically found on TiO2 pigments that are used for durable paints or plastics
is typically between 7 and 8%.
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Fig. 14.22 Effect of silica level on chalk resistance

The Effect of TiO2 Dispersion on Chalking

While perhaps not intuitive, the degree of particle dispersion can affect paint dura-
bility in some cases [55]. Gloss retention and chalking are, in fact, both hurt by poor
pigment dispersion, but for different reasons.

We will first consider the effects on chalking (these effects carry over to other
durability properties that are controlled by the total rate of resin loss).Wewill begin by
considering two paints made with the same TiO2 pigment, but with different degrees
of dispersion. In the first paint (Fig. 14.23a), the TiO2 is optimally dispersed. In the
second paint (Fig. 14.23b) the TiO2 is under-dispersed and is found in agglomerates.

Consider the dark gray particle in both films. When UV light strikes this particle,
it is absorbed, shielding the region beneath. When the TiO2 is well dispersed
(Fig. 14.23a), the particle shields the resin, and so decreases the rate of direct degra-
dation. When the TiO2 is poorly dispersed (Fig. 14.23b), the particle shields other
TiO2 particles, and so decreases the rate of photocatalytic degradation. Therefore,
the degree of TiO2 dispersion affects the balance between direct and photocatalytic
degradation. In most paints, direct degradation is more damaging than photocatalytic
degradation, and so complete TiO2 dispersion is desired.9

The effect of TiO2 dispersion on the chalk resistance of 25 blue automotive topcoat
paints that differ in degree of TiO2 dispersion is shown in Fig. 14.24. Here, we use the
initial film brightness of the paints as a proxy for the degree of TiO2 dispersion (better
dispersion gives greater light scattering, so the better dispersed paints have higher

9 Of course, complete dispersion is desired for other reasons as well.
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Fig. 14.23 UV screening by a TiO2 particle in a film. aWell dispersed pigment. b Poorly dispersed
pigment

Fig. 14.24 Effect of TiO2 dispersion (measured as initial brightness) on color fade from exposure

brightness).10 While there is some scatter in the chalking data, there is a clear trend
towards higher chalk formation (measured as�E) as degree of dispersion decreases.

10 This is analogous to the tinting strength described in Chap. 13.
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Fig. 14.25 Correspondence between initial brightness and initial gloss for the paints shown in
Fig. 14.24. Both are determined by the degree of TiO2 dispersion

The Effect of TiO2 Dispersion on Gloss Retention

The degree of TiO2 dispersion also affects gloss retention, but for a different reason.
To understand this, we first consider the effect of TiO2 dispersion on initial gloss.
Different grades of TiO2 have different gloss potentials—some grades can be formu-
lated into high gloss paints, while for other grades only a mid-level gloss is possible.
This can be traced to the dispersibility of the TiO2 pigment.

As discussed above, gloss is a measure of surface smoothness at the optical scale.
For visible light, surface features, such as dips, pits or protrusions, that are larger
than roughly one micron cause a decrease in gloss. Since individual TiO2 particles
are slightly smaller than the surface features that affect gloss, any perturbations to
the film surface due to an individual TiO2 particle near the film surface will not affect
gloss.

However, this situation is different if the TiO2 particles are present as agglom-
erates. Agglomerates near the film surface will cause surface features that are large
enough to decrease gloss, and this is the reason that different grades of TiO2 give
different gloss properties to paints (that is, different pigment grades will disperse
to a different degree). This suggests that for the paints shown in Fig. 14.24, there
should be a correlation between initial brightness (L*) and initial gloss, since both
are affected by TiO2 dispersion. This is, in fact, the case (Fig. 14.25).

In a fresh film, the effect of agglomerates on surface roughness is somewhat
mitigated by the surface tension of the film, which pulls the agglomerates near the
surface down, in a similarway that awrinkled sheet can be partially leveled by pulling
on the edges. Agglomerates in the unexposed film, therefore, cause a relatively minor
surface feature compared to their overall size.
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Fig. 14.26 Effect of surface film loss on surface smoothness. a Film with an initially high gloss.
b Film with an initially medium gloss. After exposure, the films have medium gloss and low gloss,
respectively

This changes when the film is exposed and the surface resin erodes (Fig. 14.26).
Because surface erosion is random, it creates a slightly uneven surface for the initially
smooth film (Fig. 14.26a), leading to a minor to moderate change in gloss. However,
in a film with agglomerates, the initially slight roughness caused by the subsurface
agglomerates becomes quite pronounced after exposure (Fig. 14.26b) leading to a
major change in gloss.

This suggests that the initial gloss of a paint film would be an indicator of gloss
retention, all else being equal. This has been found to be true, to a greater or
lesser extent, in many paint systems [23]. An excellent example of this is shown
in Fig. 14.27, where the initial gloss and gloss retention values for a series of alkyd
paints are shown to correlate highly with one another.

The Two-Component Approach to Gloss Retention

The impact of initial gloss on gloss retention adds complexity to the role of the
titanium dioxide pigment in gloss changes that occur on exposure. One way of
interpreting this is that there are two components to gloss retention [23]. The first
is that which is recognized widely, which is the rate of resin degradation and loss.
The second can be described as the sensitivity of gloss to this resin loss. In one paint
system, it could be that the loss of even a small amount of resin leads to a large
decrease in gloss, while the gloss of another paint system could be insensitive to
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Fig. 14.27 Correlationbetween initial gloss and18-monthgloss retention for a series of paintsmade
with different grades of TiO2 pigment [23]. SourceMay, 2009 issue of CoatingsTech magazine, ©
American Coatings Association (2009). Used with permission

resin loss, leading to high gloss retention despite resin loss. We will refer to this as
the sensitivity of gloss to resin loss.

The contribution of the TiO2 pigment to the first of these components—the rate
of resin loss—is straightforward: high photocatalytic degradation rates lead to rapid
resin loss. This component can be quantified by a chalking measurement, since
chalking depends only on the total rate of resin degradation. A series of pigments
can be tested for chalking in one paint system and the relative rates of photocat-
alytic degradation—which should be the same for all other paint systems—can be
determined.

The sensitivity of gloss to resin loss will vary from one paint system to another.
Based on the above discussion on the effect of TiO2 dispersion on both initial gloss
and gloss retention,we see that initial gloss can be a goodproxy for gloss sensitivity—
paintsmadewith those pigments that give a high initial glosswill be the least sensitive
to resin loss, since these paints have the least number of near-surface agglomerates.

To test the validity of this concept, paints for an aliphatic coil formula were
made using 20 TiO2 pigment grades that had a wide range of initial gloss and of
chalking values, were exposed in Florida and the 18 month gloss retention values
were determined. The predictive power of the initial gloss, of the TiO2 chalking
value, and of a two-variable regression analysis using both of these properties are
demonstrated in Fig. 14.28. For this formula, the chalking value appears to be of
moderate predictive power (R2 = 0.51), but this correlation is strongly affected by
a single data point that lies far from the region of the others (the R2 value drops
to 0.23 when this point is excluded). The initial gloss value is of only moderate
predictive power (R2 = 0.42). However, using both of these properties to predict
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Fig. 14.28 Correlation for a
series of 20 TiO2 pigments
in a coil formulation between
12-month gloss retention and
a initial gloss, b chalking
value of the TiO2 pigment,
and c a predictor based on
both the initial gloss and the
chalking value [23]. Source
May, 2009 issue of
CoatingsTech magazine, ©
American Coatings
Association (2009). Used
with permission
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Table 14.2 Correlation coefficients (R2) between the gloss retention values, chalking values, initial
gloss and a two-component analysis for 25 TiO2 pigments in five paint systems Values in bold
indicate a negative or counter correlation

Chalking value Initial gloss Two
component

Medium oil alkyd—Xenon 0.02 0.75 0.79

Colored Coil—Florida 0.05 0.02 0.06

Colored Coil—Xenon 0.05 0.52 0.90

White Coil—Xenon 0.40 0.90 0.91

Aliphatic Coil—Florida 0.51 0.42 0.79

Aliphatic Coil—Xenon 0.00 0.32 0.47

Aliphatic Coil—UV chamber 0.44 0.41 0.70

Aliphatic Coil—Natural Accelerated 0.00 0.87 0.88

Automotive Topcoat—Florida 0.23 0.36 0.62

Automotive Topcoat—Natural Accelerated 0.11 0.13 0.47

gloss retention increases the R2 value to 0.79, which is probably close to the highest
agreement achievable when the relative errors of the chalking and gloss retention
values are considered.

While the two-component approach works well in this particular paint system,
there are others for which it works no better than either the chalking value or the
initial gloss alone. This is demonstrated in Table 14.2, which shows an analysis of
the gloss retention results for 25 TiO2 pigments incorporated into five paint systems
and exposed in a number of different ways (the different exposure conditions are
described in a later section). Entries in this table show the correlation coefficient
(R2 values) between gloss retention under the indicated exposure condition and the
chalking value of the TiO2, the initial gloss of the paint and the two-component
approach.

As can be seen in Table 14.2, the two-component analysis can significantly
increase the ability to predict gloss retention. However, this table also shows that
it is not successful in all paint systems. In some of these systems, there is another
as-yet unrecognized contributor to gloss retention.

The Effect of Relative Degradation Rates on Gloss Retention

The chalk performance of a series of TiO2 pigments will generally fall in the same
rank orderwhen tested in paintswith different resins [56] This is not unexpected—the
rate of chalk formation should be related to the total rate of resin degradation, and the
relative TiO2 photocatalytic contribution of the different pigments to this degradation
should be the same in every resin system.However, gloss retention values for different
TiO2 pigments often do not rank the same in different resin systems. This is because
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Fig. 14.29 Consequences of different balances of direct and photocatalytic degradation rates

gloss retention does not depend on the total rate of degradation (that is, the sum of
direct and photocatalytic degradation rates), but instead on the balance of the rates
of these two types of polymer degradation [57].

To understand this, we will consider three limiting cases. In the first, the photocat-
alytic degradation rate is much greater than the direct degradation rate. In the second,
the two rates are equal, and in the third, the photocatalytic degradation rate is much
less than the direct degradation rate. These three scenarios are shown schematically
in Fig. 14.29.

For this analysis, we will assume that after some period of exposure the three
paints have lost the same amount of resin—that is, the total degradation rate for the
three are the same; only the balance between the photocatalytic and direct degrada-
tions rates are different. Because the total degradation rates are the same, we would
expect similar chalk performance for these three paints. However, the gloss reten-
tion performances of the paints will be different. When photocatalytic degradation is
much greater than direct degradation, holes form around the reactive TiO2 particles.
Eventually, these holes reach the film surface, where they become pits. These pits
significantly roughen the surface, leading to poor gloss retention.

A similar outcome is seenwhen the direct degradation rate ismuch greater than the
photocatalytic degradation rate. In this case, the TiO2 particles protect the underlying
resin from degradation. Surface regions with no protective TiO2 particles degrade
more rapidly, with the result being that pedestals capped with TiO2 particles form
[58]. Again gloss retention is poor because these pedestals roughen the surface
significantly.

The situation is different when the rates of the two types of degradation are similar.
Here, the amount of degradation around and beneath the TiO2 particles is roughly
matched by the degradation of the resin that is not near the TiO2 particles, resulting
in a much smoother overall surface and a higher gloss retention than seen for either
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of the two more extreme cases. For high gloss retention, we therefore strive for a
balance in degradation rates, rather than a lower total rate.

This partially explains why the rankings of gloss retention values for a series of
TiO2 pigments that cover a wide range of photocatalytic reactivities can be different
in one resin system than another. When changing resin systems, we typically change
the direct degradation rate of the resin,11 and this changes the balance between the
two degradation rates for the different TiO2 pigments. In one resin system, pigments
with a certain photocatalytic degradation rate will match the direct degradation rates
and give the highest gloss retentions. In another resin system, the TiO2 pigments with
photocatalytic degradation rates that best match the direct degradation rates will be
different than in the first polymer system. The balance of degradation rates is also
partially affected by the degree of pigment dispersion, as described in more detail
above in relation to chalking rates.

Measuring Degradation

Premature failure of paints due to degradation can be a great cause of dissatisfaction
with an exterior paint. The cost of such failures goes beyond the cost of the paint itself,
as paint application is often a much greater expense for structures such as bridges,
tall buildings and water towers. Because of the importance of paint longevity in most
exterior applications, it is critical that the durability of exterior paints is tested in
some way before application.

There are two main factors that affect the rate of paint degradation—the innate
resistance of the paint to environmental stresses, and the severity of the exposure
conditions. For many reasons, the overall durability of a given paint or set of paints is
often difficult to predict. The literature has many examples of “reversals”—a change
in the durability ranking of paints exposed under different exposure conditions. In
addition, the effect of ingredient choice on durability (resin supplier, TiO2 grade,
extender particle size, etc.) can often affect different paints differently. For these
reasons, it is critical that exterior paints be tested for durability before they are
qualified for use. Similar considerations apply to plastics, since these factors apply
equally to them.

There is a wide and rich literature on paint and plastics durability, a reflection of
its great importance in many end-use applications. In addition to individual research
reports, there are many reviews of this subject [56, 59, 60]. We will not attempt to
summarize this work, but instead will focus on one aspect of durability—the contri-
bution of the solid particles within the organic matrices. Within this narrow segment
of durability science, we will focus, although not exclusively, on the contribution of
the titanium dioxide pigment, since this particle type has a greater effect on durability
than others.

11 This was discussed this earlier in the section on ultimate durability.
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Fig. 14.30 Categorization of exposure test strategies

We can group most durability tests into one of four categories, depending on
exposure conditions and on the type of exposure-induced changes that are being
monitored. There are two exposure conditions commonly used—natural exposure
and accelerated (high light intensity) exposure. There are also two types of changes—
appearance changes (which are physical) and chemical changes—that can be moni-
tored as the polymer degrades. The distinguishing features of these four categories
are shown in Fig. 14.30.

Natural Test Methods

The most obvious way of determining the durability of a paint or plastic, or the effect
that a certain ingredient or formulation factor has on that durability, is to expose that
paint or plastic to natural conditions and monitor for appearance changes that would
be important to the ultimate end user (i.e., the consumer). The merits of natural tests
are that they exactly duplicate the conditions under which the paint will be exposed
under normal use and they measure the exact appearance changes of concern to
the paint consumer. However, these merits come at a significant cost in terms of
test duration—coatings formulated to last for decades will, by their nature, require
decades to test. In addition, weather is uncontrollable and never reproduced, and the
consistency of results from one exposure series to another can be poor.

Because of this variability, it is essential that standards and/or controls be included
in every outdoor exposure study, and that the durability of test samples be based
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on their relative performance versus these standards or controls, rather than on an
absolute basis. Despite this, many international paint durability standards are, in
fact, based on absolute performance over time. For example, standards may specify
that gloss loss after two years can be no more than 20%, even though the exposure
intensities of no two-year time periods are ever the same. This creates a moving
target that is all but impossible to hit on a reliable basis [60–62].

One compromise to the desire for shorter test durations under natural conditions is
to expose the paints at locations with harsh environments. Even the environment for
Florida testing—the benchmark of durability—is harsher than that of the locations
of most outdoor applications. Exposures in more severe natural environments, such
as in Arizona or Australia, can shorten exposure times compared to Florida, with a
minimal compromise of exposure conditions. That said, even these shorter times can
be longer than practical for new product development, and on occasion, the results
correlate poorly with those generated under milder climates.

Accelerated Test Methods

In response to the desire for shorter test turn-around times, coatings formulators,
plastics manufacturers and the exposure testing industry have long sought an accel-
erated testing procedure that will, after a short exposure time, accurately predict
long-term performance. Much effort has been spent developing these tests [56], and
the voluminous literature on accelerated weathering is a testament to the difficulty
of this pursuit and to the lack of any general solution to it. Simply stated, there are
no accelerated exposure techniques that reliably predict outdoor exposure results on
a universal basis [63–65]. That said, when comparing similar paints, certain accel-
erated technologies can give an indication of the relative durability of the different
paints.

There are several factors that complicate the development of a universal acceler-
ated test. The first is that long-term appearance changes are not always linear with
exposure time. Often, we will see an induction period during which the paint is
degrading, but not yet changing in appearance. A good example of this is chalking—
chalk does not appear for several months, during which time the top layer of resin
is degrading, but this degradation has not yet come to the point of exposing parti-
cles. This was shown in Fig. 14.14. Similar induction periods can be seen for gloss
changes in certain paints (Fig. 14.13).

A second complication is that, as mentioned above, the environmental stresses of
natural exposures are uncontrollable and are highly variable on any time scale—from
day to night, frommonth to month, from season to season, from year to year and even
from decade to decade. Durability results for the same paint or plastic exposed at
different dates can vary quite significantly [61]. Even the position on a test rack can
affect the degradation rate of a paint, particularly for racks with black backgrounds
[66].
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A third complication is that under accelerated conditions, resin degradation can
follow new pathways that are not seen under natural exposure. For example, the UV-
B and UV-C portions of sunlight are removed in the upper atmosphere and so the
reactions they initiate are not important under natural exposure conditions. Inclusion
of this highly destructive radiation in certain accelerated tests leads to faster times-
to-failure, but at the expense of being meaningless to the process that occurs under
natural exposure conditions.

Even if new reaction pathways are not created, the relative rates of the different
reactions that occur during degradation can change, with reactions that are of little
importance under natural exposure conditions accelerating at a greater extent than
reactions that are of high importance under natural exposure conditions. This shift
in relative importance can skew the results of the accelerated test.

An often-made comparison of this latter issue to the incubation of a chicken
egg. An egg held at 38 °C for 22 days will produce a chick. This occurs as the
result of hundreds of inter-connected reactions that transform the protein in the egg
into the different body components of the chick, similar in concept to the large
number of inter-connected reactions that occur as a paint or plastic degrades. Using
the theoretical rule that reaction rates double with every increase in temperature of
10 °C, we calculate that the reactions requiring 22 days to go to completion would
require only 3 minutes at 172 °C.

However, reality ismuch different from theory, and treating an egg to such temper-
atures would not result in a chick, but instead in a fried egg. Here, as with paints,
we find that the added stress does not accelerate all reactions equally—in this case,
reactions that denature the protein completely dominate at the higher temperatures
while they are negligible at lower temperatures. We will discuss the difficulties of
using high stress accelerating conditions to rapidly predict durability results under
natural conditions below.

Methods Based on Early Results from Natural Weathering
Exposures

The simplest means of shortening test durations is to use early changes in appearance
to predict long-termperformance.This has the benefit that the exposure conditions are
exactly those of the intended end-use, as discussed above, which can be a significant
advantage over methods based on an increase in exposure stress of intensity.

When degradation occurs at a constant pace, it is possible to extrapolate early
appearance changes to longer exposure times and predict the time to failure. To do
this, paints or plastics must have completed their induction period, if any (refer to
Fig. 14.14). Because gloss loss tends to follow a curved decrease over time and often
experiences abrupt failures, it is often difficult to extrapolate early gloss retention
data to estimate later values [61]. However, once the induction period has passed for
chalking or color fade tests, lightness or color tends to change linearly.



528 14 Durability of Paints, Plastics, and Paper Laminates

When the film is in the early times of the second stage of color shift, it is possible
tomake a relatively accurate prediction of the rate of change and thus the time needed
to reach a certain color shift (assuming this is attained prior to free chalking).

Methods Based on Increased Exposure Intensity

Perhaps the most obvious way to decrease durability test times is to artificially
increase the stresses that degrade polymers. These include UV light intensity, heat,
water (both as a vapor and as a liquid), and thermal cycling. Two strategies can
be taken for this approach. The first is to increase the intensity of natural sunlight
through the use of mirrors, and the second is to use weathering chambers for which
exposure conditions can be accurately controlled.

Before discussing these chambers, it is worthwhile to consider some general prin-
ciples that are recommended regardless of the exposure specifics. First, the stresses
should not exceed themaximum stress seen in natural exposure—they should instead
subject the samples to this level of stress for a greater proportion of time. For example,
the UV light intensity should not exceed that of a typical testing location, such as
South Florida. In a similar way, the maximum panel temperature should not exceed
that of an outdoor panel at the hottest part of day.

The spectral composition of theUV light used in these chambers is also important.
The atmosphere screens out the highest energy UV wavelengths (UV-B, from 280
to 315 nm, and UV-C, from 100 to 280 nm), but not the lower energy UV-A (315 to
400 nm).12 Including the lowerwavelength (higher energy)UV-B andUV-C radiation
in an exposure test has the danger of skewing the test results for the reasons discussed
above. The ability of a UVA-340 lamp to match the UV component in sunlight is
shown in Fig. 14.31.

Overall, acceleration is best achieved instead by extending the fraction of time that
the samples spend at these extreme conditions, rather than increasing the intensities
above these levels. This avoids the occurrence of degradation reactions that only
proceed under higher light intensities or more elevated temperatures relative to these
maxima since these would be unimportant in actual end-use applications.

Two types of weathering chambers aremost commonly used for accelerated expo-
sures. In the first, samples are arranged in a circle around the light source (normally
a filtered xenon arc tube) and rotated during exposure. This type of chamber has the
ability to cycle conditions, to turn the light on and off, and to spray the samples with
water (both to cool them during the dark cycle and to wash away soluble degrada-
tion intermediates), as well as the ability to control temperature at elevated levels.
Standard methods have been developed using this type of chamber, both by ASTM
[68] and ISO [69].

12 For reference, the minimum UV wavelength required to break a typical C–C single bond ranges
from 315 to 345 nm, a C-F bond requires approximately 250 nm, a C-H bond requires approximately
290 nm, and an ether bond requires approximately 355 nm.
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Fig. 14.31 Comparison of the spectral power distributions of natural sunlight [67]. (red solid line)
and a UVA-340 lamp (blue dotted line) (Color figure online)

In the second chamber type, samples are arranged linearly along a fluorescent
source of unfiltered, high-intensity UV light [67]. Samples are held in closer prox-
imity to this light than in the first chamber type, resulting in a significantly higher
light intensity per unit area of sample. The light is typically on continuously, the
temperatures are usually quite high, and the samples are often not sprayed with
water. Because of the higher stresses in this type of chamber, especially the inclu-
sion of highly destructive UV-A and UV-B radiation, test durations are typically
much shorter than the xenon-based weathering chamber. While shorter test times are
desired, they often come at the expense of accuracy, as will be demonstrated below.

There is an alternative strategy for increasing the intensity of the light falling
on a sample. In this method, the intensity of natural sunlight falling on a sample is
increased using mirrors. A row of samples is arranged on a special rack with their
backs to the sun and facing an array of mirrors arranged in a semi-circle. The rack
and mirrors are mounted on a motor assembly that is programmed to follow the sun
during the day so that the mirrors constantly reflect sunlight onto the samples [70,
71]. While this equipment can be sited at any location, it is typically found in regions
with high UV light intensity and minimal periods of cloud cover.

This method typically reduces exposure times by a factor of between 3 and 5,
depending on the time of year during which it is run, compared to natural exposure.
Exposure is quantified by the amount of UV light striking the specimen (typically
measured as mJ/m2) or as equivalents of time for a typical Florida exposure (defined
as 280 mJ/m2 annually). Samples are naturally heated due to the increase in thermal
(infrared) radiation directed at the samples, which also accelerates degradation.

While thismethodhas the benefit of increasing light intensitywhilemaintaining an
exact match to the terrestrial sunlight, it suffers from sample overheating and excess
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levels of thermal degradation, which is particularly problematic when the intention of
the test is to determine the contribution to durability due to UV light absorption. This
can be partially overcome by spraying the backs of the panels with water, but exces-
sive temperatures ultimately limit the intensity of light that can be used. This issue
has been overcome by using mirrors based on light interference, rather than simple
reflection [72–75]. Interference mirrors preferentially reflect certain wavelengths of
light while allowing others to pass through. In this case, UV light is reflected back to
the sample while visible and infrared light (thermal radiation) is not. This can allow
UV light intensities approaching 100 times that of natural light without the sample
being heated to unacceptable levels.

The degrees to which results from these different acceleration conditions correlate
with natural exterior exposure results can be demonstrated with an example of coil
paints made from a series of 23 different grades of TiO2. Panels of these paints were
exposed for 24 months in Florida, 10 months under natural accelerated conditions,
125 days in a xenon weathering chamber, and 750 h in a high UV light intensity
chamber, and then measured for gloss retention. Figure 14.32 shows the correlation
between the Florida gloss retention results (which are the target values for the other
exposure tests to match) and results for the three forms of accelerated testing, and
Table 14.3 gives the correlation coefficients between these results. As can be clearly
seen in the table and figure, the more severe the exposure conditions, the faster
the results but the poorer the correlation and the predictability of the test. For this
particular paint series, results from the high-intensity UV chamber are completely
incapable of providing guidance as to which paints will perform well outdoors.

“Reversals” and the Difficulty of Accelerated Weathering Tests

Perhaps the most important conclusion of the above discussion is that accelerated
weathering tests will, under certain conditions, give entirely erroneous results. This
is true for both accelerated chalking and accelerated gloss retention tests. In our
experiences, accelerated tests can normally distinguish a non-durable grade of TiO2

pigment from a durable one, but often rank very durable pigments as having equal or
even lower durability than medium durability pigments. There are sound theoretical
reasons for this behavior.13

Although high UV light intensities increase the rates of both direct degradation
and photocatalytic degradation, they do so by different amounts. Egerton and King
showed that the direct degradation rates increase linearly with light intensity whereas
the photocatalytic degradation rates increase as the square root of light intensity [5].
These conclusions were confirmed by Cutrone, Patel and Martin [76–78].

13 There are no doubts that many reasons exist for poor correlation between accelerated and outdoor
exposure test results. The following discussion details just one of these reasons and will not apply
to every case of poor correlation.
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Fig. 14.32 Correlation
between Florida gloss
retention values to values
measured under acceleration.
a Natural accelerated
conditions. bWeathering
chamber with filtered xenon
radiation. c Weathering
chamber with high-intensity
unfiltered UV radiation
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Table 14.3 Correlation
coefficient between Florida
2-year gloss retention and
accelerated gloss retentions

Exposure Time R2

Florida 2 years –

Accelerated natural 10 months 77.1%

Xenon weathering chamber 125 days 20.6%

High-intensity UV chamber 750 h 2.5%

While a mathematical derivation of this non-intuitive result is beyond the scope
of this paper, it can be qualitatively understood on the basis of there being two
competing reactions for the electrons and electron holes which form on absorption
of UV light by TiO2 pigments: reaction with surface species to form radicals, and
recombination with release of heat. These reactions are summarized in Eq. 14.4.

TiO2
+UV light←→

heat
electron + electron hole

O2−→
H2O

surface radicals. (14.4)

To afirst approximation, doubling the intensity of theUV light doubles the concen-
tration of electrons and electron holes. This quadruples the rate of recombination,
since this rate is dependent on the concentration of both species (that is, the reaction
rate will double once because of the increase in electron concentration, and then
again because of the increase in electron hole concentration), while it only doubles
the rate of formation of either surface radical. Under conditions where most of the
electrons and electron holes recombine, the net result is a square root dependence of
radical formation rates on UV light intensity.

HighUV light intensity, therefore, upsets the balance between direct and photocat-
alytic degradation. In particular, it over-emphasizes the effects of direct degradation
while it minimizes those of photocatalytic degradation (see Fig. 14.33). The effects of
this on appearance change are two-fold. First, since gloss retention is determined by

Fig. 14.33 Effect of UV
light intensity on individual
and total paint degradation
rates. Dotted areas are the
direct degradation rates and
dark gray areas are the
photocatalytic degradation
rates
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the balance between photocatalytic and direct degradation rates (discussed above),
by changing this balance, the ordering of gloss retention performance will change
with UV light intensity. This explains the results in Fig. 14.32.

The second effect, as detailed in the discussion on ultimate TiO2 durability, is that
the increase in the relative rate of direct degradationmakes the effect of photocatalytic
degradation less important. That is, it becomes difficult or impossible to distinguish
chalking performance between and among medium and high durability pigments.
Thismay lead to the conclusion that twoormoreTiO2 pigments are equal in durability
when, under natural conditions, they may be quite different. This is similar to the
reason why the durability of paints made with mid and high durability TiO2 grades
are the same as one another in low durability resins, as discussed in the section on
ultimate TiO2 pigment durability.

TiO2 Lab Tests

When the interest in durability is focused on the contribution of TiO2 to degradation
rate, which in turn is mainly controlled by TiO2 photocatalytic activity, an alternative
strategy for estimating paint durability—or, at least, the contribution of TiO2 photo-
catalytic activity—can be used. This situation often arises when a formulator wishes
to determine which grades of titanium dioxide are acceptable for certain exterior
applications.

Measurement of Reaction Products

One form of laboratory testing is the measurement of the concentration of a reaction
product over time (refer back to Fig. 14.4). To be of practical use, this reaction product
must be detectable more quickly than the appearance changes in the paint film. The
logic behind this test is that it can detect the rate of chemical changes occurring
during the induction period, before appearance changes have yet occurred [79].

An example of this is the formation of carbon–carbon double bonds during the
degradation of an aliphatic resin [80], or the formation of carbonyl groups (C = O)
in low-density polyethylene [2]. The concentration of new functional species can be
conveniently monitored using infrared spectroscopy.While this strategy is appealing
since it shortens the time needed tomeasure paint degradation under natural exposure
conditions, it, too, has complications that can cause misleading results.

A schematic is given in Fig. 14.34 showing the degradation reactions in a film. The
“new moiety” for our example would be the alkene species, and the rate coefficient
for creation of this moiety from the resin is given as k1. This is the rate of interest
since it is governed by the photocatalytic reactivity of the pigment. However, in most
cases, the new moiety will further react to give other intermediates (Fig. 14.4) and,
in limited cases, can back-react to create more reactant.
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Fig. 14.34 Formation of a new chemical moiety as resin degrades. The various k values represent
the rate coefficients of the reactions

The amount of the new moiety present in the film at any given time depends not
only on the rate of the initial reaction, the determination of which is the goal of the
test, but also on the rates of reaction of the new moiety to either create additional
degradation product or, in some cases, reactant. If we compare the rates of moiety
formation between two paints, we have noway of discerning whether any differences
are due to differences the in rate of formation of the moiety or to differences in the
rate of destruction of the moiety.

This dilemma can be resolved by measuring the rate of creation of the final prod-
ucts in the series of degradation reactions—water and carbon dioxide [81]. Because
water can also be a reactant in the degradation reactions (for example, as the source
of hydroxide for the formation of hydroxyl radical on the pigment surface), it is more
practical to measure the rate of carbon dioxide formation. Since carbon dioxide is
the thermodynamic endpoint of the carbon in the resin, its rate of formation can be
unambiguously assigned to the rate of paint degradation.

TiO2 Photocatalytic Rate of a Simple Redox Reaction

An alternative simple strategy for estimating the effect of pigment grade on paint
durability in the laboratory is to measure the ability of the TiO2 to photocatalyze a
simple redox reaction. The benefits of this approach are that it can be done under
carefully controlled conditions, that it does not require paints to be made with the
pigments of interest, that it avoids the complexity of paint degradation, including the
inter-relatedness of amultitude of degradation pathways, and that it can be completed
in a few hours at most.

A number of redox reactions have been used in these laboratory tests. These
include the reduction of a lead salt (Pb(CO3)) to lead metal [82], the reduction of
a silver salt (Ag(NO3)) to silver metal, [83, 84], the discoloration of a blue wool
sample (used for paper laminate applications) [85] and the oxidation of iso-propanol
to acetone [86]. In the first two of these reactions, a paste is made of the appropriate
metal salt, the TiO2 pigment of interest, and a liquid in which to suspend the two.
The reactions are quantified based on the rate of graying when exposed to UV light
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Fig. 14.35 Schematic of a representative laboratory test. “R” represents reactant (for example,
silver ion) and “P” represents product (for example, silver metal)

under oxygen-free conditions (the salts are white while the metals are black).14 For
the iso-propanol test, acetone concentrations are followed by gas chromatography.

Whilemany aspects of these tests are appealing, they are based on several assump-
tions that are often not correct, and in many cases, their results can be misleading.
These assumptions include that the complex, inter-related reactions that occur as a
paint decomposes can be accurately modeled by a single, simple reaction, and that
the factors that are important to paint degradation (and that differentiate the durability
performance of different TiO2 grades) are also important to the laboratory reactions.

Violations of the latter assumption can be understood as follows: Even though
the laboratory reactions are simple when compared to those occurring in an exposed
paint film, they still involve a number of steps, some of which are not photocatalytic
but nonetheless affect the overall rate of photocatalysis. A schematic of these steps
in shown in Fig. 14.35.

This reaction sequence begins the absorption of the reactant onto the TiO2 pigment
surface, which is necessary for the transfer of electrons into and out of the TiO2

crystal. Next, the TiO2 is irradiated with UV light and the adsorbed reactant is
transformed into an absorbed product. Finally, the adsorbed product is detached from
the pigment surface, regenerating the empty surface site onto which the reactant will
adsorb.

The reaction rate of interest is the rate of surface reactant transforming into surface
product. However, any step in this reaction sequence can affect the rate of product
appearance. As an example, a series of TiO2 pigments was made with surfaces being
either acidic or basic. These pigments were incorporated into a paint and exposed
for 18 months in Florida to determine their true durability. At the same time, these
pigments were made into a paste with silver nitrate. The pastes were exposed to
high-intensity UV light for two hours and the brightness values of the pastes were
measured. From these values a relative rate of silver reduction was determined.

14 This is similar to the darkening seen when décor paper is exposed to UV light—see Fig. 14.18.
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Fig. 14.36 Comparison between rate of silver reduction (measured as paste darkness; higher values
represent higher reactivities) for a series of pigments and the chalk resistance paints made with these
pigments (higher numbers indicating better durability) after 18 months of Florida exposure

In Fig. 14.36, we compare the rate of silver photoreduction rates of these pigments
with the chalk resistance of the paints made from them. We see that there is little,
if any, correlation between the two, and also that, as a group, the pigments with low
surface pH values darkened to a greater extent than thosewith high surface pH values.
That is, surface pH affected the lab test but not the outdoor paint exposure test. This
implies that adsorption of the silver ion onto the pigment surface is controlled by
surface pH, and that by varying surface pHwe can vary the amount of silver available
for the reaction without varying the actual pigment photocatalytic activity.

In addition to surface pH, surface composition can also affect the adsorption
strength of the reactant to the pigment surface. Most grades of TiO2 have a combi-
nation of alumina, silica and/or zirconia to decrease pigment photocatalytic activity,
and it can be the case that laboratory tests can differentiate pigments with a similar
surface composition while not correlating between pigments with different surface
compositions. An example of this is shown in Fig. 14.37, where we see a good corre-
lation between the iso-propanol photo-oxidation rate for pigments with 5% surface
silica and the exterior chalk value for paints made from them, but no correlation for
the pigments made at the 1% silica level.

Indirect Tests for TiO2 Durability

For thoseTiO2 grades that have enhancedphoto-durability achieved through a coating
of hydrous silica, rather than froma formof stabilized amorphous alumina, an indirect
test can be used to assess the quality of the silica encapsulation layer. This test, called
the acid solubility test, makes use of the fact that titanium dioxide is soluble in hot
sulfuric acid whereas silica is not. In this test, the pigment of interest is slurried in
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Fig. 14.37 Correlation between the lab iso-propanol oxidation rates for two series of TiO2 pigments
and 18 month Florida chalk values for paints made from them

concentrated sulfuric acid and heated to near boiling for one hour [87]. At the end of
this time, the slurry is quenched with ice, the solids separated from the liquor, and
the amount of titanium dissolved in the liquor is measured.

Since silica is insoluble in this slurry, any TiO2 particles for which the silica
encapsulation is complete will not dissolve. However, if there are any gaps or cracks
in the silica layer on a givenparticle, even if quite small, then the entireTiO2 content of
that particle will dissolve. The concentration of titanium in the sulfuric acid solution
is therefore an indicator of the quality of the silica encapsulation, which in turn
determines the photocatalytic activity of the pigment in question.

This test is very sensitive because even if only a few percent of a TiO2 particle
surface is not covered, 100%of the TiO2 in that particlewill dissolve, thus amplifying
any systemic gaps in coverage. This in fact reflects the importance of complete
coverage for preventing film degradation—even small gaps in silica coverage can
allow all of the photo-generated high energy electrons and electron holes to react
with surface water and oxygen.

A comparison of acid solubility results with outdoor chalk results is shown in
Fig. 14.38 [88]. Here, the average values for several grades of TiO2 with different
silica levels are shown. The error bars represent the 95% confidence intervals of a
single measurement. Note that the error bars for the acid solubility test are much
narrower than for the chalking test, reflecting the inherent variability in chalk results
due to the uncontrolled nature of natural exposure conditions. Because of its speed
and its high precision, the acid solubility test can be used as a release test for highly
durable or superdurable grades of TiO2.

While this test is an excellent predictor of the photocatalytic activities of silica-
coated TiO2 grades, it cannot be used on TiO2 grades that derive their durability from
stabilized amorphous alumina. This is because alumina is quite soluble in hot sulfuric
acid, and so offers no protection to dissolution of the encapsulated TiO2 particles.
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Fig. 14.38 Correlation between chalk resistance (2-year Florida exposure) and acid solubility. Bars
represent the 95% confidence intervals for a single measurement

Also, the presence of crystalline alumina on the TiO2 surface might complicate the
interpretation of the results.

Summary

Paint or plastic degradation is a significant issue for materials that are exposed to the
elements. The issue is quite complex—degradation occurs as the result of a complex
web of inter-related chemical reactions that occur both in series and in parallel with
one another. Each reaction has its own sensitivity to specific exposure conditions,
such as heat, temperature cycles and exposure to sunlight. The ultimate origin of these
degradation reactions is the instability of organic molecules to atmospheric oxygen.
Under ambient conditions there is a significant energy barrier to these reactions,
slowing their rates and extending the materials useful lifetimes. However, heat and,
to a greater extent, ultraviolet light can provide the energy needed to overcome
these reaction barriers, causing significant polymer degradation on exposure to the
elements.

While durability is determined primarily by the chemical composition of the
polymer, it is also affected by the presence and type of titanium dioxide used. TiO2

has a two-fold impact on polymer durability, both resulting directly from its strong
UV light absorptivity. This strong absorption provides the benefit of protecting the
underlying polymer from the UV portion of sunlight. Acting against this benefit, a
small portion of the UV light energy absorbed by TiO2 particles is converted into
reactive chemical energy in the form of chemical radicals. These radicals form on
the TiO2 surface and are highly destructive to polymer molecules when they migrate
from the particle surface and into the matrix.
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The photocatalytic activity of titanium dioxide stems from its electronic structure.
This material is a network solid, resulting in the bonding and anti-bonding electrons
being confined to discrete energy bands. Promotion of an electron from one band
to another can lead to the exchange of electrons between the TiO2 particle and the
oxygen and water molecules adsorbed to its surface. Pigment manufacturers can
slow this reaction by encapsulating the TiO2 particles with an enveloping layer of an
electrical insulator—either hydrous alumina or hydrous silica.

Polymer degradation is manifested in several appearance and physical changes on
exposure. Because appearance changes tend to show earlier in the exposure process,
it is important that they bemonitored and quantified. Themost significant appearance
changes are a color shift, typically an increase in brightness as the white particles
within the polymer become exposed, and gloss loss, due to roughening of the paint
filmor plastic surface.Eachof these is affecteddifferently by thegradeofTiO2 used as
well as the conditions under which the samples are tested. Although gloss loss occurs
in compact board paper laminate applications, it occurs by a different mechanism
(surface stress) that is specific to thermosetting resins such as the melamine used in
this application.

There are many test conditions and protocols available for quantifying durability,
with the prime differences being two related and opposing parameters—the test
duration, and the predictive ability of the test results to actual end-use applications.
Ideally, we would test paints and plastics under conditions that represent completely
the actual conditions that the sample would be exposed to in its intended application.
However, test durations are very long under these conditions—for example, a paint
or plastic warrantied for a 20-year lifespan would require 20 years to test.

To overcome this issue, various technologies have been developed to increase the
stress on the samples and so deliver the same overall destructive force over a shorter
period of time. This can be done by increasing the sunlight striking a panel using
mirrors or by creating weathering chambers with the ability to increase temperature
and, in particular, UV light intensity and quality, to levels many times greater than the
sample would see under normal in-use conditions. There is a general trend with these
different acceleration strategies, which is that the shorter the test duration, the less
reliable the results are in terms of predicting in-use performance. We can understand
these difficulties in terms of the factors that affect the way that degradation occurs
and is manifest as a function of stress intensity. By knowing this, we can develop
better acceleration methods or better interpret the results we get from existing ones.



540 14 Durability of Paints, Plastics, and Paper Laminates

References

1. Allen, N.S., Bullen, D.J., McKellar, J.F.: Photo-oxidation of commercial polyethylene
containing titanium dioxide (rutile)/antioxidant systems. J Mater Sci 12, 1320 (1977)

2. Egerton TA (2014) UV-absorption— the primary process in photocatalysis and some practical
consequences. Molecules 19:18192

3. Cabrera, M.I., Alfano, O.M., Cassano, A.E.: Absorption and scattering coefficients of titanium
dioxide particulate suspensions in water. J Phys Chem 100(51), 20043 (1996)

4. Egerton, T.A., Tooley, I.R.: UV absorption and scattering properties of inorganic-based
sunscreens. Int J Cosm Sci 34(2), 117 (2011)

5. Egerton, T.A., King, C.J.: The influence of light intensity on photoactivity in TiO2pigmented
systems. JOCCA 62, 386 (1979)

6. “New Test Method for Determining the Carbonyl Index of a Polyolefin Plastic Material using
Infra-Red Spectrometry (FT-IR)”, ASTM WK65360

7. Almond J, Sugumaar P, Wenzel MN, Hill G, Wallis C (2020) Determination of the carbonyl
index of polyethylene and polypropylene using specified area under band methodology with
ATR-FTIR spectroscopy. e-Polymers 20(1):369

8. Diebold, M.P.: The causes and prevention of titanium dioxide induced photodegradation of
paints, part 1. Surf Coat Int 1995(6), 250 (1995)

9. Diebold, M.P.: The causes and prevention of titanium dioxide induced photodegradation of
paints, part 2. Surf Coat Int 1995(7), 294 (1995)

10. Balfour, J.G.: Back to basics: durability and titanium dioxide pigments. JOCCA 78, 478 (1990)
11. Qu, Z.-W., Kroes, G.-J.: Theoretical study of the electronic structure and stability of Titanium

Dioxide Clusters (TiO2)n with n= 1–9. J Phys Chem B 110(18), 8998 (2006)
12. Diebold MP (1999) Unconventional effects of TiO2 on paint durability. In: Proceedings of 5th

nurnberg congress (1999), pp 371–389
13. Grossman, G.W.: Correlation of laboratory to natural weathering. J Coat Technol 49, 45 (1977)
14. Johnson, R.: An overview of degradable plastics. J Plast Film Sheet 4(2), 155 (1988)
15. Xingzhou, R.: Wavelength sensitivity of photo-oxidation of polyethylene. Polym Degrad Stab

55(2), 131 (1997)
16. Chew, C.H., Gan, L.M., Scott, G.: Mechanism of the photo-oxidation of polyethylene. Eur

Poly J 13(5), 361 (1977)
17. Yang, X., Yu, J., Liu, Y., Wang, K.: Effects of inorganic fillers on the natural photo-oxidation

of high-density polyethylene. Polym Degrad Stab 88(2), 333 (2005)
18. Davidson, R.S., Meek, R.R.: The photodegradation of polyethylene and polypropylene in the

presence and absence of added titanium dioxide. Eur Poly J 17(2), 163 (1981)
19. Colling, J.H., Wilkinson, T.W.: Implication of the paint film contraction theory. J Oil Col Chem

Assoc 58, 377 (1975)
20. Colling, J.H., Dunderdale, J.: The durability of paint films containing titanium dioxide –

contraction, erosion and clear layer theories. Prog. Org. Coat. 9, 47 (1981)
21. Faucheu, J., Wood, K.A.: Relating gloss loss to topographical features of a PVDF coating. J

Coat Technol Res 3(1), 29 (2006)
22. Braun JH, Cobranchi DP (1995) Durability and gloss. J Coat Technol 67(851):55
23. Diebold MP (2009) Effect of TiO2 pigment on gloss retention: a two-component approach.

JCT Coatings Tech 5(239):32
24. Daiger, W.H., Madson, W.H.: Chalk-fade evaluations of pigmented finishes by use of

instrumentation and computer analysis. J Paint Technol 39(510), 399 (1967)
25. “Standard Test Methods for Evaluating the Degree of Chalking of Exterior Paint Film” (2015)

ASTM D4214-07
26. Allen, N.S., Bullen, D.J., McKellar, J.F.: Photo-yellowing of a phenolic anti-oxidant in the

presence of various stabilizer/titanium dioxide pigment combinations in polyethylene. J Mater
Sci 13, 2692 (1978)
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Introduction

Color is of high importance in almost any paint application, and paint producers
have developed technologies to satisfy strong consumer demands for an expansive
color palette and for the ability to match the color of an existing paint or object. The
importance of color to the consumer can be seen in the architectural (décor) paint
marketplace. A customer in a paint store expects to see a display with hundreds of
colors, and to find, behind the counter, a color reader and tint station that allow the
store clerk, who likely has no experience whatsoever in color formulation, to match
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virtually any color. Such an operationwould not be possiblewithout a comprehensive
understanding of the science behind color mixing in systems that simultaneously
scatter and absorb visible light.

Colormatching is one of themost difficult issues encountered in paint formulation.
To color match experimentally typically requires several cycles of mixing colorants
at various concentrations into a white paint and measuring the tristimulus values of
the resulting paint. The selection of starting point can be aided by the intuition of
an experienced color formulator. While this empirical approach can ultimately be
successful, the time and material costs are prohibitive for most applications.

As an alternative, we can measure the spectral properties of all the colorants and
of the white base paint and, based on theoretical calculations and with the spectrum
of the color we wish to match, quickly determine the amounts of different pigments
needed to match, or nearly match, the color in question. In most cases, the initial
formula is good enough to allow the formulator to skip further rounds of color
optimization [1].

As we have seen in prior chapters, additive color mixing is relatively straight
forward, and the xy chromaticity diagram can be treated as a road map for color
matching, However, although color mixing rules for subtractive color mixing, which
is how we create colors in paints, exist, they are more complex, and rely on more
simplifying assumptions, which often break down in practice. We will discuss these
rules, and their shortcomings, after a brief introduction to light absorption.

Comparing Additive and Subtractive Mixing

The development of XYZ tristimulus values from color matching experiments relied
on mixing lights of different colors to create new colors or match existing ones.
Based on the fundamental properties of light mixtures, and the color sensations that
we experience from them, we were, in Chap. 6, able to develop a means of measuring
and quantifying color sensations—the Standard Observer and the accompanying xy
chromaticity diagram.

However, while we perceive and measure color based on additive mixing, this is
not how we create it in a paint. When we additively mix light sources of different
colors, we begin with a black (unlit) background and add color to it with selec-
tive wavelengths of light. When we subtractively make color by mixing paints and
colorants, on the other hand, we begin with a white background (the white base
paint) and selectively remove certain wavelengths using colored pigment (Fig. 5.2
from Chap. 5, reproduced here as Fig. 15.1). The laws governing the appearance of
color mixtures are very different for subtractive mixing than for additive mixing.

An example of this difference is the mixing of red and green. When red and green
lights are mixed (such as on an electronic screen), yellow results. When red and
green paints are mixed, however, the result is a dark, muddy brown color. This can
be seen in Fig. 15.2. This figure shows a screen capture of these two colors being
additively combined on an LED monitor, while Fig. 15.2b was created by printing a
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Fig. 15.1 Color mixing. a
Additive; b subtractive

red rectangle on a piece of paper, then returning the paper to the printer and printing
the partially overlapping green rectangle. The overlap region is, therefore, covered
by a mixture of the inks used to make the red and green rectangles.

One of the most important aspects of additive mixing is that such mixing follows
Grassmann’s laws. These laws allow us to predict the color sensations of mixtures
of different colors by adding their reflectances as a function of wavelength. This, in
turn, led to the development of the xy chromaticity diagram (Fig. 6.11 in Chap. 6,
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Fig. 15.2 Different ways to
mix colors. a Additive color
mixing. b Subtractive color
mixing

reproduced here as Fig. 15.3). The great usefulness of this diagram is that colors on
the line joining any two colors can be created bymixing these two colors. In practice,
this result is normally extended to three colors, allowing us to create any color within
the gamut defined by the triangle that has the three primary colors as its vertices.

The aspect of Grassmann’s laws that allows for this is the additivity principle
of color sensations. Of special interest here, a pair of metameric colors, which have
different spectra but create the samecolor sensation,will continue tomatchwhen each
is combined with a new color, even though the reflectance spectra of the metameric
colors (and of their mix with the new color) are different.

Such a mixing law does not exist for subtractive color mixing. For illustration
purposes, we have contrived the following example to demonstrate this fact. In
Fig. 15.4a, we see the reflectance spectra of two hypothetical metameric paints.
Their color is a greenish yellow, as indicated by the inset in this Figure. Although
the colors appear the same, they are derived in different ways. Paint A reflects a mix
of green and red, while Paint B reflects a single band of wavelengths centered at the
yellow/green interface.

Next, we add an identical cyan pigment to both paints. The new pigment gets
its color by reflecting all wavelengths except those in the red portion of the visible
spectrum (Fig. 15.4b). This is equivalent to saying that this pigment blocks red light
and reflects all other colors. The result of adding this pigment to the reflectance
spectra of the two paints is shown in Fig. 15.4c.
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Fig. 15.3 xy chromaticity
diagram

For Paint A, the red portion of the reflectance curve is nearly completely removed,
while the green portion remains mostly unchanged. This results in a green appear-
ance for Paint A (see inset in Fig. 15.4c). However, for Paint B, the reflectance
spectrum has not shifted greatly, and as a result remains greenish yellow (see inset
in Fig. 15.4c). From this example, we can clearly see that Grassmann’s laws do not
apply to subtractive color mixing.

The Principles of Simple Light Absorption

Light is both absorbed and scattered by most paints. The ramifications of the simul-
taneous occurrence of these processes can be quite intricate, and the analysis of paint
interactions with light can be very complicated. Understanding these interactions in
colored paints begins with understanding light scattering and light absorption sepa-
rately from one another. In Chap. 3, we discussed light scattering in the absence of
absorption. In this section, we will review the principles of light absorption in the
absence of light scattering (what we term “simple light absorption”), and then later
in this chapter, we will discuss simultaneous scattering and absorption.

The fundamental unit of light is the photon, and all photons have well-defined
energies that are determined by their wavelength. When the energy of a photon
matches the difference in energy between two energy states of an atom or molecule,
that photon can be absorbed by that atom or molecule, a process that moves the
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Fig. 15.4 Combination of
metameric colors a with a
second light absorber, b to
create reflectance spectra of
different colors, c.
Approximate colors are
shown in insets
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absorbing species to the higher energy state, with the transformation of light energy
into another form of energy, as discussed in Chap. 8.

The amount of energy required to change the energy state of a molecule or atom
depends on the formof energy intowhich the photon is transformed.One of the lowest
energy state changes transforms light energy into rotational energy in a molecule.
The differences in energies between the rotational ground state and rotational excited
states match light in the microwave region of the spectrum. Energy levels associated
with vibrations between atoms within a molecule are generally matched to infrared
light. Ultraviolet light has enough energy to break chemical bonds (the subject of
Chap. 14), while X-rays are energetic enough to completely remove electrons from
an atom or molecule.

For some molecules, visible light is energetic enough to move an electron from
one orbital to another (higher energy) orbital, creating an electronically excited
molecule without irreversibly breaking chemical bonds or removing electrons alto-
gether (Chap. 8). This is typically a temporary transition and nearly always the
high energy electron will quickly relax into its initial (ground) state, shedding the
electronic energy as thermal energy—i.e., the molecule heats up.

The relaxation of electronically excited molecules back to their initial state is of
critical importance to color science since it means that the light absorbing molecules
are not consumed or in some way permanently altered in this process. As such,
this process can be repeated indefinitely. Such is not the case for higher energy
absorptions, which irreversibly change the absorbing species.

Quantifying Light Absorption

Even when a photon has the proper energy to change some energy state of an atom
or molecule, there is no guarantee that it will in fact be absorbed when it strikes that
atom or molecule. Instead, there is a probability that any given interaction will result
in absorption. This probability is not the same for all absorbers; those species for
which it is high are strong absorbers, while those species for which it is low are weak
absorbers.

As discussed in Chap. 8, the total amount of light that is absorbed by a material
depends on three factors: the absorption coefficient(s) of the light absorbing mate-
rial(s) in it, the concentration(s) of these materials, and the distance over which the
light travels. The dependence of absorption on these three properties individually is
linear, and the total absorption of light passing through a material is summarized by
the well-known Beer-Lambert law:

Aλ = ελbc

where:

Aλ is the total amount of light absorbed,
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ελ is the absorption coefficient,

b is the pathlength of the light through the materials, and

c is the concentration of the absorbing specials.
Note that absorption (A) and absorptivity (ε) are wavelength dependent, which is

reflected in this equation and others by the subscript λ.
The amount of light absorbed by a material can also be quantified by the amount

of light transmitted through it or reflected by it. The relationship between the amount
of light absorbed and transmitted is given by the following equations:

%Tλ = 10(2−A)

Aλ = 2 − log(%Tλ).

If transmittance is expressed as a fraction rather than a percent, the number “2”
is removed from these equations. When our interest is in the light reflected, rather
than absorbed, we can replace %Tλ with %Rλ in these equations.

Light Absorption by Non-Scattering Mixtures

Paints are often tinted with more than one light absorbing species (i.e., more than
one colorant), and so we must consider the light absorption of mixtures to fully
understand color formation and color control in paints. In Fig. 15.5, we shine white
light (a combination of red, green, and blue lights) through combinations of two
differently colored glass filters, one cyan and the other magenta. As we will see in
the next section, these are two of the three subtractive primaries, and these filters
selectively absorb red and blue light, respectively. In Fig. 15.5a and b, we see white
light passing through these filters sequentially, in each case resulting in the transmit-
tance of green light. In Fig. 15.5c, we have fused the filters together and allowed the
colored pigments to diffuse randomly between them.

Intuitively, we might expect the amount of light ultimately transmitted through
the filters in Fig. 15.5a and b to be the same, and they are. This is because the
light interacts independently with the pigments in the two filters, which is expected
since the two pigments are separated from one another. Perhaps less intuitively, the
situation in Fig. 15.5c results in the transmittance of the exact same green light as in
the other two configurations.1 We can infer from this that the two pigments interact
independently of one another even when they are in close proximity and intimately
mixed.

1 Note that the concentrations of the colorants in the fused filter are half that in each unfused filter,
but the thickness of the volume containing each colorant has doubled, resulting in the same total
absorption. This is consistent with the facts that the number of absorbing species is the same in the
fused filter as in the individual filters, and that the absorption strength of an individual particle does
not change with particle concentration or the presence of other types of particles.
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Fig. 15.5 White light
transmitted through color
filters

In Fig. 15.5, each filter absorbed a different region of the visible spectrum and so
there was no overlap between them. However, in the vast majority of cases where two
(or more) colorants are combined, there is absorption overlap. Of concern to us is
howwe can calculate the spectra of such combinations. In this case, we cannot simply
add or average percent transmittance curves. Instead, the percent transmittance at a
particular wavelength is the product of the percent transmittance of the individual
colorants at that wavelength. That is, if one colorant transmits 50% of incident light
and another transmits 80%, then the total transmission is 80% of 50%, or 40%.

Because of the power relationship between percent transmittance and absorbance,
multiplying transmittance values together is the equivalent of adding absorption
values together. In the example above, the absorbance values for the individual
components of the mix are 0.301 (for 50% T), 0.097 (for 80% T), which sum to
an overall absorption value of 0.398 (equivalent to 40% T). We will see throughout
this chapter the use and usefulness of the additivity of absorption values.

Finally, by definition, no light is transmitted through an opaque object such as a
fully hiding paint film. Our interest here, however, is on the light that is reflected
from the film, not light that is transmitted through it. That said, the same rules and
equations apply to light reflected from an opaque sample as to light transmitted
through a translucent one.
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Subtractive Primaries

We can divide the visible spectrum into three broad regions: a long wavelength red
region, a mid-wavelength green region and a short wavelength blue region. Roughly
speaking, we can say that a representative wavelength from each of these regions can
be used as a primary color for additive color mixing (as is the case for RGB color
space). Choosing one primary from each region gives us a wide color gamut.

For the subtractive primaries, we begin with a background illuminated by white
light, and subtract light fromeach of the three regions.We can think of these primaries
as “white light without red” (that is, blue mixed with green, giving cyan), “white
light without green” (that is, blue mixed with red, giving magenta) and “white light
without blue” (that is, green mixed with red, giving yellow). We create a wide color
gamut when we remove the appropriate amount of color represented by each of these
primaries from white. These primaries, and the colors made from them, were shown
earlier in Fig. 15.1b.

A significant difference between additive and subtractive color mixing is that
for additive mixing we can use a single wavelength for each primary. However, for
subtractive mixing, we must use primaries that absorb a range of wavelengths. This
is because removing only one wavelength of light has a very small effect on color.
Colors span a range of wavelengths, and large regions of this range must be removed
to have the desired effect on color.

Metamerism Revisited

In Chap. 5, we discussed metamerism, which is the phenomenon by which two
different stimulus spectra give us the same color sensation. Our discussion was in
the context of additive color mixing, where three well-chosen primaries can combine
to reproduce most color sensations, even those for which the stimulus spectrum is
quite complex. In this context, metamerism is very useful—it is, in fact, the basis by
which all color screens and monitors operate, and this form of metamerism makes
possible a gamut of millions of colors using only three primary lights.

There are two other forms of metamerism, and these are far less desirable. The
first is observer metamerism. In this situation, two different stimulus spectra appear
as identical colors to one observer, but different colors to another, even under the
same viewing conditions. This comes about because visual perception differs from
person to person. Of particular importance are the exact absorption characteristics
of the color-sensing chemicals (opsins) in the cone cells, the distribution of these
cells on the retina, and age-related yellowing of the lens. All of these vary slightly
from one person to another, resulting in color matching functions that vary slightly
from one person to another. As an extreme example, a person with color blindness
may judge green and red panels to look the same (that is, to be metameric), while
someone with more normal vision would see a sharp difference between the two.
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The final form of metamerism that we will consider is termed “illuminant
metamerism”. This form of metamerism can be a serious issue for the paint maker.
Here, we find that two colors match when illuminated by one light source but appear
different when illuminated by another. This occurswhen the reflectance spectra of the
two objects are different, but in such a way that when we multiply them by a certain
source spectrum, to give a stimulus spectrum, the resulting color sensations are the
same (that is, the stimulus spectra have the same tristimulus values). When illumi-
nated with a different source, the two objects no longer have the same tristimulus
values and so their color sensations will be different.

A visual example of this can be seen in Chap. 5, Fig. 5.11, reproduced here as
Fig. 15.6. In this figure, a dark blue square was printed on a sheet of white paper, and

Fig. 15.6 Photographic
example of metamerism.
Both images are of the same
composition. a Illuminated
by white light; b Illuminated
by yellow light. Note that the
color of the light itself is
seen in the “L” shaped region
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this paper was laid over a mauve background. Figure 15.6a shows the appearance
of the paper, the printing, and the background under normal fluorescent lights. Here
the difference in color between the blue square and the mauve background is readily
apparent. However, in Fig. 15.6b, the same scene is illuminated by a yellow light,
the color of which can be seen in the white portion of the paper. Under this light, the
blue square and mauve background give nearly identical color sensations.

We can demonstrate this form of metamerism using the reflectance curves from
earlier (Fig. 15.4). In that figure, we showed the reflectance curves for two different
paints as viewed under Illuminant E. As noted earlier, the tristimulus values for these
curves are equal, and so the color sensations of these paints were the same. However,
if we change illuminants, we shift these color sensations differently. Figure 15.7
shows the approximate colors of these paints under CIE Illuminants E, D65 and FL1.
Under Illuminant E the color sensations are equal, as shown in Fig. 15.4a. Under
Illuminant D65 the color sensations are close, but not quite the same. However, under
Illuminant FL1, the color sensations of the two paints are quite noticeably different.

Illuminant metamerism in the coatings industry typically occurs for one of two
reasons. The first is when a paint color is matched to a non-paint color. For example,
portions of a car exterior are painted while other portions are made of colored plastic

Fig. 15.7 Approximate colors of paints in Fig. 15.4a illuminated by three different light sources
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(e.g., the bumper). The colors of the paint and plastic must match one another under
any viewing condition. Simply having the same pigments in the same proportions
does not guarantee a color match. In addition, different pigments are often used by
the plastics and coatings industries. Often the automobile industry will simply paint
exterior plastic parts rather than try to attain a so-called “in-mold” color match, in
which the polymer is pigmented such that an accurate and non-metameric match can
be made.

The second common occurrence of illuminant metamerism occurs when the color
of a paint made with one set of pigments is matched to a paint made with a different
set of pigments. For example, a paint formulator might wish to duplicate the green
color of a certain automotive paint for spot or collision repair but does not have
the same green pigment as was used in the original paint. In this case, a match can
be successfully made under one type of illumination, only to look different under
another illumination. Because different green pigments have different reflectance
spectra, it is generally not possible to make a match using two different colored
pigments that is not metameric under some lighting condition.

Application to Paints

We discussed light absorption in the absence of scattering above, and light scattering
in the absence of absorption in Chap. 3. While some paints interact with light in one
of these ways but not the other, most paints—all those that are colored and opaque—
scatter and absorb light simultaneously. As might be anticipated, combining these
types of light interactions complicates the analysis of color and of color mixing.

The basis for understanding color mixing in paints is a theoretical framework
reported by Kubelka and Munk in the early 1930s [2]. They approached the issue
of light interactions in paint films by treating a paint film as a homogenous material
with certain light scattering and light absorption properties. This ignores the fact
that paints are composed of discrete particles that interact with light and that are
embedded in a continuous phase of nearly transparent resin. In the Kubelka–Munk
model, the mechanisms of light scattering and light absorption are unimportant—
what is important is that these processes occur and that they follow certain rules
[3].

The Kubelka–Munk approach to light interactions in films containing only scat-
tering particles was discussed in detail in Chap. 13. Here, we will focus on a different
aspect this approach—how we can predict color resulting from the mixing of differ-
ently colored paints, or when more than one colorant is added to a white base paint.
Our goals are to develop a procedure for matching a specific color with a set of
colorants and to predict the color of a mixture of colorants or colored paints.

A recurring quantity in the Kubelka–Munk analysis is the ratio K/S, that is, the
balance between the amount of light scattered out of an opaque film (S) and the
amount of light absorbed by that film (K). In the general case of light interactions
with a film, there is a third possible fate of a photon—exiting the bottom surface of the
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paint film (where it will interact with the substrate). By definition, films at complete
hide have no light crossing their lower surface (the film/substrate interface).

In the analyses of one-constant Kubelka–Munk theory below, we consider only
opaque films, and all photons striking such films are either absorbed or reflected back
through the film surface. Under these conditions, it is possible to measure the ratio
of K/S, but not K and S values separately. The “one constant” in the one-constant
Kubelka–Munk analysis is the ratio of K/S. In two-constant Kubelka–Munk theory,
also discussed below, we use the individual values of K and S (these are the “two
constants”), which are calculated from the optical properties of films that are not
thick enough to give complete hide.

S andKare already familiar to us fromChap. 13. The total amount of scattering and
absorption in an opaque paint film is simply S times X and K times X, respectively,
where “X” is the film thickness (analogous to “b” in the absorption equation). In
colored paints both K and S vary over the wavelength range of visible light, and we
typically measure them at wavelengths from 400 to 700 nm, in intervals of 5 nm or
10 nm.

The balance between the total amount of light absorbed by a paint film and the
total amount of light scattered by it is KX/SX, which simplifies to K/S. Paints with
large K/S ratios are dark and have low reflectance values, whereas those with small
K/S ratios are light and have high reflectance values. Kubelka and Munk showed
that the equations governing the wavelength-dependent relationship between K/S
and reflectance, measured on an opaque film, are2:

(K/S)λ = (1 − Rλ)
2

2Rλ

(15.1)

Rλ = 1 + (K/S)λ −
√

(K/S)λ
2 + 2(K/S)λ (15.2)

In these equations and those that follow, reflectance values must be expressed
as fractions, from 0 to 1, rather than as percentages, from 0 to 100. That said,
reflectance spectra will be shown in various figures in this chapter as percentages, as
this conforms to the typical way that absorption is measured and reported.

Equation (15.1) provides us with a simple way to determine the ratio K/S from
measured reflectance values at complete hide. This information is sufficient for calcu-
lating the color mixing behavior of paints and colorants that contain only one scat-
tering component (typically TiO2). However, the color mixing behavior of paints

2 Note that what we are calling “Rλ” here is the reflectance, at each wavelength, of the paint when
it is applied thickly enough to give complete opacity. In Chapter 13, we saw similar equations
that referenced “R∞”, which is the total reflectance over the entire visible spectrum (that is, the
tristimulus Y value), as determined on a film thick enough for complete hide, rather than the
reflectance at specific wavelengths of light. As such, R∞ is not a function of a particular wavelength
of light but is instead a measure of the overall lightness of the paint.
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and colorants with more than one light scattering material is controlled by the indi-
vidual values of K and S. Determining these values separately is more difficult than
determining their ratio K/S—the calculations involved are detailed in Chap. 13.

Colored Paints

In our discussion above we showed that light absorption values are additive—that
is, we can determine the combined light absorption of a mixture of materials (e.g.,
different colorants) by adding together their separate absorbances. The contribution
to absorbance by a given species is simply its unit absorption coefficient k multiplied
by its concentration C.3 We can therefore express mathematically the absorption
value of a mixture as:

Kmixture,λ = C1k1,λ + C2k2,λ + C3k3,λ + · · · =
∑

Cnkn,λ (15.3)

As in previous equations, and in those that follow, the symbol “λ” indicates
values that are wavelength dependent and so must be measured or calculated across
the visible light spectrum. The Cn values are the concentrations of each absorbing
species, and the kn,λ values are the unit absorptivities of each species at eachmeasured
wavelength.

Similarly, the scattering value (S) of a mixture is determined by simply adding
the individual scattering values for the constituent materials, also adjusted for
concentration:

Smixture,λ = C1s1,λ + C2s2,λ + C3s3,λ + · · · =
∑

Cnsn,λ (15.4)

The K/S ratio for the mixture is simply the sum of K values for the individual
components (adjusted for concentration) divided by the sumofSvalues (also adjusted
for concentration) [4]:

(K/S)mixture,λ = C1k1,λ + C2k2,λ + C3k3,λ + . . .

C1s1,λ + C2s2,λ + C3s3,λ + . . .
=

∑
Cnkn,λ∑
Cnsn,λ

(15.5)

3 We will follow the established convention of notating the total absorption and scattering of a paint
using capital (upper-case) letters K and S while using the lower-case letters k and s to designate unit
absorption and scattering coefficients. The latter parameters must be multiplied by concentration to
give the total amounts of absorption and scattering. That is,

Ki,λ = Ck λ

S i,λ = Cs i, λ
for each component of the paint system.
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Color Matching

Matching a paint to a specific color is a multi-step process [5]. It begins with the
generation of a library of the spectrum of each available constituent that interacts
with light, including all colorants and the white base paint that is to be used for the
color match. In addition, the spectrum of the color to be matched is measured.

Next, spectra are calculated for combinations of selected colorants, and these
spectra are compared to that of the target color. Colorant selection is chosen based
on the target color, either by prior experience or through an automated selection
process. A least-squares analysis is used to quantify the degree to which the spectrum
of particular combinations matches the target spectra [6]. This program can optimize
color in one of two ways: either to get the least deviation between the target and
calculated spectra (for example, minimizing the area of a graph of the difference
between the two spectra), or to get the closest color match based on the CIE X, Y
and Z tristimulus values calculated for the spectra [1, 5].

Unless the exact same colorants are used in the test paint and target paint, it is
likely that there will be some degree of metamerism between the two (if the same
colorants are used, then an exact match can be made, resulting in no metamerism).
Optimizing for the least deviation between the two spectra typically results in less
severe metamerism, while optimizing on tristimulus values typically results in a
better match under a single lighting condition but is more prone to the generation
of metameric colors. In addition, minimizing the number of colorants used to match
the spectra decreases the likelihood and severity of metamerism.

One-Constant Kubelka–Munk Theory and Practice

Equation (15.5) simplifies considerably when only one of the mixture components
contributes to scattering. This situation describes the coating formulations for which
TiO2 is the only light scattering material (that is, scattering from extenders and
colorants is insignificant due to their much lower indices of refraction). This leads
us to the so-called one-constant equation Kubelka–Munk equation [7]:

(K/S)mixture,λ = Cwkw,λ + C1k1,λ + C2k2,λ + . . .

CwSw

= (kw/Sw)λ + C1

Cw

(k1/Sw)λ + C2

Cw

(k2/Sw)λ + . . . (15.6)

where the subscript “w” refers to the white pigment. The term “one constant” refers
to the fact that in this procedure we use the ratio K/S for each component and do
not calculate K and S separately. We can measure this ratio for a given paint by
measuring the reflectance of that paint at complete hide (Eq. 15.1). To measure K
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and S separately, as is done in the two-constant approach, we must measure the
reflectances of paint films that are not at complete hide.

In many paints, the white pigment is incorporated into a base paint to which
colorant is added. Assuming that the volume of colorant added is small compared
to the volume of white base, the concentration of the white pigment will not change
when tinted. We will therefore define the unit concentration of the white pigment as
its concentration in the base (Cw = 1). This simplifies the above equation to:

(K/S)mixture,λ = (K/S)w,λ + C1(k1/Sw)λ + C2(k2/Sw)λ + . . . (15.7)

Calculating the Colors of Paint Mixtures

Whenmixing colorants into a white base paint, we can use Eq. (15.7) above to model
and predict the color resulting from a colorant mixture, if we know the reflectance
spectrum of each colorant when incorporated individually into the base paint. To
demonstrate this,wewill consider three colormixing examples that are representative
of this practice.

For these examples, we will use the same white base paint. We will make the
assumptions that all scattering comes from the white base, that the white base may
absorb some light (that is, itmaynot be a truewhite), that the volumeof colorant added
to the base paint is insignificant compared to the volume of the base paint itself, that
the drawdowns we analyze are made at sufficient thickness to give us complete hide
at all visible light wavelengths, and that there are no interactions between pigments
that would alter either the s or the k of any species. Finally, we will assume that the
unit absorptivity k for each colorant is constant over all concentrations considered.
Of these assumptions, this final one is the most likely to be violated in practice,
resulting in computational inaccuracies for dark paints. In those cases, an equation
should be developed relating k to concentration, and this equation used in place of a
constant k value in any calculations.

The Saunderson Correction

In addition to these assumptions, there is an implicit assumption in most reflectance
measurements that there is no loss of light intensity due to reflection at the surface
of the film when light passes between air and the film, or when light travels from the
film into the substrate. Since our concern is with the reflectance events that occur
within the paint film (“internal reflectance”), we may wish to correct the measured
R values so as to remove the effects of any reflectances that occur at the air/film or
film/substrate interfaces and avoid this implicit assumption.While this is an important
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consideration in some situations and studies, for others the measured reflectances are
sufficient for analysis [8].

The factor controlling whether or not corrected reflectances are needed is the
type of analyses under consideration. When analyzing the reflectances of paints
of different colors, but otherwise similar compositions and properties (i.e., same
gloss, same TiO2 content, same resin, etc.), the effects of surface reflectance nearly
cancel, and we can safely use the measured reflectance values rather than corrected
ones. We will test this assumption in one of our worked examples by comparing
Rλvalues calculated on both a corrected and uncorrected basis. On the other hand,
if the motivation of the work is to match measured reflectance data to theoretical
data, to measure reflectance with high accuracy, or to derive new insights in light
interactions in a paint film, then the measured data must be corrected for surface
reflectance.

Reflection at surfaces was first studied by Fresnel. Surface reflection occurs when-
ever there is a discontinuity in refractive index—that is, whenever light passes from a
material with one refractive index into amaterial with a different refractive index. The
magnitude of Fresnel reflectance is determined by the degree of difference between
the refractive indices (see also Chap. 3, Eq. 3.2)4:

Reflected intensity =
[
n1 − n2
n1 + n2

]2

. (15.8)

For our purposes, n1 is the refractive index of air (1.0) and n2 is the refractive
index of the film, which is typically assumed to be 1.5 for most paints.

There are some situations where the effects due to reflection when comparing
two films do not adequately cancel. In these situations, a correction can be made to
the measured reflectance values that remove from them the contribution of surface
reflectance. This correction was developed by Saunderson [9], and takes into account
the surface reflection that occurs both when the light enters the film and when inter-
nally reflected light leaves through the top surface of the film (since we are only
considering films with complete hide, none of the light will leave through the bottom
surface, or back, of the film). This correction is:

Rλ,i = Rλ,m − K1

1 − K1 − K2 + K2 · Rλ,m
(15.9)

where Rλ,i is the internal reflectance within the film (which is the reflectance value
used in the Kubelka–Munk equations), Rλ,m is the measured reflectance, K1 is the
Fresnel reflectance (Eq. 15.8), which corrects for light reflecting when traveling
from air to the film, and K2 is a correction for the reflection of light that occurs at the
film/air interface when the light exits through the top surface of the film. Note that

4 This equation applies only to light that is incident normal to the surface. The relationship between
the fraction of light reflected and the angle of incidence is complex.
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the symbol “K” here is used much differently than in the Kubelka–Munk equations,
where “K” is the absorption coefficient.

Assuming the light within the film is completely diffuse (that is, its direction is
completely randomized), K2 can be calculated by integrating the Fresnel equations
from 0 to 90 degrees. The value for K2 generally falls between 0.4 and 0.6. A K2

value of 0.40 has been reported to give good results [10], although some workers
prefer to use K2 as an adjustable parameter to optimize the fit between a calculated
reflectance spectrum and its measured counterpart [7, 11]. In any event, the actual
value used for K2 is less important than is using the same value in all calculations
[12].

The Saunderson correction is applied as follows [5]: The measured reflectance
values are transformed into internal reflectance values (Rλ,i) using Eq. (15.9). These
reflectances are used to determine the (K/S)λ values for the film, using Eq. (15.1). The
(K/S)λ values are then processed (by the procedure shown in theworked examples) to
give the internal reflectance spectra of mixed color paints. These calculated internal
reflectance values are then be back-transformed into corrected measured reflectance
values (Rλ,corrected), using this equation [9]:

Rλ,corrected = K1 + (1 − K1) · (1 − K2) · Rλ,i

1 − K2 · Rλ,i
(15.10)

Worked Examples

There are several different situations where we would like to accurately predict the
reflectance spectrumof a coloredpaint. The twomost commonarematching a specific
color using a limited number of colorants with known reflectances, and predicting the
color formed when two or more colorants or paints with known reflectance spectra
are mixed.

This process begins by measuring the optical properties of the colorants or
colored paints containing the colorants. These measurements are then combined
mathematically to determine the expected spectra of paint mixtures.

The steps for this process are:

1. Measure the reflectance spectrum of the paints that will be the basis of our
mixtures.

2. If desired, apply the Saunderson correction to the measured reflectance values
using Eq. (15.9).

3. Convert the reflectance values into K/S values using Eq. (15.1).
4. Combine the K/S values measured for the basis paints for the mixture of interest

using Eq. (15.6).
5. Convert the K/S values for the mixture to reflectance values using Eq. (15.2).
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6. If the Saunderson correction was used (step 2), back-transform the reflectance
values using Eq. (15.10).

7. The calculated reflectance spectrum for the mixture can be compared to the
measured reflectance spectrum if desired. The color sensations of each can be
converted to L*a*b* values by applying the procedure described in Chap. 6.
The difference in calculated and measured colors can be quantified as �E and
used to determine the validity of the calculated spectrum.

In the examples below, we will apply Saunderson correction to the measured
reflectance values using 0.04 for the K1 value and 0.40 for the K2 value. In these
examples, we will evaluate four situations that are commonly encountered in color
mixing—mixing two paints of different color, diluting a colored paint with its white
base paint, adding more colorant to a paint that already has that same colorant (i.e.,
increasing the concentration of that colorant), and adding a colorant to a paint that
already has a different colorant (that is, to a paint of a different color). Because the
same base paint is used in all of these examples, the TiO2 content will be the same for
all mixtures of paints, making the scattering (Sw) and absorption (Kw) contributions
of the white base paint the same in all colored paints. Note that this would not be
true if we were mixing paints with different TiO2 concentrations.

Our examples will make use of two colorants—one purple, the other yellow—and
four paints—a white base paint, and a purple paint, a yellow paint and a gold paint
(the latter made by doubling the yellow colorant amount in the yellow paint). The
visible light reflectance curves for the four paints, measured in 10 nm intervals, are
shown in Fig. 15.8. We see that the white paint reflects only ca. 90% of the incident
light, rather than 100%, which technically makes this paint a very light gray color,

Fig. 15.8 Reflectance spectra of the four paints used in the color mixing studies. Insets show paint
color
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rather than true white. This is not uncommon for “white” paints, and most people
would consider this level of brightness to signify white, rather than gray.

In our first example, we will mix the yellow paint with the purple paint. We will
not initially choose specific amounts of the two paints for this mixture, but instead
solve the problemmore generally. We begin by defining the K/S values for the initial
paints, starting with the yellow paint. This paint is a mixture of yellow colorant (yc)
and white paint (w). Since we are deriving a general solution to such mixing, we will
leave these concentrations as parameters rather than numeric values.

Substituting into Eqs. (15.3) and (15.4), we get:

Kyellow paint,λ = Cyckyc,λ + Cwkw,λ (15.11)

Syellow paint,λ = Cycsyc,λ + Cwsw,λ = Cwsw,λ (15.12)

Note that we have removed the term Cysy,λ from the scattering component
(Eq. 15.12) because we are assuming that the colorant does not scatter light (if
the colorant scatters light, then the two-constant Kubelka–Munk approach must be
used, as outlined below). Although the ideal white paint would not absorb any light,
asmentioned above and clearly seen in Fig. 15.8, thewhite base paint in our case does
absorb some light and so we must include the contribution Cwkw,λ in the absorbance
component of this paint.

From Eqs. (15.5) and (15.11) we define the K/S value for the yellow paint as:

(K/S)Yellow,λ = (
Kyellow paint,λ/Syellow paint,λ

) = (
Kyellow paint,λ/Cwsw,λ

)
(15.13)

Similarly, for the purple paint:

(K/S)purple,λ = (
Kpurple paint,λ/Cwsw,λ

)
(15.14)

We next consider the mixture of A parts yellow paint and B parts purple paint.
Substituting Eqs. (15.11) and (15.12), and their purple counter-parts, into Eq. (15.5)
gives, for the mixture,

(K/S)mixture,λ =
∑

Cnkn,λ∑
Cnsn,λ

= A · Kyellow paint,λ + B · Kpurple paint,λ

A·Cwsw,λ + B·Cwsw,λ

= A · Kyellow paint,λ + B · Kpurple paint,λ

(A + B)·Cwsw,λ

=
(

A

(A + B)

)
· Kyellow paint,λ

Cwsw,λ

+
(

B

(A + B)

)
· Kpurple paint,λ

Cwsw,λ

(15.15)
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Substituting Eqs. (15.13) and (15.14) into Eq. (15.15) gives:

(K/S)mixture,λ =
(

A

(A + B)

)
· (K/S)Yellow,λ +

(
B

(A + B)

)
· (K/S)purple,λ

or

(K/S)mixture,λ = C
′
y · (K/S)Yellow,λ + C

′
p · (K/S)purple,λ (15.16)

where C’y is the fractional concentration of the yellow paint and C’p is the fractional
concentration of the purple paint. Note that, since C’y and C’p add up to 1.0, the
scattering component of all mixtures, regardless of the values of A and B, are the
same and identical to the scattering component of the white base paint.

Equation (15.16) can be worded as “the K/S for the mixture is the weighted sums
of the (K/S) values of the components”. This is something we may have expected
intuitively based on the additive natures of the absorption and of scattering.

A comparison of the calculated reflectance values of a 3:1 mix of the purple and
yellow paints to the measured values for a physical mix of these paints is shown in
Fig. 15.9. As can be seen, there is excellent agreement between the calculated and
measured reflectance values. Such agreement confirms the validity of this type of
analysis as well as the complete compatibility between the different color pigments.

We next look at the dilution of a colored paint with its white base paint. Here,
we will consider a series of three dilutions of the gold paint with the white base
paint, as well as the gold and white base paints themselves. Such a series of paints
is called a “tint ladder” and is very useful in determining whether the k and s values

Fig. 15.9 Reflectance spectra for purple and yellow paint mixture (3:1 by volume)
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(that is, the unit absorptivity and unit scattering constants) for the colored compo-
nents of the paint are constant over the range of concentrations that they bracket.
This is a basic assumption in paint color mixing but is often violated, especially
at high colorant concentrations. If this assumption is found to be violated, then a
mathematical expression of the k or s values as a function of concentration must be
determined, and this expression is used in place of the constants k and s in the color
mixing equations. Obviously, this adds much complexity to these calculations.

The following five paints are used in this example:

• undiluted gold paint
• 75% gold paint, 25% white base
• 50% gold paint, 50% white base
• 25% gold paint, 75% white base
• white base.

Note that the third paint is identical to the yellow paint used in the previous example
(i.e., it is the paint with the 2 × concentration of yellow pigment that is then diluted
by one half). In this example, we will calculate the predicted spectra both with and
without the Saunderson correction. We can then compare the calculated results to
the measured results to determine the magnitude of this correction for these paints.

To calculate the predicted reflectance spectra of the different dilutions, we will
use Eq. (15.16), but with the yellow and purple paints being replaced by the gold
and white paints (Eq. 15.17). Importantly, to calculate the optics of, for example,
the gold paint diluted to 75% with the white base paint, we do not simply take three
quarters of the K/S value of the gold paint. Doing so would ignore the contribution
that the added white base makes to the absorption of the mixture.

(K/S)mixture = C
′
y · (K/S)gold,λ + C

′
p · (K/S)white,λ (15.17)

The measured reflectance values of the five paints are shown as solid lines in
Fig. 15.10. In this figure, the reflectance values predicted for the three mixtures
are shown as symbols and the measured reflectance values are given as lines.
Figure 15.10a shows the results when the Saunderson correction is omitted and
Fig. 15.10b shows the results with the Saunderson correction included. In this
case, the fit of predicted and measured reflectances improves with inclusion of this
correction, although even the uncorrected values are close to those measured.

We next consider the addition of colorant into a paint already colored by this
same colorant. In this case, we will calculate the reflectance spectrum of the yellow
paint to which a second, identical dose of yellow colorant was added (that is, we
will calculate a predicted spectrum for the gold paint, based on the addition of more
yellow colorant to the yellow paint).

Our first inclination may be to simply double the K/S value for the initial yellow
paint (that is, we double K and leave S unchanged). Doing so, however, will also
double the contribution of the white base paint to the total absorption, which is
incorrect since the concentration of the white pigment in the double dosed paint is
the same as in the single dosed paint.
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Fig. 15.10 Reflectance spectra of diluted gold paints. aUncorrected. bWith Saunderson correction

Instead we begin with Eqs. (15.3)–(15.5) and define the individual absorption and
scattering contributions of the components of the double dosed paint, which gives
us:

Kdouble dose,λ = (
Cyckyc,λ + Cwkw,λ

) + Cyckyc,λ (15.18)

Sdouble dose,λ = Cwsw,λ (15.19)
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(K/S)double dose,λ =
(
Cyckyc,λ + Cwkw,λ

) + Cyckyc,λ
Cwsw,λ

=
(
Cyckyc,λ + Cwkw,λ

)

Cwsw,λ

+ Cyckyc,λ
Cwsw,λ

(15.20)

The terms in parentheses in Eqs. (15.18) and (15.20) are the K contribution of the
original paint, and the Cyckyc,λ term is the contribution from the added colorant.

Equation (15.20) is partially solvable with the information we have on hand
because we know, from

Equations (15.11) and (15.12), that (K/S)yellow paint is:

(K/S)Yellow,λ = Cyckyc,λ + Cwkw,λ

Cwsw,λ

(15.21)

We can combine Eqs. (15.20) and (15.21) to give:

(K/S)double dose,λ = (K/S)Yellow,λ + Cyckyc,λ
Cwsw,λ

(15.22)

We have the measured reflectance curve of (K/S)yellow paint (Fig. 15.8), but we do
not have the absorption values for the yellow colorant.We canmeasure this separately
on the colorant alone—this is referred to as a masstone—but in the present case, we
can calculate the absorption spectrum of the colorant based on the absorption spectra
of the white paint and yellow paint. To do this, wemodify the right side of Eq. (15.20)
by adding and subtracting Cwkw,λ/Cwsw,λ to it:

(K/S)double dose,λ =
(
Cyckyc,λ + Cwkw,λ

) + Cyckyc,λ + Cwkw,λ

Cwsw,λ

− Cwkw,λ

Cwsw,λ

(15.23)

This simplifies to:

(K/S)double dose,λ = 2 · (
Cyckyc,λ + Cwkw,λ

)

Cwsw,λ

− Cwkw,λ

Cwsw,λ

(15.24)

The first term on the right-hand side of Eq. (15.24) is simply double the K/S value
of the yellow paint (refer to Eq. 15.21). The other term in Eq. (15.24), Cwkw,λ/Cwsw,λ,
is simply the (K/S) value of the white base paint. Based on these observations, we
can restate Eq. (15.24) as:

(K/S)double dose,λ = 2 · (K/S)Yellow,λ − (K/S)w,λ (15.25)

In Fig. 15.11, we see a comparison of the spectrum calculated from Eq. (15.25)
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Fig. 15.11 Comparison between measured (line) and calculated (circles) reflectance values for a
yellow paint with additional yellow colorant (i.e., the measured results are for the gold paint)

and the spectrum measured for the gold sample. In this case, the two spectra match
nearly perfectly.

Our final example is for the addition of the yellow colorant into the purple paint.
Here we will add the same amount of yellow colorant as used to make the yellow
paint. This example is similar to that above, where yellow colorant was added to a
yellow paint, but here with the complication that there are two colorants involved,
rather than one.

Again we begin with Eqs. (15.3)–(15.5):

Kyellow dose into purple, λ = (
Cpckpc,λ + Cwkw,λ

) + Cyckyc,λ

Syellow dose into purple, λ = Cwsw,λ

(K/S)yellow dose into purple, λ =
(
Cpckpc,λ + Cwkw,λ

) + Cyckyc,λ
Cwsw,λ

(15.26)

We can rewrite Eq. (15.26) as:

(K/S)yellow dose into purple, λ = (K/S)purple,λ + Cyckyc,λ
Cwsw,λ

(15.27)

As was done with in the double dose of yellow colorant, we add and subtract
Cwkw,λ/Cwsw,λ to the right-hand side of Eq. (15.27):
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(K/S)yellow dose into purple, λ = (K/S)purple,λ + Cyckyc,λ + Cwkw,λ

Cwsw,λ

− Cwkw,λ

Cwsw,λ

(15.28)

We can substitute terms on the right side of Eq. (15.28) with Eq. (15.21) and with
the definition of the K/S for the white paint (Cwkw,λ/Cwsw,λ):

(K/S)yellow dose into purple, λ = (K/S)purple,λ + (K/S)yellow,λ − (K/S)white,λ

(15.29)

Notice that we arrive at the exact same Equation if we were to dose the purple
colorant into the yellow paint, as expected since these paints would have identical
compositions.

The results of this calculation are shown in Fig. 15.12, along with the measured
values for this paint and the measured spectra for a mix of the yellow and purple
paints together in equal proportions, for reference. As can be seen, mixing the yellow
and purple paints together gives a different reflectance spectrum than adding yellow
colorant to the purple paint. This is because we are diluting the purple colorant when
we mix the yellow and purple paints but not when we add the yellow colorant into
the purple paint.

Fig. 15.12 Comparison between measured (blue line) reflectance values for a yellow paint with
additional colorant, the calculated values for this paint (blue circles) and the measured values for a
mix of the purple and yellow paints (red line)
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Two-Constant Kubelka–Munk Theory

In the analyses outlined above, we assumed that the only significant light scattering
came from the TiO2 pigment. However, some colorants provide a non-insignificant
amount of scattering in addition to their light absorption properties. When this is the
case, we can no longer use Eq. (15.6) and those equations derived from it. Instead, we
must use Eq. (15.5). This situation is referred to as the two-constant Kubelka–Munk
analysis. A detailed study of this approach, as well as approaches that are hybrids of
the one-constant and two-constant approaches, is beyond the scope of this book, but
such studies are detailed elsewhere [13–18].

Limitations of the Kubelka–Munk Analysis of Color Matching

The equations and procedures that follow from the Kubelka–Munk analysis of
colored paints are based on a number of assumptions, many of whichwerementioned
in the text. As such the values computed using these equations are only as good
as the assumptions supporting them. It is important that, when using these equa-
tions to predict the colors of paint mixtures, the calculated values are confirmed by
experimental values at the extremes of colorant concentrations.

Finally, in our examples of calculating the predicted reflectance spectra of paint
mixtures, we included mixtures with different concentrations of colorants (e.g., the
dilution of the gold paint with white base paint) but did not include examples of
mixtures with different concentrations of TiO15. This was intentional. As discussed
in Chap. 4, the scattering strength of TiO2 particles changes significantly with TiO2

concentration in paint films. If wewere to add TiO2 pigment to either the base paint or
to a mixture of paints, or if we were to mix two paints with different TiO2 content, the
Sλ value would not simply change proportionally, as is the case for adding colorant
to the base paint. We, therefore, see that we must limit all mixtures of paints to those
having the same white base paint.

Inks

While inks and coatings share a number of related properties, there are some impor-
tant differences between them. Inks are typically applied at a much lower thickness
than paints, are typically applied only to white substrates (uncolored paper) and are
not applied at complete hiding (in fact, many inks have minimal S values, making
complete hide impossible except for black). Because inks are not applied at complete
hide, some of the optical properties of the substrate (paper) show through the ink and
so contribute to appearance. This is intentional as it can lead to brighter colors than
if the ink was opaque.
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Printer inks normally consist of four different colorants—the three subtractive
primaries (cyan, magenta, and yellow) and black. These are collectively referred to
as the CMYK colorants.5 Black ink is included for two reasons—it provides a truer
black than a mix of the three colorants gives, and the colored pigments are generally
more expensive than the black pigment, resulting in a higher cost for creating black
by combining the three subtractive primaries.

Bright shades of colors are often needed in printing. In paints we create bright-
ness by increasing the white pigment concentration, which increases the scattering
of the film and so decreases the amount of light absorbed by it. In inks a different
approach is used. Rather thanmixingwhite pigment into the inks, the inks are applied
thinly enough that the brightness of the underlying paper shows through [5]. As a
general rule, the laws of optics are such that a higher brightness can be made by
applying a thin coating of a non-light scattering colorant over a white background
than can be made by combining the colorant with white. This rule is commonly
used to increase brightness in ink applications but is seldom used for paints. The
distinguishing factor being the color of the substrate—in inks the substrate is almost
always white, whereas in paints it can be of any color. Paints are, of course, specif-
ically designed to completely hide the substrate, whatever its color may be, and so
cannot benefit from the substrate brightness.

Inks also differ from coatings in another fundamental way, and that is in how
colors are mixed. In some printing processes, inks are applied as dots that are too
small to be resolved by the human eye. When dots of different colors are placed one
on top of the other, the colors subtractively mix, but when dots are placed separately
but so close to one another that they cannot be resolved, the colors mix additively.
This latter situation is quite analogous to the creation of color on an electronic screen
by the activation of different colored dots that are too close together to be resolved.

There is a style of artistic painting that, like inks, exhibits both subtractive and
additive color mixing. This style is call “pointillism” and entails placing small drops
of color—too small to resolve by eye—next to one another. As in inks, this gives a
different color sensation than if the colored paints were mixed prior to application.

The recognition that closely juxtaposed dots could create colors additively was
first made by Chevreul in the mid-nineteenth century and was later popularized by
the artist Georges Seurat at the end of that century. Seurat’s most famous painting,
“A Sunday Afternoon on the Island of La Grande Jatte”, was created in this style
(Fig. 15.13). This painting is quite large and meant viewed from a distance, which
causes the colors of neighboring dots to blend with one another rather than to be seen
discretely. On close inspection, the dots of paint are quite distinctive Fig. 15.13 inset.
Seurat did not simply happen to paint in this manner—hewas instead quite deliberate
in its style, which at the time represented an innovation in the way that colors could
be created with paints.

5 Here, “K” refers to the black colorant; “B” is not used as there is an opportunity to misinterpret
this abbreviation as blue.
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Fig. 15.13 “A Sunday Afternoon on the Island of La Grande Jatte”, G. Seurat (Art Institute of
Chicago)

Summary

An object can interact with light by absorbing it, scattering it, or both. The laws of
light absorption follow from the conjecture that light encountering a given absorption
center has a specific chance of being absorbed by it, and that this chance does not
change with concentration of the absorption centers. Light absorption can be char-
acterized on either a percentage basis (percent reflectance) or a logarithmic basis
(absorbance). For the color properties of paints, absorption is typically used because
the absorbance of a mix of materials is simply the concentration weighted sum of
the individual absorbances.

Most paints interact with light through both absorption and scattering. Predicting
the color of a paint or colorant mixture, or matching a specific color, can be done
using the Kubelka–Munk framework. In this framework, a unit volume of paint
film is characterized as having certain scattering (S) and absorption (K) strengths
without regard to the physical processes that give rise to these interactions. Many
optical properties of the film are controlled by the relative strengths of absorption
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and scattering (S and K), and so their ratio (K/S) is of high importance in the various
Kubelka–Munk equations.

Because both S and K are additive, the S and K values for mixtures of colors are
simply the weighted average values for the component colors. This provides a means
of predicting the reflectance spectrum of a color mix based on the reflectance spectra
of the component colors. The reflectance values of the component spectra, at each
wavelength of interest, are converted into K/S values, and then the K/S values of the
components are weighted according to concentration, then added together. This gives
the K/S of the mixture at that wavelength. The K/S values for each wavelength are
then converted to reflectance values, resulting in the predicted reflectance spectrum
for the color mixture.

The Kubelka–Munk equations are based on reflectances within the paint film, and
these differ from the measured reflectance values due to light reflecting at the air/film
interface. When comparing paints that differ in color but are otherwise similar (i.e.,
the same TiO2 content, gloss, etc.), surface reflectance can be ignored without great
loss of accuracy. However, in cases where the paints differ significantly, or when the
goal is to compare measured reflectance values to a theory, then corrections to the
reflectance values should be made.
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Formulating Paints with Small Particles
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Introduction

Paints are a complex mixture of many ingredients, each having a specific purpose
and contributing to different aspects of film performance. It is the challenge of the
formulator to find the combination of ingredients that give the desired set of paint
characteristics at a minimal cost. Very often this is a balancing act, as an ingredient
might have a positive effect on some properties but a detrimental effect on others.
Therefore, the development of a new paint can be a trial-and-error process that may
involve several iterative steps. A comprehensive knowledge of the raw materials
and their interactions with each other are key elements in the formulator’s skill set.
Here, we detail many of these elements as well as a mixture design method that is a
completely different approach to the development of paints.

While some paint reformulation efforts are made to produce a new line of paints,
it is more common to reformulate an existing paint rather than formulating a new
one. Such reformulation is mainly done with the goal of matching the properties of
an existing paint, rather than changing or improving these properties. In this case, the
goal is to change one or more ingredients, typically to a lower cost or more readily
available alternative, without changing the nature of the paint. While it may seem
that reformulation would be easier than the original formulation of a paint, it can
often be more difficult because the attributes of the reformulation often must exactly
match those of the original formulation, rather than being allowed to vary within the
confines of overall acceptability.

Composition of Paints

The exact compositions of paints vary largely depending on their intended use, but
generally speaking, they all contain a resin (binder), solvent (or water), pigments,
extenders, and additives. Exceptions are powder coatings or radiation-cured coatings
that do not contain water or solvent and clear coats and varnishes that do not contain
pigments.

The properties of pigments and extenders were described in earlier chapters of
this book. In this chapter, we will limit ourselves to a high-level introduction of the
main characteristics and functions of the other ingredients, as a detailed description
is beyond the scope of this book but available elsewhere [1, 2].

Regardless of the application of the paint, one of the first and most important
component choices is the liquid vehicle, water, or solvent, as this will determine
the type of binder that is required. For a traditional solventborne system, a solvent
solution of a resin is used, while for a waterborne coating, one needs a dispersion of
the resin. For both waterborne and solventborne coatings, the essential function of
the resin is to bind all the ingredients together in the dried paint and to provide gloss
for glossy paints and varnishes.
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The correct chemistry and amount of binder are determined by balancing the
required properties against cost. Binder amounts vary from over 50% in a varnish
to a few per cent in a lower quality architectural coating. The properties and cost of
the resin are determined to a large extent by the exact composition of the monomer,
and these are matched to the end-use requirements of the coating. For example,
automotive topcoats are often based on a polyurethane system that is known to have
excellent mechanical properties and UV durability, while a primer might use an
epoxy resin that is known for excellent adhesion properties.

Acrylic resins will often be found in exterior architectural coatings, while for
interior coatings, styrene-acrylic resins are preferred for cost reasons. Ethylene-Vinyl
Acetate (EVA) resins are often used in Europe for interior architectural coatings due
to their balance of mechanical properties and hiding power. Alkyd systems are often
used for wood coatings due to their high gloss and excellent application properties.
Most resins systems are organic in nature, but silicate resins are often used in Central
Europe for exterior walls, showing that this is not universally the case.

Additives have an extremely wide variety of functions and chemistries but are
always added in very small amounts (typically below a few percent). Despite these
small dosages, their effect on the paint properties can be very large. Typical examples
are dispersing agents that make the solid particles more compatible with the other
ingredients of the paints (see Chap. 11). Other additives reduce the formation of
foam, increase the wetting of the pigments and of the substrate, provide storage
stability and stability when subjected to freeze/thaw cycles, and aid in coalescing of
waterborne resins.

Most waterborne paints provide an excellent medium for bacterial growth since
they are typically formulated around a pH of 8 and contain high concentrations
of organic materials [3]. Biocides are therefore added to most paints. In addition
to in-can protection, biocides can be added to avoid the growth of mildew after
the application of an exterior architectural coating. Alternatively, paints made with
silicate binders are formulated at high pH and so provide in-can preservation without
added biocide. In addition, these binders are known for their extreme durability.

The final additive family that we will consider are the co-solvents or coalescing
agents used in waterborne coatings. These are water-soluble organic solvents that
are added to the system to aid in the formation of a strong and coherent film from
the individual resin particles, as discussed in Chap. 10. In addition to aiding in film
formation, these materials have an impact on drying behavior and therefore open
time (this is the length of time a coat of paint can be spread after application). In
some cases, these organic compounds are meant to evaporate at the final stage of
drying. They therefore contribute to the volatile organic content (VOC) of the paint.
Other compounds (plasticizers) are meant to remain in the paint film after drying.
They often give a softness or pliability to the film that tends to cause the films to be
tacky and so to retain dirt in outdoor applications.
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Important Paint Properties

One of the main reasons to paint a substrate, besides giving it protection, is to make
it more aesthetically pleasing. A few of the more important properties that describe
the aesthetics of a coating, such as hiding power and color, were already discussed
in previous chapters. Before addressing the practice of formulating paints, we will
discuss some additional paint properties and methods to test them. Given the wide
application area of coatings, this list cannot be seen as complete. It is instead intended
to give a flavor to the various appearance aspects that might be considered when
developing a paint.

Opacity, Color, and Brightness

Opacity, color, and brightness are three fundamental properties of great importance
in any paint. These three properties derive from the interactions of particles in a
paint with light. Brightness relies on light scattering, color on light absorption, and
opacity on both. The importance of these interactions with light is reflected in this
book by the fact that a total of four chapters are devoted to them (Chaps. 3 and 4 for
light scattering and brightness, and Chaps. 6 and 15 for light absorption and color).
Formulating for color is relatively straightforward and was discussed in depth in
Chap. 15 and so will not be repeated in this chapter. Formulating for brightness and
white opacity is more complex and will be discussed in greater detail later in this
chapter.

Gloss

Gloss is the measure of surface smoothness at the optical scale and is described by
the fraction of light reflected from a surface at the mirror image angle [4]. For visible
light, gloss is controlled by surface features, such as dips or protrusions, that are
larger than roughly one micron. Light reflected from these features is not reflected
at the same angle as light reflected from a flat surface and instead is scattered in all
directions (Fig. 16.1).

In practice, a formulator will often use particles with a larger particle size (above
several microns) to create a rough surface when that is desired or will avoid these
larger particles when a smooth glossy appearance is desired. The materials used to
decrease gloss are referred to as flattening or matting agents.1 A flattening agent is

1 There is an opportunity for confusion regarding theword “flat” because thisword has very different
meanings when applied to the gloss of a paint and the smoothness of a surface. Flat surfaces do
not give flat glosses, instead a rough surface has a flat appearance, while a flat surface has a glossy
appearance.
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Fig. 16.1 Gloss as a function of surface roughness. a Smooth high gloss surface. b Rough semi-
gloss surface. c Very rough low gloss (flat or matte sheen) surface

typically a large-size extender or other particles, including diatomaceous earth, silica
gel, and fumed silicas, and used in levels no higher than a few percent. Fumed silica
flattens paints because these small particles remain mobile in the drying film for
more time than larger particles. Convection during the latter stages of drying brings
these particles to the film surface, where they roughen the surface [2]. In addition,
certain waxes can also be used as flattening agents.

Gloss is typically measured at 20°, 60°, or 85° from vertical, depending on the
overall gloss of the sample (Fig. 16.2). High gloss films are measured at lower angles
and low gloss samples at higher angles as these are the best angles to differentiate
gloss measurements in those ranges. Values measured at 85° are often referred to as
“sheen” rather than “gloss”.

Considerable shrinkage occurs when traditional waterborne and solventborne
paints dry, causing significant surface features to form. For this reason, it is often
difficult to achieve a high gloss with these paints, but relatively simple to achieve a
mid to low gloss level. Universal grades of TiO2 are typically designed to give high
gloss because of the ease with which gloss can be lowered. Increasing the gloss of a
low gloss paint made from a low gloss potential TiO2 pigments, which are typically
those pigments that do not disperse well, is much more difficult. Solvent-free (100%
solids) and radiation-cured paints, on the other hand, shrink less on film formation
and so here the challenge is, when desired, to formulate a paint with very low gloss.

As discussed above, the gloss level can be controlled by the addition of a matting
agent and by the choice of TiO2 pigment grade. In addition, because particles roughen
the paint surface, film gloss can often be controlled through the paint PVC. As PVC

Fig. 16.2 Schematic
representation of the
different angles that are
typically used to measure
gloss



584 16 Formulating Paints with Small Particles

Table 16.1 Paint gloss types
and their typical PVC values

Sheen level Typical PVC range

Gloss 15 to 25

Semi-gloss 30 to 45

Eggshell 45 to 60

Flat > 60

increases, the number of particles that perturb the film surface also increases, and
so gloss goes down. This effect is greatest for large particles, such as extenders. A
rough correspondence of paint PVC and gloss is given in Table 16.1.

As a general rule, the highest gloss paints contain no extender because most
extenders, even those with small particle sizes, roughen the film surface. In addition,
the lowest sheen (i.e., flattest appearance) often requires the paint to be formulated
above its CPVC value.

Mudcracking

During the drying process, the volumeof awet film reduces significantly.Apaintwith
a solids volume of 50%, which is not unusual, will experience a volume reduction of
50% when we exclude the volume of pores, if present, in the dry film. As the paint
shrinks, tension develops within the film. If the tension is larger than the cohesive
forces in the coating, the film will crack. Apart from the loss of aesthetics, these
cracks provide a path for air and water to reach the substrate, resulting in a strong
reduction in the protective function of the coating.

This phenomenon becomes more important at higher film thicknesses, where
moisture gradients and the stresses they cause are the greatest, although the drying
conditions (temperature and humidity) and the nature of the substrate also play very
important roles. To verify the sensitivity of a paint to cracking, a wedge of the paint
is applied and allowed to fully dry (note that it can take a few days for the cracks to
appear). The maximum film thickness that is free of cracks is reported. If a paint is
sensitive to mudcracking, platelet fillers like talc can be added to reinforce the film
and to increase the ability to dissipate the tension generated by volume shrinkage
during the drying process.

Scrub Resistance

Scrub resistance is indicative of the mechanical strength of a paint film. It is usually
only critical in architectural coatings, as these coatings can be quite fragile and are
also likely to require cleaning at some point in their service life. Scrub resistance
is measured by scrubbing the fully dried paint with an abrasive pad and washing
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liquid in a specially designed device. Note that film forming must be complete, a
process that varies from paint to paint but can take as long as 28 days. There are
two variants of the test methods that quantify scrub resistance. In the ISO 11998
and ASTMD4213 methods, the number of microns that are removed after 40 or 200
wash cycles, depending on the required performance, is measured. By contrast, in
the ASTM D2486 test, the paint was applied to a black substrate and scrubbed until
the substrate becomes visible due to the removal of the paint. The number of wash
cycles to reach this failure point is reported.

Although both methods are used widely, recent improvements in the scrub resis-
tance of latex paints have resulted in many paints falling into the same ISO category
(that is, they show little loss after the limited number of scrub cycles in this test).
These paints can be differentiated by the ASTM D2486 method since this method
runs to failure.

There are several ways to improve poor scrub resistance. Typically, this property is
improved by decreasing the PVC (i.e., increasing the amount of resin and decreasing
the amount of air in the film, if it is above the CPVC) or adjusting the extender
package. Hard and lamellar extenders like mica increase the mechanical strength
of the film while extenders with a high oil absorption increase the extent of pore
formation and so weaken the paint.

Degree of Dispersion

There are two length scales for which degree of dispersion is important. The first is on
the scale of several tens of microns, corresponding to large agglomerates of particles
that are visible to the naked eye. Quantification of dispersion at this scale is typically
done using a metal block into which a tapered groove has been machined. These
blocks are often referred to as “Hegman” gauges, although, strictly speaking, this
designation applies to only a single type of gauge with a specific geometry. Details
of this form of dispersion characterization are given in Chap. 2.

The second length scale of importance is centered at the wavelength of visible
light (roughly from 0.3 to 1.0 microns). The interactions of particles with light are
very sensitive to particle sizes in this range, and so the degree to which particles of
these sizes can be dispersed is critical to the optics of the paint. Dispersion in this
length scale is, in fact, best measured using the appearance attributes that are affected
by particle size, such as a hiding power or tint strength test. These tests are discussed
in detail in Chap. 13.

Durability

Paint durability refers to the resistance of paint to appearance or mechanical changes
over time [5]. This resistance is primarily determined by the resin chemistry, but
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Fig. 16.3 Tortuous path (dotted line) of water or oxygen through a film with plate-like particles

appearance changes are also dependent, in part, on the pigment and extender particles
present (see Chap. 14). Colored pigment particles, particularly organic pigments, can
be oxidized by the combination of atmospheric oxygen and solar irradiation, resulting
in color fade and/or color shift (see Chap. 8). Paints containing TiO2 pigment are
subject to UV-generated radical formation at the TiO2 surface. These radicals can
then attach to the organic components of the paint (resin and any colored pigments).
As a result, TiO2 grades intended for exterior applications are surface treated to
minimize radical formation (see Chap. 7). Finally, high PVC paints have less resin,
and thus, for an equal resin loss, experience a greater change in properties.

Substrate Protection

Many paints are applied to protect the substrate from chemical attacks due to the
environment. This can be from rain, humidity, or oxygen during ambient exposure
or from chemicals specific to a particular application.

The main determinant of substrate protection is the porosity of the paint film.
Obviously, a porous film will have little to offer in the way of long-term substrate
protection. Since porosity is generally determined by the PVC of the paint, there is
a correlation between protection and PVC [6]. In addition, incorporating plate-like
extenders, such as mica, improves substrate protection because during the drying
process they tend to orient parallel to the surface of the film. Since the oxygen and
water molecules cannot pass through these particles, but instead must travel around
them, oriented plate-like particles increase the distance over which these molecules
must travel to reach the substrate surface (see Fig. 16.3). This property is sometimes
termed the “tortuosity” of the film. This slows the rate of substrate degradation.

Rheology

Rheology is a critical factor in paint formulation, and a variety of different, mostly
organic materials are available to control it. These include Hydrophobically modified
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Ethoxylated Urethane Resins (HEURs), acrylics, Alkali Swellable Acrylics (ASAs),
Hydrophobic Alkali Swellable Acrylics (HASEs), and cellulosic thickeners. But, as
described in Chap. 9, some inorganic materials have interesting and useful effects
on the rheology of the paint (e.g., certain clays or fumed silicas).

A variety of rheological behaviors are possible, depending on the exact chemistry
of the modifier. For example, some modifiers increase paint viscosity at low shear
conditions (in the can) but decrease it when the paint is sheared during application
(shear thinning), while others increase the viscosity regardless of the shear conditions
(Newtonian thickeners). It is important to achieve a balanced viscosity across the
different domains of shear.

Low shear conditions are seen in paints during storage, such as in the can. A
relatively high viscosity is typically preferred under these conditions, as gravitational
settling of the pigments and extenders can occur if the viscosity is too low.By contrast,
during application, the paint experiences high shear, and here, a lower viscosity is
typically desired as this improves the flow and leveling of the paint immediately after
the application. Viscosity should build up again after application so as to avoid the
formation of runners, drips, or tears, particularly on vertical surfaces such as walls.
For a manual application with a roller or a brush, the viscosity at high shear will
also determine the “feel” of the application and the ease with which the paint can be
applied.

Environmental Footprint

Although not a physical property of the paint, the environmental cost of coverage is
an important consideration when formulating or reformulating a paint [7]. The envi-
ronmental costs associated with a given paint can be divided into three categories: the
environmental impact of making and delivering the rawmaterials, the environmental
impact of the paint making and application processes, and the service life of the paint
(i.e., how often a coating must be applied).

Raw material suppliers are becoming more transparent about the environmental
impact of their products. As this trend continues, it will be easier to include this
as a formulation factor when developing a new paint or modifying an existing one.
The impact of paint making is typically approached from an energy efficiency stand-
point, and of paint application through aminimization of volatile organic compounds
(VOCs).

The effect of service life on the environmental impact of a coating is often
neglected in these analyses, although it can be as impactful as the other factors
listed here. Obviously, if the time between repainting is doubled, the environmental
costs of the paint will be halved.

This environmental impact of a paint is often assessed through a Life Cycle
Analysis (LCA), as discussed in Chap. 19.
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Strategies for Optimizing Hiding Power

Paint formulation is complex due to the many often conflicting performance prop-
erties that must be simultaneously satisfied. Balancing the performance of many
of these properties is most effectively addressed using a statistical Design of
Experimentation (DOE) approach, as will be illustrated in the final section of this
chapter.

In this section, we will discuss in detail one of these performance properties,
opacity, because it is of critical importance in virtually all paint types and applications.
Wewill focus particularly onmaximizing light scattering because TiO2 is a relatively
expensive ingredient in comparison to other paint components. It is important that
it be used at its highest efficiency and that partial replacement options are taken
advantageofwhenpractical.Before discussing these details, however,wewill discuss
some basic principles by which paints should be formulated or reformulated and
certain complicating factors that must be kept in mind when interpreting the results
of these efforts.

Principles of Reformulation

As mentioned previously, many formulation efforts are directed at reformulating
an existing paint rather than formulating a new paint ab initio. Many times, these
reformulations are carried with the intent of replacing one ingredient with another
similar (in-kind) ingredient (e.g., to replace one extenderwith another), eitherwithout
changing paint performance or to increase some aspect of it. Alternatively, these
reformulations are commonly made with the intention of partially reducing the TiO2

content without losing opacity.

General Guidelines

There are numerous opportunities for misinterpreting paint test results when formu-
lating or reformulating a paint, the most important of which are discussed throughout
this section. Such misinterpretations can lead to significant costs in terms of both
lost time and wasted resources. These costs can often be avoided by applying some
general guidelines, both individually and in combination, to the interpretation of
reformulation results.

The first of these is quite simple: paints should be compared at equal volume
solids. Obviously, increasing the solids level of any paint will increase its cost per
unit volume and spread rate by the same amount, just as decreasing the solids level
of a paint will decrease its cost per unit volume and spread rate by the same amount.

The second guideline is that themechanism bywhich a formulation change causes
a change in performance should be understood. Because paints are so complex,
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changing one aspect of the formula (for example, replacing one ingredient with
another) can often impact a performance attribute in more than one way. In such a
case, it is important to understand the mechanism by which this change improves
paint properties as this can give insights into other, more desirable, ways to bring
about this improvement.

For example, the incorporation of a special, small-size extender that is claimed to
improve TiO2 particle spacingmay result in an opacity improvement by transitioning
the paint from below the CPVC to above it, rather than by better spacing the TiO2

particles. If this change is acceptable, then by knowing the mechanism of opacity
improvement, the formulator could investigate alternative, less expensive, or more
effective ways to transition the paint above the CPVC. Misinterpreting the cause of
the improved hiding would lead to an incorrect focus on alternative ways to improve
particle spacing.

Finally, it is important that the comparison of paints is done using the appropriate
test and the appropriate test conditions. For example, drawdownsmadewith the same
drawdown bar do not always have the same wet film thickness, and so a proper test
involving drawdowns must account for thickness differences. A common example
of this is that a new ingredient can increase the contrast ratio of a paint but do so by
increasing the drawdown film thickness rather than by increasing the intrinsic hiding
power of the paint. The paint formulator can avoid wasted effort by understanding the
mechanism of the contrast ratio change from the outset. Similarly, using a test outside
of its intended limits may give incorrect results that lead to erroneous conclusions
as to the effectiveness of particular reformulation on paint performance.

Example applications of each of these guidelines are discussed in greater detail
below.

Percent Solids Changes

Simply replacing one material with another often results in a change in the percent
solids of the paint. As mentioned above, any change in the solids content of a paint
will lead to an equivalent change in the spread rate without actually changing the
intrinsic hiding ability of the paint.

In general, such formulation changes are trivial and will not be discussed as a
method of reformulating. That said, there are situations where the solids level of a
paint is inadvertently changed without recognition that this has occurred. In such
situations, care must be taken to avoid attributing an increase in spread rate to an
increase in the intrinsic hiding power of the paint film rather than an increase in
solids content. This most often occurs when paints are reformulated on a weight
basis rather than a volume basis.
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Weight Versus Volume Replacements

Replacing one type of particle with another on an equal weight basis can be a conve-
nient way to reformulate, since ingredients are purchased on a weight basis and,
in production, added on a weight basis. However, if there is a difference in density
between the materials involved in this replacement, then changing a formulation on
a weight basis will also change the total volume of the formulation.

For example, if a paint contains 15weight percent of TiO2 (density 4.2 g/ml), and 3
PVC of that is replaced on a weight basis with a calcium carbonate extender (density
2.71), then the volume of paint will increase by 4.7%. With this increase comes
a change in percent solids of the paint. If we are to compare the spread rate of the
reformulated paint to that of the original paint, then we need to correct for the opacity
increase that is due simply to this increase in volume—without this correction, we
would be comparing the number of square meters covered by 1.0 L of the original
paint to the number of square meters covered by 1.047 L of the modified paint.

Comparing Paints with Different Levels of Brightness

Opacity can always be increased by adding a light absorber to a paint. In paint refor-
mulation, this can occur either intentionally or inadvertently when a new ingredient
added to a paint is even slightly dark. For example, in some cases, an off-color
extender may allow for a decrease in TiO2 content while maintaining opacity by
replacing light scattering with light absorption. In a white paint, the decrease in
perceived brightness can be surprisingly small, and the opacity boost from the new
extender may be misattributed to, for example, better TiO2 spacing. If the slightly
lower brightness is acceptable, then alternative ways of darkening the original paint
should also be investigated, as bringing in absorption with the new ingredient may
not be the most cost-effective way of making this change.

This is illustrated with an example in which a high-quality TiO2 is replaced with a
lower quality counterpart. Often such a replacement can occurwith little or no change
in opacity. This does not mean that the lower quality pigment performs identically to
the original pigment, however. Instead, we find that low-quality pigments typically
scatter light more poorly than their higher quality counterparts, but also are slightly
darker (off white) due to impurities. Exchanging the high-quality pigment for the
lower quality counterpart in effect replaces some amount of light scattering with an
offsetting amount of light absorption.

Although the reformulated paint is as opaque as the original paint, it is also less
bright. If this lower brightness is acceptable, then the formulator should consider
what would happen if the original paint was toned to the same brightness. This can
result in a significant increase in opacity that could be leveraged to a greater value
than the replacement of the higher cost high-quality pigment with the lower cost,
lower quality counterpart.
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Table 16.2 Optical
properties of paints with
different scattering and
absorption strengths

Description Paint A
incumbent

Paint B
alternate TiO2

Paint C
At equal
brightness

R 0.855 0.846 0.845

Ro 0.775 0.763 0.769

Contrast ratio 0.906 0.902 0.910

Brightness
(ROO)

0.880 0.866 0.866

L* 95.2 94.5 94.5

SX 3.82 3.63 3.82

KX 0.0307 0.0376 0.0418

Spread rate
(m2/l)

9.21 9.20 9.79

As an example, we will consider the optical characteristics—brightness and
opacity—of three related paints. Paint A is the incumbent paint made with a high-
quality TiO2. Paint B is identical to Paint A except the TiO2 has been replaced on
an equal basis with a lower quality pigment that costs 5% less than the incumbent
pigment. Drawdowns are made of both paints, and the optical parameters measured
on these are shown in Table 16.2.

As can be seen from theROO and spread rate values, Paint B is less bright than Paint
A but has the same opacity. The SX and KX values calculated from the reflectance
measurements confirm that this reformulation reduces light scattering but increases
light absorption.2 We can therefore decrease the TiO2 pigment cost of the paint by
5% while maintaining opacity. Since TiO2 costs can be as high as 40% of the total
raw materials cost of a paint, this exchange could decrease the total ingredient costs
of the paint by as much as 2%.

If the slightly lower brightness of Paint B is acceptable, then the formulator has the
option to tone paint A with, for example, carbon black, to a lower (just acceptable)
brightness. Paint C is simply Paint A that has been toned with carbon black to the
same brightness as Paint B. This modification does not change the scattering strength
of the paint (SX) but increases the absorption strength (KX). Paint C differs from
Paint B, then, in two important ways—stronger scattering and stronger absorption—
both of which increase opacity. As can be seen in Table 16.2, this increases the spread
rate by 6.4%.

We can compare the cost advantages of Paints B and C to one another. As calcu-
lated above, Paint B provides a total ingredient cost savings of 2% compared to Paint
A. However, because Paint C is 6.4% more opaque than Paint A (and Paint B), it
decreases the cost of coverage ($/m2) by 6.4%. The greater savings, then, is to main-
tain the high-quality pigment but to tone the paint made with it to match the lower
brightness of paint made with the low-quality pigment.

2 These calculations are described in Chapter 13.
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Using Contrast Ratio to Quantify Opacity

Contrast ratio is commonly used to quantify the opacity of a paint. Unfortunately, this
test is not appropriate for this purpose, and in Chap. 13, we detail its shortcomings
and outline reasons why spread rate, rather than contrast ratio, should be used for
this purpose.

Briefly, the issue with the contrast ratio is that it assumes that paints drawn down
with the same drawdown bladewill have the samewet film thicknesses. This assump-
tion seems reasonable, but it is in fact often false. Instead, the physics that applies
to the formation of a thin liquid film drawn down from a relatively viscous liquid
dictates that thewet film thicknesswill be roughly half the clearance of the drawdown
applicator. The exact film thickness depends on a number of factors. For paints, the
most impactful of these factors is viscosity. Simply stated, thicker (more viscous)
paints give thicker (deeper) films.

The degree to which film thickness can vary between paints with similar formulas
was shown in Chap. 13, Fig. 13.2, which is reproduced here as Fig. 16.4. These
drawdowns were all made using an automated applicator and the same drawdown
blade. Were one to assume that the wet film thicknesses were identical, then the
apparent hiding power of the thickest paint would appear to be 22% greater than that
of the thinnest paint if, in fact, the paints had equal opacity.

In this regard, it is worthwhile to mention that small (nano) particles added to a
liquid paint, even at low levels, can cause a large increase in paint viscosity. These
materials are, in fact, often used as thickening agents, as discussed earlier in this
chapter. Quite often the addition of nanoparticles to a paint is claimed to improve the
paint opacity by better spacing the TiO2 particles (see the section below on nano-
spacer extenders for more details). While these particles can increase the contrast

Fig. 16.4 Histogram of the wet film thicknesses of 246 similar paints
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Table 16.3 Results for three paint formulations

Paint wt % TiO2 wt % CaCO3 Contrast ratio SX (m2/l)a Relative hide

A 23 16 0.989 9.4 100

B 20 29 0.986 8.7 92.6

C 17 22 0.985 8.5 90.4

a From Fig. 16.5

ratio of a paint, it is often because they increase the viscosity of the paint and so the
thickness of the drawdown, rather than the intrinsic hiding ability of the paint.

Measuring Opacity on Excessively Thick Films

There is a general rule in coatings science that any paint—even a clear coat—will be
opaque as long as it is applied at a great enough thickness. As an application of this
rule, consider the following scenario: a paint customer finds that a can of premium
paint costs 50% more than a similar can of economy paint. The customer asks the
store clerk whether the paints give the same degree of hiding. The clerk’s response
is that, after applying seven coats of paint, the two look the same. The customer,
obviously, would not receive much reassurance from this response nor have any
confidence in the economy paint itself! It is the appearance after one or two coats of
paint that is important to the customer, not the appearance after seven coats.

While this last observation seems obvious, it is sometimes the case that the opac-
ities of paints are compared at such great thicknesses that all paints being compared
have full hiding, even if the spread rate of the paints at a thickness merely sufficient
to give complete hide is quite different.

This mistake is often made when using contrast ratio as a measure of opacity. As
an example, a recent article in a respected paint journal compared the opacities of
three paints—an original paint and two formulations for which a portion of the TiO2

was replaced with a calcium carbonate extender. In all cases, the brightness of the
paint was approximately 0.85. The composition and contrast ratio results for these
paints are given in Table 16.3 (note that these paints were reformulated on a weight
basis, rather than a volume basis, so there are more differences between them than
a simple replacement of TiO2 by CaCO3). Although the authors followed an ISO
procedure for measuring hiding power, in this case, the procedure produced contrast
ratio values in excess of that for complete hide.

The implicit assumption made in the article was that the three paints have essen-
tially equal opacity—after all, the contrast ratios differed by only 0.4% and, in any
event, all paints had full opacity. However, as detailed in Chap. 13, contrast ratio
values aremostmeaningfulwhenmeasured between0.92 and0.95.3 Because contrast
ratio values cannot exceed 1.0, when the values are close to 1.0, as they are here,

3 Note that ASTM D2805 specifies a somewhat higher contrast ratio target of 0.97.
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Fig. 16.5 Relationship between contrast ratio and SX for paints with a reflectance value of
0.85. Dotted line indicates full hide

a large change in paint scattering power (SX) results in a small change in contrast
ratio. Looking at this from the opposite perspective, a small change in contrast ratio
equates to a large change in scattering power.

The relationship between contrast ratio and SX value for paints with brightness
values of 0.85 and 1.00 will be shown later in Fig. 16.12. We will defer a detailed
discussion of this figure until a later section, but will use it to estimate the SX values
of the three paints in Table 16.3. An enlargement of the relevant region of Fig. 16.12
is shown in Fig. 16.5. Here, we see that these small differences in contrast ratio equate
to very significant differences (up to 9.6%) in opacity when the paint is applied at
full hide (CR = 0.98). The assumption that the replacement of TiO2 by extender did
not result in a loss of hiding power is therefore refuted.

Large Differences in Surface Roughness (Gloss)

As discussed in Chap. 13, paint opacities are calculated using reflectance measure-
ments, in particular, the fraction of light reflected from the film surface and captured
by a light detector. As discussed earlier, gloss paints reflect a high proportion of light
at themirror angle to the incident light,whereasflat paints scatter the light diffusely (at
all angles). By simply increasing the surface roughness of a glossy paint, the amount
of reflected light that is measured by the light detector can decrease, depending on
the geometry of the detector. This decrease in reflectance value can be incorrectly
interpreted as a change in opacity of the paint, rather than a change in the distribution
of the reflected light. Because of this, directly comparing the opacities of paints with
very different gloss values can be problematic [8–10].
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As an example of this, Legrix measured the opacities of three paints that differed
in the presence of an extender [9]. Compared to a paint made with TiO2 as the only
particle type, similar paints containing precipitated calcium carbonate or ultrafine
clay showed contrast ratio increases of 0.3 and 1.4.4 However, the three paints had
very different 60° gloss values (81, 32, and 41, respectively). She then added a clear
coat to the drawdowns. This brought the 60° gloss values in closer alignment (56,
41, and 52, respectively) without altering actual paint opacity (no additional light
scattering or absorption). When the opacities of the clear-coated drawdowns were
measured, the paints made with precipitated calcium carbonate and ultrafine clay
showed slight reductions in opacities (contrast ratios were reduced by 1.7 and 1.2,
respectively).

Transitioning Above the CPVC

As a final example of an artifact that can cause a change in opacity, small particle size
(nano) extenders are sometimes formulated into paints that are close to, but below,
their CPVCvalue. Because of the high resin demand of small particles, their inclusion
in the paint, even when simply replacing another particle on an equal volume basis
(i.e., when keeping the paint PVC the same), can cause the paint to transition from
below the CPVC to above (again changing more than one paint property at once).

As discussed below, this increases the opacity of the paint film. While it is correct
to ascribe this increase to the small particle size extender, it may not be due to the
improved spacing of the TiO2 particles, but rather to the addition of air to the film. In
this case, the correct control paint is a modification of the original paint for which the
CPVC has shifted by a similar amount, but using conventional, high resin demand
extenders such as diatomaceous earth.

This consideration is not entirely limited to paints formulated below the CPVC.
Using fine particle extenders will, for the reasons outlined above, result in an increase
in the air content (porosity) of a paint that is already above the CPVC [11]. This
will increase hiding power, as discussed in detail below, but at the cost of reduced
film strength properties and increased stain pick-up. A paint that has already been
formulated at the limits of these properties may not be able to tolere the increase
in the air that accompanies the incorporation of small extender particles into the
film. As is the case for any reformulation effort, all properties of the paint must be
considered when assessing the acceptability of any given change.

4 All contrast ratio measurements were between 89.7 and 93.8, a range in which meaningful
differences in opacity are apparent.
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Conventional Extenders

As discussed in detail in Chap. 4, the light scattering strength of TiO2 pigment
particles decreases as the concentration of these particles (their PVC) increases. This
is due to the overlap of scattering volumes when particles are crowded together. It
is therefore essential to provide situations that favor good particle spacing. Large
extender particles limit the available space for the TiO2 particles, and so do not allow
good TiO2 particle spacing. This is illustrated in Fig. 16.6 where in the upper left
figure we see the wet film with TiO2 particles and coarse extenders (for example
CaCO3). In the wet film, the entropy of the system is very high allowing a good
spacing of the TiO2 particles.

During the drying process, the volume of the film reduces due to the evaporation
of the water or solvent. As the large extenders occupy a large fraction of the available
film volume, the options for placing the TiO2 particles are limited and it becomes
necessary for the TiO2 particles to be arranged in very close proximity to one another
in the regions between the extender particles. This results in a lower efficiency of the
TiO2, and hence lower hiding power (upper right in Fig. 16.6).

If we replace the large extenders with an equal volume of small extenders and
keep all other parameters constant, the TiO2 particles in the wet state are again well
spaced (lower left of Fig. 16.6). However, in the dry state, there are more open
regions into which the TiO2 particles can be placed compared to the situation with
the coarse extenders. This results in the better spacing of the TiO2 particles and higher
opacity. In addition, the surface is now much more even, resulting in a higher gloss.
Depending on the desired gloss level, this effect may not be desired.

Fig. 16.6 Schematic representation of a coating with a large extender (CaCO3) in the wet and the
dry state (above), and a coating with a fine extender (CaCO3) (below)
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Fig. 16.7 Wet (a) and dry (b) hiding power of paints with CaCO3 with a median particle size of
0.8, 5, and 15 microns at different TiO2 levels

This analysis is illustrated experimentally with a series of paints made below
their CPVC at increasing levels of TiO2 and with three types of CaCO3 extenders
that differ in median particle diameter (0.8, 5, and 15 microns). Figure 16.7 shows
that hiding power increases with increasing TiO2 concentrations in both the wet and
the dry states, as expected. In the wet state, the increase in opacity does not depend
on the median particle size of the CaCO3, showing that under all circumstances the
TiO2 is well spaced. In the dry state, we find that the 5 micron and 15 micron CaCO3

particles have the same degree of negative effect on dry opacity. This is because, in
the context of TiO2 particle crowding, both particle sizes can be considered “large”
and so they affect TiO2 crowding similarly.5

5 Typically, the crowding effect of “large” particles applies to any extender particle larger than about
3 microns. “Mid-sized” particles, which partially affect TiO2 spacing, range from roughly 0.8 to
3.0 microns, and extender particles below 0.8 microns are considered “small” and typically have
no effect on TiO2 particle spacing.
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In the dry state, the hiding power of the films is always lower than that seen for the
wet films. This is because, as the paint volume shrinks during the drying process, the
average distance between the TiO2 particles reduces and so the scattering efficiency
of the TiO2 is reduced. The effect is most obvious for the coarser types of CaCO3,
illustrating that these large particles reduce the efficient spacing of the TiO2 particles.
This concept was also discussed in Chap. 4, but in a simplified model paint system.

Nano-Spacer Extenders

There is a prevailing theory within the coatings industry that very small extender
particles—as small or smaller than the pigmentary TiO2 particles—will position
themselves between TiO2 particles, enforcing a spacing between them. The “spacer”
concept has many proponents in the coatings industry, but not all agree with this
mechanism [12–15]. There have in fact been reports that, at best, replacement of
resin with small extenders will maintain the same level of opacity, but only at modest
replacement levels [16]. Monte Carlo calculations show that random placement of
nanoparticles within a field of TiO2 pigment particles does not alter the distribution
of the pigment particles [17].

Examples of small (nano) extender particles increasing the opacity of a paint film
are often due to artifacts of the opacity testing or reformulation techniques, rather
than the improved spacing of the TiO2 particles, as discussed above. These artifacts
include viscosity effects (different viscosities result in different wet film thicknesses,
which increases the opacity of the paint film but does not increase the spread rate
of the paint), the addition of a small amount of light absorption, and changes in
surface roughness (gloss), all of which affect apparent opacity [9]. In some cases,
reformulation has been made on a weight basis rather than a volume basis, which
makes a direct comparison of results nearly impossible, or the concentration of solids
is increased when nanoparticles are present.

In other cases, an unreasonably thick film is used (given enough thickness, all
paints will eventually provide complete opacity, regardless of their scattering and
absorption strengths). Finally, because of their small size, nanoparticles have a higher
oil absorption value than the TiO2 particles they are replacing, and if the original
paint is formulated near the CPVC, the reformulated paint can be above the CPVC
and so enjoy an opacity enhancement due to air voids, rather than to better spacing
of the pigment particles.

The flaw with the nanoparticle spacing concept is that randomly distributed
nanoparticles are seldom positioned between TiO2 particles. Instead, they are most
commonly found in regions that do not have nearby TiO2 particles and so cannot
providing spacing benefits (Fig. 16.8a) [17]. In fact, finding small particles exactly
in between two larger particles is quite rare while finding small particles in regions
that are mostly resin is common. Quite simply, the random positioning of the smaller
particles does not preferentially place them in the region of the film that would benefit
most from their presence.
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Fig. 16.8 Arrangement of
spacer particles in paint
films. a Random placement.
b Targeted placement

Although the random distribution of nanoparticles does not improve the spacing
of pigmentary TiO2 particles, there is a scenario in which nanoparticles are effec-
tive spacers. This is when the nanoparticles are not randomly distributed but are
instead attached to the surface of the pigment particles, a situation known as targeted
placement (Fig. 16.8b). This creates a composite particle (discussed below). In this
case, we are assured that all the nanoparticles are positioned correctly to space the
pigment particles. This has been achieved using nanoparticles of zinc oxide [18],
and a similar strategy is followed with small resin particles that attach to the TiO2

pigment surfaces, creating TiO2-polymer composite particles [19].

Resin Particles

Resin (latex) particles are an important determinant of paint properties for a number
of reasons. These reasons are described in detail in Chap. 10, but here we will review
the most salient of them.

Resins are chiefly characterized by the chemical nature of the polymeric material
from which they are made. While this strongly impacts many important paint end-
use properties, such as gloss and durability, our focus is on the particulate nature of
the latex in the liquid paint and how these particles affect film formation and paint
properties. Particle size is of importance in this regard, and, as an example, smaller
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resin particles allow for better TiO2 particle spacing, which improves the opacity of
the film (see also Chap. 4, Fig 4.10).

The effect of resin particle size on TiO2 particle spacing can be quantified by the
binding power index (BPI). This index describes the fraction of the resin particle
volume that is available to push between the TiO2 particles and separate them. The
remainder of the resin volume is unavailable for this task and so does not improve
the spacing of the pigment particles. BPI can vary from zero (a completely non-
coalescible polymer particle) to one (a completely coalescible particle, or one with
a diameter of zero—that is, a solvent paint polymer molecule).

In addition to the size of the resin and its BPI, the thermal properties of the
resin affect the quality of film formation. These thermal properties include the glass
transition temperature of the resin (Tg) as well as the minimum film formation
temperature (MFFT). These are controlled by the resin chemistry (typically through
different combinations of resin monomers) and can be modified by the amount of
coalescing agent present in the film.

The relationship between Tg and the end-use application temperature is an impor-
tant consideration when choosing a resin. Paints with Tg values below the end-use
application temperature are soft and flexible, but are difficult to clean and suffer from
blocking.6 Both of these issues are related to the soft, tacky nature of the film surface.
On the other hand, paints with Tg values above the end-use application temperature
are hard and durable but can crack and flake.

Composite Particles

To better space TiO2 particles in paints, other particles, typically the same size
or smaller, are often attached to their surfaces. This results in the formation of a
composite particle—a particle made by combining particles of different types. In
the section on nano-spacer particles, we discussed two examples of composite parti-
cles—TiO2 to which nano resin particles are attached, and TiO2 to which nano zinc
oxide particles are attached.We can also consider highly treated TiO2 pigment grades
as composites of TiO2 particles and porous aluminosilicate particles.

Composite particles have a rich history in the early days of modern coatings.
At that time, the quality of pigmentary TiO2 was low, and instead of offering pure
TiO2 pigments, pigment manufacturers produced composite particles of TiO2 and
an extender. This was viewed as a cost-effective way of providing opacity. However,
once the production of optimized TiO2 particles became common, most of these
composite particles were discontinued [20]. In addition to the excessive costs of these
materials on a coverage basis [12], at roughly the same time the industry migrated

6 Blocking refers to the propensity of painted surfaces to adhere to one another when pressed
together. An example is the paint on a window sash and frame. In the case of strong blocking, the
two would be held in place and it would not be possible to open the window.
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from solventborne paints to waterborne paints; many of the particles used in these
composites were slightly water soluble, leading to instability in latex paints [21].

Most composites disappeared from thepaint industrymanydecades ago.However,
there is one class of composite that is still available—compositesmade of pigmentary
TiO2 and calcium carbonate particles. Many such combinations are described in the
literature [22, 23], but of these only a few are commercially available [24]. The
TiO2 and calcium carbonate particles in these composites are roughly the same size
and shape—so much so that they are difficult to distinguish in electron micrographs
(Fig. 16.9).

Thesematerials are similar in principle to the highly treated TiO2 grades discussed
in Chaps. 4 and 7. However, in this case, the percent TiO2 by weight is significantly
less, since the highly treated grades of TiO2 are coated with a porous (low density)
material whereas the calcium carbonate particles in these composites are solid. Based
on their similarities, we find these composite particles to also be used primarily in
highly crowded (high PVC) paints.

Encapsulated Air

Entraining air into a paint film improves light scattering by two mechanisms. First,
regions of air of an appropriate size will scatter light in the same way that TiO2

particles do. In this case, however, these regions scatter light because their refractive
index (1.0) is below that of resin (~1.5), rather than above, as is the case with TiO2

(2.7). Second, the presence of air decreases the average refractive index of thematrix,
increasing the difference in refractive indices between the TiO2 particles and their
surroundings [25]. A commonly used way to bring air into the paint is to formulate
above the CPVC, as will be discussed in detail later. However, an alternative is
to introduce opaque hollow sphere polymer particles (HSOPs) into the paint [26–
28]. This has the optical advantages of formulating above the CPVC without the
disadvantages of creating extensive pore networks.

Figure 16.10 shows schematically the use of a fine CaCO3 (0.8 micron) combined
with HSOP (compare to Fig. 16.6), with experimental results for such combinations
shown in Fig. 16.11. It is clear that in the wet state the HSOP particles do not
contribute to hiding power (the pores are still filled with water), and this experiment
and the one reported in Fig. 16.7 show that a white pigment such as TiO2 is necessary
to get acceptable hiding power in the wet state. Wet hide is important in many
applications, and loss of wet hide often limits the extent to which TiO2 can be
removed or replaced in a paint system, either by air voids or extender particles of
any size [29, 30]. However, in the dry state, hiding power is significantly enhanced
by the presence of the discrete air voids.

Encapsulated air can also be added in the form of flash calcined clay [31]. Many
clays consist of sheets of hydrated oxides held together by waters of hydration.
When these particles are subjected to flash calcination, the water between the sheets
volatilizes violently, pushing the sheets apart (a process known as exfoliation). The
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Fig. 16.9 Calcium carbonate/TiO2 composite particles. The top shows an image of a composite
particle with two regions identified. The bottom shows the elemental analysis (EDAX) for each
region, allowing for the distinction between calcium carbonate and TiO2
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Fig. 16.10 Schematic representation of a coating containing a fine CaCO3 in the wet (left) and dry
(right) states, and a coating where the CaCO3 is replaced by HSOP

result is the presence of thin layers of air within the particles. These air layers are
typically sealed by a vitreous surface layer formed during calcination. In any event,
the thickness of these air layers is generally too low to allow the resin to infiltrate,
and as a result, these particles bring air voids into the paint.7

Light Absorption

Earlier we noted that in some instances a slightly discolored TiO2 pigment can
enhance opacity by light absorption. There we saw that even a small amount of
discoloration can improve hiding by a meaningful amount. This effect can be used
beneficially, when carefully controlled, to increase opacity even in bright paints. This
may seem a contradiction, but unless a paint must be the brightest possible, it can
absorb a small portion of light while still being considered bright (or white). In the
language of Kubelka and Munk, it is quite rare that a paint film requires an ROO

value of exactly 1.0, or, in the language of CIE color space, it is quite rare that a
paint film requires a tristimulus Y value of 100. In fact, for architectural (décor)
applications,8 paints with a tristimulus Y value greater than approximately 80 (L*
= 91.7) are considered white, while those with tristimulus Y values between 75
and 80 (L* from 89.4 to 91.7) are considered “off white” (particularly if they are

7 Note that this is different than the voids in diatomaceous earth particles (Chapter 9), which are
large enough for resin infiltration, resulting in the high resin demands of these materials.
8 In architectural (décor) applications, brightness is often quantified as the “light reflectance value”
(LRV). This is the tristimulus Y value of the paint at full hide and is often referred to simply as
“brightness”.
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Fig. 16.11 Wet and dry hiding power of paints with fine CaCO3 (0.8 micron) and HSOP

achromatic). Architectural paints with tristimulus Y values above 90 (L* = 96) are
rare, as such a brightness is generally considered “harsh” or “sterile”.

A decrease in brightness within these ranges can be very advantageous to the
opacity of a paint film, and even small amounts of carbon black can add significant
opacity to an otherwise “white” paint [32, 33]. This is due to the shape of the opacity
versus scattering (SX) curve (Fig. 16.12). Because the contrast ratio is bound at a
value of 1.0, it takes increasingly higher increments in SX to create even a modest
change in contrast ratio once the contrast ratio exceeds roughly 0.96. By decreasing
the reflectance of the film from 1.00 to 0.85 (i.e., to a tristimulus Y value of 85, or
an L* value of 93.9), the thickness of the film can be reduced by over a third (from
an SX value of 11.8 to one of 7.7).9

9 An argument is often made that a poor-quality TiO2 pigment, with low light scattering and low
brightness, can replace a high-quality pigment in these applications since high brightness is not
required. However, even though a paint with the same brightness can be made with either pigment,
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Fig. 16.12 Contrast ratio as a function of total scattering (SX) for paints with two different ROO
values. A contrast ratio of 0.98 is considered complete hide

Cost Optimization

The importance of low manufacturing costs to the economic success of a coating
is obvious, and much formulation and reformulation in the coatings industry are
directed at cost reduction. Cost reduction is most significant when reducing the costs
of the highest cost ingredients. These are typically the TiO2, the resin, and the color
pigment.

Basis for Cost Optimization

When discussing the cost of a paint, we must clearly define the cost basis—either
as the cost of a certain volume of paint, or as the cost to cover a certain area. Simply
replacing one paint component with a less expensive alternative will decrease the
cost on a volume basis, but care must be taken that cost on an area of coverage basis
does not increase. For example, we could replace half of the solids in a latex paint
with water. This will reduce the cost of the paint by roughly one half. However, it will
also decrease the coverage rate by one half. The same dry film thickness is required
for full opacity, but now it is obtained by doubling the number of coats of paint,
thereby doubling application costs.

the paint made with the low-quality pigment will have a reduced coverage rate because it both
scatters and absorbs less light than the paint made with the high-quality pigment that has been
toned down to the same brightness.
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The conclusions for this example are obvious, but the full implications of focusing
on cost per unit volume, rather than per unit coverage, are typicallymuchmore subtle.
For example, consider the replacement of a high-quality grade of TiO2 with a lower
quality grade that scatters light at only 90% of the efficiency of the incumbent grade.
If the low-quality grade is only 85% of the price of the high-quality grade, it may
seem obvious that adding 10% more of the low-quality grade would result in a 5%
reduction in TiO2 costs. However, the real cost of the lower quality grade can be
much more.

There are two strategies that can be taken for this replacement of high-quality TiO2

with low-quality TiO2, both having hidden costs associated with them. In the first
strategy, wemay simply increase the TiO2 PVC by 10% on a relative basis. However,
this does not increase the scattering power of the paint by that same percentage (see
Chap. 4, Fig. 4.8). Because of dependent light scattering, each additional portion
of TiO2 added to a paint has a lower scattering strength than the previous portions.
Indeed, in our example, increasing the scattering power of the paint by 10% by
increasing the TiO2 content may not be possible at all.

In the second strategy, we may keep the paint formulation the same, but increase
film thickness in order to achieve full opacity. In this case, film thickness would need
to be increased by 10%. This not only increases the TiO2 coverage by 10%, but it
also increases the coverage of all other paint ingredients by 10%. While we reduce
the TiO2 costs by 5%, we increase the other costs, including resin, by 10%. In most
cases, this more than offsets the TiO2 cost savings.

Of course, a hybrid strategy could be followed in which the TiO2 content is
increased by a certain percent and the film thickness by a certain percent, in order to
return to full opacity. The costs of this hybrid strategy will be somewhere between
the costs of each strategy on its own. Since each strategy on its own can increase the
cost of coverage, we would expect any hybrid approach to also increase the cost of
coverage.

Reducing TiO2 Costs

There are two approaches for reducing the TiO2 content in a paint while maintaining
other properties (in particular, spread rate). These are the partial replacement of TiO2

by another light scattering particle, and the optimization of the TiO2 dispersion and
dispersion stability. We will consider each in turn.

Perhaps the most common approach for cost reduction is a reduction of the TiO2

content of the paint. This approach benefits from the fact that TiO2 effectiveness
decreases as TiO2 content increases. In effect, we can consider the last few PVC of
TiO2 being added to the paint as being the least effective for light scattering (this
was touched on in our analysis above on the cost-effectiveness of non-optimal TiO2
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grades). This is because as the TiO2 concentration increases, so too does the loss of
opacity due to particle crowding.10

Viewed in the other direction, the first few PVC of TiO2 taken out of a paint is
also the least effective and so the most easily replaced by a light scattering alterna-
tive such as flash calcined clay or HSOP.11 For this reason, it is possible to reduce
the TiO2 content by using these replacements. As a general rule, the replacement
should be done on a 1:3 or 1:4 volume basis (i.e., 1 PVC of TiO2 is replaced by 3
PVC of HSOP). The exact replacement levels, and recommended reformulation to
accompany such replacements, are specific to specific products, and the manufac-
turer of the replacement particles will typically provide guidance to reformulation.
Note, however, that removing or replacing even small quantities of TiO2 from a paint
can result in a significant loss of wet hide, which is of importance in many paint
applications [29, 30].

The alternative means of reducing the TiO2 content of a paint, while retaining
opacity, is to improve the degree of TiO2 dispersion in the final paint film. This
is only possible when the TiO2 is under-dispersed in the original paint. This can be
determined in the laboratory through a dispersion ladder where the level of dispersion
energy or dispersion time is sequentially increased, and paint opacity is measured at
each level. This opacity level can be compared to that obtained in the paint plant to
determine if better dispersion is required. When interpreting the grind ladder data,
it is important to keep in mind that it is possible to over-disperse highly treated (flat
grade) TiO2 pigments. This causes the oxide surface treatments—which are present
to improve particle spacing—to grind from the pigment surface. This is only an
issue with highly treated grades of TiO2, since the treatment on these particles is
porous and so is relatively fragile. Certain color pigments also lose effectiveness
when over-ground.

Finally, as noted in the earlier section on light absorption, most “white” commer-
cial paints have brightness values (tristimulus Y or ROO values) of the order of 85.
We can contrast this with the laboratory paints used to measure light scattering
(Chap. 13). To simplify this measurement, the paints are formulated at very high
brightness values (thus decreasing the significance of any light absorption). Such
paints are brighter than most applications require, and paint opacity is significantly
enhanced by toning the paint to a brightness of 85.

Related to this is the importance of comparing paint opacity at equal brightness.
Often a new raw material will be darker than the material it replaces and so will
increase opacity due to higher light absorption. As an extreme example, we can
replace all of the TiO2 in a typical paint with a much lower concentration of carbon
black and still achieve complete hide. Obviously comparing the costs of a white paint
to a black paint is not relevant because in most paint applications the end-user would
not be willing to use black and white paints interchangeably. Consumers typically
specify the desired color or brightness of paint and it is up to the paint producer to

10 Although this reduces the scattering strength of all TiO2 particles, it is convenient to instead treat
the loss as if it is all due to the added TiO2 having lower scattering power.
11 We will consider replacement by air voids in the section on formulating above the CPVC.
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meet this demand, rather than to persuade the customer to change their preference.
For this reason, cost comparisons of paints must be made for paints of the same color
or brightness if they are to be relevant.

The implications of toning paints to equal brightness or opacity can be understood
as follows: at the same brightness, the ratio of light absorption to light scattering (K/S)
in the paints is the same. However, each of these factors can separately be higher in
one paint than in the other. By toning a brighter paint down, we increase K while
holding S constant. This results in the sum of K and S increasing. Since opacity is a
direct function of this sum, the opacity of the toned paint (i.e., the spread rate of the
paint) will be higher after toning than before.

Considerations When Formulating Above the CPVC

Although all coatings end-use applications are unique in one sense or another, flat
house paints (also known as architectural or décor paints) are fundamentally different
from other paint types because these paints are generally formulated above the CPVC
and so, by design, contain air voids. These air voids offer two means of lowering
paint costs.

First, because air voidswithin a polymermatrix scatter visible light, we can reduce
paint costs by replacing some of the titanium dioxide pigment with air. This opacity
benefit is somewhat offset by the high degree of titanium dioxide particle crowding
that is an unavoidable consequence of formulating above the CPVC. That said, in
most cases, the cost savings of reducing TiO2 content is greater than the loss of
scattering power due to crowding.

The second cost advantage of formulating above the CPVC is due to resin replace-
ment by lower cost materials. To exceed the CPVC, we must replace a large amount
of resin with particles. In theory, any particle can do this, but, for economic reasons,
extender particles exclusively are used for this function, resulting in cost savings. In
addition to replacing resin with an extender, above the CPVC we are also replacing
resin with air (this is, in fact, how PVC is increased in paints above their CPVC
value). This, too, reduces the cost of the paint.

The Consequences of Air Pores

While we do not typically consider them as such, the pores or voids in paint films
can be thought of as “particles” of air. The presence of pores in the dry paint film
can be determined immediately by comparing the paint PVC with the CPVC of the
particle mix: paints formulated below their CPVC do not contain pores, while those
formulated above their CPVC do. This is shown schematically in Fig. 16.13.

Paint gloss is negatively affected by pores. As is shown in Fig. 16.13, the surface
of a low PVC paint can be very smooth, resulting in a high gloss, while for coatings
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Fig. 16.13 Schematic
representation of a cross
section of a film with varying
PVC. Left low PVC, right
high PVC

formulated at high PVC values, due to the excess of solid particles, the surface is
very irregular. This necessarily results in a matt or flat finish. In addition, this form of
opacity comes at a cost of compromised mechanical strength, dirt pick-up resistance,
cleanability, and burnish resistance. Due to these limitations, industrial coatings such
as automotive, coil, can, and powder coatings, as well as most premium architectural
coatings, are formulated below their CPVC value.

Counterbalancing these considerable negative properties, pores can contribute
significantly to the hiding power of a coating. This follows from the very low
refractive index of air. Pores with a diameter of roughly 0.3 to 0.4 microns scatter
visible light by a very similar mechanism as light scattering by TiO2 particles,
but less intensely [8]. However, since air is a “raw material” that is cost free and
readily available, economy lines of paints are formulated above the CPVC whenever
possible.

Cost Optimization Above the CPVC

Raw material cost optimization is less straightforward for paints formulated above
the CPVC than for paints formulated below the CPVC. Below the CPVC, there is
generally a balance point between the cost of the raw ingredients and the opacity of
the film. However, such a balance point does not exist for paints formulated above the
CPVC. This is because increasing the concentration of air within the film increases
the opacity of the film without any additional cost, since air is free. This leads to the
most cost-effective film being one that consists of only of extender and the absolute
minimum amount of resin required to hold the extender together.

While this paint composition provides the lowest monetary cost of coverage, it
comes with an extreme cost in terms of film integrity and durability. Such a paint
would not be able to withstand any sort of contact without burnishing or disin-
tegrating, would stain easily, and would detach from the substrate when washed.
TiO2-free wall paints, which get their opacity from high concentrations of air voids,
are occasionally seen in the marketplace. However, their poor performance under
normal use has prevented them from achieving widespread acceptance.
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The challenge for cost-effective formulation above the CPVC, therefore, is deter-
mining the composition that maximizes extender and air content while still main-
taining critical non-opacity properties within acceptable ranges. Maximizing the
extender and air contents within these constraints are considered separately in the
sections below.

Maximizing the Extender Content

As discussed in Chap. 4, CPVC values vary from one paint system to another and
depend on the distribution of sizes of the various particles present in the paint. With
the freedom to control CPVC,wemay ask, is there an advantage to formulating paints
at a high CPVC value or a low one?We can answer this question by imagining a paint
that is below the CPVC, then progressively adding extender particles to it. Until the
CPVC is reached, the extender replaces resin. Once the CPVC is reached, adding
more extenders results in the resin being replaced by air. The factor that limits how
much extender can be added is the level of air that the film can tolerate. It is therefore
advantageous to replace as much resin as possible with the extender before reaching
the CPVC, since we are limited on howmuch can be replaced by air above the CPVC.
For this reason, a high CPVC value is desired. This occurs when the proportions of
extender and pigment particles are adjusted to give maximum packing efficiency.

Particle packing efficiency is maximized when particles of more than one size
are used. Ideally, the largest particles will pack at their highest efficiency throughout
the film, and the smaller particles will pack at their maximum efficiency within the
interstices between the larger particles. For this reason, nearly every well-formulated
paint above theCPVCcontains two ormore extender particles that differ significantly
in particle sizes. These are typically referred to as coarse and fine particles.

The relative proportions of the different particle types thatmaximize theCPVCcan
be determined bymeasuring the oil absorption values formixtures of coarse extender,
fine extender, and TiO2 (see Chap. 2 for a description of the oil absorption test). Low
oil absorption values indicate high CPVC, and so the paint should be formulated with
the particle mixture that gives the minimum oil absorption. However, in some cases,
the maximum CPVC occurs for mixtures with higher TiO2 content than desired.
In this case, the particle mix should be adjusted such that the proportion of coarse
extender is kept constant, the volume of the TiO2 lowered to the desired level, and
the fine extender volume raised to compensate for the decrease in TiO2 volume (that
is, fine extender should replace TiO2 on a volume basis until the desired TiO2 PVC
is reached).

Optimizing the Air Content

The porosity index should be used as a guide to how much air can be formulated
into a paint (Eqs. 16.1 and 16.2). As described in Chap. 4, paints with equal porosity
indices generally have similar physical properties, such as stain resistance and scrub
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performance, particularly when the same resin is used.12 When reformulating an
existing paint, the first step should be to match the porosity index of the original
paint and then make adjustments for specific properties as necessary. When formu-
lating a new paint, or replacing the resin in an existing one, a porosity index ladder
should be made and the paints tested for film strength (e.g., by scrub resistance). The
porosity range that gives acceptable performance can then be used to guide the paint
formulation.

PI = air volume

air volume + resin volume
(16.1)

= 1 − CPVC(1 − PVC)

PVC(1 − CPVC)
(16.2)

where the PVC and CPVC values in Eq. 16.2 are expressed as fractions (from zero
to one).

Highly Treated TiO2 Grades

The extreme particle crowding in paints formulated above the CPVC causes a signif-
icant loss in TiO2 scattering efficiency when compared to paints formulated below
the CPVC, even though the TiO2 content of paints formulated above the CPVC is
typically less than that of paints formulated below their CPVC. This loss in scattering
efficiency can be reduced by using a highly treated grade of TiO2 pigment. Formu-
lation strategies based on this type of pigment were discussed in detail in Chap. 4
and so will only be summarized here.

At and above the CPVC, the TiO2 particles are crowded into the small regions
between larger extender particles. The packing in these regions is similar to the
packing of TiO2 particles at the CPVC of a paint containing only TiO2 and resin. The
scattering power of the TiO2 pigment at this concentration will vary depending on
the pigment grade. This scattering power is of little to no importance for commercial
paints formulated below the CPVC, since the TiO2 content of such paints will be well
below the CPVC value. However, since the crowding conditions of TiO2 particles in
paints formulated above the CPVC are similar to the conditions of the TiO2 at the
CPVC of the paint made with only TiO2 and resin, TiO2 grades with high scattering
at their CPVC will scatter light more efficiently in paints formulated above their
CPVC.

Highly treated TiO2 grades are specifically designed to maximize scattering at
their CPVC condition. The thick, porous coatings on these particles prevent the TiO2

cores from coming close to one another and so prevent excessive scattering volume
overlap at the CPVC. This can be seen in Fig. 16.14 (reproduced from Chap. 4,

12 This is true only to a first approximation for scrub resistance. Pore size can also affect scrub
resistance, as will be shown in a later section of this chapter.
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Fig. 16.14 Comparison of the opacity versus PVC curves for a universal grade of TiO2 and a highly
treated grade of TiO2

Fig. 4.23), which shows that although there are fewer particles present at the CPVC
condition for the highly treated grade compared to the universal grade, the scattering
advantage of being more distantly spaced is large enough to more than offset the
scattering loss due to fewer particles being present. Said differently, the heavily
treated grade has higher opacity at its CPVC than the universal grade does at its
CPVC.

The paints used to make Fig. 16.14 were laboratory paints developed to highlight
certain principles of light scattering in crowded systems. In particular, these paints
did not contain any extender particles.Opacity results formore realistic paints that are
formulated with high levels of extender also show the hiding power advantage of the
highly treated pigment (Fig. 16.15) [1, 2]. These paintsweremadewith three different
extender particles (clay, fine calcium carbonate, andmedium calcium carbonate), and
in each case, the highly treated TiO2 gave a higher opacity than the universal TiO2.

In addition to improved hide, the highly treated grade of TiO2 gave improved
scrub insensitivity compared to the universal grade of TiO2, measured by the ISO
11998 method (microns removed after 200 scrub cycles), as shown in Fig. 16.16.
This was attributed to a more optimal air void size in the paints made with the highly
treated grade of TiO2.
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Fig. 16.15 Comparison of
the opacities of paints
formulated above the CPVC
as a function of TiO2 type
and extender particle size

Fig. 16.16 Scrub sensitivity
of the paints shown in
Fig. 16.15

Semi-Empirical Approach to Optimization

Stieg has proposed a semi-empirical equation to predict paint opacity based on the
physical characteristics of the ingredients used [25]. These characteristics are the
binding power index of the resin, (BPI—see Chap. 10), the porosity index of the
paint (if formulated above the CPVC), and the CPVC of the paint (for a solvent-
based paint, this can be calculated directly from the oil absorption; for a latex paint,
it must be measured or calculated from the oil absorption of the particles and the BPI
of the resin).

The Stieg equation is shown as Eq. 16.3:
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Spread Rate

(
m2

kg TiO2

)
= 907.4 · f ·

⎛
⎝1 −

(
PVCeff

0.74

)1/3⎞
⎠ (16.3)

Note that this equation gives the spread rate in terms of the amount of TiO2 (in
kilograms) per unit area rather than as the amount of paint (in liters) per unit area.
In this way, the solids content of the paint is automatically taken into account.13

Expressing the spread rate in this way is useful to the paint formulator as the TiO2

cost per unit area covered can be easily calculated from this spread rate value.
The terms in Eq. 16.3 are as described in the following paragraphs:
For paints below their CPVC, PVCeff is the effective TiO2 PVC. From Chap. 4,

Eq. 4.9:

PVCeff = TiO2 volume

(small extender volume) + (TiO2 volume) + (resin volume)
(16.4)

For paints with a TiO2 PVCeff value that is above the CPVC of the TiO2 by itself,
the “PVCeff” term should be replaced with the TiO2 CPVC value [34]. This reflects
the fact that TiO2 crowding does not increase above its CPVC and so there is no
additional loss of opacity due to scattering volume overlap. While this condition is
seen in many of the laboratory test paints considered in this chapter and in Chap. 4,
it is never met in commercial paints as the levels of TiO2 necessary to satisfy this
condition are well outside the range of economic viability.

f =
(
1.22 + 0.5 · PI

4.22 − 0.5 · PI

)2

(16.5)

f is the Fresnel factor and PI is the Porosity Index, as expressed in Eqs. 16.1 and
16.2 earlier. For a latex paint, if the CPVC of the paint is not measured but the oil
absorption is known, then the following modification to the Eq. 16.2 is necessary:

PI = 1 − CPVCoil(1 − PVC)

PVC(1 − CPVCoil)
· BPI (16.6)

TheBPI concept andmeasurement are discussed in detail inChap. 10 and reviewed
in the section of this chapter on resin particles. Here, wewill note that it represents the
fraction of the resin particle that is available to coat the pigment and extender particles
and fill the voids between them and that, as such, it is one factor that determines the
CPVC of a latex paint.

Equation 16.3 can be tested using results for the laboratory paint series discussed
in other sections of this book. This paint series contains TiO2 and resin only and
is used to make the spread rate versus PVC curve shown in, among other locations
in this book, Chap. 4, Fig. 4.8. Using the paint formulation, we can calculate the

13 We can always change the spread rate of a paint by changing its solids content. Such trivial
changes are not of interest to us here.
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Fig. 16.17 Experimental and calculated spread rate values (in square meters covered at full hide
per kilogram of TiO2) for a laboratory paint. Calculated values are based on Eq. 16.3. For example,
one kilogram of TiO2 in a paint made at 14.6 PVC (circled point) can cover 31.1 square meters of
substrate at complete hide

spread rate at full opacity, in square meters per kilogram of TiO2, for these paints.
The results of this calculation, and of Eq. 16.3, are shown in Fig. 16.17. As can be
seen, there is excellent agreement over the PVC range typical of commercial paints.

Stieg pointed out that these equations may be more useful for paint reformulation
rather than initial formulation [35]. In this case, the equations would be used in a
relative, rather than absolute, fashion. More specifically, he noted that Eq. 16.3 is
dependent on only a few factors—spread rate, the Fresnel factor (which is the same
for all paints below the CPVC), the effective TiO2 PVC, the porosity index, and the
CPVC. When reformulating by adjusting one of these factors, then the paint can be
returned to its initial opacity performance by adjusting a different factor by the same
proportion.

Note that Eq. 16.3 was developed for multi-purpose or universal grades of TiO2

and tends to deviate from practice when highly treated TiO2 grades are used. That
said, even for the highly treated grades, the equations can give useful guidance as to
a starting point formulation or the effect of reformulation on opacity. In this case,
it is best to treat the TiO2 as consisting of two components—TiO2 itself, which is
typically present at about 85% by weight, and small-size extender particles (density
2.7 g/ml) for the remaining 15%.

This situation is shown in Fig. 16.18. Here, themeasured spread rates of six paints,
all formulated above the CPVC and using a highly treated TiO2 grade, are compared
to the values calculated from Eq. 16.3. As can be seen, the fit of the data is best when
the actual TiO2 content of the pigment is used in these calculations.
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Fig. 16.18 Comparison of calculated (Eq. 16.3) andmeasured spread rates for six paints formulated
with a highly treated TiO2 grade above theCPVC. The calculationsweremade based on the particles
being treated as 85% TiO2 (circles) or 100% TiO2 (triangles). Gray line indicates perfect agreement
between calculated and measured values

Although Eq. 16.3 accurately predicts opacity, it has several restrictions that limit
its utility to the paint formulator. These aremostly tied to the necessity of knowing the
CPVC value for a given particle mix. This value is necessary for correctly calculating
the porosity index. The CPVC value for a particle mixture cannot be calculated as
the weighted average CPVC values of the individual components, as explained in
Chap. 4. Instead, it must be measured either through a PVC ladder, or, if the BPI of
the resin is known, using oil absorption (Eq. 16.6).14

Because of this, we can only compare and predict the performance of paints with
a specific composition of particles—that is, we cannot freely change the proportions
of the different particles without the need to redo the entire experiment. This means
that we need to know the composition of the particle mix before formulating the
paint. This is the exact opposite of the normal formulation process, where a number
of different compositions are investigated, and from this, an optimal composition is
determined.

Finally, this equation addresses only one paint property, and formulationmust take
all properties of importance to the end-use into consideration. As a result of these
limitations, it is in most cases simpler and more effective to take a DOE approach to
paint formulation. This is discussed in the following section.

14 The CPVC values of the paints shown in Fig. 16.18 were individually determined.
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Development and Optimization of Paint Formulas

A recurring theme of this chapter is that commercial paints are not required to satisfy
a single attribute but instead must satisfy a number of different, often conflicting,
performance requirements. Thus, inmanyways, the science of formulation is an exer-
cise in compromise. This requires a balanced approach that addresses each of these
performance requirements. Of course, not all requirements are of equal importance,
but even the lower priority ones often have a minimum requirement below which
the paint is unacceptable, regardless of how well it satisfies the more important
requirements.

The analyses both in the preceding sections of this chapter and in Chap. 4 are of a
more theoretical nature. They are useful as they indicate the various factors that can
affect paint properties, particularly opacity, and give a general understanding of how
these factors interplay with one another. However, from a more practical viewpoint,
it is often more efficient to design a set of experiments for which the factors that
are presumed to be important to performance (as identified from the theory in this
chapter and Chap. 4) are varied in a systematic way [36].

The traditional approach for evaluating the effect of a new ingredient in a
paint formula is to add this ingredient to the formula, eventually compensating by
(partially) leaving out another ingredient and testing the new paint for a set of prop-
erties. The formulator builds, with only a few experiments, a feel for the potential
of this new ingredient. Although this trial-and-error approach can be very useful for
initial screening, it can also be very time-consuming for fully optimizing paints as
many parameters must be balanced via a back-and-forth process. In addition, very
often compromises must be made in either cost or performance.

As an alternative to this trial-and-error approach, an experimental mixture design
approach, typically referred to as a DOE (Design Of Experimentation), can be
followed [37–39]. In this approach, the boundaries for the compositions of the paints
are determined initially (i.e., minimum and maximum values of all the ingredients).
The levels of ingredients are changed in a systematic way, making sure that the entire
formulation space is covered and with an additional requirement that the amounts of
all the ingredients sum to 100%. Typically, a computer program is used to generate
the customized “optimal” design, so that with a minimal number of experimental
points the desired amount of information can be extracted from the data [40].

The minimum number of experiments (n) needed to find the link between k
ingredients and the properties of the paint is given by the following:

n = k∗k + 1

2
+ l + r (16.7)

where l stands for the number of extra combinations to check for the lack of fit
(typically 5) and r stands for the number of replicas to assess the repeatability of the
experiment (typically 5 as well). The number of required experiments increases very
quickly with an increasing number of varied ingredients (k). A study that varies, for
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example, 10 ingredients, will need at least 65 experiments to generate enough data
to feed the model.

Once the experimental runs are determined, paints are prepared and tested for the
properties of interest. This leads to an extensive experimentally generated dataset
of paint compositions and properties. Through statistical regression analysis, math-
ematical relationships between properties and composition are determined. Paint
properties can be predicted for an arbitrary composition within the formulation space
studied using these mathematical relationships.

Despite this large number of experiments, it will normally take less time to come
with a final formulation using a DOE approach than a random one. The main limi-
tation of the DOE approach is that it is not possible to add a new ingredient to the
model without doing a large number of additional experiments.

An Example of a DOE

As an example of this process, wewill discuss the development of amodel that allows
us to predict the effect of changing the PVC and the type and amount of some typical
solid particles in a paint on different paint properties. The approach that we will take
is to first design a balanced set of experiments, then execute the experiments, and
finally build a mathematical model to predict the different performance properties.
We can then use these models to guide us to a formulation that satisfies all the
requirements of the paint and is of minimal cost.

We used a formula based on an ethylene-vinyl acetate copolymer dispersion
(EVA), as a starting point, to which we will add several families of extender particles
(see Chap. 9), each representing a different technology andmechanism for improving
hiding power: diatomaceous earth (DE), zeolite, calcium carbonate, calcined clay
(CC), and flash calcined clay (FCC). The maximum amounts of the functional fillers
were calculated based on the recommendations provided by the respective suppliers.

The starting formulation and all experimental paints are formulated above the
CPVC. This is because there are typically many more degrees of freedom above the
CPVC than below. This DOE, therefore, shows the highest level of complexity that
a formulator will typically encounter.

To ensure that the boundaries for the amounts of resin, calcium carbonate, clays,
silicates, and TiO2 were consistent with the values that are commonly used in the
industry, more than 150 commercial paints above the CPVC from Turkey, Germany,
France, and Russia, spread over different quality segments, were analyzed. Based on
this study and on discussions with co-suppliers, the type, minimum, and maximum
level of the different raw materials were determined. An overview of the materials
used in the formulations can be found in Table 16.4.

Let X1 through X7 denote the weight proportion of each of the seven components
shown in Table 16.4 present in a given mixture, and let X8 denote the balance (water
plus additives) needed to bring the sum of ingredients to 100%. If the cost per unit
weight of each component is c1 through c8, then the cost of any mixture of these
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Table 16.4 Overview of the relevant characteristics of materials used in the study. Minimum and
maximum values for the experimental design are also given

TiO2 CaCO3 Resin Zeolite DE CC FCC

Commercial
name

Ti-Pure®
R-902 +

Calcilit®
M4

Mowilith®
LDM1871

Zeocross®
CG 180

CelTiX™ Polestar
200P

Opacilite™

Oil
absorptiona

24 18 N/A 60 100/220b 50 74

Particle size
(d-50, µ)

0.3 4 N/A 1.2 1.7–11.0c 2 1.6

Refractive
index

2.7 1.65 1.5 1.5 1.43 1.56 1.56

Min (mass
%)

0 15 4.8 0 0 0 0

Max (mass
%)

25 47.5 19.2 6 5 8 12

Proposed
mechanism
of opacity
differences

High
refractive
index

NA NA Improved
spacing of
TiO2

Decrease
CPVC
Added
Air voids

Improved
spacing

Sealed air
voids

a Expressed as g oil/100 g solids, measured according to ASTM D281-95
b Value depends on the source
c Depending on the measurement technique: according to the supplier, 1.7 is measured by Sedigraph
and 11.0 by laser diffraction

eight components is directly calculated by

cost = c1X1 + c2X2 + . . . + c8X8

Our assumption is that the physical properties of interest are affected by the relative
amounts of the different ingredients (i.e., by X1 through X8). The relative importance
of a given variable to any given property is expected to be different for each material
and each property. A model for each property can be envisioned using a coefficient
for each ingredient (b1 through b8). In addition, non-linear blending terms (in the
form of cross-products) should be included in these models, so each property Y is
modeled by

Y = b1X1 + . . . + b8X8 + b12X1X2 + b13X1X3 + . . . + b78X7X8,

This model therefore has 36 unknown coefficients (8 linear blending terms plus
28 non-linear blending terms).
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Building the Model

To assess the goodness of fit of the model, a customized “optimal” design of 40
different formulations to test was generated, a (different) control sample was added,
andfinally 6 of these 41 different formulations in the 47-run experimental designwere
replicated. Partial tables of the experimental design (Xs) and measured properties
(Ys) are shown in Table 16.5 and Table 16.6, respectively.

The dispersant (a commonly used acrylic dispersant) was kept constant for the
47 formulations. However, the level was adjusted based on the amount of dispersed
pigment and extender and on their respective oil absorption values. The amount
of thickener also was optimized to guarantee a good dispersion and an acceptable
application of the paint by an automated applicator.

The applied paints were tested according to the test methods listed in Table 16.7.
As all the paints are formulated above the CPVC, pores are present in the dry film.
The opacity due to these pores can be quantified by oiling the dried paint film. This
fills the pores with an oil that has a refractive index very close to that of the resin,
removing the effect of the pores on hiding power. Consequently, the oiled hiding
power removes the hiding power contribution of the pores in the film (i.e., the dry
flat hiding) and therefore is a good measure for the TiO2 contribution in the total
hiding power. A large difference between dry and oiled hiding power indicates a
large opacity contribution of pores. As discussed above, a high pore content has a
negative impact on the overall mechanical strength of the film. This will translate into
a greater scrub sensitivity (microns of paint removed after a certain number of scrub
cycles). In this study, the logarithm of the scrub sensitivity was used to characterize
performance, as this increased the accuracy of the predictions in the lower value
range.

In addition to the experimental data, properties such as formulation cost, PVC,
and CPVC of the modifications were calculated and modeled. As these parameters
are purely calculated values, establishing the fits is trivial (similar to the fit for cost,
as previously discussed) and so is not further discussed here.

A forward selection mixture regression approach revealed the mathematical rela-
tionships between the amounts of the different ingredients and the corresponding

Table 16.5 Partial overview of the experimental runs (paint modifications) that were tested in the
laboratory and used to feed the model. All amounts are in weight %

Mod TiO2 CaCO3 Resin Zeolite DE CC FCC Balance PVC CVPC Rel.
cost

1 22.75 15.00 7.92 0.00 1.00 0.00 12.00 41.33 83 47 1.00

2 0.00 41.87 4.81 0.00 0.00 2.00 8.00 43.32 90 56 0.24

3 0.00 31.00 19.23 6.00 0.00 8.00 0.00 35.77 66 55 0.47

4 25.00 15.00 19.23 0.00 0.00 0.00 3.00 37.77 60 53 1.11

46 25.00 15.00 4.81 3.00 5.00 0.00 4.92 42.27 89 45 1.07

47 12.00 15.00 19.23 6.00 0.00 0.00 12.00 35.77 66 47 0.85
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Table 16.7 Overview of the
test methods and the
statistical parameters
evaluating the quality of the
statistical model for the
different tests

Tested parameter Test method R2
adj (%) R2

pred (%)

Dry hiding power Reference [41] 99.59 99.06

Oiled hiding
power

See Chap. 4 99.90 99.57

Scrub sensitivity EN ISO11998 97.31 95.55

Tinting strength Internal methoda 99.78 95.66

Dirt pick-up Internal methodb 92.94 85.88

Oil pick-up Internal methodc 79.86 72.98

Gloss EN ISO2813 94.11 70.86

b* ASTM E1347 96.44 89.74

L* ASTM E1347 97.40 93.94

Burnishing index
(BI)

ASTM D6736 96.42 91.57

a Tinting strength was evaluated by mixing 13 g of carbon black
(PBk 7) in 70 ml of the white paint, followed by the measurement
of the L* value of the applied paint
b Dirt pick-up is measured by scattering a mixture of silica gel,
aluminum oxide powder, iron oxide, and lampblack powder on the
applied paint. After the removal of the excess mixture, the L* was
measured. The lower the value, the more the paint is sensitive to
picking up dust particles
c Oil pick-up: similar to dirt pick-up but here carbon black ismixed
in petroleum jelly and applied on a painted panel. The lower the L*
value, the more the paint is sensitive to oil/fat stains or fingerprints

properties. These equations include all linear terms and the most influential non-
linear blending terms of the ingredients. The statistical summary parameters, shown
in Table 16.7, demonstrate that the data is accurately described (high R2

adj) and
that the model makes accurate predictions of performance (high R2

pred). For some
properties, such as oil pick-up, dirt pick-up, and burnishing index, lower R2 values
are observed. This can be explained by the slightly larger experimental errors that
are associated with these tests. The lower R2 value for gloss (particularly the R2

pred

value) is somewhat unexpected, but it can at least in part be attributed to the narrow
range of gloss values seen in these flat paints. Since flattening agents can be used
to adjust gloss rather easily and without a significant impact on other properties, the
low R2 values for gloss are of minor concern.

Using the Model to Achieve Balance

One of the most important aspects of formulating (or reformulating) a paint is the
need to balance performance properties against one another. It is quite rare that more
than one property is optimized at the same location in formulation space. Instead,
each property must be modeled in formulation space, and, because any paint can
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Table 16.8 Overview of different paintmodifications and some calculated parameters. All amounts
are in weight %

Mod TiO2 CaCO3 Resin Zeolite DE CC FCC Balance PVC CVPC Rel cost

1 15 15 16 0 0 0 11 43.0 66 49 1.00

2 0 22 6 6 5 8 12 41.0 88 43 0.54

3 0 15 19.2 5.35 5 8 12 35.5 68 40 0.72

4 20 30 14 0 0 0 0 36.0 71 58 1.00

5 16 30 14 0 0 0 0 40.0 69 60 0.83

6 16 30 14 3 0 0 0 37.0 71 57 0.89

7 16 30 14 0 1.7 0 0 38.3 70 56 0.86

8 16 30 14 0 0 3.0 0 37.0 71 57 0.87

9 16 30 14 0 0 0 2.6 37.4 71 57 0.87

exist at only one point in formulation space, a compromise must be made as to the
balance of properties of that paint. Less important properties must be allowed to
decrease in order to maximize the more important properties.

Two scenarios were created to illustrate the potential uses of this model developed
in the last section and the need to balance one property against another. In the first
scenario, the objective was to formulate a paint with a hiding power of 10 m2/l and
less than 20micron loss of paint after 200 scrub cycles (scrub class 2 per ISO 11998).
Three hypothetical modifications to the paint were conducted to obtain the desired
result (Modifications 1 to 3 in Table 16.8).

As shown in Table 16.9, the predicted values from themodel indicate that, with the
help of TiO2, several combinations are possible (e.g., Modification 1; more combina-
tions are possible, but only one is shown). Modification 2 demonstrates that without
TiO2, it is possible to get the required hiding power, but scrub sensitivity is far from
acceptable (338 micron > > 20 micron). Increasing the amount of resin (modifica-
tion 3) in order to decrease the scrub sensitivity results in a significant loss of hiding
power. This demonstrates the impossibility of formulating a paint with a good scrub
resistance in combination with a good hiding power in the absence of TiO2.

In a second, less extreme scenario, the effect of reducing the TiO2 content from
20% was investigated. Without compensation with extenders, this has a negative
impact on the hiding power (Modification 4 versus Modification 5 in Table 16.8).
However, by adding the correct amount of extender, the model predicts that the dry
hiding power can be increased to the same level as in the original paint formula
(Modifications 6 through 9), but at the cost of a decrease in performance for the
other parameters, as shown in Table 16.9.

To independently verify the values predicted by the model, Modifications 1, 2, 4,
5, and 7 were prepared in the laboratory and the performance values were experi-
mentally determined. Figure 16.19 and Table 16.9 indicate that the predicted values
correlate very well for all the verified paint properties.
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Fig. 16.19 Correlation between predicted and experimentally determined values of dry and oiled
hiding power, tinting strength, scrub sensitivity (logarithmic scale), oil pick-up, burnishing index,
and b*
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Summary

Paint formulation is a complex task. There are often many important paint properties
that must be met simultaneously. A large number of paint components can be used
to meet these properties when formulated in the correct proportions.

Perhaps the most universal of required paint properties is complete opacity. In
Chap. 4, we investigated the influence of a number of formulation variables on light
scattering and white opacity using laboratory test paints that were not optimized for
commercial viability, but rather were formulated to demonstrate specific principles.
In this chapter, we apply these findings to the formulation (and reformulation) of
paints that are commercially viable and for which other requirements are specified.
These other requirements include gloss, resistance to mudcracking, scrub resistance,
degree of dispersion, durability, substrate protection, and rheology.

A number of paint parameters can be adjusted in the formulation process. Among
these are the use of nano-spacing extenders, resin particles with different proper-
ties, composite particles, light-absorbing materials, and gloss modifiers (flattening
or matting agents). Care must be taken when using or adjusting these parameters as
often an adjustment that improves one performance attribute will hurt another.

The number of important paint properties and formulation variables is quite large,
and the trial-and-error study to delineate the effects of all of these variables on all of
the important paint properties is not practical. Instead, a statistical approach (DOE) is
the most effective means of determining the regions of formulation space for which
all important properties are met. In addition to paint properties, economics is an
important consideration and the DOE approach can also be used to minimize cost.
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Formulating Plastics with Small Particles
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Introduction

Pure plastics are typically transparent to semi-transparent materials with varying
levels of mechanical properties and permeability. The underlying structure of most
plastics is a hydrocarbon-based polymer. This is a macromolecule constructed from
a defined repeating unit (the monomer). As the number of repeating units increases,
the polymer structure begins to evolve in two or three dimensions versus its approxi-
mately one-dimensional starting block. These macromolecules have either a natural
origin (e.g., silk, proteins, cellulose, etc.) or are produced synthetically from hydro-
carbon feedstocks (e.g., polyethylene, polyvinyl chloride, polystyrene, etc.). Polymer
chemistries incorporate a wide spectrum of architectures to provide a broad range of
thermoplastics and thermosets. Thermoplastics are those polymers that can be soft-
ened with heat and pressure, and, once softened, molded into the desired final shape
by cooling. The chemical identity of the polymer is not altered during this physical
transformation. Thermoset polymers, on the other hand, undergo a chemical reaction
during the molding or post-molding step and cannot be reshaped once formed.
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For most petroleum-based thermoplastics (e.g., polystyrene, polyvinylchloride,
polyolefins, etc.), formulations of the polymer typically contain a mixture of the dry
polymer with some or all of the following: additives, particulate solids, colorants,
and liquids containing plasticizers, lubricants or other processing aids. Additives
in formulations typically provide enhanced properties derived from the inherent
polymer structure of composition (e.g., rheology control, surface tension, thermal
stability, UV stability, etc.). These added features are described using terms such as
melt flow rate (described in more detail below), weathering stability (the ability to
remain unchanged upon exposure to the elements, including solar ultraviolet radi-
ation, heat, various pollutants, and other aspects of outdoor environments), tensile
strength, oxygen transmittance rate (an aspect of permeability that is of particular
importance to films and other packaging), fire retardancy, and impact strength, among
others. Hence, plastic materials can be utilized in a wide variety of end-use applica-
tions based on the ingredients used in their formulation. These modifications provide
the versatility to allow these materials to be used in many different applications
in the everyday world, including such diverse applications as shopping bags, food
packaging, window profiles, detergent bottles, intravenous fluid bags, mobile phone
casings, toothbrush handles, and many more.

Thermoplastic formulations take advantage of highly desirable plastic properties
like corrosion resistance, low density, and ease of processibility as melts. Solids are
added to thermoplastics in order to mitigate two drawbacks—low stiffness and poor
overall mechanical strength. Solids are added to plastic resins to improve stiffness
in applications such as highway structures (guardrails and signboards), drainage
systems, bridge decks, utility poles and pipelines for gas, water and sewage.Magnetic
solids can be added to plastics for magnetic decals and credit card strips.

By contrast, thermosets become “set” once they are cured to the solid state. Instead
of softening when heated, these materials simply burn or char. Examples of ther-
mosets include melamine, polyurethane, epoxy, and urea formaldehyde. Particles
are added to thermosets to modify mechanical and physical properties in much the
same way as for thermoplastics. However, there are several important differences
between these two types of polymers:

– Thermoplastics are more easily recycled
– Thermoplastics are more easily customized for application by the use of solid

additives
– Thermoplastics are tolerant of solids incorporation
– Thermosets are more resistant to heat and provide higher inherent structural

integrity

Description of Solids in Plastics

The term particle requires more definition than simply its chemical composition. For
example, when combined with plastic resins, large pieces of marble behave quite
differently than marble dust. Both forms of marble are chemically identical, but the
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physical properties are nonetheless quite different.When added to plastics, inorganic
solids are often termed extenders or fillers. The terms are often used interchangeably.
To be more precise, extenders are solid particles that provide a desired function to
the matrix while fillers are solid particles used solely to replace the polymer in
the resulting matrix. Other particles commonly used in plastics are colorants such as
dyes and pigments. These provide the ability to control the color characteristics of the
finished items manufactured from the polymer formulation [1]. To avoid confusion,
the terms solids or particles will be used in this chapter.

The dominant parameter for a formulation involving a thermoplastic and a solid
particulate is the solids volume. The focus of this chapter is inorganic particles that
have very limited water solubility and are suspended in polymer systems that are
traditionally petroleum-based materials. Hence, this chapter will focus on polymers
such as polyethylene, polyvinyl chloride, and polystyrene.Within this arena, the solid
characteristics of the greatest interest are particle geometry and size distribution.

Particle Size for Solids

The first criterion by which we will classify the nature of particle size in polymers
is whether the particles exhibit Brownian or non-Brownian motion [2–5]. We make
this distinction based on the time scale for diffusion of particles based caused by
thermal fluctuations within the polymeric matrix, either in the molten or solid state.
Diffusion is most meaningful in the molten state. In typical plastics processing, the
formulation is processed as a highly viscous fluid that is pumped and molded.

Many particle scientists use the Peclet number to define Brownian versus non-
Brownian motion in a suspension [6, 7]. The Peclet number is the ratio of the shear
rate experienced by the particle to the particle diffusivity [8]. The particle diffusivity
is inversely proportional to the particle diameter. The rate of diffusion decreases as the
solid particles become larger in one or more dimensions. When the Peclet number is
greater than one, the diffusivity value is lowand the suspension is typically considered
non-Brownian. When Peclet values are less than one, the particles are considered
more Brownian, and the diffusivity factor becomes larger. This makes the particles
more sensitive to thermal fluctuations.

Suspensions of nanoparticles (i.e., particles with at least one dimension less than
0.1 micron) in molten polymer are considered Brownian [9, 10]. Suspensions with
particles from one to one hundred microns are less Brownian. Particles of interme-
diate range, less than one micron but greater than 0.1 micron, are of the most interest
to us. Note that particles in the nanometer range (e.g., carbonaceous materials, fumed
silica, organoclays, etc.) are not within the scope of interest since their typical particle
size is below the intermediate range.

This narrow range of particle size generates much interest because these inter-
mediate particles, when suspended in polymer matrices, are controlled mostly by
Brownian motion derived from hydrodynamic and interparticle forces. Brownian
motion will randomize particle motion when the solid content in the suspension
is low; as the solid content increases, hydrodynamic forces begin to influence the
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behavior of the particles. At high solids content, interparticle forces begin to influence
particle motion.

Aspect Ratio for Solid Particles

Particle aspect ratio is another parameter that can be used to guide formulation. The
aspect ratio is defined as the length of the longest axis divided by the axis or axes
perpendicular to the long axis. The aspect ratio determines whether the shape of the
particle is a needle (ratio greater than 1), a platelet (ratio less than 1), or a sphere (ratio
equal to 1). The aspect ratio affects the ability of particles to orient when suspended
in fluids as well as the maximum packing fraction for the particles. In general, as the
aspect ratio deviates from unity in either direction, the maximum packing fraction
decreases. As a result, increasing the concentration of particles with non-unity aspect
ratios increases polymer viscosity to a much greater extent than particles with aspect
ratios close to unity (Fig. 17.1). Platelets and needles often show the same viscosity at
one-third of the volume concentration as do spheres with similar diameters [11–13].

Figure 17.2 is a schematic of the flow around two particles with different aspect
ratios. Spherical solids rotate, spin, and flip in all directions with minimal resistance.
However, when the aspect ratio is not unity, the force required to spin, rotate, or
flip the particles in one or more of the three directions is different. This results in
aspect-ratio-related differences in relative viscosities and in the maximum volume
packing.

The aspect ratio of a particle affects many fundamental properties of the material
in which it is dispersed. For example, in a paper matrix, thin platelets are valued

Fig. 17.1 Relationship of
aspect ratio and viscosity at
constant solids content
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Fig. 17.2 Flow around solid of different aspect ratio. a Aspect ratio is unity. b Aspect ratio is
notunity

because thinner particles can overlap more easily and provide calendared structures
that give improved opacity, while overlapping platelets in paints can improve gas
barrier properties because they create a more tortuous path through the paint film.
Overlapping platelets can also improve the gas barrier properties of thermoplastics
for the same reason.

The aspect ratio can also influence the flow of a solid suspension in a thermo-
plastic. As the aspect ratio deviates from unity, the effective volume fraction of the
solids in the suspension increases compared to that possible for a spherical particle.
This results in an increase inmelt viscosity due to increased friction between the parti-
cles. Higher effective volumes can also improve properties such as bulk magnetism,
thermal conductivity, and electrical conductivity by reducing the maximum packing
fraction and changing the percolation limit in comparison to spherical particles
at the same concentration. Some particles with high aspect ratios, such as certain
organic pigments, are often difficult to disperse. This can prevent these pigments
from reaching their full color saturation potentials unless sufficient energy is applied
to allow full dispersion to be achieved.

Avivid demonstration of particle aspect ratio in plastics can be seen in the injection
molding process for thermoplastics. The primary reasons for introducing particles
into the plastic are to reduce structural limitations or to introduce a colorant. The
particles are first combinedwith the plastic and blended as a feedstock for themolding
process (this is often called a concentrate). At this stage, spherical particles are
advantageous because they provide less increase in viscosity at high concentration
than particles that have aspect ratios that differs from unity. The resultant lower
viscosity enables the suspension to flow through the injection mold more easily and
to better conform to the shape of the mold. However, aspect ratios that differ from
unity can be advantageous for the release of the plastic article from the mold and
to achieve improved mechanical properties. Acicular (needle-like) particles are of
particular use in the latter regard.
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Fig. 17.3 Relationship of
solids volume as a function
of the solid blend

Particle Size Distribution for Solids

In addition to size and aspect ratio, particle size distribution impacts viscosity. As
is the case in paints (Chap. 4), the maximum packing volume for identically sized
particles (a monodisperse distribution) is less than that for a blend of large and small
size particles (a polydisperse distribution), for which the small particles can fill the
voids between the larger ones [14–16]. The intent of blending particles of different
sizes is to maximize the solids content while minimally influencing flow properties.
This is analogous to the situation of small ball bearings allowing larger particles
to roll more easily over one another. In practice, suspension mixtures with mainly
intermediate particle size, as defined earlier, and only a few large particles, do not
behave significantly differently than suspensions with only intermediate particles.
The effect of particle size distribution is greater when a majority of the particles
are large (non-Brownian sizes). The effect of the balance between large and small
particles on viscocity, as a function of the solids concentration (ϕ, expressed as a
percent), is shown in Fig. 17.3.

Formulation with Solid Particles

Knowledge of the volume concentration at which interactive forces begin to increase
(and hydrodynamic forces decrease) is critical to an understanding of solids formu-
lation in plastics. Literally hundreds of empirical, semi-empirical, and theoretical
relationships have been developed to describe the flow characteristics of the particle
suspension as a function of solids volume, size, shape and, to some degree, shear
rate. All of these relationships are demonstrated by conducting a titration of volume
occupied by solids as a function of a property.
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Properties such as opacity, rheology, color, and mechanical strength are often
manipulated by adjusting solids volume concentration. Typically, this titration is only
linear for a tightly defined volume range, and the slope of the response changes as
the particle volume concentration (PVC) increases. Mathematical manipulations are
required to arrive at linear equations to describe the entire particle/volume titration.
For thermoplastics, the viscosity changes as a function of solids content serves as a
useful starting point to address the behavior of the plastic when the concentration of
particles of intermediate size increases.

An example of the relationship of intermediate particle volume content and
viscosity is seen in pigmentary titanium dioxide particles dispersed in low density
polyethylene. In this example, melt flow rate (MFR) is used as ameasure of viscosity.
MFR is a simplified version ofmore sophisticated rheometric techniques, as this tech-
nique measures viscosity at only one shear rate per sample. The test uses a specific
orifice size in a heated barrel, and a piston that matches the barrel dimensions. The
polymer formulation is packed into a clean barrel with the piston. After a specified
heating period tomelt the resin, a weight is placed on the piston, and themoltenmate-
rial is forced through the die. The melt flow index (MFI) is the amount, measured in
grams, that exits the die in 10 min. This measurement can obviously be made both
on neat thermoplastics as well as systems containing solid components.

Each resin system has a particular orifice length and diameter, barrel tempera-
ture, and piston load, as specified by the ASTM D1238–86 and ISO R1133 test
methods. MFR measurements were not originally intended to be viscosity indica-
tors, but workers in the plastics industry have developed correlations of MFR with
properties that are associated with the system rheology. MFR and MFI can reveal
the general impact on viscosity of increasing the particle volume concentration in
a plastic [17]. Note that lower MFR and MFI values indicate higher viscosity. A
common practice is to normalize MFR by calculating the ratio of the MFR value of
the filled system to the MFR value of the neat polymer. This ratio is referred to as
the MFR index.

MFR evaluations can be used to determine the effect of particle volume concen-
tration on viscosity when designing formulations with thermoplastic resins such as
polyethylene. As the particle volume concentration increases, the MFR of the filled
system drops (i.e., the system becomes more viscous), and the MFR index increases.
Figure 17.4 shows the increase in the melt flow index value as the titanium dioxide
pigment volume increases in low density polyethylene (LDPE). The relative MFR
value, MFRnatural/MFRfilled, increases with concentration in a linear fashion until a
certain point is reached at which the polymer melt flow behavior changes. Eventu-
ally, as the particle volume is increased further, the flow ceases and the system has
an MFR value of zero or an MFR index value of infinity.

More sophisticated rheological techniques have been used to demonstrate similar
trends, [18] especially for titanium dioxide pigments, which are an ideal example
of intermediate particles. Titration experiments such as that shown in Fig. 17.4 are
necessary to establish predictable models for intermediate particles in plastics.

A refinement of the titration experiment is to use capillary rheometry to char-
acterize the impact of solids volume concentration. Figure 17.5 shows a typical
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Fig. 17.4 MFR values for various volume% of titanium dioxide in LDPE (MFR = 13.5)

Fig. 17.5 Generic viscosity
relationship for a plastic
containing solid particles

relationship of viscosity, η, with shear rate, γ. At very low shear rates, the thermo-
plastic behaves as a typical Newtonian fluid, but it becomes shear-thinning at higher
shear rates. At these higher shear rates, the viscosity relationship is best described
with a power law curve fit.

Many text and literature references present the theory of rheology changes as
solids content increases in a polymer melt [19–24]. The most recognized equation
(Eq. 17.1) relating viscosity to the volume of solids is Einstein’s equation from 1906
[25].
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ηfilled = ηunfilled(1 + 2.5 Vs) (17.1)

where Vs is the solids volume fraction.
Einstein made several assumptions in order to obtain a simple equation. The

equation assumes an infinitely-dilute suspension of rigid, neutrally buoyant, identi-
cally spherical, smooth particles in an incompressible Newtonian fluid. Einstein also
assumed there was no particle migration or rotation, no slip between the particles
and the fluid, and no influence of the walls. Although such conditions are never
encountered in real-world systems, this equation is the basis of viscosity predictions
in many suspensions at low concentrations. Additional modifications can be made to
the general Einstein equation at higher solids concentrations. Mooney developed a
more generally-used equation that relates viscosity to particle volume concentration,
Eq. 17.2 [26].

(17.2)

where ϕ* is the so-called critical concentration. The physical meaning of ϕ* is that
it is the limiting value for the degree of solid particles filling. This is similar to the
CPVC concept in paints (Chap. 4). This value depends on both the shape of the
particles and their mode of packing, i.e., the coefficient of packing. For instance, ϕ*
is typically 0.74 for hexagonally packed solid spherical particles.

Percolation theory is commonly used to explain the change in viscosity with
solids content. This theory is often used to link the power law index, n,1 to the
maximum volume that can be occupied by particles. When the solids/polymer melt
exhibits Newtonian behavior, the composite can relieve any applied stress via fluid
dissipation. In other words, the particles tumble freely as the molten polymer moves
around them. Here the power law index n is one. As the solids content increases, the
particles begin to interact with each other and form cluster structures to relieve the
stress. In this situation, the power law index begins to approach zero. The cluster
formation manifests itself as a shear thinning.

In theory, as the particles cluster together, regions of pure resin are created,
allowing the polymer melt to flow. One hypothesis proposes that the power law
region of the viscosity curve in Fig. 17.5 reflects a change in volumetric energy
dissipation that is related to the solids concentration and the shear rate [27]. In other
words, when the clusters form, there is a loss in surface area for shearing from
the polymer, which thins the solids/polymer melt. Eventually, as the solids content
increases, the particle clusters form a network. This is referred to as the percolation
threshold, φc.

Figure 17.6 shows how the solid particles start to form clusters that permit fluid
to flow. Eventually, the particles align at the percolation threshold, φc. At φc, the

1 n can take on values between zero and one. It represents the fractional loss of volume that is
capable of viscosity energy dissipation.
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Fig. 17.6 Diagram showing the change in power index, n, with increasing solids volume

particles may or may not be at the maximum volume, φm (this was called ϕ* above).
Theoretically, φc and φm should be the same. However, in real particle/polymer
systems with high solids levels, they are often not identical. For repulsive particle–
particle interactions the value ofφm should be close to themaximum random packing
density (≈ 0.638) and for attractive interactions, φm is the value at which the suspen-
sion reaches its percolation threshold. The exact value of φm can be determined
from a plot of the square root of relative viscosity versus the filler volume fraction.
For example, in a study involving pigmentary titanium dioxide, [27] the percola-
tion model provided a reasonable fit to actual capillary rheometer data for %volume
ranges of 0 to 49%. The calculated φm was 0.98 and φc was 0.26.

The hypothesis of volumetric energy dissipation has also been evaluated using
calcium carbonate particles in an organic solvent [27].

This theoretical discussion shows that one formulation component, the solid
volume concentration, is a dominant factor, particularly when the flow character-
istics of the particle/polymer melt are of importance. The effect of this is so great
that additional ingredients must be added to the formulation in order to modify
particle/polymer melt flow and other end-use properties. This modification is of
particular interest in many plastics processing steps that are pressure-driven and that
would ideally exhibit plug flow. Plug flow is a simple model of the velocity profile
of a fluid flowing in a pipe. An advantage of the plug flow model is that no part of
the solution can be perpetuated upstream. Plug flow is contrasted to laminar flow,
which has a parabolic velocity profile (Fig. 17.7), with zero flow at the pipe walls
and maximum flow through the center.

Particle/polymer melt separation, or lack of plug flow, causes particle concen-
tration gradients to form in pressure-driven systems [28, 29]. These concentration
gradients can manifest themselves as extrudate distortion. They can also impact
performance parameters such as tensile strength, sharkskin surface appearance, die
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Fig. 17.7 Velocity profiles of flow through a pipe. a Plug flow. b Laminar flow

lines in film extrusion, inhomogeneity of electrical conduction, and other aspects of
performance [30].

This example showing viscosity changes with solids volume concentration
demonstrates the transition from hydrodynamic forces being dominant to interpar-
ticle forces controlling the system. Particles of intermediate size in a polymer melt
have the ability to behave in aBrownian fashion in one formulation but non-Brownian
in another, depending on the solids volume concentration. The general guideline for
the formulation of intermediate particle size is that once the solids volume concen-
tration exceeds 20%, interactive forces become largely dominant. The interparticle
forces that regulate these interactions are van derWaals interactions, steric hindrance,
and electrostatic interactions between the particle surfaces. Studies of pigmentary
and nanosized titanium dioxide particles in polypropylene melts indicate that the
distance at which particles interact with one another is of the same magnitude as the
particle diameter [31]. This particle–particle distance results in φc being near 52%
volume.

Additives that Influence Viscosity at High Solids Volume

Additives, such as lubricating aids, are commonly formulated into plastic systems
to compensate for this type of behavior, especially in high solid materials [32].
Measurement of the impacts of lubricants in polymer processing has traditionally
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required the use of an internal batch mixing device. Batch mixers have been used
extensively to study dispersive mixing of solid fillers in polymer melts [33, 34].

The time required to achieve polymer melt flow or flux is an important parameter
in internal batch mixing. The sequence of events in a batch mixer is

• incorporating the solid into the melt,
• dispersing/distributing the solids,
• final latentmelting of the polymer to create a flowablemelt resulting in a solid/melt

composite, and
• discharging the polymer melt from mixing chamber.

The total time for all events is referred to as the flux time. There is an optimum
level of lubricant for a given formulation. Adding too much lubricant can increase
the flux time by slowing the discharge of the material from the equipment due to
resin adhering to the equipment, while adding too little lubricant can increase the
flux time by decreasing the rate at which mechanical/blending energy is transformed
into heat through friction. This results in longer melt times. The volume of material
within the extruder is a secondary factor that affects flux time. It is essential that the
ideal %volume occupied in the batch mixer is known if the proper shear stress in the
polymer melt at a fixed shear rate is to be achieved. The ideal %volume occupied in
the mixer is commonly referred to as the degree of fill [35, 36]. Hence, to achieve
the minimum flux time, optimization of the lubricant dose and the degree of fill is
required.

As an example of this, the design of experiment techniques described in Chap. 16
was used to systematically determine the effects of fill and zinc stearate (lubricant)
concentration on flux time for the production of a low-density polyethylene (MFR
12) containing 70% by weight titanium dioxide pigment (33.5% pigment volume
concentration) in a laboratory scale internal mixer. A regression analysis quantified
the relationship between these variables and flux time and revealed the conditions
for minimum flux time. The regression fit of the data is given in Eq. 17.3, where the
experimentally derived constant was 63.2, α was 0.17, β was 0.34, and τ was 0.002.

Flux in sec = constant + α − β−τ, (17.3)

where α is the concentration of zinc stearate in ppm, β is the degree of fill in per cent,
and τ is the product of the concentration of zinc stearate and the degree of fill.

The main output from the regression is the extent to which zinc stearate increases
flux time. This additional time can be offset with proper fill selection. Therefore, in
this example, formulation design for lubrication involves selecting process conditions
for optimum melt behavior in the mixer. The overall optimization reduced the flux
time by 15%. The optimization for degree of fill and viscosity modification with the
lubrication additive is critical; while the ingredients matter, the manner in which the
ingredients are combined is equally important.
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Mixing Particles of Different Chemical Composition (Calcium
Carbonate with Titanium Dioxide)

Calcium carbonate, CaCO3, is a common ingredient in many plastic applications.
This material is commonly referred to as a filler, but this does not reflect some of
the useful properties of this material. CaCO3 is quite useful in increasing plastic
processing productivity due to its good thermal conductivity. The cooling behavior
in the mold of an injection molding machine is influenced by the thermal properties
of the filler, and a filler with high thermal diffusivity can thus increase the efficiency
of the molding process. Thermal diffusivity is highest in materials with high thermal
conductivity, low density, and low heat capacity. In radiant heat transfer processes,
a polymer/mineral composite blend cools more slowly than the neat polymer. This
is particularly important in extrusion processes [37–40]. While talc can also be used
to improve thermal insulation to facilitate the molding operation, calcium carbonate
is the most widely used filler in thermoplastics.

In addition to improving the thermal properties of a plastic, calcium carbonate
can provide opacity in cavitated applications [41], and it impacts surface gloss to
improve surface finish [42–45]. In more typical applications its utility as an opacifier
is quite limited due to its low refractive index of only 1.63.

Example of Formulation Using Particle Size for Optical
Properties

Pigmentary titanium dioxide is typically formulated in thermoplastics to achieve
desired optical properties such as color and opacity. Titanium dioxide is an efficient
provider of brightness and a relatively subtle means of adjusting hue, thus allowing
for maximum color saturation. In Chap. 3, we discussed the fundamental factors
that distinguish titanium dioxide versus other materials from an optical perspective.
One of the key factors for optical performance is particle size. Most of the titanium
dioxide grades used in plastics have a relatively small particle size to ensuremaximum
light scattering. Usually, the median particle size of titanium dioxide for coatings
applications ranges from 0.2 to 0.4 microns, while the particle sizes used in plastics
applications ranges from0.15 to 0.3microns (seeChap. 7 for a discussion on the effect
of pigment crowding on the optimal size for TiO2 light scattering). At these sizes the
TiO2 particles preferentially enhance the scattering of shorterwavelengths, giving the
polymer a blue undertone. This blue undertone can offset the yellow appearance of
some resins that are prone to forming chromophoreswith high extinction coefficients.

Even within titanium dioxide grades, there are degrees of attainable colors that
are strongly associated with the particle diameter. To demonstrate the different ways
that titanium dioxide particles can influence the CIE L*, a*, b* color coordinates in
the same black plasticized PVC formulation, an experiment was conducted in which
the titanium dioxide particle size distribution was varied. The median particle size
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was used to quantify the differences in the particle size of three titanium dioxide
pigments. The typical median diameters of the three pigment types, as measured by
X-ray centrifuge measurement techniques, were between 0.28 and 0.3 microns for
Type A pigment, between 0.25 and 0.28 microns for Type B pigment and between
0.22 and 0.25 microns for Type C pigment [46]. Type A pigment attenuates the
longest wavelengths of light and Type C pigment the shortest wavelengths. The
common nomenclature for the three types of pigments refers to the wavelength that
is attenuated to the greatest extent. Type A pigment is often referred to as the “yellow
undertone titaniumdioxide”,TypeBpigment is “neutral undertone titaniumdioxide”,
and Type C pigment is “blue undertone titanium dioxide”.

The impact of the different titanium dioxide pigments on the final color of the
polymer can be plotted using the CIE L*, a*, and b* color axes [47]. Figure 17.8
highlights the color progression of the black PVC formulation as the TiO2 content is
increased for the three TiO2 types. Each increment of titanium dioxide added to the
PVC formulation results in an increase in L*, a move outward or inward from zero
b*, and forward or backward toward zero a*. The differences among the b* values
highlight the nomenclature assigned to each titanium dioxide type. For example, the
yellow titanium dioxide has the most positive b* value at a given concentration of
titanium dioxide. There is also an a* difference among the three types of pigments,
but at smaller increments than seen for b*.

To increase L*, the titanium dioxide concentration must be increased. By adding
more titanium dioxide, L* increases and the a* and b* values move accordingly. A
key aspect of Fig. 17.8 is that each pigment has a unique set of color characteristics
that cannot be matched by the others at the same concentration. At no point will the
yellow Type A pigment be able to provide the same b* value as the blue Type C
pigment.

The “Whiteness Index” (WI) is a measure of the degree to which a surface resem-
bles a perfectwhite. TheASTME313whiteness indexused formeasuringnear-white,

Fig. 17.8 Scatterplot of L* a* b* for different titanium dioxidematerials at different concentrations
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opaque materials is calculated as shown in Eq. 17.4.

W I = Y + (W I, x)(xn − x) + (W I, y)(yn − y) (17.4)

where, x, y, z are the chromaticity coordinates of the specimen, Y is the tristimulus Y
value, and xn and yn are the chromaticity coordinates for the CIE standard illuminant
and source used (see Chap. 6), and (WI,x) and (WI,y) are numerical coefficients that
are equal to 800 and 1700 for most illuminants. The x, y, z chromaticity coordinates
are calculated as shown in Eqs. 17.5 through 17.7 [48].

x = X

X + Y + Z
(17.5)

y = Y

X + Y + Z
(17.6)

z = 1 − x − y (17.7)

Tristimulus X, Y, and Z values can be calculated from CIE L* a* b* values by
the following equations when L* > 8.0 [49].

X = Xn

[(
L ∗ +16

116

)1/3

+
( a∗
500

)]3

(17.8)

Y = Yn

(
L ∗ +16

116

)3

(17.9)

Z = Zn

[(
L ∗ +16

116

)1/3

−
(

b∗
200

)]3

(17.10)

In these experiments, the CIE L* a* b* measurements were made using a D65

illuminant/10° Observer (CIE 1964), for which, the chromaticity coordinates are

Xn 94.8

Yn 100.0

Zn 107.3

Figure 17.9 shows the WI for the different titanium dioxide grades at different
loading levels. As expected, the WI increases with increasing titanium dioxide
content. Significant differences betweenWI are seen for the different titaniumdioxide
grades. This example demonstrates that formulation for color can be finely adjusted
by using similar titanium dioxide materials that have different particle sizes.
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Fig. 17.9 Whiteness index of compounded black PVC as titanium dioxide content increases

Miscellaneous Properties Affected by Particles

Polymeric materials exhibit rather low thermal conductivity (TC), in the range from
0.01 to 0.5W (mK)−1, due to their lack of free-moving electrons (as well as low elec-
trical conductivity—these materials are insulators). However, TC can be enhanced
by the incorporation of particles. Polymers with enhanced TC are typically used for
LED devices, electronic packaging, batteries, and solar applications to improve their
thermal management. The enhancement of TC can be achieved via the incorporation
ofmetal powders (e.g., aluminum, copper, or nickel), carbon additives (e.g., graphite,
graphene, carbon nanotubes, or carbon black), and synthetic or mineral fillers (e.g.,
boron nitride, aluminum nitride, or talc).

Solid particles are also used in plastics to improve flame retardancy. The mineral
fillers most commonly used for this purpose are metal hydroxides and metal carbon-
ates that decompose between 180 and 400 °C. A common example of this is magne-
sium hydroxide (MNH), which is one of the most-used flame retardant additives for
polyethylene (PE), polypropylene (PP), ethylene–vinyl acetate copolymer (EVA),
and other polymers. Aluminum hydroxide (Al2O3·3H2O or AlO(OH)), often called
alumina trihydrate (ATH)), is commonly incorporated into the plastic fibers used
in carpet backing, furniture upholstery, and polyethylene-coated cables for flame
retardancy. The most commonly used carbonate for fire retardancy is magnesium
carbonate, although calcium carbonate is also used in combination with other fillers
(e.g., silicones) and activating materials for wire and cable compounds.
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Summary

The melt flow behavior of solids formulations in plastics is dominated by the solids
volume concentration factor. The particle size, aspect ratio, and size distribution of the
incorporated solids are means of modifying the polymer melt flow without affecting
the molecular structure of the polymer. Knowledge of the flow characteristics of
a formulation and its dependence on the behavior of the particulate ingredients is
critical to the understanding of the various reasons solid particles are widely used in
plastics. The most common reason is to improve mechanical properties, including
dimensional stability.Attenuation of gas and liquid permeation, improvements in heat
deflection/fire proofing, enhancement of electrical properties, control of color and
opacity aswell asmagnetic properties are typical reasons for solids incorporation into
a plastic formulation. The judicious selection of these particles can add significant
value to the overall plastic composite.

In thermoplastic applications, the technology of solids formulation hinges on
the ability to manage the rheology of the particle/polymer suspension such that the
necessary physical properties are achieved and that the performance of the material
within processing equipment can be readily managed. Knowledge of the sensitivity
of system rheology to solid particle formulation effects may be considered as the
combination of practical knowledge with theory. To the theoretical formulator, the
creation of the equation and calculations of fundamental constants are of great impor-
tance while to the practical formulator, the overriding concern is the actual behavior
observed.
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Introduction

Laminate flooring and furniture products are familiar to all. These materials provide
an attractive appearance while being less costly, easier to work with, and, often,
more durable than natural wood. The natural wood appearance of a laminate is
created by printing a colorful wood pattern onto a sheet of high-quality décor paper.
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Fig. 18.1 Components of a laminate floorboard

This paper is then impregnated with an uncured thermosetting resin, either melamine
formaldehyde (MF), urea formaldehyde (UF) or a combination of the two. Finally,
the impregnated resin is pressed against the substrate (usually particle board) and
heated. This simultaneously adheres the printed paper onto the substrate and cures
the resin, giving the laminate strength and stability. The resulting product is shown
in Fig. 18.1.

The unique environment of the décor paper within the finished laminate creates
challenges for the paper maker. Décor paper, like graphics and writing paper, must
be opaque. However, the opacifying materials are different in the two paper types. In
graphics and writing paper, the voids between the particles and fibers are filled with
air, which scatters light. In addition, extender particles, as well as the fibers them-
selves, scatter light when surrounded by air and so contribute to opacity. In practice,
extender particles and paper fibers can scatter light so strongly that TiO2 pigment
is not needed in many graphics and writing paper applications (e.g., newsprint,
magazines, office paper, etc.).

By contrast, most extender particles do not scatter light in paper laminates. This
is because the pores within the paper are filled with resin during the lamination
process, resulting in the loss of air void scattering and in the extender particles being
surrounded by resin, rather than air.1 Since resin and fibers have roughly the same
refractive index as the extender particles, these particles do not scatter light in the
laminate. This situation is similar to that encountered in paints. As was seen in
Chap. 3, Fig. 3.7, reproduced here as Fig. 18.2, extender particles are transparent
when embedded in resin.

That said, there are certain forms of extenders that are sometimes seen in décor
paper. These are engineered extenders that bring with them entrained air. This same
strategy is used in coatings (Chap. 7). However, not all extenders used in coatings
can be used in paper laminates. This is because not all such extenders can survive the
high temperature (180 °C) and pressure (90 bar) experienced during the lamination
process (see below). For example, flash calcined kaolin can be used in laminates
while some forms of hollow sphere opacifying pigments cannot be used.

Because of this, light scattering in décor papers is almost exclusively provided by
pigmentary TiO2.When extenders are found in décor paper, it is often for non-opacity
functions such as printability and abrasion reduction. We might expect that the TiO2

1 There is speculation that some component of air voids remains after lamination process, but, if
so, certainly not as much air in a graphics and writing paper.
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Fig. 18.2 Opacity contribution of different white powders to paint opacity

particles would be dispersed as completely as possible in the paper, so as tomaximize
scattering efficiency. However, the state of TiO2 dispersion also affects the retention
of the TiO2 particles in the paper. If the TiO2 pigment was dispersed as individual
particles, it could easily pass through the large voids and channels between the
cellulose fiber particles and be removed from the paper during the dewatering step. To
prevent this, the TiO2 particles and other particles are flocculated into agglomerates
that are large enough to be captured by the fibers prior to dewatering.2 As a result,
the crowded pigment particles scatter light inefficiently and so must be present at
loadings as high as 40% by weight for a basis weight of 80 g/m2 (gsm) in order to
ensure complete opacity.

Figure 18.3 shows a scanning electron micrograph of a cross section of white
décor paper. Pulp fiber, air (within cut sections of pulp fiber), and TiO2 are clearly
distinguished in this image. The image shows that décor paper is not homogenous
in the same way that paints and plastics are. Instead the TiO2 particles are present in
large clusters trapped within the pulp fibers.

2 Other measures are also taken to maximize TiO2 retention in the paper. These will be discussed
later in this chapter.
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Fig. 18.3 Electron micrograph cross section of a white décor paper cross section

The demanding requirements placed on décor paper, and the unique environment
in which it is found in the laminate, have led to the development of new analytical
techniques to characterize the distribution of both the cellulose fiber and the pigment
particles in the paper. As we will see, many of these techniques rely on technologies
that have only recently become available and that can provide unique insights into
fundamental aspects of this application.

Décor Paper Properties and the Impact of TiO2

Décor paper affects many important properties of the laminate into which it is incor-
porated. These include appearance properties (e.g., opacity and print quality), phys-
ical properties (e.g., paper strength and integrity), and chemical properties (e.g.,
reactivity with the resin and resistance to discoloration under ultraviolet light). Obvi-
ously, this places many requirements on the décor paper itself. If we are to control
the factors that affect these requirements, we must first understand the role that the
décor paper plays both in the laminate production process and in determining the
finished laminate properties.
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The Role of Décor Paper in the Lamination Process

Décor paper performs several important functions in a laminate. First, it is opaque
and so hides the substrate. Second, it provides the white ‘canvas’ onto which a pattern
or picture is printed. Finally, the paper carries the thermosetting resin precursor that,
when heated and put under pressure, cures into a hard and protective surface layer.

Because of the various demands placed on décor paper, it is subject to tight spec-
ifications for several parameters. Porosity and pore structure are the most important
of these because the pores are responsible for carrying the uncured resin into the
system. During impregnation the pores are filled with all of the resin that will be
present in the final laminate panel, and inadequate pore volume or structure will
result in unacceptable performance of that panel.

The second most important parameter is hiding power or opacity. Paper laminates
replace wood veneer, and one important role of veneer is to hide the substrate (typi-
cally particle board). High opacity is therefore necessary for proper appearance and
aesthetics. The lack of air voids and crowded conditions for the TiO2 make it chal-
lenging to meet the opacity demands of this application. This issue will be discussed
in detail in the next section.

The paper strength is also an important property, as is color stability of the paper
when exposed to ultraviolet light. As discussed in Chap. 14, TiO2 particles darken
when exposed to ultraviolet light in the absence of oxygen. The laminate resin is
intentionally designed to be impervious to liquids and gases. As such there is little
oxygen present within the laminate and so the TiO2 particles must be treated to resist
darkening. This property is referred to as light stability.

Finally, the paper should facilitate the curing of the resin. During curing, the
MF (melamine–formaldehyde) and UF (urea–formaldehyde) resins polymerize in
a condensation reaction. This reaction is conducted at high temperatures, and the
water generated by it is released as steam. If not constrained, the escaping steam
would exit through the laminate surface, creating a rough texture. A counter pressure
is needed to prevent this from happening and so to keep the surface flat.

The curing step is done in a laminate press under controlled temperature and
pressure. Curing is typically done with the temperature between 150 and 190 °C and
the pressure from 20 to 90 bars. At this pressure, the steam is forced to exit through
the open sides of the press rather than its surface. The curing step polymerizes the
resin into a single, highly cross-linkedmolecule. This creates a very hard and durable
surface.

The role of TiO2 in laminates, as in coatings and plastics, is to provide opacity.
Figure 18.4 demonstrates the opacity demand of décor paper compared to conven-
tional office printing paper. A sheet of each of these papers was impregnated with
resin and laminated onto a chipboard. The conventional paper contains 40% CaCO3

in a 100 g per square meter (gsm) sheet while the décor paper contains 40% TiO2

in a similar 100 gsm sheet. The opacity difference between the two papers is quite
clear. The calcium carbonate in the conventional paper provides adequate opacity in
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Fig. 18.4 Effect of TiO2 on décor paper opacity. On the left is a laminate panel consisting of
impregnated décor paper covering a chipboard. On the right is a similar laminate panel made with
impregnated conventional office printing paper

air, but in the absence of air the sheet is virtually transparent. Adequate hiding of the
substrate is only achievable by using high levels of TiO2.

Comparing TiO2 Crowding in Laminates to Crowding
in Coatings and Plastics

Light scattering in crowded systems was discussed in detail in Chap. 4. In Fig. 4.5,
recreated here also as Fig. 18.5, we saw that the scattering strengths of TiO2 parti-
cles decrease linearly with their concentration in paints. We also saw that it is not
the average concentration of the particles that determines their scattering strength,
but instead their local concentration. Light scattering decreases when particles
approach one another due to scattering volume overlap. This overlap only occurs
for neighboring particles, and so is local in nature.

The effect of TiO2 ismore complex in décor paper. In paints (and plastics), the goal
is to disperse individual particles to the greatest degree possible. However, in décor
paper, the particles must be agglomerated in order to be retained in the fiber network.
TiO2 particles show a very high scattering efficiency at low concentrations, but at
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Fig. 18.5 Impact of TiO2 pigment volume concentration (PVC) on light scattering strength in
paints

concentrations between 20 and 40%, TiO2 scattering efficiency decreases linearly
with concentration. As a consequence of pigment flocculation that occurs in the paper
making process, the measured scattering efficiency of TiO2 particles at 40% loadings
is roughly ten times lower than at very low TiO2 concentrations.

Appearance Uniformity and Formation

The term “formation” is used in the paper industry to describe the uniformity of
the distribution of various components in a paper, particularly as this uniformity
relates to the appearance of the paper or to its basis weight (gsm). Paper is formed by
filtering a slurry of fibers, TiO2 pigment, and any other components through a screen.
In some cases, these components are not evenly spread on the screen, resulting in
non-uniformity. For paper laminates, appearance uniformity is determined both by
the distribution of the fibers and the distribution of the TiO2 particles. Poor formation
is seen when either is flocculated, as this leads to regions of high and low density
within the sheet.

Light microscope images of poor and good formation, at the cm scale, along with
an electron micrograph of a laminate paper cross section, at the micron scale, are
shown in Fig. 18.6. In Fig. 18.6a, we see the cross section of décor paper that shows
non-uniformity (poor formation) at the micro-scale. Figure 18.6b shows that the non-
uniformity carries over to the appearance of the sheet at the macro-level—the scale
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Fig. 18.6 Formation of two difference décor papers. a SEM micrograph cross section in décor
paper. b Optical microscope image of poor formation. c Optical microscope image of good
formation. The width of the image in a is 300 microns and the widths of images b and c are
8 cm

seen by the unaided eye. The appearance of this sheet can be compared to the sheet
shown in Fig. 18.6c, which has good formation.

Good formation is necessary not only to give the paper itself a uniformappearance,
but also to give good print uniformity in the next step of the paper laminate process. In
addition, good formation is necessary to optimize TiO2 scattering efficiency. As we
will discuss later, and can be seen in the optical microscope images in Fig. 18.6a and

Fig. 18.7 TEM micrograph of surface treated pigmentary TiO2 used in laminate applications
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b, uniformity at the macro-level is determined by uniformity at the micro-level. This
latter size domain is that at which TiO2 crowding and loss of scattering efficiency
occur.

When formation is poor, appearance uniformity can be improved by increasing
the TiO2 content of the paper. This ensures that even those regions with the lowest
local concentrations of TiO2 will have sufficient TiO2 to give full opacity. However,
this comes at the obvious penalty of a higher cost per unit area.

Laminate Grade TiO2 Pigments

Special grades of TiO2 pigment have been developed specifically for paper lami-
nate applications. These grades are designed for optimal opacity and maximum light
stability (resistance to darkening) when the laminate is exposed to ultraviolet light.
These properties are created through the use of certain inorganic and/or organic
surface coatings on the TiO2 particles (see also Chap. 7). Opacity is controlled
by modifying the pigment dispersibility and surface charge, while light stability
is improved by altering the kinetics of electron transfer into and out of the pigment
particles (see Chap. 14). A transmission electron microscope (TEM) image of a
typical TiO2 particle used in laminate applications is shown in Fig. 18.7.

Surface Chemistry

The décor papermaking process is outlined in Fig. 18.8. Pulp, wet strength resin,
TiO2, and water are blended together into what is known as furnish, and then are
mechanically processed in the refiner in order to cut open and decluster the pulp
fibers. This makes the initially stiff fibers more pliable and increases the fiber surface

Fig. 18.8 Schematic of papermaking process
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Fig. 18.9 Formation of TiO2 surface charges by pH adjustment

area, which improves fiber bonding later in the process. Additional chemicals can
be added in the blend chest, and wastepaper from the process is recycled into the
broke chest. Material is inventoried in the machine chest, allowing for an averaging
of the pulp slurry made over a period of time, which evens out inconsistencies that
may enter earlier in the process. Finally, the slurry is cleaned, then screened as it
is pumped into the headbox. The headbox is under pressure and pushes the slurry
evenly onto a screen. The material on the screen is dewatered and dried to form the
paper.

Particle surface charges are especially important in décor paper production as
they can affect several aspects of the papermaking process and impact laminate
panel appearance. As discussed in Chap. 2, the surfaces of particles suspended in
water can be altered by adding certain ions to the slurry suspension. For the surfaces
typically found on TiO2 particles, these ions are protons (for imparting positive
surface charge) or hydroxide (for imparting negative surface charges). The pigment
surfaces can therefore be charged by adjusting the pH of the slurry. This is shown
schematically in Fig. 18.9.

Not all grades of TiO2 have the same surface composition, and so not all grades
show the same surface charge response to changes in pH. This response is shown in
Fig. 18.10 for four grades of TiO2 pigment slurried in water. At neutral pH mate-
rials with acidic surfaces are negatively charged while materials with basic surfaces
are positively charged. Surface charge can therefore be controlled by changing the
chemical identity of the TiO2 surface coating, or by adjusting the pH of the paper
slurry.

There is a third means of modifying the TiO2 surface charge, as well as the surface
charge on other particles and fibers, which results from adding cationic wet strength
resin (a cationic polymer) to the pulp slurry [1]. This imparts a positive charge to the
pigment surface. This is similar in concept to the use of charged dispersants in paint
production (see Chap. 11).

The primary effect of TiO2 surface charge in papermaking, and our reason for
controlling it, is that it affects TiO2 retention in the paper. Ideally, TiO2 particles will
be retained in the paper by separately attaching to pulp fibers before and during the
dewatering process. This is accomplished by placing a positive surface charge on the
TiO2 particles so that they will be attracted to the negatively charged fiber surfaces.
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Fig. 18.10 Surface charge
as a function of pH for four
TiO2 pigments

By adding a wet strength resin to the paper, which adsorbs onto the TiO2 surfaces,
the pigment attains the desired positive charge.

Ideally, all of the TiO2 particles would attach to the fibers in this way. However, in
reality, most do not, and a second mechanism for retaining the TiO2 particles in the
paper is employed. Here the TiO2 particles that are coated with wet strength resin,
and so are positively charged, flocculate with the uncoated TiO2 particles, which,
at the papermaking pH, can be negatively charged, depending on the grade of TiO2

(Fig. 18.10). This flocculates the TiO2 particles into clusters that can be caught in
the void regions between the fibers and so retained in the paper.

These two mechanisms for TiO2 retention—adhesion of individual particles to
the fibers and entrapping particle clusters within the pores—occur simultaneously
in the furnish. Slight modifications to pH can be made in the headbox, immediately
prior to the screening step, as a final opportunity to optimize retention (Fig. 18.8).

In addition to pigment retention, the surface treatment on the TiO2 particles can
also affect other décor paper and laminate properties, such as pigment dispersion, ink
retention, resin retention, resin cure and, as mentioned earlier, light stability. This is
because the TiO2 particles interact physically and chemically with their surrounding
environment through the particle surface. Altering the surface can optimize these
interactions without harming the intrinsic scattering ability of the particles, since
these are determined by refractive index, which is a bulk property rather than a
surface property.

TiO2 Dispersion

The degree of TiO2 particle dispersion in paper applications can be quantified using
an optical density test. In this test, the amount of light that is scattered when traveling
through a highly dilute slurry of the TiO2 (20 ppm) is determined using a transmission
measurement. If the particles are well dispersed, the light is scattered strongly and
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Table 18.1 Effect of slurry pH on optical density and paper opacity

TiO2 slurry (50% dry solids) Handsheet High Pressure Laminate (LPL)
Panel

pH Optical
density
(%)a

Slurry
viscosity
(mPa sec)

Basis
weight
(dry
g/m2)

TiO2 content
(dry g/m2)

S(TiO2)
(m2/g)b

Laminate
opacity
(contrast
ratio)c

L* (over
black) (%)

7.0 81 1521 99.2 38.5 0.105 91.3 90.0

9.0 100 29 100.9 40.1 0.116 93.0 91.0

a Optical density is a measure of TiO2 scattering potential at very low dilutions and is considered
the entitlement opacity
b S(TiO2) is the scattering power of the TiO2 in the end-use application (here the HPL panel).
The TiO2 light scattering efficiency is normalized to the TiO2 content. This value is similar to the
discussion in Chap. 4 on the TiO2 scattering efficiency as a function of TiO2 PVC
c Laminate opacity is a contrast ratio, calculated as follows: Laminate opacity (%)= 100× Y(over
black backing)/Y(over white backing)

so transmission is relatively low. On the other hand, if the particles are flocculated,
less light is scattered and so more is transmitted through the sample.

Because the particles in the TiO2 slurry are stabilized by surface charges, we
would expect their dispersion quality to vary with pH. This is in fact the case, as
shown in Table 18.1. Here we compare slurries with pH values of 7.0 and 9.0. The
isoelectric point (point of zero surface charge) for this grade of TiO2 is 7.35, and
so we would expect that the pH 7.0 slurry would be flocculated while the pH 9.0
slurry would not be. This is confirmed by both the lower optical density and the
higher viscosity of the pH 7.0 slurry (flocculation results in high viscosity). More
specifically, the optical density of the slurry at pH 9.0 has a 19% advantage over that
of the pH 7.0 slurry.

To improve TiO2 retention in the paper, a flocculating agent is added to the TiO2

slurry. Because the particles are flocculated, we may expect that the degree of disper-
sion in the initial TiO2 slurry is not relevant to the opacity of the final laminate panel.
However, this is not the case. As can be seen in Table 18.1, roughly half of the opacity
advantage of the better dispersed TiO2 slurry is retained in the final laminate panel
(here measured as the scattering strength S of the TiO2 particles).

This is an important finding as it indicates the necessity of getting good TiO2

dispersion prior to the paper formation step. As is the case in coatings after grinding,
the degree of TiO2 dispersion will never improve over its initial level, and all
subsequent process steps can only degrade the quality of the TiO2 dispersion.

TiO2 Retention

The paper maker is confronted with a dilemma with regard to the state of TiO2

dispersion. On the one hand, to achieve the highest retention, the TiO2 particles
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Fig. 18.11 Effect of TiO2 zeta potential on retention and opacity ( Adapted from PWA-Décor, now
Ahlstrom-Munksjö)

must be flocculated into clusters large enough to be trapped by the paper fibers
during dewatering. On the other hand, as was discussed in Chap. 11, TiO2 scattering
efficiency is decreased significantly by flocculation due to the negative crowding
effects on the total scattering volume of the particles. These conflicting aspects of
TiO2 usage are shown in Fig. 18.11, where we see the highest TiO2 efficiency at the
same zeta potential values as the lowest retention, and vice versa.

In décor paper at high wet strength resin concentration, the TiO2 clusters become
positively charged and break apart into smaller groups. This is because of the strong
electrostatic repulsion resulting from all of the particles being positively charged
within the cluster: we observe de-flocculation at large positive zeta potential (25–
30 mV). This is the ‘sweet spot’ where the paper machine operates at its highest
efficiency. This is very much desired, as it improves the TiO2 efficiency, due to
smaller TiO2 cluster size—and it results in an opacity increase (without adding extra
TiO2). This is well-known in the industry and was first reported in 1995.

Tools for Analyzing Décor Paper and Laminate Panels

Optimizing laminate appearance properties requires the use of many analytical tech-
niques and tools. These include those that quantify the appearance properties of the
décor paper and the laminate into which it is incorporated (i.e., appearance unifor-
mity and overall opacity), as well as those that reveal the distributions of the different
components of the laminate (i.e., fiber, TiO2 particles, air voids, and resin pockets),
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Fig. 18.12 Kubelka–Munk method for determining the optical properties of a paper

since the uniformity of these distributions directly affect the appearance properties
of the laminate.

Opacity and TiO2 Efficiency

In Chap. 13, we discussed the measurement of paint and plastics opacity. There we
used the Kubelka–Munk framework to quantify light scattering (S) and absorption
(K) per thickness of the sample (X). We can use a similar technique to quantify the
optical properties of a paper.

In this test, a sheet of paper (or stack of sheets) is laid over a black and white chart
and the reflectances over the black area, over the white area, and of the uncovered
white portion of the chart are measured (Fig. 18.12). The paper must be oiled for
this measurement. This removes all air, replacing it with an oil that has a similar
refractive index as the laminate resin. In this way, the scattering environment of the
paper is matched to its end-use application.

TiO2 efficiency canbedescribed as the scattering strength of the paper as a function
of TiO2 coverage on an area basis. TiO2 coverage is measured by incinerating a
sample of the paper with known area and weighing the remaining ash, which is
entirely TiO2 in décor paper.3

An important aspect of the effect of TiO2 dispersion on opacity can be seen by
comparing the opacity of a décor sheet that has been oiled to the opacity of a sheet
that has been formed into the laminate. Oiling will replace the air voids within the
décor sheet with a material that has a very similar refractive index to the resin (this is
similar to oiled hide for a paint—see Chap. 4) and so removes the contribution of air
void scattering to the opacity of the décor sheet (there is no such opacity contribution
in the laminated paper). Subsequently, we would expect the opacities to be similar.
In fact, the opacity of the laminate is significantly lower than that of the oiled sheet.

3 This can be contrastedwith graphics andwriting paper, which have high levels of extender particles
and little or no TiO2.
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This demonstrates that the pressing process not only removes air from the sample,
but it also increases the crowding of the TiO2 particles.

Formation

The term “formation” refers to the effect that the distribution of components within
the paper has on appearance uniformity across the paper sheet. In graphics andwriting
paper, this is determined primarily by the distribution of the fibers. If the fibers are
flocculated, then there will be regions within the paper of high fiber concentra-
tions (and low air content) and other regions of low fiber concentrations (and high
air content). These will scatter light differently and so create a non-uniformity of
appearance.

Formation of impregnated and laminated décor paper is more strongly determined
by the distributions of fibers and TiO2 particles. There is a counteraction between
these distributions because a bad distribution of fibers prevents a good distribution of
TiO2 particles. This is due to the fact that in décor paper any voids between the fibers
that escape compression during pressing are filled with resin, rather than air, and so
do not scatter light (fiber and resin refractive indices are nearly the same whereas
fiber and air refractive indices are not). That is not to say that the distribution of fibers
is unimportant in décor paper appearance uniformity—the TiO2 particles are mostly
found as clusters trapped within the voids between the fibers, and so, in a sense, their
distribution is like the photographic negative of the fiber distribution.

Formation is most oftenmeasured by one of two procedures. In the first, hard radi-
ation is directed at the paper and the proportion of transmitted radiation is measured
by a radiation detector on the opposite side of the paper. The amount of absorbed
radiation depends on the identity of the absorbing species, with greater absorption
for heavier elements such as titanium, and on its concentration. The radiation is
scanned over an area of the paper and the variability of the distribution of TiO2

particle concentrations is determined.

Appearance Based Formation Analyses

While the above procedure can quantify formation, it is not ideal because it does
not directly measure the property of importance to the paper manufacturer—the
appearance of the paper. Instead somemathematical transformations must be done to
link the breadth ofTiO2 particle distributions to appearance.The secondprocedure for
measuring formation does not suffer from this issue because it is based on appearance
directly. In this procedure, an imageof the paper is analyzed for uniformity at different
length scales. These length scales correspond to observation distances—the scale of
uniformity for a laminate that is intended to be viewed from, for example, a distance
of three meters is larger than for a laminate that is intended to be viewed from a
distance of a few tens of centimeters.
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Fig. 18.13 Appearance analyzer employing a CCD camera to image 7 cm× 8 cm laminate sample

An approach for measuring image uniformity has been developed using a CCD
camera to image a 7 cm × 8 cm sample of laminate (Fig. 18.13). Two histograms
of grayscale values are calculated from this image: one for 1 mm × 1 mm areas and
the other for 8 mm × 8 mm areas. These spatial distances correspond to what the
eye can see at a distance of 30 cm—typical reading distance, which is representative
of the distance at which graphics and writing paper is usually viewed. The width, or
standard deviation, of each histogram is then taken as a measure of uniformity.

Nano Computer Tomographic Analysis

Computer tomography is a long-established method of generating a three-
dimensional image of a sample. Perhaps themost familiar forms of three-dimensional
imaging are medical applications, where CT scanning shows many advantages over
traditional X-Ray imaging. Not only do CT scans give three-dimensional images,
but they also allow for a differentiation in the chemical composition of the material
being scanned.

Through various technical advances, the resolution of CT imaging has become
fine enough to resolve regions of roughly one cubic micron (one micron in each
of the three dimensions). We will refer to imaging at this resolution as nano CT.
This resolution matches the micro-structure dimensions of décor papers and paper
laminates and so is ideal for visualizing the internal structure of these materials.

In this process, an X-Ray beam interacts with the sample and then is subsequently
detected. The measured intensities are processed using advanced imaging software,
and the data is transformed into a three-dimensional representation of the sample.
The equipment used is shown in Fig. 18.14 and an example two-dimensional section
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Fig. 18.14 Nano CT instrument

of an unimpregnated décor paper is shown in Fig. 18.15.
The image shown in Fig. 18.15 is very similar in appearance to the electron

microscopic images shown earlier in this chapter, and we may question the benefit of

Fig. 18.15 Image from a nano CT scan showing resolution and appearance of various components
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using nano CT to analyze décor paper and laminate samples. The advantage of nano
CT is that the entire sample is imaged, rather than just the surface presented in the
electronmicroscope. This allows for three-dimensional representations of the sample
to be generated and manipulated, with the ability to rotate the image freely on the
computer monitor. In addition, this technique is ideal for analyzing non-homogenous
materials, such as paper laminates, while electron microscopy is adequate for more
homogenous samples such as plastics.

Since the X-ray absorption strength of a material is determined by the atomic
weight of its constituents, the nano CT analysis can readily differentiate fibers,
melamine resin, air, and TiO2. This is represented in the images as an increasing
brightness from air (black in the images), through resin and fibers (gray), and to
TiO2 (white). Individual TiO2 particles cannot be resolved, but, as described above,
the TiO2 is mostly present as large clusters situated between the fibers, and these
clusters are clearly distinguished in the images. An example of a three-dimensional
representation of the TiO2 distribution in a décor paper, color coded by cluster size,
is shown in Fig. 18.16.

Fig. 18.16 Distribution of
TiO2 clusters in a décor
paper. Color indicates cluster
size (size increases from blue
to green to orange to red)
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Images such as these aremade by setting a threshold for voxel4 brightness and only
displaying those voxels that exceed this threshold. Images of the air pore distribution
can be similarly made, but in this case the threshold is set so that only those voxels
with brightness values beneath the threshold are displayed.

In addition to imaging the sample, nano CT probes a large enough volume to
statistically determine the size distribution of the various décor paper and laminate
components. This is particularly useful for quantifying the distribution ofTiO2 cluster
sizes, typically expressed as a histogram. The variation in cluster sizes in different
parts of the décor paper (i.e., surfaces or internal) can be studied in this way.

Application of Nano CT

Imaging is invaluable for the analysis of complex systems such as papers. Tradi-
tionally, paper samples have been imaged extensively by optical and scanning elec-
tron microscopies (SEM). While the images from these techniques are useful, they
only show a two-dimensional view of the paper. For other applications of particles
embedded in polymers—paints and plastics—this is adequate because the parti-
cles in these materials are generally distributed evenly throughout. As such, any
two-dimensional image is representative of the entire material.

This situation is quite different in paper applications, particularly décor paper. As
discussed earlier, the particles found in décor paper are intentionally flocculated to
ensure retention in the porous fiber structure. Because of this, each three-dimensional
section of the paper is unique, and to properly understand the distribution of particles
within the paper—and how this distribution affects properties such as printability—a
three-dimensional rendering is required.

Nano CT could potentially satisfy this need. However, this is not a certainty. Since
three-dimensional renderings of paper have not been made before, there is no road
map as to how they can be useful to the paper maker, if at all.

A number of step-wise studies have been made to investigate the utility of nano
CT technology to décor paper. These studies, which will be reviewed below, confirm
that this technology is useful if applied appropriately. The strength of this tech-
nology is “thresholding”—that is, the ability to isolate the location of large particle
groups using the intensity of the image. This is done by creating a simple black and
white representation of the grayscale images given by the CT software. By adjusting
the threshold intensity for defining which voxels are black and which are white, a
clear understanding of the TiO2 groups found within the paper, and the relationship
between groups, can be achieved.

4 A voxel is a three-dimensional analog of the two-dimensional pixel.
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Study 1—Effect of Microstructure on Formation

In the first step of determining the utility of the NanoCT technology, twoHPL (High-
Pressure Laminate) samples were imaged by both traditional SEM microscopy and
the nano CT method [2]. The samples differ in appearance due to differences in
formation. Aswill be shown, the nanoCTmethod detects important differences in the
TiO2 clusters that are not evident in SEM images. This demonstrates that differences
in the micro-level (TiO2 distribution) can be linked directly back to differences at
the macro-level (optical properties).

This study demonstrated that, through proper software analysis, certain visual
differences in HPL quality can be related to the microstructure of the décor paper.
Such a relationship is not evident in SEM image analysis.

The ability of nano CT to distinguish differences in handsheets5 and the high-
pressure laminates made from them was investigated for two décor papers. These
papers had similar TiO2 levels but differed in the amount of wet strength resin
used in their production. The difference in wet strength resin resulted in the sample
having less wet strength resin showing clearly better formation than the other (both
as observed visually and as measured by an appearance analyzer). The properties of
these two sheets and the laminates made from them are shown in Table 18.2. Images
of the laminate panels are shown in Fig. 18.17.

SEM analysis of the décor sheets did not reveal any differences, even when using
advanced image analysis statistics. Small samples (3 mm× 6 mm) were cut from the
laminates and analyzed by nano CT. Three-dimensional renderings of the samples,
highlighting the TiO2 clusters, are shown in Fig. 18.18. Although these render-
ings appear similar to the eye, a statistical analysis of them reveals two important
differences.

Histograms showing the size distribution of the TiO2 clusters, quantified as the
size of a sphere of equivalent volume to the cluster, are shown for each laminate
in Fig. 18.19. The X-axes show the spherical equivalent size of the clusters both
in terms of sphere diameter and sphere volume. Although there is much similarity
between the histograms, there is an important difference in number of large clusters
(equivalent spherical diameters larger than 50 microns).

In addition, the volumes occupied by the clusters that were detectable in the nano
CT analysis were found to be significantly different; the TiO2 clusters occupied 3.48
volume% of the laminate with bad formation but only 3.01 volume% of the laminate
with good formation. This is a relative difference of 13.5%. Referring back to Table
18.2, we see that the actual volume relative difference was only 2.4% (4.50% and
4.39%, respectively). This is significant because the nano CT method cannot resolve
individual TiO2 particles or particle clusters smaller than one micron. When the
volume contribution from individual particles or small clusters is accounted for, then
the difference between the measured volumes (Table 18.2) and the volumes detected
in the nano CT analysis can be reconciled.

5 A handsheet is a single sheet of paper made in the laboratory.
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Fig. 18.17 Appearance of laminate panels. a Bad formation décor handsheet. b Good formation
décor handsheet

Fig. 18.18 Three-dimensional rendering of the TiO2 clusters (pockets) in the two laminates. a Bad
formation décor handsheet. b Good formation décor handsheet

The differences seen in the nano CT analysis are consistent: there are more very
large TiO2 clusters and fewer very small TiO2 clusters in the sample with bad forma-
tion. One consequence of this is seen in poorer sheet appearance (formation quality).
Another is seen in the improved opacity of the laminate made from the handsheet
with good formation—the S(TiO2) value is 12.4% higher and the total opacity 2.4%
better in this sheet, despite the slightly lower TiO2 content (Table 18.2).

We can conclude that there is a link between the microscopic properties of a hand-
sheet (in particular, TiO2 cluster size distribution) and the macroscopic appearance
of the laminate (formation). This link is not apparent in electron micrographs of
the sheets because it is dependent on a three-dimensional property of the sheet—
the volume of the TiO2 clusters—and electron micrographs are two-dimensional in
nature.
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Fig. 18.19 Histogram of TiO2 cluster size in the two laminates. a Bad formation décor handsheet.
b Good formation décor handsheet

Study 2—Development of Structure Through the Production
Process

In a follow-up of the work described above, this analysis was extended to production-
made décor paper [3]. An important finding was that meaningful differences in the
TiO2 cluster structures were evident by the proper use of image thresholding—that
is, by defining which voxels are occupied by TiO2 and which are fiber or resin—by
properly adjusting the minimum intensity of those voxels defined to be TiO2. Impor-
tantly, it was found that the threshold value can vary for different stages in laminate
construction (décor paper formation, impregnation, and pressing). A comparison of
the histograms of cluster sizes showed consistent differences between the samples,
and a clear correspondence was seen between the distribution within the décor paper
itself and in the final laminate made from it.



672 18 Application to Décor Paper for Use in Laminates

In this analysis, small samples (1 mm × 1 mm) were cut from a graphics and
writing décor paper, both before and after impregnation, and from a laminate made
from the impregnated paper. Each sample was then characterized using the nano CT
technique.

Two-Dimensional Cross Section and Surface Images

Z-direction cross-section images for the three samples are shown in Fig. 18.20. Here
the voids (dark), the TiO2 (white spots), the fibers (gray), and the resin (gray) can
be clearly differentiated. As anticipated, the air voids are largest in the décor paper,
next in the impregnated dry film, and substantially reduced in the laminate panel.
We also observe that the resin in the impregnated paper is dominant at the surfaces
(both top and bottom/web-side).

In Fig. 18.21, we show sections in the XY plane (i.e., parallel to the surface)
taken from the interior of each sample. Here we observe that, after pressing into the
final laminate state, the structure is denser, since air has been removed and the fiber
network has compressed. In addition, the air voids are large and more numerous in
the décor paper, but after resin impregnation the remaining air voids are smaller. In
the final laminate panel they are further reduced, as expected due to the temperature
and pressure applied during the laminate formation step.

Fig. 18.20 Z-direction cross sections of the décor paper (top), the impregnated paper (middle), and
laminate panel (bottom)
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Fig. 18.21 Images in the XY plane of internal regions of the samples

Quantitative Analysis of Structural Features

The raw data used to construct the images shown Figs. 18.20 and 18.21was subjected
to statistical analysis to better characterize the nature of these materials. This is done
by setting a threshold for selecting the voxel intensities to be analyzed. This threshold
is not necessarily the same for each sample but instead is determined such that the
total volume of voxels exceeding the threshold matches the known fill factor for that
sample, defined as the volume concentration of the TiO2. In our case, the fill factor
was constant across the samples since they are of the same décor paper at different
stages of processing.

When comparing similar types of samples (e.g., a series of laminates), the thresh-
olds are typically similar to one another; however, while comparing different sample
types, as we are doing here for the unimpregnated and impregnated décor paper and
the laminate, the threshold values vary over a wider range. We can differentiate not
only the TiO2 from the other components, but also the other components from one
another. Due to the similarity in chemical composition of these components, they
are more difficult to differentiate. Figure 18.22 shows the grayscale histograms for
the three samples, along with the thresholds used in the image analysis.

TiO2 Distribution

In Fig. 18.23, we compare the visual appearance and numerical data for the three
samples. The images on the left are taken from a plane within the sample and parallel
to the sample surface (these are taken from Fig. 18.21). On the right hand are curves
showing TiO2 content as a function of location in the sample. The red curves show
TiO2 concentrations in the X-direction (i.e., over the length of the sample) while
the blue curves show the concentrations in the Z-direction (i.e., perpendicular to the
image, and from the top to the bottom surface).

Overall, there is a fair but varying degree of non-homogeneity in the TiO2 distri-
butions through the samples. The blue curve shows that the two sides of the paper are
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Fig. 18.22 Grayscale distributions for the three samples, with thresholds for the different
components. “Paper” refers to resin and fiber

different—the top surface contains substantially more TiO2 than the bottom surface
(against the Fourdriniermachineweb). This is due to the TiO2 particles being leached
out as white water from the regions of the paper nearest the web.We do not anticipate
that this will affect end-use opacity since light travels in this direction, essentially
superimposing the particles from a top-down perspective. The distribution of parti-
cles in the Z-direction is therefore not as important as the uniformity in particle
coverage per unit area in the XY plane.

In addition to this overall gradient in TiO2 in the Z-direction, we see there is
relatively little TiO2 in the thin, outermost layers of the impregnated paper. Instead,
resin dominates these regions. This reflects the manner in which resin is impregnated
into the décor paper. During this process, the paper is submersed into a liquid resin
bath. Resin penetrates the paper, starting from the exterior surfaces (top and bottom)
towards the inside of the paper. This process does not go to completion during the
limited time spent in the resin bath, and hence air voids remain in the dry film and
laminate panel.

The red curves in Fig. 18.23 indicate an uneven distribution of the TiO2 across the
paper (i.e., in the X-direction). This is due to these particles being present in clusters
rather than being discretely distributed throughout the paper. The TiO2 variability in
this dimension is the least in the laminate panel, suggesting some redistribution of
these clusters, or of the TiO2 particles within them, when they are squeezed by the
lamination press.

The distribution of TiO2 particles and clusters is even more evident in three-
dimensional renderings of the samples (Fig. 18.24). Here, the location of the clusters
is determined by the voxel intensity. The size of the clusters is determined using
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Fig. 18.23 Comparison of visual and numeric information from the nano CT scans. The red curves
show the concentration distribution parallel to the surface (X-direction) while the blue curves show
the distribution from top to bottom (Z-direction). a Industrial décor paper. b Dry film. c Laminate
panel

a computer algorithm, and in this figure is indicated by color, with blue being the
smallest clusters and red the largest.

Once the clusters are identified, their size distributions can be analyzed and
compared between the three samples (Fig. 18.25). The mean sizes for the three
samples are quite similar, varying from 20 to 24 microns. However, there is a signif-
icant level of variability for the curve maxima. The maximum for the décor paper
is at 37 microns, while that of the impregnated paper is 32 microns and that of the
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Fig. 18.24 Three-dimensional distribution of TiO2 clusters in the three samples. Cluster size is
denoted by color; the smallest clusters are blue, followed by the green, yellow and red clusters

Fig. 18.25 Size distribution of the TiO2 clusters in the three samples
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laminate itself is only 15 microns. The modest drop in maximum seen when the
paper is impregnated is most likely due to mobility of the TiO2 clusters under the
forces that develop in the liquid absorption step, during which fibers expand, and
drying step, during which the structure compresses. The large drop seen after the
lamination process is due to flow under pressure of the hot resin. This distributes the
TiO2 more evenly, resulting in improved formation, which results in more efficient
TiO2 light scattering and higher sample opacity. This demonstrates that formation is
scale invariant—that is, there is the same level of variance at the micro and macro-
scales, and so poor distribution of particles at the micrometer scale results in poor
distribution at the scale at which formation is judged.

Study 3—Effect of TiO2 Level on Formation and Pore Content

In the first two studies, the distribution of TiO2 clusters throughout the décor paper
was determined by judicious use of thresholding. These studieswere further extended
by quantifying the distribution of the TiO2 clusters in one direction—from the bottom
of the sheet to the top of the sheet (i.e., in the Z-direction). This type of analysis
revealed different information than the three-dimensional analyses described in the
first two studies. In particular, it clearly showed the non-uniformity of TiO2 content
and pores through the sheet, with more TiO2 and fewer pores at the top 20 micron
surface of the paper than at the bottom. This is entirely consistent with differences in
printability seen for the different sides of the paper (measured separately). In addition,
by quantifying the amount of TiO2 observable in the nano CT, we can determine the
proportion of TiO2 particles that present clusters too small to resolve (<1 micron)
and those that are larger.

In Study 3, the effect of TiO2 loading on pore structure and volume was investi-
gated. Décor paper sheets weremade at three different TiO2 contents: 10%, 25%, and
40%, all at 100 gsm. Two samples were made at the 40% TiO2 level that differed in
the TiO2 slurry pH. In one sample the slurry pH (7.0) was near the iso-electric point
of the TiO2, resulting in particle flocculation, while in the other sample the slurry
pH was higher (9.0), which gives better TiO2 dispersion in the slurry. The slurry
pH values for the 10% and 20% samples were also 9.0, to ensure optimal formation
and higher opacity. A summary of the physical and optical properties of the sheets
and the laminates made from them is given in Table 18.3 and the TiO2 scattering
efficiencies of the sheets are given in Fig. 18.26.

From this table and figure, we see that TiO2 scattering efficiency decreases signif-
icantly as the TiO2 content increases (e.g., by 28% for the sheets made with pH 9.0
TiO2 slurry). This shows that the crowding of the TiO2 particles increases signif-
icantly with TiO2 content. The TiO2 particles are assumed to be in clusters in all
samples, in which case the number of clusters would increase with increasing TiO2

content, but not the crowding within the cluster (it is this crowding that determines
the TiO2 scattering efficiency). We will return to this question below. Note the loss
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Fig. 18.26 Relative TiO2 scattering efficiencies and laminate opacities for the four samples

in TiO2 scattering efficiency is more than offset by the increased number of TiO2

particles, and the opacity of the laminates themselves increases with TiO2 content.
We also see the effect of incomplete TiO2 dispersion in the TiO2 slurry on forma-

tion. Comparing the final two samples we see that the flocculated slurry (pH = 7.0)
has slightly lower opacity and higher appearance non-uniformity than the panelmade
from the well-dispersed TiO2 slurry (pH = 9.0). Based on the lower opacity of the
panel made from the flocculated slurry, we would expect to see more agglomerates
in Sample D than in Sample C.

Visual Analysis

Figure 18.27 shows nano CT cross sections of the XY plane on the top sides of the
four décor paper sheets. These images are from an interior section of the paper, which
is inaccessible by other imaging techniques. The increase in TiO2 content is clearly
evident in Samples A through C. In addition to the increase in TiO2 clustering with
increasing TiO2 content, the clustering is more pronounced in the paper made from
the flocculated TiO2 slurry than its well-dispersed counterpart. This is consistent
with our earlier observation that poor initial TiO2 dispersion leads to lower opacity,
even though the TiO2 is flocculated before the décor sheet is made (Table 18.1).

Figure 18.28A shows three-dimensional renderings of the TiO2 distributions in
the décor sheets, showing cluster location only. The same images are shown in
Fig. 18.28B, but color coded to indicate cluster size (the smallest clusters are blue;
the largest red). The only large (red coded) clusters were seen in SampleD, indicating
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Fig. 18.27 Nano CT images of the four décor papers

the carry-over of the degree of TiO2 dispersion in the TiO2 slurry to the distribution
of the TiO2 particles in the paper sheet.

Quantitative Analysis

The equivalent spherical diameters6 of the TiO2 clusters in the four décor sheets are
shown in histogram form in Fig. 18.29. The size of the clusters at the peaks of the
respective sample curves increases substantially with increasing TiO2 content (from
7 microns for Sample A to 21 microns for Sample D). This increase in average size
is quite significant and shows that adding more TiO2 does not simply increase the
number of TiO2 clusters; it also increases the size of the individual clusters. The
mechanism by which this occurs will be proposed below.

The distribution of pores and TiO2 clusters from the top of the sheets to their
backs is shown in Fig. 18.30. We again see that the TiO2 is not distributed uniformly
in the Z-direction but is instead more concentrated at the top of the sheets than at
the bottom. In addition, we see that regions near both sheet surfaces have high pore
content, and that the pore content within the sheets decreases with increasing TiO2

loading. This is understandable since the TiO2 clusters occupy these pore spaces,
and as the volume of clusters increases, the volume of unoccupied pores decreases.

6 These are the diameters of spheres that would have the same volume as the cluster.
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Fig. 18.28
Three-dimensional
renderings of the TiO2
cluster distribution in the
four décor paper samples. a
Cluster structure. b Color
coded according to cluster
size

The differences seen in the pore distribution in the Z-direction are quite important.
There is a correlation between high TiO2 volume percent and lower pore volume
percent.

We also see in Fig. 18.30 a significant increase in TiO2 agglomeration between
the two samples made at the highest TiO2 loadings. This difference corresponds
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Fig. 18.29 Histogram of cluster content as a function of cluster size, as measured by the equivalent
spherical diameter. Inset shows the total volume and average cluster sizes for the four samples

to the difference in formation between these two samples (refer to the appearance
variations shown in Table 18.2). The results from an analysis of the nano CT data
are therefore quite sensitive to differences in formation.

An Alternative Method to Quantify TiO2 Clustering

We noted two important findings in our analysis. The first was that the average
scattering strength of the TiO2 particles decreases as the TiO2 content increases
(Fig. 18.26). This is important because we might expect the number of TiO2 clusters
to increase with increasing TiO2 content, but not the degree of crowding within
the clusters, since the TiO2 particles are presumed to be at or near their maximum
packing density within the clusters. In addition, we saw that the average size of the
clusters increased with increasing TiO2 content.

These findings can be understood if we take into consideration the inability of
the nano CT technique to image individual particles or clusters that are 1 micron
in dimension or less. This gives us a means to determine the proportion of parti-
cles within clusters large enough for detection and the proportion of particles either
individually dispersed onto the fibers or present in clusters too small for the nano
CT technique to detect. To do this we determine the total volume of the TiO2 by
ashing and compare this value to the volume of TiO2 detected in the nano CT scan.
The difference between these will be the volume of individual particles or small
clusters. The proportion of TiO2 found in large clusters, rather than in small clusters
or as individual particles, provides a powerful way of characterizing the severity of
flocculation in the décor paper.
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Fig. 18.30 Pore volumes a and TiO2 content b of the four décor sheets in YZ cross sections

This comparison is made for the four décor sheets in Fig. 18.31. As can be seen by
comparing the green and red values in this Figure, the fraction of dispersed TiO2 is
greatest in the sample with the lowest TiO2 content (Sample A). Themajority of TiO2

particles in this sample are found, in fact, in the dispersed, rather than clustered, state.
However, as the TiO2 content of the paper increases (i.e., going from Samples A to
C), the proportion of dispersed particles decreases significantly (i.e., the proportional
difference between gsm TiO2 and the amount of TiO2 seen in the nano CT decreases
as the TiO2 content increases). The proportion of particles found in clusters is the
highest in the final sample, made from the flocculated TiO2 slurry and at highest
TiO2 content.

This at least partially explains the finding that the cluster particle sizes increase
with increasing TiO2 content, as the dispersed particles would be expected to add
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Fig. 18.31 Total TiO2 content, as determined by ashing (blue bars), and cluster TiO2 content, as
determined by nano CT (orange line) for the four décor sheets

to existing clusters at the higher TiO2 levels. Finally, in comparing the results for
Samples C and D, we again see the high sensitivity of the nano CT technique to
differences in formation.

Case Histories

The usefulness of nano CT technology to décor paper applications can be seen in
two case histories in which this technology brought unique insights to commercial
production issues. In particular, the findings that the pore structure in the top 20
microns of the paper, and the overall distribution of pores and TiO2 clusters in the
Z-direction, are applied to product consistency issues that can occur in standard
production.

In the first case history, paper manufactured to the same specification by two
different paper producers had different impregnation behaviors, despite the similarity
in overall porosities. Here, it was found that the porosity at the top region of the papers
were different and that this had an important effect on impregnation.

In the second case, a paper manufactured at different sites by the same producer
had the same appearance but different print qualities. Once again there was a
correlation between the microstructure of the paper as seen by nano CT and the
macrostructure as evident from the visual appearance of the printed sheet.
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Impact of TiO2 and Pore Content on Impregnation Behavior

A laminator found that décor paper manufactured to the same specifications (TiO2

content, basis weight, and sheet porosity) by two paper producers showed different
impregnation behaviors. This resulted in a decreased rate of impregnation for one of
these papers. Conventional analysis of the two papers did not reveal differences that
would explain this difference in impregnation rates.

Nano CT was used to determine if there were differences in pore distribution
and TiO2 clustering between the two sheets that would account for this behavior.
In addition, the link between the quality of formation and the pore structure was
investigated.

Images of the samples in the XY plane showed little differentiation between the
two (Fig. 18.32). A cross section for the fast-impregnating sample, taken in the Z-
direction (from the top surface to the bottom), shows that the distributions of TiO2

clusters, paper fibers, and pores are not uniform throughout the paper (see Fig. 18.33
for the distribution profile of Sample 1). Here, we see that the top of the sheet has
more TiO2 than the bottom (as was seen in other examples discussed above) and that
the regions of the paper near the surface are dominated by pores.

A comparison in the distributions of the pores and TiO2 clusters in the two décor
sheets revealed important differences in the way that the components of the paper
are situated within the sheet. To illustrate this, in Fig. 18.34 we plot the volume
percentages of the pores and clusters in the portion of Fig. 18.33 within the red box,
and show the same information for the sheet with poor impregnation speed (Sample
2). Although the pore distributions are similar, the distributions of the TiO2 clusters
are not. In particular, the top surface of the poorly performing sheet has a higher
concentration of TiO2 clusters. These clusters impede the penetration of the resin

Fig. 18.32 Nano CT image
in the XY plane (parallel to
the paper surface) for the two
décor paper samples. a
Sample 1, décor sheet with
rapid impregnation. b
Sample 2, décor sheet with
slow impregnation
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Fig. 18.33 Distribution of paper components in the Z-direction for Sample 1

into the sheet, slowing the impregnation process. In addition, differences in pore
diameter and the identities of the fibers could also play a role.

While the overall porosities of décor paper sheets have long been recognized as
being important to sheet impregnation, we see here that the exact distribution of the
pores at the microscopic scale is also an important factor.

Impact of TiO2 and Pores on Print Quality and Resin
Impregnation Speed

In our second example of the application of nano CT to paper laminates, two décor
papers, made by the same producer, with the same formulation, but at different
plant sites, were tested for site-to-site consistency [4]. The papers looked identical
before printing and had similar properties as determined by traditional paper tests
(Fig. 18.35). However, significant differences in appearance developed after printing
and impregnation (Fig. 18.36).

Traditional Testing

Optical microscopy on the samples after printing showed clear differences in appear-
ance (Fig. 18.37), with the colors on the second sample appearing more intense than
on the first. Differences were also seen in the topography of the base papers, with
Sample 2 showing more surface features than Sample 1 (Fig. 18.38). While these
differences were evident, they did not themselves suggest a cause for this behavior.
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Fig. 18.34 Comparison of pores and TiO2 cluster distributions in the two décor paper sheets

Nano CT Analysis

The samples for the two papers were subjected to nano CT analysis. A third paper
was included for reference in this study. This is a resin saving paper (RSP), which
shows different impregnation behavior than traditional décor paper, due to many of
the pores in this paper being closed and so not available for resin. This paper had a
similar basis weight as the other two (~75 gsm), but significantly more TiO2 (the ash
contentwas 42.8%, compared to 24.9%and 26.8% for Samples 1 and 2, respectively).
The RSP sheet was included as a means to validate the nano CT method.
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Fig. 18.35 Visual appearance and physical properties of the two décor paper samples before
printing and impregnation

Fig. 18.36 Visual appearance after printing and impregnation
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Fig. 18.37 Optical microscope images of the printed papers

Fig. 18.38 Topographic comparison of the two base papers
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Images from the XY planes of all three samples are shown in Fig. 18.39. Here
we see that the distributions of fibers, particles and voids are similar in Samples
1 and 2 while the RSP sample shows smaller air voids. Profiles of the pore and
TiO2 distributions in the X- and Y-directions for Samples 1 and 2 were generally
unremarkable and similar to the one another.

The situation is quite different when we examine the samples in the Z-direction
(Fig. 18.40). The TiO2 distribution for Sample 1 is uneven, with a higher concentra-
tion near the top surface than at the bottom. This is consistent with the observations
made previously. A gradient in the TiO2 distribution was also seen in Sample 2

Fig. 18.39 XY plane images of the three décor paper samples. a Sample 1. b Sample 2. c RSP
sample
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Fig. 18.40 Nano CT profiles for the three samples in the Z-direction. In all cases, the bottom of
the sheet is on the left and the top on the right. The jagged features in the pore distributions seen at
the top of the sheet in Samples 1 and 2 are due to fibers protruding from the sample surface
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but was less pronounced. The pore volume distributions of the two samples were
qualitatively similar, with the highest pore concentrations in the center of the sheets.
However, the concentration gradients (i.e., the slopes of the red lines in Fig. 18.40) of
the two sheets are different. Sample 2 has a gentler slope than Sample 1. We believe
that this decreases the impregnation rates while providing for better ink hold-out (the
ability to keep ink at the paper surface), explaining the more intense color in Sample
2.

Although Samples 1 and 2 were intended to be of identical composition, the
amounts of TiO2 seen in the nano CT profiles are different. This could be because
the samples truly have different TiO2 levels, despite their equal ash values (ashing
does not discriminate between TiO2 and other non-combustible paper components),
or because theTiO2 particles inSample 2 are better dispersed.Better dispersionwould
increase the number of individual particles or very small flocculates that cannot be
detected by the nano CT technique.

The TiO2 content in the RSP sheet (Sample 3) is significantly greater than in
Samples 1 and 2, consistent with its higher ash value. By contrast, the pore content
of this sheet is significantly lower than in the other two, reaching a maximum value
of 15% in the center of the sheet, compared to roughly 20% for the other two. The
observations are easily explained on the basis of the RSP sheet having sealed pores.
Resin Saving Paper is designed to seal the pores through the use of sizing. This
results in reduced pore volume and no fibers sticking out. The top and bottom of this
sheet are designed for printing and impregnation, respectively.

Figure 18.41 shows three-dimensional renderings of the three papers. We can
clearly see, on the left, that the RSP sheet (Sample 3) has a higher TiO2 content
while, on the right of this figure, we see it has significantly less pore volume.We also

Fig. 18.41 Three-dimensional rendering of the TiO2 clusters (left) and the pore structures (right)
for the three décor paper sheets
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see that while the pore structures of Samples 1 and 2 are similar, the distributions
and amounts of TiO2 clusters are different.

To further illustrate the pore distributions of these samples, as well as their size,
a color-coded rendering of the pores for the three samples is shown in Fig. 18.42.
The pores with the smallest volume are in blue, next green, and the largest are red.
In addition, Fig. 18.43 shows the pore size as the diameter of the equivalent sphere
volume for the three samples. Here we see that the average pore diameters, over the
entire volume of the samples, are similar for Samples 1 and 2, but shifted to a lower

Fig. 18.42 Color coded renderings of the pores in the three samples

Fig. 18.43 Distribution of pore sizes for the three samples
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value for Sample 3. This is consistent with the pore volumes in resin saving paper
being reduced by the starch film (sizing).

This shows that the overall porosity is not as important as the porosity in the
top 20 microns of the paper surface. This implies that maintaining constant total
paper porosity is not as important for product consistency as controlling the porosity
at the print surface: surface porosity is key. While this is well understood in the
industry, measuring surface porosity has been elusive. This technique therefore fills
a significant gap in the tools available to the paper décor formulator. Not only is the
surface porosity imaged by this technique, but simultaneously the TiO2 distribution,
in the same volume of paper, is also imaged.

Summary

Décor paper is one of the most challenging paper types to produce, in view of the
many requirements it must meet, all of which are within narrow specifications. These
parameters impact the use and performance of the décor paper in the downstream
value chain: at the printer, the impregnator, the laminator, the furniture manufacturer
or the laminate floor manufacturer, the retailer, and the final user.

We have seen that tight quality control starts with knowing which parameters are
relevant and then putting a process in place to control these. Controlling variation
is at the heart of producing good quality décor paper. This starts with minimizing
the variation of the raw materials: the pulp used (a natural product) and the TiO2 (a
chemically purified product).

In order to maintain some flexibility in pulp selection, the TiO2 selected must
have low variability in its various performance parameters that affect appearance.
These include color consistency, pigment dispersion, and surface chemistry. Surface
chemistry affects not only the dispersion behavior and particle crowding in the final
laminate, but also its light stabilitywhen exposed to ultraviolet radiation (as discussed
in Chap. 14).

Conventional methods of paper analysis—basis weight, overall porosity, optical
microscopy, and SEM microscopy—sometimes fail to explain differences in décor
paper quality. Nano CT technology can be used in these cases to better understand
the source of these differences. In this technique, the composition of one micron
cubes within the paper are determined by X-ray analysis. The resulting data can be
used to show cross sections as well as three-dimensional renderings of the paper.

Application of this technique to a series of real-life issues has shown it to be
an effective measure of paper consistency at the micron scale. In many cases the
surfaces of different samples look similar, but a virtual cross section will often show
important differences in the sizes and distributions of TiO2 clusters and air pores,
despite similarities seen at the larger scale (e.g., the same overall TiO2 or total pore
content). This technique can also be used to distinguish the amounts of TiO2 found in
TiO2 clusters from the amounts found in the dispersed state on the fibers. Increasing
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the TiO2 content of the paper shifts these amounts to favor clusters over dispersed
particles. This decreases the scattering efficiency of the TiO2.

Other findings were that both the TiO2 clusters and the air voids are not distributed
evenly in the Z-direction of the paper. The TiO2 concentration is highest near the
top of the paper and lowest at the bottom. The details of these distributions affect
the ability of resin to infiltrate the paper, causing, in some cases, excessively slow
impregnation. They can also affect the uniformity of printing on the paper prior to
impregnation and can explain how some sheets appear similar before printing, but
after printing can appear quite different.
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Introduction

Quiet, and not so quiet, revolutions in the way materials are designed and manufac-
tured are underway in the general global economy, and these revolutions touch on
the ways that the coatings, plastics, and paper laminates industries are evolving in
response to new requirements, both in terms of product performance, and in long-
term environmental and societal impacts. In the following sections, we review a
subset of these changes and how they apply to the use of small particles embedded in
polymers. This review is not intended to be comprehensive, but rather to be a broad
survey of the changing landscape of the industries that use small particles.
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Nanoparticles

The common definition of a nanoparticle is one that has at least one dimension in the
range of 1–100 nm [1–3]. The number of small dimensions and the morphologies
of nanoparticles can vary, leading to nanofibers, nanotubes, and nanoplates. The
properties of these particles are often determined by quantum effects, which do not
operate at the scale ofmicroparticles (seeChap. 1).Nanoparticle science is a relatively
young area of research and application. While the properties of natural nanoparticles
were unknowingly used in construction materials for more than 4500 years, and as
pigments in ceramics and glass dating back to the ninth century, nanoparticle science
has been recognized as its own field since only the second half of the last century
[4–6].

Nanoparticles generally have different properties than larger particles of the same
material. These differences include enhanced reactivity, greater strength, higher
surface area, and, in some cases, improved stability. The size, surface area, and
quantum effects of nanoparticles primarily affect the optical, electrical, andmagnetic
properties of these materials. These behavioral differences have been applied to such
areas as catalysis, medicine, energy production and storage, and advanced materials,
among others [7]. While nanoparticles show much promise in these many technolo-
gies, their use is currently limited in many applications by cost, as well as by both
safety and sustainability concerns.

A commonly given example of the potential utility of nanoparticle is in quantum
dots,which are nanosized semiconductors.Quantumdots are characterized by certain
optical quantum confinement properties. This allows these materials to be tuned
to emit different colors of light based on their size and composition [8]. This
property can enhance applications such as solar cells, bioimaging, QLEDs, single-
electron transistors, photocatalysis, and lasers [9]. Quantum dots can be elemental or
compound systems, often metal chalcogenides. Some examples are CdS, graphene,
CdSe, ZnS, Ge, carbon, Si, PbSe, and CdTe.

While quantum dots are not typically used in organic matrices, such as coatings,
plastics, and paper laminates, other nanoparticles are. This is particularly true for
higher value applications such as pigments. Nanosized carbon blacks and other color
pigments have existed for some time, and new materials are being explored. These
include the use of ceramic nanopigments based on metal oxides in applications such
as ink-jet printing and color changing coatings (see Chap. 8) [10, 11].

Carbon nanotubes can be used as specialty black pigments in coatings. Vertically
aligned carbon nanotube array (VANTA) pigments are currently recognized as the
blackest material known. These pigments provide exceptionally broad, uniform, and
low reflectance [12]. Nanosized carbon blacks are also widely used in plastics as
pigments as well as fillers [13], and carbon nanotubes are poised to replace conven-
tional carbon black in the rubber tire industry, although there is some concern as to
the release of nanoparticles into the environment as these tires wear [14].

Nanosized TiO2 particles have been studied extensively for applications in paints
and plastics [15, 16]. Nanoparticles of TiO2 are too small to efficiently scatter visible
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light and so cannot be used as a white pigment. This can be contrasted to color
pigment particles, forwhich decreasing particle size almost always increases the light
absorption strength and so improves pigmentary efficiency (see Chap. 8). However,
nanosized TiO2 particles have potential application for non-pigmentary applications
such as “smart coatings”.1 In addition, these particles are strong ultraviolet light
attenuators, and their presence can generally improve the durabilities of paints and
plastics as a result. They are also potentially useful for self-cleaning or antimicrobial
coatings [13, 17]. Their proposed use to detoxify air pollutants is discussed separately
in the next section.

There are also potential uses for nanoparticles that do not interact with light (that
is, nanoextender particles) in paints and plastics. As discussed in Chap. 9, some
fumed and precipitated silicas, as well as some precipitated calcium carbonates, fall
into the nanosize range [13]. A chief benefit of these materials is that, in crowded
systems such as high PVC paints, they allow for better spacing of pigment particles
than is possible with their conventional microparticle counterparts. This increases the
effectiveness of both white and color pigments. Balanced against this better pigment
particle spacing, nanoextenders are typically more expensive than larger extenders,
and can be more difficult to initially disperse and to stabilize against flocculation.

Photocatalytic Destruction of Pollutants

In Chap. 14, we discussed the negative impact that titanium dioxide photocatalytic
activity can have on resin or polymer matrices. Titanium dioxide particles absorb
ultraviolet light, which is beneficial to the durability of the underlying polymer, but a
small fraction of that light is converted into chemical energy in the form of chemical
radicals. These radicals attack the polymer and so harm the durability of the paint or
plastic. Note that these reactions are not seen for particles that absorb visible light,
because the energy of visible light photons is not great enough to break the bonds in
resin molecules, and so even if they did cause radical formation, the radicals would
have too little energy to degrade the polymer [18].

While measures are taken in most durable paint and plastics applications to
decrease TiO2 photoactivity (seeChap. 7), proposals have beenmade to insteadmaxi-
mize photogenerated radicals for the purpose of reacting with—and destroying—
harmful molecules in the environment [19]. This has been promoted particularly for
the catalytic destruction of NOx, the pollutant responsible for smog. The oxidation of
NO2 molecules into nitrates (Eq. 19.1) is one example of atmospheric detoxification.

NO2 + OH• → HNO3 (19.1)

1 Smart coatings are those that change one or more properties in response to environmental changes
such as a change in temperature or applied lighting.
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This concept is especially attractive because it harnesses sunlight, which is both
free and ubiquitous, as the power source for these reactions. Paints and plastics
with photocatalytic particles would clean the atmosphere passively, with no external
resource requirements beyond their production and application. In addition, the parti-
cles proposed for this task, titanium dioxide (especially in the anatase form) and zinc
oxide, are non-hazardous, relatively inexpensive and readily available.

Much attention has been given to this concept, particularly in academia. Initial
laboratory studies using paints made with photocatalytic TiO2 were promising, with
reports of NOx reductions of several tens of percent. However, these values were seen
after extended exposure times (hours) of small quantities of gas. Although similar
reductions have been reported in the field, the rapid turnover rate of air above a
painted surface would imply that these reductions would need to occur on a time
scale of a fraction of a second, which is improbable, if a measurable decrease in
pollutant level is to be made.

An additional concern is that the radicals generated by the photoreactive
pigments—superoxide (O2

−) and hydroxyl (OH)—are non-specific with regard to
the materials that they attack.2 In particular, they readily react with the organic resin
in a paint film (see Chap. 14). This material is present at mass concentrations that are
approximately ten orders of magnitude greater than that of NOx in highly polluted
air.3 We would therefore expect that for every reaction of one molecule of NOx

with the photogenerated radicals, there would be roughly ten billion reactions with
the resin in the paint film. This would decompose the film long before a significant
number of NOx molecules had been destroyed.4 This concern can be overcome by
using inorganic matrices, such as cement, rather than organic matrices [22, 23].

One often used method of quantifying the destruction of NOx is measurement of
the formation of nitrate (NO3

−). However, recent research suggests that this nitrate
can be formed by an alternative reaction—the reaction of photogenerated radicals
with atmospheric N2 [24]. Although this reaction has a very high reaction barrier,
the concentration of N2 in air (78%) is approximately ten million times greater than
that of NOx.

Many researchers have found that, while nitrate is the eventual product of the
destruction of NOx, toxic intermediates, such as hydrogen peroxide, ozone, and
formaldehyde and other VOCs are formed [25, 26]. This calls into question whether
these reactions, if they are occurring at meaningful rates, cause more harm than good
[27].

2 Direct reaction with surface adsorbed NOx is also possible. However, competition with water,
which is highly abundant in the atmosphere, for surface sites on the TiO2 particle makes this
unlikely.
3 The concentration of NO2 in highly polluted air is approximately 200 parts per billion (ppb) [20].
The density of air is 1.2 kg/m3, giving an NO2 density of 2.5× 10–7 kg/m3. By contrast, the density
of paint resin is approximately 1,000 kg/m3.
4 Along these lines, sunscreens containing nano TiO2 or ZnO particles that were inadvertently
transferred from the hands of workers to painted metal roofs were found to accelerate the
photodegradation of these highly durable paints by a factor of 100 [21].
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Finally, field testing results have been mixed. Many show no efficacy of photoac-
tive paints in reducing NOx air pollutants. For example, in one test, a panel of eleven
air quality experts found levels of NO2 on a roadway to be 7.32 ± 0.3 ppb in the
presence of a photocatalytic paint compared to 7.35 ± 0.3 ppb in its absence [28].
Studies in the UK found that NOx conversion in the field could occur under optimal
conditions, but that these conditionswere so infrequent that this technology produced
no overall positive effect on NOx concentrations [29, 30]. Similar findings of lack of
efficacy were reported in Holland [31, 32].

With that said, there is still considerable interest in overcoming the challenges
posedby these considerations.Research in air pollution reduction is currently focused
on increasing the quantum yield of the particles (that is, increasing the likelihood
that a light absorption event would initiate a desired reaction). The solid particles
used in this process traditionally have low quantum yields (roughly 5%) [33–39].
In general, small (nano) particles are more photoactive than large (micro) particles,
and the photoactivity of TiO2 can be further increased by doping the lattice with a
metal cation [40] or by the use of dyes [41]. Many of these materials are also under
investigation for their potential to split water or to reduce CO2 [42].

The use of this technology appears more promising for the destruction of organic
pollutants in water than in the atmosphere [43]. For example, photoreactors using
slurries of particles have been demonstrated to purify wastewater streams from phar-
maceutical manufacturing facilities [44]. Large-scale testing of photoreactors using
solid particles for more general wastewater treatment has shown commercial poten-
tial [45, 46]. These studies showed an 80% reduction of pesticide concentration in
wastewater after four hours of exposure to natural sunlight. However, caution about
efficacy for pollution control is advised. For example, the rate of photodegradation
of pesticides in one waste stream was three times slower during the winter versus
the summer months [47].

Digitization, Machine Learning, Artificial Intelligence,
and Industry 4.0

The paint and plastics industries are traditionally viewed as being relatively conser-
vative in some ways, with production methods and research and development
approaches changing only slowly over time. An example of this from the paint
industry is its acceptance of titanium dioxide as a white pigment. Despite the great
performance advantage that titanium dioxide has for opacity, the coatings industry
did not use titanium dioxide in significant amounts until it was forced to abandon the
incumbent lead oxide pigments in the United States (and elsewhere) by legislation.

However, this perception of these industries no longer applies, andmost manufac-
turers are rapidly automating their production procedures and are processing great
amounts of data to further streamline their operations. These activities are indicators
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of the so-called third industrial revolution, the digital revolution [48]. Somemanufac-
turers are evolving to the fourth industrial revolution, commonly known as Industry
4.0. This involves the development and adoption of smart technologies, machine-to-
machine communications, and other electronic connectivities allow for the analysis,
diagnosis, and correction of production issues without the need of human interven-
tion. While these smart machines show much promise, it is still too early to predict
their full impact on the paint, plastics, and paper laminates industries.

The application of artificial intelligence to research is another still early develop-
ment that has a significant potential for disrupting current practices. Here, historical
data is mined to develop relationships between, for example, manufacturing param-
eters, material compositions, and product performance, that are otherwise hidden.
This process, like any learning process, proceeds through stages. In the first stage,
a limited number of data points are used to create an imperfect model from which
predictions can be made regarding product improvements. As these predictions are
acted on, and additional information is generated, the model is refined. These refine-
ments lead to more accurate predictions, and the cycle between model generation
and data collection is repeated, creating a self-learning model that is smarter and
more powerful than those generated from statistically designed experiments.

A strong benefit of artificial intelligence is that new raw materials and finished
products can be added in a very natural way. This is in contrast to the statistical DOE
approach introduced in Chap. 16, where changing input parameters, such as adding
a new raw material, requires the execution of many experimental trials. This makes
the DOE approach static and unable to nimbly adjust to changing conditions. That
said, the eventual goal of both approaches is to reduce laboratory work to a simple
verification process that, in some cases, can be eliminated.

Another developing trend in the coatings, plastics, and paper laminates indus-
tries is that, as these industries become more mature, it becomes more difficult for
producers to innovate and differentiate their products in isolation from other parts of
the value chain. Collaborations between raw material suppliers, their customers and
the eventual end-use producer are now common, reflecting the benefit of a systems
approach in which materials from different parts of the value chain are customized
to work well together [49–51]. This also applies to ideas for new products that
can overcome the status quo. In addition, open collaborations with universities and
government agencies are an area of high activity and great interest to all industries
[52].

Sustainability Challenges

Research into improved product sustainability has accelerated over the past two
decades [53]. The goal of sustainability—reducing the impact of commercial and
societal activities on the environment—is being addressed in the paint and plastics
industries in a number of ways. Many petroleum-based raw materials have tran-
sitioned to renewable, bio sources. Attention has also focused on the concepts of
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“reduce, re-use and recycle”, with the intent of minimizing not only the material
requirements of a product but also the amount of material destined for disposal,
usually in a landfill. Finally, concepts such as cradle-to-grave life cycle assessment
(discussed below) and carbon footprint continue to gain relevancy in many diverse
manufacturing technologies [54, 55], and ambitious environmental goals such as
carbon neutrality by 2050 are gaining societal and governmental acceptance.

The particles used in paints and plastics are critical elements of many sustain-
ability activities. Not only are the sustainability issues associated with the particles
themselves of interest, but also their effects on the sustainability of other components.
Most commonly these other components are the matrix surrounding these particles,
although in some cases they include additives to the paints or plastics.

Legislative and Regulatory Considerations

Government agencies are responding to society demands for safer chemicals and
greater environmental protections by legislating more stringent regulations and
requirements on the production and properties of many of the materials made by
the coatings and plastics industries. The European Union (EU) is, in many ways,
at the forefront of sustainability, environmental goal setting, and chemicals legisla-
tive regulations. For example, the EU Registration, Evaluation and Authorization of
Chemicals (REACH) legislation, implemented in 2010, has inspired other jurisdic-
tions around the world to also enact REACH-like legislation (e.g., Korea REACH
and Turkey REACH). More recently, in response to the growing concern for the
environment and for climate change, the European Commission launched the ambi-
tious European Green Deal Strategy in 2019 [56]. Because the EU is leading many
sustainability initiatives, it is instructive to detail the current status of regulation in
the EU as this will likely be indicative of future activity in other regions of the world.

The European Green Deal sets ambitious goals for no net greenhouse gas emis-
sions by the year 2050, with an interim goal of reducing emissions of these gasses by
55% (based on 1990 levels) by the year 2030, all while transforming the EU into a
fair and prosperous society with a modern, resource-efficient competitive economy.
A key aspect of this is the Chemicals Strategy for Sustainability, which is designed
to protect both citizens and the environment by boosting the innovation of chemicals
that are designed to be safe and sustainable throughout their life cycle [57].

Small particles play both direct and indirect roles in the enactment of these
programs. This can be demonstrated by considering one type of small particle—tita-
nium dioxide. In 2020 the EU classified titanium dioxide as a suspected carcinogen
(category 2) by inhalation under the EU’s Classification and Labelling (CLP) Regu-
lation [58]. The suspected hazard described for TiO2 is not specific to this substance
but is instead common to all dusts and powders that fall under the category of “poorly
soluble low-toxicity substances” (PSLTs). As such, this classification for TiO2 may
one day extend to other PSLT’s. The role such future classifications may play on the
use of these materials going forward is uncertain.
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Balanced against this classification are the benefits that pigmentary TiO2 bring to
the sustainability of the materials in which it is found. For example, the strong UV
light absorptionproperties ofTiO2 protectmost polymers intowhich it is incorporated
from photodegradation by sunlight, as discussed in Chap. 14. This extends the life
of these materials and therefore decreases the overall life cycle impact of them. In
addition, the amounts of TiO2 needed to achieve paint, plastics, and paper laminate
opacity, and the thickness of paint required for full hide, are significantly less than
those needed for alternative white opacifiers. This enables producers to attain target
performancewith lower amounts of rawmaterials. Finally, titaniumdioxide pigments
can be used to reduce electrical consumption of both air conditioners and interior
lighting, due to its light reflective properties, and TiO2 is considered a key material
in the EU’s Renovation Wave Initiative to deliver higher energy efficiency [59].

There is also growing concern specifically regarding the effects of nanomaterials
on the environment and human health. The EUREACH legislation has been amended
with specific nanomaterial requirements that were recognized in December, 2018
and placed in force in January, 2020 [60]. These new nanoparticle annexes require
registrants to provide additional physical and chemical characterization information,
additional human health data, and detailed environmental endpoints.

Life Cycle Assessment

One way of monitoring or accounting for the environmental burden of a product
or service is through a Life Cycle Assessment (LCA). The basic principle of an
LCA is the determination of the total environmental footprint of a product from the
extraction of its raw materials to its ultimate disposition after reaching the end of
its useful life. This is described as a “cradle-to-grave” analysis and can be further
divided into a “cradle-to-gate” component, that focuses on the activities needed to
produce a product (the “gate” in this case being the factory gate), and a component
determined by the environmental burdens encountered during of the use and disposal
of that product.

Paints can be used as an example of the interplay of the two components of an
LCA [55]. A high quality paint will likely have a greater cradle-to-gate footprint than
a low quality paint because the energy required to make and process high quality
ingredients is greater than that required for lower quality ingredients. However, this
must be balanced against the greater paint durability and longer service life of high
quality paints. A proper LCAwill include the environmental benefits of less frequent
paint applicationwhen determining the overall effect of the paint on the environment.

Another way of categorizing emissions is by scope [61]. Scope 1 emissions are
those generated at the production site of the reporting organization (e.g., the paint
producer). Scope 2 emissions are those necessary to produce the heat and electricity
that are generated outside the reporting organization and used by it (e.g., emissions
generated by the power company). Scope 3 emissions are those that are a consequence
of the activities of the reporting company (e.g., the paint producer) but that are not
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controlled by the company. These latter emissions are typically linked to extraction
and production of purchased materials, transportation, business travel, use of the
produced goods, etc.

Reduce

Reduce, re-use and recycle are three tactics for implementing sustainability strategies.
As an example of the first: in certain situations, nanoparticles are more efficient than
traditional microparticles in providing product performance attributes, and as such
allow for a decrease in the particle content of thematerial while maintaining the same
performance. This leads to a reduction in the sustainability footprint of the particles.

Improved particle efficiency can also allow for a reduction in the amount of resin
or polymer used in the product, since one function of resin and polymer is to hold
particles in place. This further improves the environmental footprint of the material.
This concept is being actively pursued in the auto industry, where “light weighting”
is seen as a means of improving distance traveled per unit amount of energy.

We see, then, that nanoparticles address the “reduce” aspect of sustainability for
both the particle and the matrix components of a material. Acting against these
improvements, however, are limitations that arise due to the different physical prop-
erties of nanoparticles in comparison tomicroparticles (thesewere discussed in detail
in Chap. 1). In particular, factors such as particle packing efficiency and slurry (or
paint) rheology change significantly when transitioning from the micro-regime to
the nanoregime. These factors limit, for example, the application of nanoparticles in
high solids paints.

Re-Use

The sustainability potential for particle “re-use” has many practical challenges. Re-
use of the particles themselves requires several steps. Waste containing the particles
must be collected, sorted and undergo physical processing, such as shredding. This
produces a consistent feed for the next step, particle liberation from the matrix. This
is most commonly done by pyrolysis of the matrix and collection of the solid residue
for further purification [62].

The economic viability of particle re-use is a significant limitation in the broad
adoption of this technology. The infrastructure for collection and sorting of matrices
with particles remains limited and often requires governmental support for execution.
As an example of the economic challenges of this technology for paints and plastics, a
comparison can bemade to the recovery of preciousmetals from discarded electronic
equipment. Despite the high value of the recoveredmetals, only 10% of the discarded
cell phones in the world are processed for this purpose. Even then, if the desired
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metals are embedded in a matrix of other metals or of polymer, the economic gain
in recovering these metals is often minimal.

Recycle

Both re-use and recycle involve the creation of a “second life” to a material. In our
context we distinguish the two as follows: recycle is the use of a final product a
second time (e.g., converting an unwanted paint into a useful one) while re-use is the
restoration of a material to its initial state as a raw ingredient (e.g., the extraction of
the particles in an unwanted paint to produce a new paint). The important practical
difference between these is that in recycle the particles and the matrix are repurposed
in their combined state while in re-use the particles are separated from the matrix
prior to repurposing.

In plastics, recycle is most popular for “one matrix” systems, i.e., those consisting
of one polymer with a single type of dispersed particle. For example, polyester
recycling with solid particles is common for drinking bottles [63]. Examples of
recycled mixed suspensions have been demonstrated, but process limitations present
challenges [64, 65]. Typically, these challenges are overcome with compatibilizing
chemicals that can emulsify different polymers into a new matrix. The recycling of
plastics that contain particles is rarely a true “recycle”, in the sense that the recycled
material has an altered chemistry and a different end-use application. For example,
opaque PET drinking bottles are currently recycled into PET carpet fibers, andHDPE
milk jugs are currently recycled into plastic park benches.

Recycle of unused architectural or décor paints represents an even greater chal-
lenge due to the great diversity in physical and performance attributes of these
paints. Current estimates are that as much as 10% of architectural paints are not
used [66]. Recycling this unused paint is difficult since paints differ in many aspects.
For example, they can differ in the chemistries used to stabilize them and to achieve
good film formation. These differences can lead to gross incompatibilitieswhen these
paints are combined. In addition, paints differ widely in appearance properties such
as color and sheen. As such, simply mixing unused paints together does not give a
desirable or consistent product. Finding solutions to these barriers is an area of active
research within the coatings industry.

Lower VOC Paints

The VOC, or volatile organic content, of a paint is of great importance with regards
to its impact on the environment, or, more specifically, on air quality. The transition
of architectural paints from solventborne technology to waterborne technology that
has occurred over the last five decades has greatly decreased the amount of organic
material released into to the atmosphere by paints. This transition was revolutionary,
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rather than evolutionary, since waterborne paints use a completely different tech-
nology for creating a paint film from the suspended components in a liquid paint
than is used in solventborne paints (see Chap. 10).

While the transition to waterborne technologies significantly reduced air emis-
sions from architectural paints, they have not eliminated them completely. Most
waterborne paints require an organic co-solvent, or coalescing agent, to soften and
partially solubilize the outer shell of polymer in the latex particles. This is necessary
if the individual latex particles are to coalesce into a coherent film (see Chap. 10).

Currently, the reduction of coalescing agent is most commonly accomplished by
lowering the Tg (glass transition temperature) of the resin particles. This increases the
effectiveness of the coalescing agent because these particles are inherently “softer”
than their higher Tg counterparts. However, this shift in Tg is accompanied by an
increase in the stickiness of the film surface, which increases the dirt pick-up of these
films and makes them more difficult to clean completely.

While the reduction in coalescing agent levels is important to lowering paint VOC,
there is a second, often overlooked source of emissions inmany of these paints. This is
the organic solvent used to suspend color pigment particles in colorant concentrates.
Depending on the paint color and line of paint, organic emissions from the colorant
itself can be greater than that of the uncolored paint. This issue is being addressed
by the development of more easily dispersible color pigments [67]. Other efforts to
decrease organic emissions in the paint industry include the drive to higher solids
paints and to UV curable paints, for which all organic components become a part
of the film on curing. Both of these technologies have requirements that go beyond
those of traditional paints (e.g., minimal UV light absorption).

Biocide-Free Coatings

The use of alternatives for in-can preservatives in waterborne architectural coatings
is another trend driven by environmental considerations. The biocides that are tradi-
tionally used to prevent “in can” growth of bacteria in waterborne liquid paints may,
in some cases, cause skin sensitization resulting in allergic reactions. Paint producers
are therefore investigating alternatives to these biocides. A promising possibility is
the formulation of these paints at very high pH values (above 11.0). These conditions
are severe enough that bacteria will not grow, yet mild enough to avoid skin irritation.
However, many types of particles are reactive under such high pH conditions, and
specialized particles may be necessary to assure long-term storage stability.

Heat Reflective Coatings

Much energy is expended globally to keep the interiors of our buildings at a
comfortable temperature. For example, approximately 55% of the residential energy
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consumed in the United States is used for this purpose [68]. A sizable fraction of
this energy is used to cool structures such as homes and other buildings during the
summer. During these periods, it is very desirable to limit the degree to which the
sun heats a structure. This desire is not unique to our time—these needs have applied
to regions with hot climates since antiquity, and have generally been addressed by
painting structures white, as evidenced by the traditional white exteriors of homes
along the Mediterranean and the white adobe buildings in the southwestern United
States (Fig. 19.1).

(a)

(b)

Fig. 19.1 a White houses on the Mediterranean coast of Greece (Source Michelle Raponi,
pixabay.com). b Adobe house in the American Southwest
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Fig. 19.2 Terrestrial solar spectrum [69]

To put this empirical practice onto a scientific basis, it is useful to divide the
terrestrial solar energy spectrum into three regions (Fig. 19.2). In typical paint and
plastics applications, we are concerned with the reflectivity of the visible light only,
since this provides opacity and creates color. However, our interest here is in the
total energy of sunlight, and only about 45% of the energy of terrestrial sunlight is
in the visible region, while slightly more than this (about 50%) is in the infrared (IR)
region. For this reason IR reflectance is of great importance for keeping structures
cool.

The brightness of a paint or plastic in the visible region is characterized by its
tristimulus Y value (see Chap. 6). This value is simply the sum of the reflectance of
light at a given wavelength weighted by the sensitivity of the eye to that wavelength,
over the visible light range, and standardized to give a value of 100 for a perfect light
reflector.

Solar reflectance is characterized in a relatedway.Here the light of all wavelengths
represented in the solar spectrum is used (from 250 to 2500 nm), and the weighting
function is the intensity of terrestrial solar radiation at that wavelength rather than
the sensitivity of the eye. The resulting value, given as a fraction between 0 and 1, is
referred to as the total solar reflectance (TSR) value for that surface.

As an example of the impact of the shape of the light reflectance curve on
the TSR value of a material, the reflectance spectra of four paints, and their TSR
values, are shown in Fig. 19.3. The paints in this figure come in two pairs, one pair
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Fig. 19.3 Solar reflectance curves for four paints, with TSR values indicated. The terrestrial solar
spectrum is superimposed for reference

with a maximum reflectance of approximately 95% and the other with a maximum
reflectance of approximately 70%. Within each pair, one paint shows a slightly
higher reflectance in the visible portion of the spectrum and a significantly lower
reflectance in the high energy IR portion of the spectrum. In each case the slightly
higher reflectance in the visible region completely offsets the significantly lower
reflection in the IR region. This is because of the significantly higher light intensity
in the visible region of the solar spectrum compared to the IR region (Fig. 19.2).

White Roof Initiatives

The historic means of addressing excessive solar heating have been to paint the
roofs of buildings white. This technology has recently received renewed public and
scientific attention as an inexpensive means of decreasing the electricity loads of air
conditioners, particularly during periods of peak consumption in the summer months
[70].

The white roof concept is attractive for a number of reasons. First, it is very easily
understood by the layman. In addition, the cost of a white roof is essentially the
same as any other color, and so there is no added expense in using this technology.
Finally, it is passive, meaning that it does not require power and has no mechanical
maintenance needs.5

5 That said, to achieve the full effectiveness of this strategy, the roof must be thoroughly cleaned
regularly.
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Acting against these attractive features, cooling effectiveness is decreased substan-
tially when the roof soils. Both dirt accumulation and algae growth rapidly darken
any exterior, light colored surface (compare, for example, the brightnesses of the
building in Fig. 19.1b to those in Fig. 19.1a). Periodic cleaning is expensive and
loses effectiveness as the roof ages. By one estimate, roofs would require repainting
every three to five years to maintain the benefits of this strategy.

In addition, it is very difficult to estimate the electricity savings for these roofs.
These savings are highly dependent on environmental factors such as the ambient
temperature, the intensity of the sunlight striking the roof, wind conditions, and the
proximity of nearby structures, as well as on the architectural details of the building
(e.g., the number of stories). Exaggerated claims, such as the complete elimination
of air conditioning or the measurable cooling of the planet by the radiation of heat
into space, are often made and are difficult for the layman to judge. This has led in
some instances to optimistic estimates that did not materialize in the field, leading
to consumer frustration and skepticism about the concept.

Perhaps the most quantitative report of energy savings was from a field study
performed in Orange County, situated in Southern California [71]. Here researchers
found that changing the solar reflectivity (albedo) of a roof from approximately 20%
to approximately 80% resulted in a decrease in annual electricity usage of between 6
and 15 kWh/m2 of roof. At the energy costs at the time of the study (US$ 0.10/kWh),
it was estimated that the annual savings for a typical one-family home could be as
much as approximately US$ 224.6

Solar Reflectivity and IR Reflective Pigments

A cursory examination of roofs in most cities and towns shows that the white roof
concept has yet to be broadly embraced by society. Part of this is no doubt due to the
high cost of changing ormodifying roofmaterials. A residential roofmay be expected
to last for twenty or thirty years, and the annual energy savings from replacing a dark
roof before the end of its useful life are typically much less than the cost associated
with replacing the fully functional roof early.

Color preference is also a factor. Residential roofing in many regions has been
traditionally dark for this reason. Thismay be the result of an individual homeowner’s
preference or the requirements of a homeowners’ association that has the power to
regulate the appearance of homes within their jurisdiction. Regardless of the source,
color preferences generally disfavor white roofs.

However, even dark roofs can benefit from increased solar reflectivity.7 Pigments
that reflect IR light strongly can decrease heat absorption by the roofing material.
This, in turn, leads to a lower temperature during hot days. These pigments are invari-
ably metal oxide based (i.e., are complex inorganic color pigments—see Chap. 8)

6 This assumes the average residential roof to have an area of 160 m2 [72].
7 Note that a white roof will always have a greater TSR than a colored roof, even if that colored
roof employs IR reflective pigments.
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[73], since organic pigment particles embedded in an organic matrix do not signif-
icantly scatter IR light. These IR reflective pigments are claimed to significantly
decrease the temperature of a dark roof during a hot, sunny day.

Brighter Interiors for Reduced Electricity Usage

Room lighting is another significant consumer of electricity. Efforts to decrease
power consumption for lighting have driven the conversion of incandescent lighting
to more energy efficient technologies such as LED and fluorescent. However, even
these technologies require relatively high levels of electricity. It is estimated that,
globally, lighting currently accounts for roughly 15%of total electricity consumption,
an amount that is expected to rise by 50% in the next decade [74]. Further electricity
reductions can be realized by increasing the reflectivities of the interiors of buildings.
This is because the light intensity in a room is controlled, in part, by the amount of
light reflected from the walls, floors and ceilings [75]. That is, a black room will
require more electricity to light to the same level as a white room.

In one case study, the energy required to light an interior room in an office building
that was sequentially painted white, two shades of gray, and black was measured to
determine the benefits of bright interior walls [76]. The roomwas of standard size and
illuminatedwith fluorescent light bulbs. Even though this formof illumination is rela-
tively energy efficient, the electricity savings seen when repainting the darkest paint
with the brightest paint were found to be of similar magnitude to the energy savings
of painting a dark roof white. Significant savings were also seen when comparing the
white room to rooms painted with “colors of the year”, which are traditionally dark.8

In a separate study, the electricity savings seen when increasing the wall brightness
in a warehouse was of similar magnitude [77].

Summary

Numerous issues and trends are emerging regarding the use of particles in coatings,
plastics, and paper laminates. These can be divided between technology and sustain-
ability trends, although these are intertwined since technological innovations are
the most likely means of resolving sustainability issues. Technological advances are
being made in the general use of nanoparticles in conventional particle applications,
as well as the development of new applications such as heat reflection and pollu-
tion remediation. In addition, new ways of designing, developing and manufacturing
materials are being actively pursued. These include innovations such as machine

8 A “color of the year” is a color chosen annually by an architectural (décor) paint producer as their
estimation of the most stylish color for the upcoming year. These colors vary greatly from producer
to producer but are generally bold.
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learning, artificial intelligence, and the adoption of Industry 4.0 practices at all levels
of the value chain.
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