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Preface

Hebei University of Technology and WorldTech Intelligence, Tianjin, China, organ-
ised The Efficiency and Performance Engineering Network 2021 (TEPEN 2021) and
Sixth International conference on Maintenance Engineering (IncoME-VI) on 20th—
23rd October 2021.

The goal of TEPEN 2021 and IncoME-VI is to provide a common platform by
which professionals, engineers, practitioners and researchers working in the field of
condition monitoring, plant maintenance and reliability can share their experiences.
The scope of the conference covered a broad area with multidisciplinary interests in
the fields of plant maintenance, asset management, reliability, condition monitoring
and related areas, ranging from fundamental research to real-world applications.

In this conference, participations and contributions were involved in both theoret-
ical research and practical applications of all aspects of fault detection, diagnostics,
prognostics in both the operational and manufacturing processes. In the course of
this event, eight keynote speeches and parallel technical sessions were delivered in
accordance with key following topics:

Vibro-acoustics Monitoring

Asset Management

Condition-based Maintenance

Condition Monitoring and Reengineering
eMaintenance, Mobile Technology
Health, Safety and Environment

Sensors and Instrumentation

Life Cycle Cost Optimisation

Machine Health Monitoring

Machine Lube Oil Analysis and Monitoring
Artificial intelligence, Machine Learning
Plant Outage

Maintenance Auditing

Prognostics and Health Management
Maintenance Organisation



vi Preface

Maintenance Performance Measurement
Non-Destructive Testing

Manufacturing Process Monitoring
Reliability, Maintainability and Risk
Signal and Image Processing Methods

Despite the challenging circumstances of year 2021, this book consists nonethe-
less of 87 peer-reviewed papers. The book offers the state of the art of advances in
asset management and condition monitoring and also serves as an excellent reference
work for academic and industrial scientists and graduate students, working in asset
management, condition monitoring and related areas.

The editors would like to acknowledge and thank the following people for help
in book initiation, preparation and completion:

Ning Hu (China)

Fulei Chu (China)
Andrew D. Ball (UK)
Rongfeng Deng (China)
Yongjian Ji (China)
Zuolu Wang (UK)
Xiaoxia Liang (China)
Haiyang Li (China)
Yuandong Xu (UK)
Xiaoli Tang (UK)
Yinghui Liu (China)
Peng Li (China)
Shaoning Tian (China)
Yang Chen (China)
Xiuquan Sun (UK)
Miaoshuo Li (UK)

Thank you.

Tianjin, China Dr. Hao Zhang
Tianjin, China Dr. Guojin Feng
Beijing, China Prof. Hongjun Wang
Huddersfield, UK Prof. Fengshou Gu
Manchester, UK Prof. Jyoti K. Sinha
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An Optical Gyroscope Based Technique m
for Calibrating Angular-Measuring L
Instrument

Chenpeng Cui, Yuanwei Jiu, Chun Wang, and Fengshou Gu

Abstract This paper analyzes the error model of inductosyn install in an angular-
measuring instrument, and then build up a test error system using the ultra-high
precision Ring Laser Gyroscope to get the error of inductosyn. Compare the tradi-
tional Fourier Function calibrations and the linear interpolation calibrations methods;
this paper presents a bit memory based method to calibrate the error of inductosyn
in electrical resolution. As a result, after compensation, the inductosyn error is £0.8
arcsecond, RMS of the error is less than 0.3 arcsecond.

Keywords Inductosyn * Error model - Ring laser gyroscope - Calibration

1 Introduction

The accuracy requirement of angular measurement is stringent in variety application
occasions, like space image detection, high-precision turntable, scanning measure-
ment. Not only the static angle accuracy is necessary, but also the dynamic angle
measurement ability is needed. The traditional angle sensors are angle encoder,
optical gyroscope, resolver, inductosyn, etc. Encoder (photoelectric rotary encoder)
assemble demand is strict, eccentricity and the tilt in the installation process must
under 3—5um at shaft and plane, optical gyroscope due to shift with time, could not be
used in the motion control in space environment. Resolver accuracy can’t fulfill the
arcsecond requirement due to volume and weight. Inductosyn can get high precision
at same time the installation requirement is not accurate, below 30-50um at shaft
and plane. In order to achieve sub-arcsecond accuracy, there are two way to reduce
errors of inductosyn instrument. One is to improve inductosyn manufacturing craft
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and raising angle solver circuit designs ability. The other one is to calibrate the error
of the exiting angular-measuring instrument with compensation function or method
[1]. In order to improve inductosyn accuracy, the error of inductosyn should be
measured. Due to the dynamic angle standard device and traceability technology [2],
which based on Ring Laser Gyroscope, the error table can be obtained. The RLG is
measured by the national small angle standard and the high precision turntable. The
index and interpolation measuring deviation were distributed within 0. 4 arcsecond.
The angular measuring repeatability was less than 0. 2 arcsecond [3, 4].

RLG accuracy is much higher than the inductosyn based angular sensor, but it
is shifting with time, 12 arcsecond per minute, as its principle shows, we must
standardize the zero before using it to eliminating the Earth rotation effect. Beside
the shorts above, the space environment like vacuum, radiation, terminal deflection
restricted the applications of RLG in orbit. In contrast, the inductosyn is not sensitive
to space environments with high stability and reliability. On the other hand, we can
still using RLG on ground to testing the inductosyn error table in a short time (~5 s)
according to the requirements of use.

Using the RLG equipment to get the error of inductosyn, the paper developed a bit
based look up table software algorithm to improve the inductosyn precision. Compare
to the function compensation algorithm, this method can make the inductosyn angle
instrument to sub-arcsecond, error RMS is less than 0.3 arcsecond.

2 Common Mathematical Error Model of the Single-Axis
Induction Synchronizer

The induction synchronizer also known as inductosyn, can be used as an angular
measuring instrument. It is a magic-electrical angle measurement, can achieve high
accuracy with 180 pair poles or more compare to resolver. It can be used in ultra-high
precise position servo systems, especially in space crafts. This paper using inductosyn
sensor as an angular instrument in a scanning mirror mechanism, and the mechanism
is a part of a remote satellite. In order to satisfy the stringent angular measurement
accuracy requirement, the error of inductosyn should be calibrated on ground.

From [1, 5-7], the error of inductosyn mainly consists of two parts, one is zero
position errors and subdivision errors. The manufacturing and the eccentricity and
tilt in the installation process cause zero position errors. The amplitude of induced
voltage and harmonic voltage, along with electrical reasons cause subdivision errors.

Components and derivation of inductosyn error can be show in Table 1.

From [5-10], the commonly zero error mathematical model of inductosyn could
show as “Eq. (1)”.

y(X) =ap + a; - sin(X) + a; - cos(X) (D

From [1], the subdivision errors and zero error can be modeled based on FFT.
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Table 1 Error components of inductosyn

Cause of error Manifestations Harmonic order
Non-Ideal voltage (Captive Zero position error P 3p,5p ...
voltage drop, edge voltage,

interference)

3th, 4th harmonic voltage Subdivision Errors performs as | 4p

fourth sine function

The errors of the amplitude of Subdivision Errors performs as | 2p,2p + 1
the induced voltage in sine phase | secondary sine function
and cosine phase of stator

The eccentricity and the tilt in Zero Position Errors perform as | p
the installation process primary cosine function in 360
degree (mechanical angle)

The errors of the amplitude of Zero Position Errors perform as | K and a series harmonic
the induced potential of the sine | frequency K random form voltage

phase and cosine phase of stator
or the rotor conductor

p is the number of pairs of poles

FFT technique can transform the error datas. Measure a limited length set of
discrete data y(n) in a fixed sampling period is the basic idea of FFT. We use FFT
to get their expression spectrum coefficients as the N data points are measured on
sampling interval.

N—1
Yk =D ym) e FFT 0k < N -1 2)
n=0

Then calculate Fourier inverse transformation of the spectrum coefficients, the
linear combination mathematical expressions could be gotten.

N-1 —1
1 ax -
Yo =+ k) -*FF =N k) P FT Ok KN =1 (3)

n=0 n

=

Il
=

According to the Egs. (2) and (3), we can get

N—-1
a=Y x(n) - O0<k <N -1 )
n=0

Then analyze amplitude frequency characteristic by taking the measured datas
into the Eq. (4). As a result we get the inductosyn error model according to the actual
datas and the amplitude frequency characteristic.
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Fig. 1 Amplitude-frequency characteristic

y(X)=ap+a- sin(p1 . x) +a- cos(p2 . x) +asz - sin(p3 . x)

+ a4 - cos(py - X)+... + 2.1 - sin(p,_ | - x) + ay - cos(p,, - x) (5)

Therein,

p,—amplitude frequency characteristic parameters
a,—system model parameters

.
="t 012 . N-1
n

Form part 4, we get the error with position of the inductosyn instrument, the FFT
result see Fig. 1. The main errors are 45°, 360°, 720°, 2880°.

The axis is shifting with position as the instrument is holding by two pivots, the
error curve of each 2° present no repeatability. The error curve shift as the eccentricity
and the tilt changed with position, see Fig. 2.

3 Comparision of Different Caliberation Methods

From part 4, the error of inductosyn before compensation can be achieved, then
we use the “cftool” of Matlab to compare the different methods of compensation
angular error. The residual RMS error is 1.033 arcsecond in 1th Fourier equation fit,
0.7484 arcsecond in 4th Fourier equation, 0.5985 arcsecond in 8th Fourier equation.
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inductosyn error with position {180 poles)

errorf(farcsecond")

3t

'40 2 4 6 8 10

position/(®)

Fig. 2 Inductosyn error with position (180 poles)

The inductosyn be used is JGX/360-WND, which has 180 poles, mechanical angle
2°represent electrical angle 360°. See Figs. 3, 4 and 5.

The residual error is O uses the linear method, see (Fig. 6). The linear interpolation
method is simple, intuitive and easy to implement in embedded control system.

In the test, the inductosyn was used to measure the single-axis scan mirror motion
relative to the pivot base, the RLG mounted on the pivot were used to measure the

1th Fourier equation fit

4

®  @rrorvs. position
3 1th Fourier equation fit
2k

errorf{farcsecond")
(=]
-
e
S
S~
“—
S —
S——
—
———

positionf(*)

Fig. 3 1th Fourier equation fit
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4th Fourier equation fit

*  emorvs. position
3 4th Fourier equation fit

i |
I 11 - i |

errorf{farcsecond")
o s
T T
—
——

-4 L 1 I 1 1
0 1 2 3 4 5 6 7 8 g 10

position/(*)

Fig. 4 4th Fourier equation fit

8th Fourier equation fit

®  @rmorvs, position
3| | = 8th Fourier eguation fit

errorf{farcsecond")
. o
T
“——

4 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10

positionf(*)

Fig. 5 8th Fourier equation fit

absolute motion of the scan mirror. After compensating for the pivot base motion
(the motion due to Earth rotation), the difference between the gyro readouts and the
inductosyn readouts representing the inductosyn error are computed and stored. As
the datas are equal interval collection and storage, the calibration data of sequence
iis (x;, y;). So the calibration datas between i and i + I can be obtained by linear
interpolation method. Consider the inductosyn out data of one angle is x, the model
of interpolation is

— X

Ax

X
Xe =X — <yi + ) * (Yig1 — Y1), Xi <X < Xiq (6)
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linear interpolant fit
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Fig. 6 Linear interpolation fit results

X, is calibration value, Ax is the spacing of test datas, it determined by the resolu-
tion of the readout circuit and the calibration storage memory chip. In this operation,
the resolution of indutosyn readout circuit is 2° divide by 2716, 0.1098 arcsecond.
As a result, we define this kind of calibrate method as bit memory based method,
which means the spacing of datas is a bit of memory chip and equal the resolution
of the inductosyn readout circuit.

Then we put the interpolation data in the memory, use look-up table method in
the practice angle compensation.

4 Testing of Inductosyn Angle Measuring Errors

From the principle of optical gyroscope angle measuring instrument, using the
angular measuring deviation mechanism and effectiveness of the scale factor, bias,
and frequency stability etc. to testing the gyrosope. As a result, the Ring Laser
Gyroscope (RLG) index error, segmentation errors (interpolation measuring devia-
tion) were distributed within +0.24 arcsecond. The angular measuring repeatability
was less than 0.1 arcsecond [3, 5, 11]. Then use RLG (MGO033 of AVIC Xi’an
Flight Automatic Control Research Institute) as a angular measuring instrument to
measure the dynamical error of inductosyn is useful, the installation requirements are
not strict. Compare to the move-less measurement instrument, such as Photo-electric
autocollimator (1000 arcsecond), can measure much more large scale.

The basic idea of testing the inductosyn errors was using an ultra-high precision
Ring Laser Gyroscope (RLG) to build an inductosyn errors test system. The rotor
and stator of inductosyn were installed in parallel on the rotor and stator of the pivot
bearing instrument, as shown in Figs. 7 and 8.
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RLG Circuit RLG PC
RLG IISynchronize
Inductosyn - J
Inductosyn
Mirror . 'y Measurement PC
Circuit
Control
Circuit
Mechanical Meter

Fig. 7 Inductosyn errors test system

Fig. 8 Inductosyn instrument and ultra-high precision RLG

Figure 9 shows the lab of inductosyn error test. The inductosyn circuit consist
amplifier and resolver to digit converter. The 360 electrical degree of the inductosyn is
2 mechanical degrees; the circuit converts the 2 mechanical degrees to a 16 bit digital
signal, 1 bit represent 0.1099 arcsecond. The inductosyn circuit send synchronize
signals to RLG circuit to get the angle of the mechanism at the same time. After
storage the angle of inductosyn measurement PC and RLG PC, subtract the two can
get error. Then using linear interpolation method, store the error table in resolution
of 0.1099 arcsecond per bit in the memory of inductosyn circuit. After calibration,
the error of inductosyn Re (Fig. 10), 0.8 arcsecond. RMS of the error is less than
0.3 arcsecond.
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Fig. 9 Inductosyn error test lab
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Fig. 10 Inductosyn error after compensation

5 Conclusion

Because of limitation in installation and electronics shortage, the accuracy of induc-
tosyn is corrupted with errors. Using ultra-high precision RLG to measure the error
of inductosyn, then we can get a high angular instrument after calibrate the error
of inductosyn. Especially the mounting limitation of pivot axis, the repeatability of
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each electrical pole is not similar. Using precision RLG gyroscope as calibration
references can get the full scale dynamic position error.

The error table generated by RLG on ground may not satisfied usage on space

operations as the error characteristics of inductosyn may vary due to terminal envi-
ronments, mounting transmutation and component aging. In the future, the difference
error calibration scheme of ground and space environments should be studied to fulfill
the using range of angular compensation.
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Abstract Predictive maintenance is fundamental for modern industries, in order
to improve the physical assets availability, decision making and rationalize costs.
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present paper describes a case study where data collected in an industrial pulp paper
press was pre-processed and used to predict future behavior, aiming to anticipate
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1 Introduction

Life cycle optimization has been a concern for decades; it becomes clear that a
physical asset with an adequate maintenance will have a longer life with a greater
return for the organization [1]. Monitoring industrial equipment is essential to antic-
ipate and avoid potential failures, which can endanger people and assets. Sensors are
deployed and data are collected to facilitate and automate the process. The methods
applied to treat and analyse the data are relevant for improving the fault detection
performance, predictions and decision making. Data cleaning is one of the key chal-
lenges [2, 3], so that excess data or wrong data can be removed out of the analysis
process. Using the data collected and properly treated, machine learning models
can be trained, parameters can be calculated and obtained, so that actions, deci-
sion making, control, supervision and planning can be implemented to optimize
manufacturing plants production processes [4, 5].

One of the biggest challenges is the elimination of duplicate data and noise. Gong
et al. [6] propose a simple binary classifier to separate useful data from bad data with
99% accuracy. Veit et al. [7] propose an approach that consists of combining clean
and noisy data, pre-training a network using a large noisy data set, and then fine-tune
it with the clean data set. Plutowski and White in 1993 use a multi-layer feedforward
neural network architecture to find patterns of bad quality data in a dataset [8].

Sensor data recorded along the time can be processed using time series methods.
According to Zhang [9], the classical decomposition method of the time series is,
for example, to decompose a seasonal time series into trend, seasonal, cyclical, and
irregular components. After the components are known, the data can then be used to
adjust or train suitable machine learning models.

Time series prediction models such as Autoregressive Integrated Moving Average
(ARIMA) models, as well as Artificial Neural Networks (ANN) are frequently used
and compared, with mixed conclusions about the superiority in forecasting perfor-
mance [9, 10]. Mateus et al. [11] discuss the disadvantages that the Autoregressive
Moving Average (ARMA) time series model presents to forecast when faced with
oscillatory data (dummy variables). In the case of complex problems that have both
linear and non-linear correlation structures, the combination of ARMA with ANN is
an effective way to improve forecasting performance. Although ANN are essentially
nonlinear models, they have a capacity of modelling linear processes as well [9].

Deep learning methods are capable of identifying the structure and patterns of
data, such as non-linearity and problems of complexity in time series forecasting
[10]. Backpropagation networks (BP) are good at solving a wide variety of problems,
and are used in time series forecasting [12]. According Hecht-Nielsen (1989), the
standard BP network using a subjective transfer function can learn any measurable
function in a very precise manner when a sufficient number of hidden neurons are
used to [13].

The paper is structured as follows: Section two gives an overview of prediction
problems on maintenance and some problem reviews about the prediction model and
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some solutions; In the third section it is presented Data Characterization and Pre-
processing; In the fourth section a case study, to evaluate and validate the forecasting
models, is presented; Finally, the conclusions of the study are made.

2 Related Work

Machine learning methods are increasingly popular in predictive maintenance.
Jimenez et al. [14] showed that there exists potential in the development of predictive
models for application in predictive maintenance. Rodrigues et al. [15] use neural
networks and principal component analysis to assess diesel engine oil degradation
and determine the optimal point for oil replacement.

Daniyan et al. [16] combine ANN with a dynamic time series model in diag-
nosing failures, to optimize maintenance intervention time in industrial equipment.
Ayvaz and Alpay [17] propose a method to improve maintenance planning to mini-
mize unexpected stops, through the combined use of Ensemble Empirical Mode
Decomposition and Long Short-Term Memory. Huang et al. [18] apply Long Short-
Term Memory (LSTM) neural network approaches to forecast real production data,
obtaining satisfactory results, superior to conventional models.

Using deep networks to carry out stock market forecasting, Nti et al. [19] reach
a fairly satisfactory result of forecasting. They concluded that the efficient fusion of
information from different sample indicators offers greater precision than individual
data. Liu et al. [20], using an elastic mesh algorithm and LSTM to calculate the
remaining bearing life, demonstrate that this algorithm can achieve good stability in
terms of problem prediction. Still et al. [21] used an LSTM network to predict the
current situation of an engine—their model demonstrated good forecasting reliability.

3 Data Characterization and Pre-processing

3.1 Dataset and Framework

Data used in the present work are the result of monitoring an industrial paper press
system. Six sensors are monitoring the functioning of the press, with a sampling
period of 1 min. The variables monitored are: (1) Electrical Current Intensity; (2)
Hydraulic Unit Oil Level; (3) VAT Pressure; (4) Rotation Velocity, (5) Temperature
in the Hydraulic Unit; and (6) Torque.

The dataset contains the sensor readings from 1 February 2018 to 30 October 2020.
There are 1,490,400 samples in the dataset. Figure 1 shows a plot of the values of all
variables in the original dataset. This dataset was loaded in python and processed,
using ScyPy libraries.
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Sensor values with extremes
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Fig. 1 Plot of the original dataset values. The variables are: C. intensity, Hydraulic unit level, VAT
pressure, velocity, Temperature u. 1., and Torque

3.2 Data Characterization and Identification of Discrepant
Data

As Fig. 1 shows, there are some sensor readings which show extreme levels. The very
large values may be reading errors or overload moments. The very low values may be
when the press was stopped, malfunctioning, underused, or they may also be reading
errors. Those extremely low or extremely high values provide information about
abnormal functioning of the press. They may negatively impact the performance of
the forecasting algorithms.

Table 1 shows some statistical values of the data, namely the mean, standard
deviation, minimum and maximum values: Fig. 2 shows histograms of the variables’
quartiles.

Figure 3 shows the amplitude of each sample concerning the lower and upper
bounds for each variable. As the figure shows, the distribution of data is skewed for
all variables (Fig. 4).

Table 1 Statistical parameters of the variables: C. intensity, Hydraulic unit level, VAT pressure,
velocity, Temperature u. 1., and Torque

C. intensity Hydraulic Torque VAT Velocity Temperature
Mean 30.26 75.90 15.28 18.25 4.59 38.22
Std 1.32 4.54 0.69 2.67 0.977 1.62
Min 26.34 62.93 13.59 9.67 1.27 33.19
25% 29.30 72.86 14.90 17.13 3.92 37.17
50% 30.46 75.53 15.43 18.72 4.57 38.33
75% 31.28 79.52 15.78 19.97 5.28 39.35
Max 34.26 88.97 17.09 26.17 7.87 43.10
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Fig. 2 Histogram of variables showing the number of samples per quartile

C. intensity Hydraulic unit level VAT pressure

l comomne o ool 1 ] e——

T T T

50 0 50 100
Velocity Temperature at U.H. Torque

o
o
hJ
v
8

1jm—{ ] w1 {—— ] —] -

T T

0 5 10 0 25 50 0 10

Fig. 3 Distribution of data points of all the sensors, with low and high extremes
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In order to achieve best performance in training predictive machine learning
models, discrepant data (Ning and You 2017) must be identified and possibly
removed. The method used was the quartile approach, as explained in Formulae
(1) to (5). In the formulae, Q% is the first quartile, Q% is the end quartile, n is sample

number and 7 Q Interquartile Range.

Q=30+ 1)

(D



16 B. Mateus et al.

Sensor values without extremes
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Fig. 4 Plot of the dataset variables without extreme values: current intensity, hydraulic unit level,
VAT pressure, rotation velocity, temperature in the hydraulic unit, and torque

Q: =%(n +1) (@)
IQ=Q:-Q: 3)
Downjim = Q1 - k.IQ. )
Upjimie = Q3 +KIQ 5)

Downyimie is the lower bound limit accepted for the variable, calculated by
subtracting of the constant k multiplied 7Q to Q1. Upy;y is the upper bound limit
accepted for the variable, calculated by adding the constant £k multiplied 7/ Q to Q%,
where k is the variation constant of the limits.

After the application of the quartile method described above, the discrepant
samples are taken out of the dataset. Namely, samples which are not in the interval
Downypmie were removed. As shown in Figs. 4, 5 and 6.

3.3 Study of Correlations

Correlations between variables, as well as autocorrelations, are very important to
have a better insight into the dependence of variables and determine which data
models can be applied with higher probability of success. shows the matrix of corre-
lations between variables. It is possible to verify some strong correlations between
the variables Current intensity and Velocity, among others that are presented in the
graphs below. Most of the correlations, however, are weak.
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Fig. 5 Histogram of variables after removing discrepant data. The variables are Current intensity,
hydraulic unit level, VAT pressure, rotation velocity, temperature in the hydraulic unit, and torque
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Fig. 6 Distribution of samples for all the sensors after removal of discrepant data. The variables are:
current intensity, hydraulic unit level, VAT pressure, rotation velocity, temperature in the hydraulic
unit, and torque
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Figure 7, shows the autocorrelation of each variable. As the figure shows, the
autocorrelations decay very quickly to less than 0.5. The charts show, therefore, that
the correlation and autocorrelation of variables are very weak.

In Autocorrelation there is a decay in the period making the correlation increas-
ingly lower. The graph in Fig. 8, shows only a correlation of up to 200 samples that
also served for the test and for the forecast. Since the number of the samples is very
high (1,490,400), there was a need to down sample the dataset, from a period of
minutes to a period of days, in order to have a forecast in days. That was done by
averaging the samples of each day using the python pandas function “df.resample
(‘D’). Mean ()”.

4 Modelling Using Time Series

4.1 Autoregressive Model

As a first approach to predict future behaviour, an autoregressive model was applied.
Autoregressive models are adequate to model variables that depend mostly on their
previous behavior and a stochastic value, thus satisfying the following equation:
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AR=0 X1+ DX, 2+ 0,X,— )+ & (6)

where ¥y, ..., ¥, are real parameters and €, is a white noise process independent
and identically distributed.

4.2 ARIMA and SARIMA Models

Some time series present a seasonal periodic component. A seasonal autoregres-
sive model is characterized by the existence of a significant correlation between
observations spaced by a multiple time interval [22].

The Seasonal Autoregressive Integrated Moving Average (SARIMA) model is
a general case of the models proposed by [23] Box And Jenkins at 1976, for the
adjustment of stationary time series. However, when there is a seasonal component
in the data, the model class is called SARIMA (p, d, q) (P, D, Q), given by:

MA = —91 €1 —92 €t — ... — Qq et—q (7)
where 6, ..., 8,, are parameters of an order of structures, &, is white noise with zero
mean.

ARy = &1 X5 + PoXi g5+, ..., +PXi_p (3
MA; = -0 €1 =03 €2 —0Bq &q 9
VPAYX, = AR — MA + AR, + MA (10)

where (p, d, q) refer to the model orders of the seasonal part: p is trend autoregres-
sion order, d is trend difference order and q is trend moving average order. (P, D,
Q) is the same but with the Seasonal component. The parameters &y, ..., ®,, are
the parameters referring to the seasonal autoregressive part and O1, ... ®, are the
parameters of moving averages, and i is an error that cannot be estimated from the
model and D indicates the number of seasonal differences made in the series to park
it. The calculation of the parameters of the models that best fits was made using the
most frequent Akaike Information Criterion (AIC), which is defined by:

AIC = 2log(L - k) + 2(k) (11)

where L - k is the maximized log-likelihood and k is the number of parameters in the
model.
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S Experiments and Results

5.1 Results of the Autoregressive Model

The model was applied with a 20-day sliding window, thus corresponding to 1440 x
10 = 14,400 data samples and a forecast window with the same size, thus predicting
the values for the next 10 days.

After eliminating the discrepant data samples, some irregularities in the samples,
which may be momentary or prolonged damage, are still visible in Fig. 9. Nonethe-
less, the autoregressive model shows a good fit to all variables. The prediction errors
between the forecasted values and the actual values are given in Table 2.
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Fig. 9 Prediction of the six variables using a retrogressive method, with 20 days lag and 10 days
predict window
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Table 2 Summary of the MAE, MSE and MAPE errors for the autoregressive and SARIMA models
tested

C.intensity | Hydraulic |Torque | VAT Velocity | Temp. at

unit level pressure UH

AR MAE 3.60 3.06 0.93 297 1.15 0.36
MSE 13.08 18.37 1.15 10.54 1.47 0.24

MAPE |12.92 3.76 6.57 16.95 25.17 0.97

SARIMA | MAE 0.21 1.05 0.15 0.57 0.25 0.64
MSE 0.07 1.32 0.03 0.59 0.11 0.66

MAPE | 0.68 1.40 0.95 2.83 4.50 1.71

5.2 Results of the SARIMA Model

The AIC was used to define the hyperparameters p, d, q, P, D and Q of the SARIMA
model. The seasonal period was fixed at 12 for all-time series.

Figure 10 shows that the SARIMA model gives stable predictions, when using
20 days sliding window and parameters SARIMA (0, 1, 2) (1, 1, 2).

Table 2 shows the results of the forecasting errors in the period referring to the
two models, AR and SARIMA. The table shows the Mean Average Error (MAE),
the Mean Squared Error (MSE) and the Mean Average Percent Error (MAPE).

6 Discussion

Using the two models, (Auto-regressive and SARIMA), it was possible to verify
that both offer acceptable prediction errors, with the data evaluated. The SARIMA
model shows better performance than the AR model, what is expectable since it
encompasses the three different components (autoregressive, moving averages and
seasonal component). However, that implies a cost of an additional processing time.
The SARIMA model takes approximately 15 times more computing time than the
AR model. As the SARIMA model, its processing lasted 40 s and for the AR model
4s.

For the regressive model prediction, there were no hyperparemeters to optimize.
However, to find the best model, it was necessary to evaluate several models and to
choose the parameters that best fit the data, using the AIC information criterion. It
can be concluded that there is a good capacity of these models to predict based on
data that presents a moderate variation.

For short-term forecasting, the models are satisfactory, emphasizing the need to
clean the discrepant data. According to new studies in this area, they show superiority
in the growth of the use of Neural Networks for those objectives, namely Recurrent
Neural Networks that have greater long-term and short-term forecasting efficiency
due to their Long-Short Term Memory capacity [19, 20, 24]. That is planned as
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Fig. 10 Prediction of variables using the SARIMA (0, 1, 2) (1, 1, 2) method, with 20 days lag and
10 days predict window

future work in the present project, where deep neural models will be designed and
optimized for prediction.
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7 Conclusion

Sensor data is fundamental to monitor industrial equipment and processes. The
present paper describes a case study where six variables were sampled during almost
three years, with a period of one minute. The data were selected and cleaned of
discrepant data samples, analysed and used to forecast future behaviour with time
series models, namely Autoregressive and SARIMA. Data processing and experi-
ments were carried out in Python using ScyPy libraries. The SARIMA model showed
smaller errors in the test set, so it is more adequate for the data analysed.

Future work includes experiments with Neural Networks and larger forecast range
predictions.
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Reinforcement Learning Fault Diagnosis )
Method Based on Less Tag Data i

Kuo Xin, Jianguo Wang, and Wenxing Zhang

Abstract Vibration signals are often used in the fault diagnosis of rotating
machinery. However, due to the influence of complex environment, environmental
noise is often doped, and the diagnostic accuracy is reduced. The traditional deep
self-encoder is used in the noise reduction process of rotating machinery fault diag-
nosis. The pooling model is poor and easy to lead to over-fitting problems, and deep
learning training needs a large number of labeled data. Therefore, this paper proposes
areinforcement learning fault diagnosis method based on less label data. The random
pooling is used to replace the pooling layer of the original convolutional self-encoder,
and the exponential linear unit (ELU) is used to replace the original activation func-
tion to enhance the convolutional self-encoder. A large number of unlabeled samples
are used for training, and then the deep reinforcement learning is used for network
fine tuning. The experimental results of the sensor data collected by the fault diag-
nosis test bench show that the method used has a good improvement in denoising
ability and feature extraction ability, and the recognition accuracy and stability are
better than traditional convolutional autoencoder and traditional machine learning
methods.

Keywords Reinforcement learning - Stochastic pooling - Convolutional
auto-encoder * Fault diagnosis

1 Introduction

In the era of electromechanical big data, the use of advanced theories and methods to
automatically mine information from the big data of mechanical equipment, replace
diagnostic experts for feature extraction, conduct real-time monitoring and diagnosis
of basic components such as bearings, and ensure the accuracy and efficiency of fault
diagnosis and prediction has become a hot topic of current research.
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In the field of fault diagnosis, most machine learning algorithms are supervised
learning [1, 2]. These methods require a large number of label data (known fault
types) to extract features for fault classification, and label data requires strong profes-
sional knowledge and a large number of experiments. Yan et al. [3] used deep neural
networks based on Denoising Sparse Auto-encoders to diagnose faults of bearings
and motors. He et al. [4-6] used multi-channel signals to pre-train a set of source
CNNs improved by random pooling and LReLU. A new framework of enhanced
convolution neural network (ECNN) based on small-label infrared thermal image
and convolution self-encoder (CAE) transmission. Zhou et al. [7] proposed a new
deep neural network model, one-dimensional residual convolutional auto-encoder
(IDRCAE). Although these methods have good performance in recognition accu-
racy, there are still the following problems: (1) Supervisory training methods often
require a large number of label data and limit its applicability; (2) The pooling
model has poor adaptability and low feature selection ability, and is easy to lead to
over-fitting problems.

To solve the above problems, random pooling is used to replace the pooling layer
of the original convolutional self-encoder, and the exponential linear unit (ELU) is
used to replace the original activation function to enhance the convolutional self-
encoder. A large number of unlabeled samples are used for training, and then the
deep reinforcement learning is used for network fine tuning. The experimental results
of the sensor data collected by the fault diagnosis test bench show that the method
used has a good improvement in denoising ability and feature extraction ability,
and the recognition accuracy and stability are better than traditional convolutional
autoencoder and traditional machine learning methods.

2 Deep Reinforcement Learning

2.1 Markov Decision Process Modeling

Markov decision process is generally used to describe reinforcement learning tasks.
The Markov decision process includes four tuples (S, A, p, r)that the model is easier.
Markov decision process has Markov attributes: at the current time, the feedback of
the environment only depends on the state and action of the previous time, and there
is no correlation with the earlier time [8]. In the fault identification task in this paper,
state s is one-dimensional fault signal; Action a is the category of mechanical fault:
0,1,2, ..., Y — 1, where Y is the number of fault categories; Whether the model
identification results are consistent with the fault sample type is an important criterion
for rewarding . When the sample type is consistent with the identification results, r
takes 4 1, otherwise r takes — 1. For the state transition probability p, although there
is no correlation between the states, in order to avoid the over-fitting phenomenon
during the network operation, the training data samples will be arbitrarily disrupted
and the number of training data samples will be evenly distributed. The state transition
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probability will become p = 1/Y, and s’ can only be obtained by the probability p
transfer of state s after action a is executed, which is not correlated with the state of
the previous moment, and in line with the Markov property.

2.2 Strategy

The goal of reinforcement learning is to solve the optimal strategy of Markov decision
process. The optimal strategy can be obtained by solving the optimal value function
[9]. In short, the solution of reinforcement learning is finally evolved into the optimal
Bellman equation. The mathematical model is:

V(s) = E[Rii + 7V (si21)] (1)

where y is a discount coefficient, which is a constant between [0, 1]. The existence
of y can ensure that the model is easier to obtain long-term cumulative reward.

The above equation shows the recursive relationship between the current state
value function V (s) and the future state value function V (s;). Obviously the above
is more concerned with the state, but to know the expected return obtained by using
a policy m using action a under state s, there is a Q function:

Q(s,a) =R +y Y PLV() @)

s'eS

where P, is the state transition probability of the current state s moving from action
a to state s’.

V(s) =) m(als)Q(s,a) 3)

acA

So the optimal Q function under the optimal strategy is:

Q*(s.a) = R{ +y ) P{ymax Q*(s'. a) 4

s'eS

In this task, our state transition probability P, is a constant value, which can be
understood as a sampling method, and the followmg formula can be obtained:

Q(s,a) ~ r{ +ymax Q(s', a)

~(1l—a)Q(s,a) + oz[rf +vy Hlf/lx Q(s’, a’)] 5
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after processing, the above equation uses the exponential weighted average of «, and
the above equation is the Bellman optimization equation.

In the fault diagnosis task, the number of state space set S is very large, and
the limited space cannot effectively store the Q value of the state action pair. The
strong function generalization ability is a major feature of the deep learning network,
which can be used to fit the Q function, denoted as Q(s, a; 6), where 6 is the
unknown parameter of neural network. The Q function of the current state s when
the probability P is transferred to s’ after the execution of action a is:

y=r+ymaxQ(s' a’;0) (6)

where r denotes the reward received after state s executes action a.

According to the e-greedy strategy, the action with the maximum current Q value is
selected according to the probability ¢, and the action is randomly selected according
to the probability 1 — ¢ to obtain Q(s, a). Therefore, the loss function is:

L=(y—0(sa;0)’ (7

The above formula can make the Q function converge to the optimal Q value
function under the minimum mean square error according to the e-greedy strategy.

2.3 e-Greedy Strategy

In reinforcement learning tasks, the exploration of the external environment is the
main way to acquire knowledge, so the balance between exploration and utilization
has become a problem to be solved in reinforcement learning. Too much exploration
will affect the convergence speed of the model, and too much use will make the rein-
forcement learning model io local optimum. The commonly used e-greed strategies
are mostly fixed values. This paper uses a method that changes with the number of
training steps i. Make the model in the early exploration and later use. The setting
method of ¢ is:

®)

1 —é&min X1
T

e = max{smin, 1 -

where i is the current step number, 7 is the total step number.
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3 The Proposed Method

3.1 Stochastic Pooling

Stochastic pooling is a recently developed technique to overcome the constraints of
maximum and average pools [61]. In the random pool, each element is sampled
according to its contribution, and the sampling probability can be calculated as
follows:

ai,j

== &)
Z(i,j)eRl aij

Di,j

In each pooling area, the composite elements of the output feature map can be
weighted in an average probability form, defined as:

fii= Y (pij-aiy) (10)

(6, J)ER;

By Eq. (9), it can be seen that stochastic pooling considers all the feature
information and pays more attention to those strong features.

3.2 Exponential Linear Unit (ELU)

Selecting the appropriate activation function is of great significance for the design of
neural network model. Both Sigmoid and Tanh have disadvantages of high compu-
tational cost and vanishing gradient. ReLU can well solve these two problems and
become a priority for many deep learning models. However, when the input is nega-
tive, the ReLU neurons completely stop learning. Sigm and ReLU are currently the
most widely used activation functions in CNNs. Sigm has the problem of gradient
disappearance. When the input is negative, ReLU cannot continue training. Expo-
nential linear unit (ELU) can effectively solve the problems existing in Sigm and
ReLU, and its superiority is proved in some benchmark data. ELU is defined as:

x, ifx >0
a(e*—1), ifx <0

f @) ={ (1)
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Fig. 1 Enhanced convolution self-encoder

3.3 Enhanced Deep Convolution Self-encoder

As shown in Fig. 1, the enhanced convolution autoencoder first converts one-
dimensional vibration signal into two-dimensional gray image signal by using the
signal stacking method [10], and the two-dimensional signal output by the encoder
and decoder constitutes one-dimensional vibration signal. Among them, in order to
better extract fault features and suppress noise, this paper uses new pooling methods
and activation function random pooling and exponential linear unit (ELU) to replace
the original pooling and activation methods in the encoder, so that it can more
effectively extract features and suppress noise signals.

3.4 Fault Diagnosis Method of Enhanced Convolution
Self-encoder and Reinforcement Learning

The fault diagnosis process of reinforcement learning based on small label data is
shown in Fig. 2. The training process of the model is divided into two steps. The first
step is to input a large number of unlabeled data into the enhanced convolutional
autoencoder to reduce noise and dimension of the data and extract key fault features,
and save the relevant weights of the encoder W, b; In the second step, the encoder
weights W and b are used as the initial weight parameters of reinforcement learning
to fine-tune the network.
The specific process is as follows:
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Fig. 2 Fault diagnosis model for enhanced convolutional autoencoder and reinforcement learning

Step 1: The collected fault test bench data are divided into training samples and
test samples. Most of the training samples are unlabeled and the rest are labeled.
Step 2: The activation function and pooling mode of the original convolutional
autoencoder network are replaced by ELU activation function and stochastic
pooling.

Step 3: The label-free training samples are used to pre-train the enhanced
convolutional self-encoder to obtain W and b.

Step 4: Initialization of reinforcement learning parameters with weights W, b and
other parameters in trained encoders.

Step 5: The reinforcement learning network is trained by using fewer label samples
to further adjust the weights and deviations.

Step 6: The test samples are used to test the diagnostic performance of the proposed
method.

4 Experiment and Verification

In order to verify the effectiveness of the proposed method, the open source bearing
data set of the University of Western Reserve in the United States was used for
verification [11]. The data used are the data of the drive end, and the data contain
four fault states: normal bearing, roller fault, inner ring fault and outer ring fault.
Each fault state contains three fault degrees of 0.07, 0.14 and 0.21 mm, respectively.
Therefore, the data set contains a total of 10 fault types, and each fault type contains
four load data (1, 2, 3, 4hp). The corresponding rotational speeds are 1797, 1772,
1750 and 1730 r / min, respectively. It can be roughly considered as a constant speed,
and the sampling frequency of vibration data is 12 kHz. In 10 fault types, each fault
type contains 940 samples, a total of 9400 samples. Of these, 940 are test samples
and others are training samples.
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4.1 Feasibility Validation of Reinforcement Learning

Using convolutional neural network [12] to fit the Q-value function, the network
parameters are as follows:

The training parameters of the model are as follows: the number of training steps
per round M = 512, the number of iterations 2000, the learning rate 0.5, and the
probability e = max{emin, 1— 1*18(‘)‘3?)” }, where i is the number of training steps and
the fault samples are discrete, so the discount coefficient y is 0.

In each round of training, the number of steps set in each round of this model
is 512. Since the model does not learn anything at the beginning, there is a 1/10
probability to guess at the beginning, that is, the score of the first round should be
between —512 and —456 points. The model has trained 2000 rounds, and the average
value of reward and loss is calculated and plotted for each 10 rounds of 2000 rounds of
training. Figure 3 shows the relationship between the cumulative value of Q function
after model training and the number of iterations. It can be observed that the model
is almost linearly increasing, and the final highest score reaches 488 points. The
recognition accuracy of the model can reach 98.87%. Figure 4 shows that the loss
value of the model after each round of training can be maintained at a relatively low
state, indicating that the model has learned something in each round of training. The
above experiments verify the feasibility of this method in fault diagnosis.

4.2 Verify the Effectiveness of Stochastic Pooling and ELU

In order to verify the enhancement effect of stochastic pooling and ELU in convo-
lutional self-encoder, the max pooling + ELU, mean pooling + ELU, stochastic
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pooling 4+ ELU and random pooling + rectifier linear function (ReLU) are used for
verification. In order to better verify the enhancement effect of stochastic pooling and
ELU, different noise levels are added to the original vibration signal. The probability
distribution of noise conforms to the probability distribution of mean 0 and variance
1. The noise level is 10, 30, 50, 60, 70, 80, 85, 90, 93, and 95%. The parameters
of each layer are shown in Table 1, where the enhanced convolutional autoencoder
network learning rate is 0.01 and the o in ELU is 0.05.

In the experiment, the fixed activation function is used ELU, and the influence of
different pooling methods on the reconstruction error of the encoder is compared. The
results are shown in Fig. 5a. It can be seen from the figure that the reconstruction error
of different pooling methods will increase with the increase of noise. However, the
stochastic pooling used in this paper has better performance and lower reconstruction

Table 1 Fitting parameters

of Q function network Network layer Description of each layer
Input data size 1024 x 1
Reshape 32 x 32

First layer convolution kernel size | (5 x 5) x 15

Activation functions of the first and | ELU
third layers

Second layer stochastic pooling 2x2)x15

The third layer convolution kernel | (5 x 5) x 20
size

The fourth layer stochastic pooling | (2 x 2) x 20

Fully connected layer 256
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Fig. 5 a Influence of pooling method on reconstruction error and b Influence of activation function
on reconstruction error

error. This is because the stochastic pooling not only considers the largest feature
element in the signal, but also takes into account all the feature elements equally.

Similarly, in order to verify the enhancement effect of the activation function,
stochastic pooling is used in the fixed pooling mode in the experiment, and the
influence of different activation functions on the reconstruction error of the encoder
is compared. The results are shown in Fig. 5b. It can be seen from the figure that the
reconstruction error of different activation functions increases with the increase of
noise, but the ELU used in this paper has better performance and lower reconstruction
error.

The waveform comparison between the reconstructed output and the input signal
is shown in Fig. 5. It can be seen that there is a relatively distinct difference between
the reconstructed signals, indicating that the key characteristics of the signal recon-
structed by the convolution self-encoder of the input signal become more significant,
and the noise effectively eliminated. This shows that the enhanced convolutional
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self-encoder has the ability to filter out the original signal noise, so as to effectively
extract the key fault features (Fig. 6).

In order to avoid the contingency brought by network training, each experiment
was repeated 10 times. The test accuracy of each experiment was shown in Fig. 7. It
can be seen from Fig. 7 that the enhanced convolutional self-coded neural network can
improve the average recognition rate of fault, and the average recognition accuracy
can reach more than 97%, which is higher than that of other pooling methods and
activation methods.
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Fig. 6 Comparison between reconstructed signal and input signal of several types of data
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4.3 Discussion on the Number of Label Samples

Compared with labeled samples, making a large number of unlabeled samples will be
easier and faster. Therefore, it is necessary to explore the impact of the relationship
between the number of labeled samples and the number of unlabeled samples on the
recognition accuracy.

Here, the proportion of labeled samples in the number of unlabeled samples is
5%, 10%, 15%, 20%, 25%, 30%, 40%, 60%, 80% and 100%, respectively. It should
be noted that the label-free samples for the training of the enhanced convolution self-
encoder are always a fixed value, and only the number of label-free samples changes.
The diagnostic results of the proposed method in different proportions are shown in
Fig. 8. It can be seen that the average accuracy rate increases with the increase of
the number of labeled samples. When labeled samples account for 25% of unlabeled
samples, the accuracy rate can reach more than 97%.

5 Conclusion

This method effectively combines the enhanced convolution self-encoder with rein-
forcement learning, and can adaptively and unsupervised learn the abstract char-
acteristics of the vibration signal of the sensor, so as to effectively diagnose the
gearbox fault. The main conclusions are as follows. (1) The convolution self-encoder
is enhanced by stochastic pooling and exponential linear unit (ELU), so that it has
better noise reduction and feature extraction effect. (2) Compared with other algo-
rithms, this method does not require a lot of label data, and has more practical value.



Reinforcement Learning Fault Diagnosis Method ... 39

(3) The relationship between the number of labeled samples and unlabeled samples is
discussed. Experiments show that the recognition effect can reach 97% when labeled
samples account for 25% of the number of unlabeled samples.
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Optimization Design and Simulation )
Analysis of Miniature Boring Machine i
Based on ADAMS

Zhou Yue, Cao Yu, Lu Zhen-hua, Wei Qi-wen, Zhao Xue-mei,
Wang Ye-zhen, Sun Jia-xing, Liu Ying, and Zhong Shan

Abstract In order to improve the processing precision and surface quality of line-
drawing and boring in ship manufacturing process, a virtual prototype of micro-
boring machine was built on the basis of existing portable boring machine, aiming at
the inconvenient boring operation and low processing precision of small and medium-
sized ships at present. Then it carries on the optimization design to its transmission
mechanism, uses ADAMS to carry on the kinematic simulation analysis to the virtual
prototype; Finally, reasonable simulation data are obtained to ensure the performance,
accuracy and efficiency of boring, and provide basis for the subsequent optimization
design.

Keywords The ship + Micro boring machine - Three-dimensional modeling -
ADAMS : Motion simulation

In 2019, the number of civil motor vehicles in China reached 121,440, and the total
tonnage of ship’s is increasing. At the same time, the shipbuilding industry is also
developing [1]. The Xiji-ang River is an important part of the Pearl River system,
known as the “golden waterway” and is now gradually becoming a gold corridor that
actively moves closer to advanced productivity and undertakes the transfer of eastern
industries [2], The construction of new land and sea corridors in the western region,
the implementation of national strategies such as the Guangdong-Hong Kong-Macao
Greater Bay Area, and the improvement of grade and the formation of the Pan-Pearl
River Delta and Guangxi Beibu Gulf Economic Zone have made the rapid growth of
the national economy and great demand for ships. Therefore, Guangxi shipbuilding
industry has obtained good market opportunities necessary for development. With
the rapid development of shipbuilding industry, the processing quality requirements
for each process in the shipbuilding process are also increasing, and the upgrading
of processing equipment is imminent [3]. In the shipbuilding process stage, the
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accuracy of the wire drawing boring is very strict. The shafting installation is affected
by many factors such as wire drawing, boring and so on. If the accuracy of the
wire drawing boring is not too close, it will affect the speed of the ship’s shafting
installation and become the bottleneck of shipbuilding speed. The boring accuracy of
the new ship shafting is required to be higher and higher [4], especially the stern shaft,
which is an important part of the ship shafting. The working condition of ship stern
shaft is equivalent to the safety and stability of ship operation [5]. Domestic small
and medium-sized ship shafting mainly adopts the process of clamp alignment and
manual hinged stroke; The large-scale ship shafting basically adopts the clamping
site alignment, and then the f-lange hole is refined by the special key machine.
This process can meet the technical requirements of the installation, but because
the size of the flange hole is not interchangeable, the smoothness is not ideal; In
addition, the high labor intensity and long processing cycle have a great impact on
the integrity of the platform and the cycle of shipbuilding [6], which cannot meet
the production needs of the shipbuilding industry [7]. Therefore, a miniature boring
machine for ships with small size, light weight, simple operation, low cost and high
working efficiency is developed and improved based on the actual problems of hole
processing in china Shipbuilding Guijiang company Itd.

Aiming at the problems of low machining accuracy, large volume and inconvenient
operation of traditional boring machine, some problems are solved by replacing parts.
SolidWorks software is used to complete the virtual, and ADAMS software is used
to simulate and analyze it. The feasibility of micro boring machine is tested and
relevant data are obtained.

1 Design of Micro Boring Machine

1.1 Working Principle

The mechanism of the micro boring machine is mainly composed of a power head, a
motor, a handle, a screw rod, a belt, a PLC (Programmable Logic Controller) control
part, a support frame, and a fixture. Place the boring machine at the designated
position and start it with power. Adjust the horizontal position of the boring cutter
through the handle to move the machining center to the position to be processed;
set the motor speed, spindle feed speed, feed rate and other values; servo motor and
step The input motor is energized to run, respectively driving the main shaft (through
a belt drive) and the screw rod to rotate. The precision planetary gear connects the
main shaft and the boring bar. The boring bar is the benchmark for clamping the tool
and transmits power to the tool [8]; The reciprocating motion and the boring tool
rotates to realize the boring action.
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1.2 Optimized Design

1.2.1 Optimal Choice of Prime Mover

The motors of traditional boring machines are mostly three-phase asynchronous AC
motors plus frequency converters, and it is easy to malfunction due to unreasonable
environment settings such as humidity [9]. In addition, the additional copper loss
caused by the skin effect will cause the motor to generate additional heat, resulting in
reduced efficiency and reduced output power [10]; and its mechanical characteristics
are relatively hard, occupying a certain position in volume, and when running There
may also be unstable vibrations. For this, a motor suitable for use on a ship should
be used, and it can make up for the lack of mechanical rigidity and improve work
efficiency. At the same time, the overall volume of the machine is reduced, the
overload capacity is enhanced, and the working performance is more safe and reliable.
It can be seen that the servo motor can do these tasks. Servo motors not only have
the characteristics of small electromagnet time constant, high linearity, low starting
voltage, etc. but also small size, fast action response, large overload capacity, wide
speed adjustment range, large low-speed torque, small fluctuations, stable operation,
and low noise, High efficiency and other advantages [11]. The motor obtains a lower
processing speed through the frequency converter, and then combines with a planetary
gear reducer with a medium transmission ratio. The combination of the three not only
increases the output torque, but also meets the processing requirements under the
premise of precise positioning of the servo motor. Adjust the speed between 100 ~
1000 r/min.

1.2.2 Optimal Selection of Transmission Mechanism

In order to ensure high-precision output when the micro boring machine is working,
the Mohs 2 power head is selected as the boring output power head, and it can be
assembled and disassembled freely in assembly. When boring on a ship, the working
environment is mostly at sea, and the impact of irregular waves will cause the ship
to shake. In order to ensure the machining accuracy of the boring under the shaking
environment, the ball screw is selected as the feeding mechanism. The transmission
efficiency of ordinary sliding screws is 0.25-0.50, while the transmission efficiency
of ball screws can reach 0.90. When driving the same large load, using the latter can
obtain higher transmission efficiency, low energy consumption, high precision and
smooth movement, ensuring the reliability and stability in the feeding transmission
process, and realizing high-speed feed and Micro feed motion [12].
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1.2.3 Optimized Design of Control System

Ship shaking is inevitable when working on the water. The system controlled by the
boring machine needs to control the operation efficiency of the motor [13]. Here, the
servo control system is used to accurately control the mechanical position, torque,
and speed [14]. And the system has a frequency analysis function, which can detect
the resonance point of the machine, which is convenient for system adjustment.
While achieving high-precision output, it can also ensure the stability of the work
and high-efficiency responsiveness. In addition, coupled with PLC to achieve closed-
loop control, Using the advantages of PLC, such as strong anti-interference ability,
low cost, fast speed, strong function and small size, the boring machine is easy to
operate, can be controlled, save manpower and time [15].

2 The Mechanical Principle of the Micro Boring Machine

The boring machine is mainly composed of a feed mechanism and a transmission
mechanism. Through the hand wheel control screw transmission mechanism. Then
the plane guide rail is moved to the position of the machining center that is ready for
positioning; Subsequently, the servo control system starts and controls the motor 1
and 3. The servo motor 3 transmits power through the pulley to drive the boring cutter
to rotate for preparation. The feed mechanism controls the ball screw transmission
mechanism through stepping motor 1, and drives the tool head through the feed
slider to move it down to the displacement point and reset, so as to realize the boring
movement. The specific plan layout of this device is shown in Fig. 1.

3 Adams Dynamic Simulation Analysis

The prototype model established by ADAMS kinematic analysis software is as
follows. Through kinematic simulation analysis, the maximum machining stroke
of micro boring machine is analyzed (Fig. 2).

Taking the micro boring machine model that has completed the three-dimensional
modeling as the research object, the kinematic simulation analysis is carried out in
ADAMS. The maximum stroke analysis of X, Y and Z axes is carried out, and the
velocity and acceleration of Y axis are analyzed. The simulation time is set to 22 s,
and steps are 500 steps.

The function of the maximum moving stroke of boring bar in X axis direction is:

step(time, 0,0, 5, 60) + step(time, 5, 0, 10, —70)

The function of the maximum moving stroke of boring bar in Z axis direction is:
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Fig. 1 Structure of micro boring machine. Drawing number identification: 1. Stepper motor; 2.
Ball screw; 3. Servo motor; 4. Leather strap; 5. Fast feed; 6. Belt pulley; 7. Boring rod; 8. Base; 9.
Bottom guide rail; 10. Middle guide rail; 11. Screw rod; 12. Upper guide rail; 13. Hand wheel; 14.
Frame

step(time, 0,0, 5, —22) + step(time, 5, 0, 10, 30)
The function of maximum moving stroke of boring bar in Y axis direction is:
step(time, 0,0, 5, —5) + step(time, 5, 0, 20, 80)

The resulting data is exported as shown in Fig. 3.

From Fig. 3 and the function, it can be seen that the X, Y, Z three axis curve in the
fifth second to one side of the maximum stroke, X, Z axis in 5-10 s to the other side
of the maximum stroke; The spindle Y axis travels to the other side in 5-20 s. The
maximum travel value of X axis is 130 mm, the maximum travel value of Z axis is
52 mm, and the maximum travel value of the spindle (Y axis) is 85 mm. The travel
value obtained by the three-axis motion simulation in ADAMS is compared with
the displacement range value of the plane guide rail given by the three-dimensional
modeling data, which is consistent with the design value.
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Fig. 2 ADAMS micro boring machine prototype model
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Fig. 3 Triaxial displacement travel characteristic curves of X, Y and Z axes

As shown in Fig. 4, the Y-axis curve in 0-22 s to go through a maximum stroke
of the Y-axis at the same time the boring cutter uniformly accelerated motion, accel-
eration unchanged. Transmission is relatively stable in the ideal state, so there will
be no speed curve oscillation phenomenon.
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Fig. 4 Y-axis velocity and acceleration characteristic curve

4 Conclusion

Basde on modeling software SolidWorks and simulation software ADAMS, the
whole process of research direction, design optimization, modeling and simulation of
micro-boring machines is discussed, including the design of boring machine mecha-
nism, 3D modeling process, ADAMS motion simulation analysis and other concrete
steps. Using SolidWorks to build a three-dimensional model of each part of the
micro boring machine and assemble it, using the parasolid.x_t file format to import
the assembled sample geometry in SolidWorks into ADAMS and add the constraints,
etc., the micro boring machine sample is finally formed.

Using ADAMS to carry out motion simulation analysis of the boring machine
mechanism, the total stroke of the spindle (Y-axis) is consistent with the given
design value, and the maximum displacement value of the spindle is 85 mm, i.e.
the maximum boring depth of the bar is 85 mm, all of which are consistent with the
initial design value. Through the simulation analysis of the displacement of X-axis
and Z-axis, the travel range is 130 mm and 53 mm respectively. The rationality of
the miniature boring machine is analyzed in detail through various performances,
which provides a certain theoretical basis for the optimization design of the various
parts of the miniature boring machine.

Fund Project College Student‘s Innovation and Entrepreneurship Training Project
(201911354136).
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The Stability and Vibration )
Characteristic Optimization ek
of the Pressure Shell of a Buoyancy

Regulator of an Underwater Vehicle

Yonghui Cao, Chiye Yang, Jing Liu, Yu Xie, Shumin Ma, and Yong Cao

Abstract Underwater vehicles (UV) with a deeper operation ability are the impor-
tant research field in the marine industry. In order to obtain a better and safer operation
performance, the strength, stability and vibration characteristics of the pressure shell
of UV should be analyzed. In this paper, a finite element model of the pressure shell
of buoyancy regulator is developed. The influences of the stiffener thickness, width,
position, and shell thickness on the strength, deformation, and load factor of the
pressure shell are studied. In addition, a lighter and safer shell structure is obtained
by using the response surface optimization method. The simulation results show that
the above factors have great influence on the shell characteristics, such as strength,
stability and modal parameters. Moreover, a lighter pressure shell used in the UV
can be helpful for providing a better possibility to carry more equipment.

Keywords Underwater vehicle - Pressure shell - Stability - Vibration characteristic
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1 Introduction

The piston-type buoyancy regulator is generally used in large-scale UVs such as
gliders, which is the key device for adjusting buoyancy. As shown in Fig. 1, when the
piston moves outwards, the drainage volume of the buoyancy regulator increases,
and the buoyancy provided increases accordingly; on the contrary, the buoyancy
provided decreases. When the piston moves to the outermost side, the compartment
where the piston cylinder and the hydraulic block are located; and it will generate
a larger cavity. Due to the effect of water pressure, this is the weakest status of the
whole device. Since the inside is a cavity and the outside are under the water pressure,
this section of the cavity can be regarded as a pressure shell.

In 2014, the pressure cabin of the “Nereus” submarine developed by the Woods
Hole Institute of Oceanography in the United States [1] ruptured due to the insuf-
ficient strength, which caused the submarine to be lost in the Kermadec Trench in
northeastern New Zealand. Therefore, it is necessary to calculate the strength of the
pressure shell. In addition, it can be known from the critical length formula that
this pressure-resistant shell is a thin wall short cylinder at the external pressure,
and buckling may occur before the strength yields [2]. Therefore, it is also neces-
sary to conduct the stability analysis. Finally, the moving parts such as the motors
inside the device may cause the casing to vibrate during operation. In order to ensure
the normal operation of the device, a better dynamic performance is also a required
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Fig. 1 Working principle of piston-type buoyancy regulator
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feature. Vasilikis Daniel and Karamanos Spyros A examined the mechanical response
of thin-walled cylinders surrounded by a rigid or deformable medium, subjected to
uniform external pressure [3]. Rouzbeh Hashemian and Magdi Mohareb developed
a general eigenvalue buckling solution for the buckling analysis of sandwich pipes
with thick cores subjected to internal and external hydrostatic pressure [4]. Raza-
kamiadana and Zidi studied buckling and postbuckling of concentric cylindrical tubes
under external pressure by finite element method [5]. Isvandzibaei et al. presented
the energy method for the vibration of thin-walled homogeneous isotropic and mani-
fold layered isotropic cylindrical shells under uniform external lateral pressure [6].
Liu et al. presented an analytical procedure and closed-form vibration solutions with
analytically determined coefficients for orthotropic circular cylindrical shells having
classical boundary conditions [7]. This paper presents a finite element analysis to
simulate the shell to study the strength, stability and vibration characteristics of the
shell.

The organization structure of this article is as follows: Sect. 2 introduces the
finite element model. Section 3 introduces the simulation results. The lightweight
optimization of the shell is completed by the response surface optimization method.
Finally, the modal analysis of the shell before and after the optimization verifies
that the dynamic performance of the optimized shell is also better than that before
the optimization. A conclusion and suggestions for future work will be presented in
Sect. 4.

2 Finite Element Model

Aiming at the most dangerous state of the buoyancy adjusting device as the calcu-
lation condition, the external pressure shell composed of the inner side of the piston
cylinder and the compartment where the hydraulic block is located is taken as the
calculation object, and the work is simulated at a water depth of 2000 m. The original
model can be simplified to a cylinder with a wall thickness of 12.5 mm as shown in
Fig. 2. The wall thickness of the piston cylinder is H; the number of stiffeners is #;
the height of the stiffener is /; and the width of the stiffener is w.

For the cylindrical model, Shell181 has higher calculation efficiency and accuracy.
Therefore, the calculations in this paper use Shell181 to construct the conceptual
model. A quadrilateral dominant mesh is used, the mesh size is 3.0 mm; and the
number of mesh is 57,749. Since the rigidity of the piston and the end cap is much
greater than that of the cylinder; two ends can be regarded as the fixed constraints;
and a pressure of 20 Mpa is applied to the outer wall of the cylinder to simulate a
water depth of 2000 m. The mesh division and loading conditions are shown with
six stiffeners as shown in Fig. 3.

The response surface optimization method is used to optimize the pressure shell.
The variable range is as follows: The number of stiffeners is set to 2 < n < 6, where
n is an integer; the thickness of the stiffener is 5 < h < 25; the width of the stiffener
is 5 < w < 15; the wall thickness of the piston cylinder is 5 < H < 30, and &, w,
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Fig. 3 Mesh division and loading conditions

and H are continuous values. The central composite design method (CCD) is used
to produce experimental points for calculation. The genetic aggregation method is
used to generate the response surface for the calculated experimental points.

3 Simulation Results

The sensitivity of each variable to the impact of the shell’s strength, stiffness and
total mass, and the results are shown in Fig. 4. The impact of the shell strength can
be reflected by the maximum stress. The impact on the stiffness can be reflected by
the load factor. It can be seen from the results that the stiffener has little effect on
the strength of the shell, far less than the impact of the thickness of the shell on the
strength; with the increase of the stiffeners, the influence of the thickness of stiffeners
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on the stiffness of the shell and mass of the shell increases gradually. The width of
stiffeners has a small influence on the stiffness. However, the effect of stiffeners on
the stiffness of shell is less than that of the wall thickness of shell. The quickest and
most convenient way to improve the strength and stiffness of the shell is to increase
its wall thickness. The mass of the whole shell will also be greatly increased. The
number and thickness of the stiffeners can be increased appropriately in order to
improve the stiffness of the body without causing a substantial increase in the mass
of the shell.

Then, the parameters of the shell are optimized. The optimization method is
MOCA method, and the boundary conditions and optimization objectives are:
minimum mass, minimum total shape variable, and load factor greater than 3. The
optimization results are: n = 3, H = 9.2975 mm, h = 23.134 mm, w = 7.218 mm.
Keep one decimal place: n = 3, H = 9.3 mm, h = 23.1 mm, w = 7.2 mm. At this
time, the maximum stress of the shell is 478.39 Mpa, which is less than the yield
stress, and the strength is qualified; Since the calculated critical load is often 3 to 5
times larger than the actual critical load [8], the safety factor should not be less than
3, that is, the load factor >3. In the result, the shell load factor is 3.0946>3, and the
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stability is qualified; the weight is 10.9 kg, which is 12.5% lighter than before the
optimization, achieving the goal of lightening.

The modal analysis of the shell before and after the optimization is carried out.
The natural frequency and mode shape results of the first six orders are as shown
in Fig. 5 and Table 1. It can be seen from the calculation results that the natural
frequency of the optimized shell has been improved, and its dynamic performance
has also been optimized.

4 Conclusions

In this paper, the main influence factors on the strength and stiffness of the pressure
shell are analyzed by using a finite element analysis method. It seems that the thick-
ness of shell has the greatest influence on the strength, stiffness and total mass of the
shell. With the increase of the number of stiffeners, the influence of the thickness of
stiffeners on the stiffness of the shell increases greatly. Therefore, in order to lighten
the shell, the number and thickness of stiffeners can be increased appropriately. In
addition, the existing shell is optimized, and the optimized shell is analyzed too. The
results show that the weight of the optimized shell is reduced by 12.5% on the basis
of meeting the requirements of strength and stability. Finally, the modal analysis of
the optimized shell shows that the natural frequencies of the optimized shell have
been improved.

This paper only analyzes the uniformly distributed stiffeners, and obtains better
optimization results, which proves that this analysis method is feasible and can be
used in practical engineering in the future. In addition, it can also analyze the non-
uniform distribution of stiffeners and stiffeners with different cross-section shapes,
and find out the best form of stiffeners, and apply it to practical engineering.
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Tablg 1 Comparison Of,the Mode Frequency after Frequency before
first six natural frequencies Lo S
L. optimization (Hz) optimization (Hz)

before and after optimization

1 1553.8 1513.1

2 1553.8 1513.1

3 1611.6 1768.7

4 1611.6 1768.7

5 2273.5 2044.4

6 2273.6 2044.4
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Emulational and Experimental Research )
on a Sugarcane Field Excitation Device e

Hanning Mo, Chen Qiu, Shangping Li, Guiqing He, Bang Zeng,
and Daiyun Yang

Abstract The vibration experiment of the sugarcane harvester is of significant value,
and it is mainly done in the sugarcane field. This method has low efficiency, poor
security and reliability. So, a sugarcane field excitation device is designed in this
paper based on the sugarcane field excitation signal already collected. The dynamic
characteristics of the sugarcane field excitation device are studied by using theoretical
analysis, simulation analysis and experimental research methods. The multi-body
dynamic model is studied by using rigid-flexible coupling simulation technology.
Based on the simulation results, the sugarcane field excitation device is manufactured.
The output frequency of the sugarcane field excitation device is calibrated by the
speed calibration method. Finally, based on the experimental optimization results,
the function of the sugarcane field excitation device is verified.

Keywords Excitation device - Sugarcane harvester + Dynamic simulation + Speed
calibration

1 Foreword

Sugarcanes are one of the main economic crops in the South of China. In China,
sugarcanes are mainly planted in hilly areas, but relatively low harvesting mecha-
nization degree is a big problem. It is calculated currently that Guangxi is the leading
sugarcane planting region in China, but its mechanized harvesting area is only about
1% in the whole planting area [1]. Itis difficult to promote mechanized cutting, which
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is affected by many factors such as costs, agricultural technologies, planting condi-
tions and so on. Additionally, another important factor cannot always be neglected,
that is, at present, mechanized sugarcane cutting may lead to a low ratoon cutting
quality. Sugarcane ratoons with a low cutting quality have many shoulders and flaws
in their fracture surfaces, which is easy to cause ratoons to break and affects the ratoon
budding rate of the next year. It is investigated that nowadays in our country, there
are some problems in adopted foreign machines for mechanized sugarcane cutting.
Specifically speaking, the sugarcane ratoon breaking rate is generally about 20% to
30%. Sometimes, the rate may be even to 40%. The poor ratoon cutting quality has
a severely influence on mass promotion of mechanized sugarcane harvesting [2, 3].

Aiming at what are mentioned above, scholars from home and abroad have done
a great amount of basic research. They undertook kinematics analysis on cutters
and did experiment research on the effect of cutting forces [4], cutting energies
and different cutting edge positions on the cutting quality [5—7]. Sugarcane-pressing
rollers, cutters and the interacting model between the cutter installing angle and the
space distance among saw teeth of cutting edges were analyzed [8]. Meanwhile, anal-
ysis on the effect of penetrating cutting on the cutting quality was also done [9]. In
most of researches mentioned above, the cutting quality was studied from the angle
of kinematics and cutting parameters [10]. Domestic scholars studied broken forms
of sugarcanes suffering from tensions, compressions, bending and torsion loads,
discussed broken forms and kinematics of sugarcanes under plain knives [11, 12]
and explored the cutting mechanism with combination of characteristics of the sugar-
cane stem material and mechanical properties of this material [13]. Other scholars
turned to the effect mechanism of field and machine structure factors on the ratoon
breaking rate [14, 15] and devoted their time to the sugarcane cutting mechanism from
the perspective of establishing structural and kinematic parameters of a especially
designed emulator of the sugarcane-cutter system [16], which provided a theoretical
basis for improving the sugarcane ratoon cutting quality.

Nevertheless, none of these researches were focused on characteristics of sugar-
cane field roughness and how the sugarcane field excitation can be obtained in labs
to avoid the low efficiency, the poor security and the bad reliability during experi-
ments in sugarcane fields. Sugarcane field roughness, cutting forces and the engine
cause vibrations of sugarcane harvesters. Among these three factors, sugarcane field
roughness plays the most major role in causing vibrations of sugarcane harvesters. It
is indicated by experiments and researches underwent by some researchers [17] that
vibrations of sugarcane harvesters have bad effects on the sugarcane cutting quality.
Therefore, it is necessary to study characteristics of sugarcane field roughness and
do simulated sugarcane cutting experiments under the sugarcane field excitation in
labs. After all, experiment conditions in labs are relatively much more controllable
than those in sugarcane fields which are easily affected by environmental factors
such as weathers, temperatures and so on.

The field excitation is transmitted to the frame and cutting system through the tire
when the sugarcane harvester is working on the sugarcane field. Due to laboratory
conditions, a sugarcane field excitation device is designed to analyze the vibration of
the frame caused by field excitation. So, the experiment of the sugarcane harvester
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Fig. 1 Field excitation signal with the sampling frequency at 100 Hz

can be carried out in the laboratory instead of sugarcane field. The field excitation
signal was collected in the sugarcane field in a suburb of Nanning city [18, 19].

The field excitation signal is low-frequency signal, and the frequency band with
the largest contribution is between 0.5 and 1.5 Hz. The energy of the road excitation is
most concentrated in the band of 0.5-3.5 Hz where the amplitude of each component
is within 1 mm (as shown in Fig. 1).

2 The 3-Dimensional Model of the Sugarcane Field
Excitation Device

The field excitation is transmitted to the frame and cutting system through the tire
when the sugarcane harvester is working on the sugarcane field. In the laboratory,
the unbalanced forces are produced by the eccentric mass blocks that rotate at high
speed.

The mass of the sugarcane harvester experiment platform is 1 ton, as showed in
Fig. 2. Two simulated sugarcane field excitation devices are placed on the front side
of the experiment platform while two shock absorbers are placed on the back side.
So, the sugarcane field excitation can be simulated in the laboratory.

The sugarcane field excitation device is a vibration isolation system which consists
of multiple parts. The design requirements are as follows: (1) the whole system can
work according to the designed motion, and it can ensure that the motion of each
part will not interfere with each other; (2) the vibration frequency and amplitude of
the sugarcane field excitation device should meet the experiment requirements [20].

According to the analysis results of the field excitation signal, the vibration
frequencies of the sugarcane field excitation device are set as 1, 1.5, 2, 2.5 and
3 Hz. The vibration is produced by the rotation of eccentric mass blocks dragged by
the motor. The virtual prototype is showed in Fig. 3.
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Fig. 3 Virtual prototype of the sugarcane field excitation device
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3 The Dynamics Model and the Mathematical Model
of the Self-developed Sugarcane Harvester Test Bed
with the Sugarcane Field Excitation Device

According to Fig. 2, the mechanics model of the self-developed sugarcane harvester
test bed with the simulated sugarcane field exciter can be simplified as a spring-mass
system as is shown in Fig. 4. Moreover, in fact, Fig. 4 is equivalent to one forth of
the self-developed sugarcane harvester test bed with the simulated sugarcane field
exciter in that a sugarcane harvester is symmetric.

In Fig. 4, the m; rectangle is equivalent to one of the four wheels of a sugar-
cane harvester. The m, rectangle is equivalent to one fourth of the body frame of a
sugarcane harvester. The mj3 rectangle is equivalent to the engine to drive this sugar-
cane harvester. F is equivalent to the field excitation force suffered by the wheel.
F is equivalent to the periodical force acting on the body frame of this sugarcane
harvester by the engine. . is equivalent to the periodical force acting on the engine
by its internal structures. K| and B; are respectively regarded as the equivalent stiff-
ness coefficient and the equivalent damping coefficient between the wheel, m; and
the sugarcane field. K, and B, are respectively regarded as the equivalent stiffness
coefficient and the equivalent damping coefficient between the wheel, m1 and the
one fourth of the body frame of this sugarcane harvester, m,. K3, B3, K4 and B4 are
equivalent to stiffness coefficients and damping coefficients respectively of the rear
and front anti-vibration pads of the engine. z;, z» and z3 are respectively vertical

Fig. 4 The mechanics F,} -
model of the self-developed

sugarcane harvester L J
experiment platform with the w3

simulated sugarcane field

exciter 134 Kﬂ
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displacements of m;, m, and mj3. According to forces in Fig. 4, there are only linear
displacements without any angular ones along the z axis in that all force are parallel
to the z axis.

According to the second Newton Law, the mathematical model of Fig. 4 is shown
in Eq. (1), in which the three mass blocks were chosen as study objects for force
analysis and zero deformation positions of springs were chosen at the equilibrium
point of this mechanics model under gravities of mass blocks without any external
forces.

mi1Z1 — Ba(22 — 21) + B1z1 — K2(z2 — z21) + K121 = F

maZy + Ba(22 — 21) — B3(23 — 22) — B4(23 — 22) + Ka(z2 — 21)
—K3(z3 —22) —Ka(zz3 —22) = F.

m3Z3 + B3(23 — 22) 4+ B4(23 — 22) + K3(23 — 22) + Ka(z3 —22) = F)

(D

Make Eq. (1) into a matrix form as shown in Eq. (2), which is actually a second
Newton Law equation.

MZ+BZ+KZ=F 2)
In Eq. (2), M is the mass matrix of the mechanics model, Fig. 4. Z is the displace-

ment matrix. B is the damping coefficient matrix. K is the stiffness coefficient matrix.
F is the external force matrix. These five matrixes are shown in Eq. (3) in detail.

mi
M = nop
ms
[ 21
Z=|2
| 23
"B,+ B —B 0
B = —B, By+ B3+ By —B3— By 3
. 0 —B3;— B, B3+ By
TKy+ K1 —K, 0
K = -K, Kr+ K3+ K4y —K3—Ky
0 —K3;— Ky K3+ Ky
- F
F=|F,
F
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4 Rigid-Flexible Coupling Simulation Based on ADAMS

Import the virtual prototype into the dynamics simulation software MSC.ADAMS,
and set the material properties and quality of each component. Add gravity in the Z
direction, so that the whole system is in the gravity field [21, 22].

According to the actual working condition of the exciter, the eccentric mass and
rotational speed are set as two parameters of the simulation experiment (as listed in
Table 1).

During the dynamics simulation, add a Marker point to the ground and the support
plate with hinge separately, and the two Marker points are coincident. Then, measure
their amplitudes in the Y and Z directions respectively. Set the simulation time to 5 s
and the simulation step to 50 steps.

The trend of the above picture is basically the same. The springs sway up and
down under the action of alternating force, and the amount of spring compression
changes uniformly with time. The specific deformations of the springs are as shown
in the above figures.

According to the simulation specific data, the results are shown in Table 2:

It is known from the simulation results:

(1)  Under no-load condition, the exciter can excite the frame at the frequencies of
1, 1.5, 2, 2.5, and 3 Hz, which can meet the influence of field vibration.

(2) The simulation data indicates that the amplitude of the exciter in the vertical
direction is substantially within 2 mm. But in actual work, except for the
vibration in the vertical direction, the exciter will vibrate in the horizontal

Table 1 Simulation parameters

Eccentric mass (kg) Rotational speed (r/min)
0 60

1 90

2 120

3 150

4 180

Table 2 Simulation results

Rotating speed
(r/min)

Vibration with
4 kg eccentric

Vibration with
3 kg eccentric

Vibration with
2 kg eccentric

Vibration with
1 kg eccentric

mass (mm) mass (mm) mass (mm) mass (mm)
60 2.2198 0.6841 0.5343 0.365
90 1.9361 0.743 0.6008 0.4061
120 1.4261 1.1731 0.9199 0.6553
150 1.1181 1.5592 1.227 0.8497
180 0.8086 1.9286 1.5874 1.0776
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direction. The vibration of the experiment platform will be increased. When
the simulated road surface vibration experiment is carried out, it can meet the
obvious requirements of the vibration of the experiment platform.

5 Experimental Research on the Sugarcane Field
Excitation Device

According to the design results, the sugarcane field excitation device manufactured
is shown in Fig. 5.

The single-factor experiment is carried out to experiment the no-load vibration
performance of the sugarcane field excitation device by changing the eccentric mass
and the eccentric shaft speed [23, 24]. The experiment system is shown in Fig. 6.

Fig. 5 The sugarcane field excitation device

Digital frequency Laser E
R L
converter velocimeter

sensor
sensor

Laser

Data
acquisition
instrument

Vibration test
bed

Fig. 6 Experiment system for vibration
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Table 3 Experiment Sequence | Factor
arrangement
Eccentric mass m (kg) | Eccentric shaft speed v
(m/s)
1 0 60
2 1 90
3 2 120
4 3 150
5 4 180

The factors of the vibration experiment are the eccentric mass m and the eccentric
shaft speed v. As shown in Table 3.

In order to fully understand the vibration performance of the sugarcane field
excitation device, the experiments of the vibration in the vertical direction are
arranged.

A laser tachometer is used to measure the eccentric shaft speed in this experi-
ment. By recording the output frequency of the inverter corresponding to the current
display value of the tachometer, the frequency value is used as the standard for speed
adjustment, which is called speed calibration method. The speed calibration Table 4
is as follows.

The amplitudes with 0 kg eccentric mass, 1 kg eccentric mass, 2 kg eccentric
mass, 3 kg eccentric mass, and 4 kg eccentric mass at different speeds are shown in
Fig. 7.

The speed calibration table shows that the excitation frequency of the sugarcane
field excitation device ranges from 1.3 to 4.8, which satisfies the result of the main
energy band of the field excitation of 1-6 Hz.

The experiment results showed that:

Table 4 Speed calibration

Output frequency of | Eccentric shaft Excitation
the inverter (Hz) speed (r/min) frequency (Hz)
5 80 13

6 112 1.87

7 134 2.23

8 155 2.58

9 170 2.83

10 190 3.16

11 212 3.53

12 230 3.83

13 251 4.18

14 270 4.5

15 289 4.81
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Fig. 7 The vibration invertical direction

In the vertical vibration, the vibration amplitude ranges from 0.075 to 1.3 mm
when the eccentric mass is 4 kg. The vibration amplitude ranges from 0.05 to 1.2 mm
when the eccentric mass is 3 kg. The vibration amplitude ranges from 0.025 to
1.13 mm when the eccentric mass is 2 kg. The vibration amplitude ranges from
0.02 to 0.15 mm when the eccentric mass is 1 kg. The no-load experiment data
initially shows that low-frequency with high-amplitude and high-frequency with
low-amplitude excitation can be achieved by changing the magnitude of the eccentric
mass. The excitation performance satisfies the design requirements.

In summary, the sugarcane field excitation device can satisfy the field excitation
requirements.

6 Conclusions

1. According to the analysis of field excitation signal, the sugarcane field excitation
device was designed.

2. The multi-body dynamic model was studied by using the software
MSC.ADAMS. Simulation results show that the vibration exciter can meet the
experiment requirements. Based on the simulation results, the sugarcane field
excitation device was manufactured.

3. The sugarcane field excitation device was calibrated by speed calibration
method, and the vibration of the z phase of the exciter at no load was recorded.
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The experiment results show that the sugarcane field excitation device can satisfy
the field excitation requirements well.
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Factors of the Sugarcane Ratoon Cutting | @i
Quality Under Vibration Conditions

Chen Qiu, Hanning Mo, Shangping Li, Guiqing He, Bang Zeng,
and Daiyun Yang

Abstract Aimed at improving the sugarcane ratoon cutting quality of sugarcane
harvesters for hilly areas, a sugarcane harvester experiment platform was developed.
During sugarcane cutting experiments, flaws may appear in sugarcane ratoons. The
flaw number, thickness and length were measured. An experiment index, y was
introduced as the comprehensive cutting quality evaluating value of the sugarcane
ratoon cutting quality by the improved entropy method with these three parameters.
A regressive mathematical model was set up by orthogonal experiments and to study
effects of the vibration frequency, the vibration amplitude, the cutter rotating velocity,
the sugarcane feeding velocity and the cutter installing angle on the sugarcane ratoon
cutting quality. It is shown in experiments that there is a strong linear relationship
among y, vibration amplitude and frequency and the amplitude as well as frequency
had great effects on y while the moving velocity, the cutter rotating velocity and the
cutter installing angle had relatively less significant effects on y. According to the
fact whether the effect on y is significant, the significance order is as follows, the
vibration amplitude, frequency, the sugarcane feeding velocity, the cutter rotating
velocity and the cutter installing angle. Interaction between the vibration amplitude
and frequency and that between the amplitude and the cutter rotating velocity also
have effects on y. In details, the greater the vibration amplitude and frequency are, the
greater y will be, which means the worse the sugarcane ratoon cutting quality will be.
The greater the vibration amplitude and the cutter rotating velocity are, the greater
y will be. This research was done to study the effect mechanism of the sugarcane
ratoon cutting quality and lay the foundation of design and development of sugarcane
harvesters with a high sugarcane ratoon cutting quality for hilly areas.

C. Qiu - H. Mo (X))
College of Light Industry and Food Engineering, Guangxi University, Nanning 530004, China
e-mail: 1433025842 @qq.com

School of Mechanical and Material Engineering, Wuzhou University, Wuzhou 543000, China

S.Li
College of Electronic Information, Guangxi University for Nationalities, Nanning 530006, China

G. He - B. Zeng - D. Yang
School of Mechanical Engineering, Guangxi University, Nanning 530004, China

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 69
H. Zhang et al. (eds.), Proceedings of IncoME-VI and TEPEN 2021,

Mechanisms and Machine Science 117,

https://doi.org/10.1007/978-3-030-99075-6_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99075-6_7&domain=pdf
mailto:1433025842@qq.com
https://doi.org/10.1007/978-3-030-99075-6_7

70 C.Qiuet al.
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1 Introduction

Sugarcanes are one of the main economic crops in the South of China. In China,
sugarcanes are mainly planted in hilly areas, but relatively low harvesting mecha-
nization degree is a big problem. It is calculated currently that Guangxi is the leading
sugarcane planting region in China, but its mechanized harvesting area is only about
1% in the whole planting area. It is difficult to promote mechanized cutting, which
is affected by many factors such as costs, agricultural technologies, planting condi-
tions and so on. Additionally, another important factor cannot always be neglected,
that is, at present, mechanized sugarcane cutting may lead to a low ratoon cutting
quality. Sugarcane ratoons with a low cutting quality have many shoulders and flaws
in their fracture surfaces, which is easy to cause ratoons to break and affects the
ratoon budding rate of the next year. It is investigated that nowadays in our country,
there are some problems in adopted foreign machines for mechanized sugarcane
cutting. Specifically speaking, the sugarcane ratoon breaking rate is generally about
20-30%. Sometimes, the rate may be even to 40%. The poor ratoon cutting quality
has a severely influence on mass promotion of mechanized sugarcane harvesting
[1-4].

Aiming at what are mentioned above, scholars from home and abroad have done
a great amount of basic research. They undertook kinematics analysis on cutters and
did experiment research on the effect of cutting forces, cutting energies and different
cutting edge positions on the cutting quality. Sugarcane-pressing rollers, cutters and
the interacting model between the cutter installing angle and the space distance
among saw teeth of cutting edges were analyzed. Meanwhile, analysis on the effect
of penetrating cutting on the cutting quality was also done. In most of researches
mentioned above, the cutting quality was studied from the angle of kinematics and
cutting parameters. Domestic scholars studied broken forms of sugarcanes suffering
from tensions, compressions, bending and torsion loads, discussed broken forms and
kinematics of sugarcanes under plain knives and explored the cutting mechanism
with combination of characteristics of the sugarcane stem material and mechanical
properties of this material. Other scholars turned to the effect mechanism of field
and machine structure factors on the ratoon breaking rate and devoted their time
to the sugarcane cutting mechanism from the perspective of establishing structural
and kinematic parameters of a especially designed emulator of the sugarcane-cutter
system, which provided a theoretical basis for improving the sugarcane ratoon cutting
quality [5, 6]. Nevertheless, none of these researches were focused on the effect of
axial vibrations of cutters on the ratoon cutting quality. In sugarcane fields, it is not
possible to avoid axial vibrations of cutters because of a great number of vibrations
actuating factors. It is indicated by experiments and researches underwent by some
researchers that axial vibrations of cutters are closely connected with the ratoon
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cutting quality. Therefore, it is necessary to do a further research on effects of axial
vibrations of cutters and its relative factors on the sugarcane ratoon cutting quality
[7, 8].

In this paper, a series of sugarcane cutting experiments were conducted through
the experiment platform designed by our research group to study effect principles of
axial vibration amplitudes and frequencies of cutters and relative cutting parameters
on the ratoon cutting quality. On this basis, effects of following parameters on the
sugarcane ratoon cutting quality were further studied, such as the vibration amplitude,
frequency, the sugarcane feeding velocity, the cutter installing angle and the cutter
rotating velocity etc. In addition, the quantitative relationship expression of the ratoon
cutting quality, the amplitude, the frequency, the sugarcane feeding velocity, the cutter
installing angle and the cutter rotating velocity was set up, which is an important
theoretical basis for the innovative design theory of cutter structures of sugarcane
harvesters.

2 The Self-developed Sugarcane Harvester Experiment
Platform

In sugarcane fields, there are many factors which may actuate sugarcane harvesters,
such as force unbalances of cutters, road roughness, vibrations of rotating compo-
nents and so on. Axial cutter vibrations may appear, which in fact will lead sugarcanes
to the relative displacement effect between a certain frequency and amplitude in the
axial direction. In order to study this effect on the sugarcane ratoon cutting quality, an
experiment platform was designed to make moving sugarcanes and cutters generate
controllable relative displacements with certain frequencies and amplitudes in the
axial direction. What’s more, this device then made sugarcanes cut down by the
cutters, which is analogous to the practical situation in the field. Plus, breakage situ-
ations of sugarcane ratoons were observed and relative principles were obtained by
the statistical method.

These experiments were conducted through the sugarcane harvester experiment
platform designed by our research group. Its structure sketch and the manufactured
experiment platform are illustrated in Fig. 1. It is mainly composed of the sugarcane-
feeding device, the feeding device, the cutting device and eccentric vibration devices.
Sugarcanes were fixed in the sugarcane-feeding device shown as the No. 1 part in
Fig. 1 by the sugarcane-clamping device shown as the No. 2 part in Fig. 2 and its
stepless velocity controlling and reversing were achieved by a velocity-adjusting
motor with a variable frequency controller and a reducer, which can imitate moving
velocities of a sugarcane harvester. The structure of the sugarcane-clamping device
and the manufactured the sugarcane-clamping device are indicated in Fig. 2. A sugar-
cane was inserted into a socket which is fixed by 8 springs to imitate the tightening
effort of soils. Cutters shown as the No. 4 part in Fig. 1 both consist of 2 disks both
with a 450 mm diameter connected with blades all of an 80 mm length and a 5 mm
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1. The sugéircane—feeding device 2. The sugarcane-clamping device 3..?1;e feeding
platform 4. The cutting device with double blades 5. The fixed hinged support of the
platform 6. The cutter holder 7. The hold-down spring 8. The position-limiting device

9. The eccentric vibrating device 10. The eccentric wheels

Fig. 1 The comprehensive structure sketch of the experiment platform

Fig.2 The
sugarcane-clamping device

thickness. Cutter installing angles can be adjusted and the cutters were driven by
a stepless velocity-controlling motor. A reverse magnetic value was used to make
the cutters begin and stop running as well as positively and negatively rotating. The
eccentric vibration device shown as the No. 9 part in Fig. 1 was used to make the
feeding platform shown as the No. 3 part in Fig. 1 repeatedly swing around the fixed
hinged support shown as the No. 5 part in Fig. 1, which can obtain vibrations in the
axial direction just in sugarcane cutting points. Amplitudes and frequencies of this
kind of vibrations are dependent on the eccentric distance of eccentric wheels and
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Table 1 Calculating expressions of the sugarcane ratoon cutting quality
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x;j is the value of the evaluation index, in which j = 1, 2, 3, respectively corresponding to the
number of cracks and the crack thickness and length, i = 1. m is the number of experiments

the frequency of the motor, which is used to stimulate axial vibrations generated by
cutters and harvesting machines under external excitations in sugarcane fields.

3 Evaluation Indexes

The comprehensive cutting quality evaluating value includes the number of ratoon
cracks, crack thicknesses and lengths. These three indexes all have effects on the
ratoon cutting quality and they were denoted as x;; during experiment data processes.
However, it is difficult to only use one index to evaluate the cutting quality, so it is
necessary to use a comprehensive one combining all these three indexes. In this paper,
the improved entropy method was used to calculate the comprehensive evaluation
index, y of the cutting quality. y is called the comprehensive cutting quality evaluating
value. The greater y is, the poorer the sugarcane cutting quality will be. Calculating
expressions of y are shown in Table 1.

4 Orthogonal Experiments

In this experiment, No. 20 Guitang sugarcanes just harvested were adopted, which
is shown in Fig. 3. Bodies of these sugarcanes were straight and their leaves as well
as burrs were wiped off. Their average diameter was 28 £ 3 mm. 1000 mm lengths
upward roots were chosen.

During these experiments, a laser displacement-measuring system shown in Fig. 4
was used. It consists of a laser displacement sensor (LK-G150A), a controller (LK-
G3001A), a power transformer (MS2-H50), a laptop and related measuring software
(LK-H1W). This system was used to measure vibration amplitudes of the feeding
device shown as the No. 3 part in Fig. 1 in the axial direction near sugarcane cutting
points.

A laser velocity meter (AR926) was used to measure rotation velocities of the
cutters shown as the No. 4 part and eccentric wheels shown as the No. 10 part in
Fig. 1.

A vernier caliper whose accuracy is 0.02 mm was used to measure crack lengths
and thicknesses of incisions of sugarcane ratoons.
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Fig. 3 No. 20 Guitang
sugarcanes

Fig. 4 Laser displacement
measurement system

Sugarcane cutting experiments were made up with orthogonal experiments. The
clamping device driven by a motor is fixed on the feeding device. Sugarcanes were
inserted in the clamping device. Sugarcane feeding velocities were set up through the
velocity-adjusting device with controlling frequencies to imitate the moving velocity
of harvesting machines. Meanwhile, the laser displacement-measuring system was
used to measure amplitudes of the cutters at sugarcane cutting points. Factors relative
with these experiments were amplitudes in the axial direction, vibration frequencies,
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Table 2 Factors and levels of the orthogonal experiment

75

Factors Levels

1 2
Frequency (x1)/Hz 9 6
Amplitude (x2)/mm 6.5 3.5
The rolling speed of the cutter (x3)/rpm 700 600
The moving speed (x4)/m s7! 0.6 04
The installing angle of the cutter (x5)/° 10° 0°

sugarcane feeding velocities which imitate sugarcane harvester moving velocities,

cutter installing angles and cutter rotating velocities.

Purposes were to observe effects of vibration amplitudes, frequencies, sugarcane
feeding velocities, cutter installing angles and rotation velocities of the cutters on the
ratoon cutting quality. Factors and levels of the orthogonal experiment are shown in
Table 2 (5 factors and 2 levels). Design on the orthogonal experiment is shown in Table
3. The index of this experiment is the comprehensive evaluation index, y. Results
are indicated in Table 4. Variance analysis on results of orthogonal experiments is

shown in Table 5.

Table 3 Design on the orthogonal experiment

No | Factors

x1 (Frequency) |x2 (Amplitude) |x3 (The rolling |x4 (The moving | xs (The cutter

speed of the speed) angle)
cutter)

1 1 1 1 1

2 1 1 1 2 2

3 1 1 2 1 2

4 1 1 2 2 1

5 1 2 1 1 2

6 1 2 1 2 1

7 1 2 2 1 1

8 1 2 2 2 2

9 2 1 1 1 2

10 |2 1 1 2 1

11 |2 1 2 1 1

12 |2 1 2 2 2

13 |2 2 1 1 1

14 |2 2 1 2 2

15 |2 2 2 1 2

16 |2 2 2 2 1
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Table 4 Results of orthogonal experiment

No | Factors
x1 (Frequency) |x2 (Amplitude) |x3 (The x4 (The | x5 (The |y (The

rotation feeding | cutter comprehensive
speed of speed) angle) cutting quality)
the cutter)

1 1 1 1 1 1 1

2 1 1 1 2 2 0.7118

3 1 1 2 1 2 0.6981

4 1 1 2 2 1 0.5191

5 1 2 1 1 2 0.0518

6 1 2 1 2 1 0.25

7 1 2 2 1 1 0.4618

8 1 2 2 2 2 0.1037

9 2 1 1 1 2 0.4672

10 |2 1 1 2 1 0.34

1 |2 1 2 1 1 0.5382

12 |2 1 2 2 2 0.2691

13 |2 2 1 1 1 0.1418

14 |2 2 1 2 2 0

15 |2 2 2 1 2 0.3909

16 |2 2 2 2 1 0.2309

Table 5 Variance analysis on results of orthogonal experiments

Source Sum of squares | Freedom degree | Variance | F P

Corrected model 0914 6 0.152 6.353 0.007

Intercept 2.361 1 2.361 98.451 |<0.001

Frequency 0.129 1 0.129 5.395 0.045

Amplitude 0.531 1 0.531 22.151 0.001

The rotation speed | 0.034 1 0.034 1.414 0.265

The feeding speed | 0.114 1 0.114 4.774 0.057

The angle 0.005 1 0.005 0.224 0.647

Error 0.216 9 0.024

Total 3.491 16

Corrected total 1.130 15
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It is shown according to Table 5 that under the experiment condition, there are
results as follow.

(1)  When the F value of vibration amplitudes was 22.151, P < 0.01, there was an
extremely significant effect.

(2)  When the F value of vibration frequencies was 5.395, P < 0.05, there was a
significant effect.

(3) When the F value of feeding velocities was 4.774, P < 0.1, there was a great
effect.

(4)  When F values of cutter installing angles and cutter rotating velocities were
respectively 0.224 and 1.414, P values were respectively 0.647 and 0.265 which
are both greater than 0.1, there was an insignificant effect.

(5) Influencing degrees of factors of these experiments are as follow, that is, vibra-
tion amplitudes > vibration frequencies > feeding velocities > cutter rotating
velocities > cutter installing angles.

It turns out according to variance analysis on results of these experiments that
when the cutters cut sugarcanes, vibration amplitudes and frequencies will be major
influence factors among all factors influencing the cutting quality if large amplitudes
and frequencies of the cutters exist.

5 Analysis for Interaction Effects on the Experiment Index

Figure 5 is the curve of effects of interaction between the vibration frequency and
amplitude on the comprehensive cutting quality. Other factors should be set to be
in the level of 0 when the curve was drawn. According to Fig. 5, when vibration
frequencies and amplitudes increase at the same time, their interaction effect will

¥2/fmm U T

x1fHz

Fig. 5 The simulating calculation results of the interaction effect of the vibration frequency and
amplitude
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¥3lrpm o w2/mm

Fig. 6 The simulating calculation results of the interaction effect of the vibration amplitude and
cutter rotation speed

make the comprehensive cutting quality evaluating value greater, which means the
worse cutting quality. When vibration frequencies and amplitudes decrease at the
same time, their interaction effect will make the comprehensive cutting quality value
smaller, which means the better cutting quality. With the same vibration frequency,
the greater the vibration amplitude is, the greater the comprehensive cutting quality
evaluating value will be, that is, the worse the cutting quality will be and vice versa.
With the same vibration amplitude, the greater the vibration frequency is, the greater
the comprehensive cutting quality evaluating value will be, that is, the worse the
cutting quality will be and vice versa.

Figure 6 is the graph of the effect of interaction between vibration amplitudes
and cutters rotating velocities by the same handling method. According to Fig. 6,
with a certain cutter rotating velocity, it will cause the comprehensive cutting quality
evaluating value to be greater when the vibration amplitude increases, that is, the
cutting quality will be worse. While with the same vibration amplitude, it will make
the comprehensive cutting quality value smaller when the cutter rotating velocity
increases, that is, the cutting quality will be better. If the two factors increase at the
same time, the comprehensive cutting quality evaluating value will be greater, that
is, the cutting quality will be worse.

6 Conclusions

(1) The improved entropy evaluation method was adopted to take the number of
sugarcane cracks, crack thickness and crack length as single comprehensive
cutting quality evaluating values of the comprehensive cutting quality. Under
experiment conditions, there is a high linear relationship between vibration
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amplitudes or frequencies and the sugarcane cutting quality. Linear coefficients
between vibration amplitudes or frequencies and the sugarcane cutting quality
are respectively 0.997 (in the level of 0) and 0.918 (in the level of 0.05).
The greater the vibration amplitude is, the worse the cutting quality will be.
The greater the vibration frequency is, the worse the cutting quality will be.
In structural design on harvesters, cutter vibrations should be managed to be
decreased.

(2) Effects of vibration amplitudes, vibration frequencies feeding velocities, cutter
rotating velocities and cutter installing angles on the comprehensive cutting
quality evaluating value were compared by orthogonal experiments. It is shown
by analysis results that under experiment conditions, among these 5 effect
factors, effects of vibration amplitudes and frequencies are significant while
effects of feeding velocities, cutter rotating velocities and cutter installing
angles are insignificant. Effect degrees of these 5 factors on the comprehen-
sive cutting quality evaluating value are as follow, i.e., vibration amplitudes >
vibration frequencies > feeding velocities > cutter rotating velocities > cutter
installing angles.

(3) Under experiment conditions, there is an interaction effect between vibra-
tion amplitudes and frequencies on the comprehensive cutting quality evalu-
ating value. The effect principle is that the greater the vibration amplitude and
frequency are, the greater the comprehensive cutting quality evaluating value
will be, which means the cutting quality will be worse. The interaction effect
between vibration amplitudes and cutter rotating velocities on the comprehen-
sive cutting quality evaluating value is that if the two factors increase at the
same time, the comprehensive cutting quality evaluating value will be greater,
that is, the cutting quality will be worse.
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Abstract Taking sands as the research object, the influences of changes in particle
sizes on the simulation results were analyzed in the simulation test based on DEM
(Discrete Element Method) using tests and comparative simulation methods, so as
to study the influences of particle changes on simulation results in the simulation
process using DEM. According to the simulation using particles of varied sizes, the
angle of repose is changed marginally with minor errors in the test of the angle of
repose. Also, particle size has insignificant influence on the simulation results in the
test of the angle of repose. That is to say, the simulation test of the angle of repose is
less sensitive to the particle size. However, particle size exerts a remarkable influence
on the simulation result in the vane shear test. Specifically, when the particle size
is changed, then the maximum torque of the vane will be significantly fluctuated,
indicating that the vane shear test is highly sensitive to the particle size. When the
magnification factor m < 4, the variation trend of torque will be consistent with
reality. In that case, the particle magnification should be less than 4 times.
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1 Introduction

The discrete element method (DEM) is a calculation model proposed for the study
of the large-scale gradual movement of the rock system and a numerical calculation
method for solving the non-continuum problem first developed by Cundall, P.A and
Strack, O.D.L in the 1970s [1-3]. Since then, DEM has been extensively applied
in numerical simulations of a variety of fields such as geotechnical engineering,
agricultural engineering, industrial engineering, pharmaceutical engineering, and
automotive engineering [4, 5].

Sand featuring scatterer, heterogeneity, and natural variability, is a three-phase
system consisting of solid particles, water and gas [6]. And the finite element method
(FEM) and DEM are primary methods used for analyzing the simulation of the
sand model. To be concrete, FEM is to calculate the force in accordance with the
continuum-based concept by taking the object as a continuum. Nevertheless, sand is
a non-continuum that is comprised of discrete solid particles. In that case, mechan-
ical properties between sand particles cannot be accurately obtained using FEM. In
consequence, DEM has been increasingly applied in sand simulation and modeling.
YC Zhou, BD Wright, et al. concluded that the rolling friction coefficient between
particles might exert an influence on the value of angle of repose based on the anal-
ysis of influencing factors of the angle of repose in the numerical simulation of sand
accumulation [7]. Liu D. et al. analyzed the influence of varied particle shapes on the
simulation results, and concluded that polyhedral particles can better reflect the real-
istic shape of rock filling than spherical particles, and also realistically simulate the
real strength of the rock filling body in the discrete element numerical simulations on
the rock filling body using polyhedral particles and spherical particles, respectively
[8]. Liu J. et al. simulated the magnified particles in the meso-simulation of discrete
elements based on sands of various grain diameters and revealed that the greater the
particle size, the greater the sliding friction between particles through the simulation
of particle diameter [9]. Dong Y. studied the influence of particle sizes on the simu-
lation results through scaling up in the numerical simulation process of 3D discrete
elements [10]. By summing up previous findings, it is found that most studies have
improved simulation speed by magnifying particles, whereas the theoretical basis
for particle magnification has been rarely proposed, and there is a lack of separate
research on the influence of particle amplification itself on the simulation results.

In response to these deficiencies, this paper first measured the physical properties
such as apparent density, moisture content, average particle size, and shape of the sand
through experiments. Then, the test of angle of repose and the vane shear test were
performed. Next, a simulation model conforming to the real test scale was established
using the EDEM software. After that, the influence of magnified simulation particles
on the simulation results was studied by comparing the test and the simulation result.

The technical roadmap is presented as follows (Fig. 1).
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Fig. 1 Technical roadmap

2 Theoretical Analysis

The basic idea behind DEM is to separate the discontinuum into a collection of rigid
elements before the iterative calculation of the force and position of the particle based
on Newton’s second law equation. And the principle of DEM is the Hertzian-based
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Fig. 2 Vibration model of DEM

normal force contact theory and the tangential force contact theory based on the
research result of Mindlin-Deresiewicz. Since damping components can be found in
normal force and tangential force, the damping coefficient depend on the coefficient
of restitution. Tangential friction conforms to Coulomb’s law of friction, and rolling
friction is achieved together with the contact-independent directional constant torque
model. The normal force and the tangential force between particles can be obtained by
calculating the overlap between particles since rigid contact exists between particles
[11-14] (Figs. 2 and 3).

3 Test and Model Simulation

Sand, a typical free-flowing material that is suitable for test operations, was taken as
the material object of the experimental study. Moreover, sand cannot be simulated
in line with its real distribution of particle size in the field of engineering simulation
because of its small particle size. In that case, sand was selected as the object of
study in this paper.
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Fig. 3 Contact model of
DEM

Particle A

o

Table 1 Physical parameters

Parameters Value Unit
of sand

Solid density 2.67 g/em?

Bulk density 1.694 g/cm?

Moisture content 0.4% -

Average diameter 2.26 mm

Shape Irregular -

3.1 Determination of Physical Properties of Sands

Dry sand was sampled under natural conditions for test in order to determine its
physical properties parameters and provide a basis for selecting an appropriate simu-
lation contact model. Its physical parameters were obtained through a wide range
of soil mechanics tests, including moisture content test, particle analysis test, and
accumulation density test (Table 1, Figs. 4, 5 and 6).

3.2 Establishment of the Sand Particle Simulation Model

EDEM software was used as the discrete element simulation software. Simulation
parameters for the model should be first defined in the simulation process of sand. By
doing so, simulation parameters can be match with the actual parameters. Intrinsic
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Fig. 4 Soil mechanics test. a Bulk density test, b gradation test

parameters, contact parameters and contact model parameters are major parameters
affecting the simulation results.

Among them, intrinsic parameters include particle material density, Poisson’s
ratio, shear modulus, particle shape, and particle size distribution. The intrinsic
parameter of the sand was known based on previous experiments and related litera-
ture. Besides, it should be considered that the actual sand shape cannot be charac-
terized in the simulation process due to the characteristics of the discrete element
software. Rahul Bharadwaj et al. showed that the use of simplified non-spherical
particles in the simulation process has a minor influence on the simulation results for
the materials of irregular shapes in related studies [15]. Hence, a double-spherical
particle model with the single-sphere diameter of d = 2.26 mm and the aspect ratio
of 1.2 was constructed in line with the real average particle size measured in the test
in the first sand modeling process (Fig. 7).

The coefficient of restitution, static friction coefficient, and rolling friction coef-
ficient are contact parameters between sand particles. According to the DEM model,
contact parameters that directly reflect mechanical properties at the macro level exert
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Table 2 Contact parameters
. . Parameters Value
of the simulation model
Coefficient of restitution 0.8
Coefficient of static friction 1.18
Coefficient of rolling fraction 0.25

a direct influence on the simulation results. Contact parameters are determined by
referring to related literature [10, 12—18], as shown in Table 2.

The Hertz-Mindlin (no slip) contact model was selected since the micro force
such as the liquid bridging force between sand particles can be ignored with the
moisture content of sand being 0.4% measured above [19].

3.3 Experiment and Simulation

The test of indoor angle of repose and the vane shear test were conducted for compar-
ison, so as to study the influence of size magnification of simulation particles on the
simulation results. The magnification coefficient of the single sphere size of particles
in the simulation is set to m (when m = 1, no magnification will be performed. It
remains the original particle size) as required, and the aspect ratio of the magnification
coefficient 1 <m < 5is 1.2 (Fig. 8).

Test and simulation of angle of repose. The test of the indoor angle of repose
was performed by lifting a cylindrical material pipeline made of an acrylic pipe with
a diameter of 50 mm. At first, 500 g of sand was added to the material pipeline.
And then, the material pipeline was lifted at the speed of 1 m/s to make the sand in
the pipeline fall freely. After that, the angle of repose was measured when the sand
accumulation was stable (Fig. 9). To ensure the accuracy of the test results, contours
of the sand accumulation were recorded from two vertical observation directions
using cameras in each test. At last, the angle of repose could be determined with
the help of the image processing software. After repeating the test for four times
(Fig. 10), it can obtain that the average angle of repose of the sand is 27.675° (Table
3).

5d

¢

4.8d

6d
(a) (b) (c) (d

Fig. 8 Different sizes of simulation particles
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Fig. 10 Angle of repose of sand

Table 3 Result of angle of repose test

Test (a)

(b)

(©

(@

Angle of repose 27.10°

28.30°

27.70°

27.60°

Average 27.675°
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Particle velocity

={.6m/s

(c) (d) (e)

Fig. 11 Scheme of simulation of angle of repose test

(a) (b)

In the simulation process of the angle of repose test, particles of specified quality
were firstly generated in the material pipeline model. Then the material pipeline
model was lifted at a constant speed upon the stable collection of particles. Next,
particles flew out of the material pipeline model and accumulated (Fig. 11). The angle
of repose was measured after particles accumulation was stable. Intrinsic parameters
and contact parameters of simulated particles were set as above. Magnification coef-
ficients of particles were settom = 1, 1.5, 3 and 5, respectively. At the same time, the
lifting speed of the material pipeline and the simulation duration were set to 1 m/s
and 2 s, respectively. The angle of repose was measured using the post-processing
tool of the software after the simulation is completed, as shown in Fig. 12. Results
are shown in Table 4.

In the test of the angle of repose, when the magnification coefficient is within 1 <
m < 5, a small error will be observed in the simulation result. The maximum value
is 5.15%. Apparently, magnifying simulation particles within a certain range has a

Ry
26. 802 5 S:""‘ "‘i 3
q&.g::,..., SRERON

- c..?l.y; :
o “\:" - . 4 . - % "
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-
Ay %% "*;nni‘. ".‘ '.
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Fig. 12 Simulation results of angles of repose under different particle sizes (magnification). a 1
time, b 2 times, ¢ 3 times, d 4 times

Table 4 Simulation result of angles of repose under different particle sizes

Particle size (magnification) 1.0x 1.5%x 3.0x 5.0x
Simulation value 27.68° 26.80° 26.25° 27.79°
Error (%) 0.02 3.16 5.15 0.42
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Fig. 13 Vane shear apparatus

small influence on the simulation results. Also, the simulation test of the angle of
repose is less sensitive to the diameter of the simulated particle.

Vane shear test. Vane shear test is a test to measure the shear strength of soft
soils. The vane shear apparatus used is shown in Fig. 13. Concretely, the stepping
motor drives the vane equipped with a torque sensor to rotate at a certain speed. And
the torque sensor can measure the real-time torque of the vane and transmits the data
to the data collector for recording with the software.

Before the test, 1500 g of sand samples were loaded into a container. At the
same time, a vane of the specialization of ® 38.1 mm x h76.2 mm was selected; the
rotational speed was set as 0.1°/s; and the test duration was 180 s.

Then, a simulation model was established according to the ratio of 1:1 with the real
test. Also,m =1, 1.5, 3,4, 4.5 and 5 were considered as amplification coefficients of
simulated particle sizes, respectively. Relevant parameters are the same as above, and
the total mass of particle and motion parameter settings of components are consistent
with the real test, as shown in Fig. 14.

Simulation results with different magnification coefficients are compared in Table
5 and Figs. 15 and 16. Evidently, the change in particle size has a significant influ-
ence on the simulation results in the simulation of the vane shear test. Besides, the
simulation results are highly sensitive to particle size. When the magnification coef-
ficient is m < 4, the variation trend of the torque curve will be consistent with the
actual test curve. When the magnification coefficient is m > 4, the variation of the
simulation curve will be on the rise as a whole with a sharp increase witnessed at a
certain moment. It is greatly different from the variation trend of the real test curve.

When magnification coefficients are m = 1, 1.5, 3 and 4, the maximum torques of
the vane are 2.41, 0.806, 0.756 and 0.681 Nm. Also, the maximum torque is gradually
decreased with the increase of the magnification coefficient. Errors of the simulated
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Fig. 14 Vane shear test and simulation model

Table 5 Simulation result of Vane shear test with different particle diameters

Particle size (magnification) 10x  |15x  [30x  [40x  [45x  [50x
Maximum torque of the text 2.27 N-m

Value of the simulation (Nm) 2.41 0.806 0.756 0.681 5.98 5.06
Error (%) 6.16 64.5 66.7 70 163.4 122.9

value and the experimental value are 6.16%, 64.5%, 66.7%, and 70% respectively.
The variation curve of the error value is presented in Fig. 17. When the magnification
coefficientis 1 <m < 1.5, the error value will present a fast rate of change. But when
1.5 <m < 4, the rate of changed error value will be slightly on the rise.

4 Conclusions

In this paper, the test of the angle of repose and the vane shear test were performed
on the naturally-dried sand to discuss the influences of particle amplification on the
simulation results, in response to the deficiencies in particle magnification for the
existing discrete element simulation study. Conclusions are made as below:

(1) In the test of the angle of repose, magnifying simulation particle size within a
certain range has a minor influence on the simulation results, and the simulation
particle size is less sensitive to the simulation test of the angle of repose.

(2) Inthevane shear test, the change in the simulation particle size has a remarkable
influence on the simulation results. Moreover, the change in particle size exerts
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a great impact on the friction and the micro force between particles, directly
affecting the shear strength of the accumulation of simulation particles.

Based on the comparison of simulation tests, when particles should be ampli-
fied to improve simulation efficiency, the magnification coefficient should be
controlled at m < 4. In the meantime, the simulation parameters should be also
re-calibrated using at least two methods. Only by doing so can the simulation
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be more consistent with the reality, thus raising the accuracy of the simulation
results.
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Wind Turbine Condition Monitoring m
Based on SCADA Data Co-integration L
Analysis

Chao Zhang, Guanghan Zhao, and Yue Wu

Abstract A wind turbine condition monitoring method based on cointegration anal-
ysis is proposed. The co-integration residual obtained by the co-integration process
of the SCADA data of the wind turbine is used for monitoring the operation state of
the wind turbine. Take the experimental data of a 1.5 MW doubly-fed wind turbine
from Jinjie Company in Baotou City, Inner Mongolia, under different environmental
and operating conditions, and conduct experiments on the proposed method. The
method was tested with known failure cases. The results show that this method can
effectively monitor the running status of wind turbines.

Keywords Cointegration analysis + Condition monitoring + Non-stationary - Wind
turbine

1 Introduction

Wind turbines are the core equipment for wind power generation. Since wind farms
are generally located in areas with complex environments, the generators are greatly
affected by the environment during operation. Once they fail, they will cause serious
economic losses. Therefore, it is particularly important to carry out the monitoring
of the operation status of wind turbines. The existing condition monitoring method
is realized by monitoring the mechanical parameters, among which the more widely
used parameters are temperature, oil and so on. The SCADA system, that is, the data
acquisition and monitoring control system, plays an important role in the field of
wind power generation, monitoring parameters including wind speed, rotation speed,
temperature, electrical energy, and power. Through the analysis of these data, real-
time monitoring and status evaluation of the operating status of the wind turbine can
be carried out. However, due to the complex working environment of the wind turbine
and the influence of the environment and the operation of the wind turbine itself, the
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reliability of the SCADA data analysis results of the wind turbine is insufficient,
and the fault parameters cannot be accurately found from the data collected by
the SCADA system, which will eventually lead to the failure of the wind farm.
Effectively grasp the operation level and health status of the wind turbine. Therefore,
it is necessary to find a method that can accurately analyze SCADA data to realize
the status monitoring of wind turbines [1].

Cointegration theory originated from econometrics. Engle and Granger proposed
to analyze the relationship between non-stationary economic variables [2]. This is
an effective statistical method to deal with the long-term equilibrium relationship
of non-stationary time series. Nowadays, the theory of cointegration is also applied
in the field of engineering. The measured signals in the engineering field gener-
ally have long-term non-stationary properties, and there may be long-term dynamic
equilibrium relationships between these signals, and the co-integration theory can be
used to describe the long-term dynamic coordination between non-stationary random
processes in the engineering system relationship.

Based on the method research of data trend analysis and process monitoring,
this paper proposes a new method of wind turbine condition monitoring based
on cointegration analysis [3]. The method of vector regression is used to analyze
multiple parameters, and the residuals generated by the nonlinear trend in the data
are quickly removed through cointegration calculation. Whether the cointegration
residuals obtained by the cointegration analysis of SCADA data is stable or not is
used to indicate the operating status of the wind turbine [4]. This method realizes the
transition from the analysis of a single process parameter to the automatic interpre-
tation and analysis of a large number of process parameters. Compared with other
commonly used data processing techniques such as neural network algorithms, this
method has the advantages of simple implementation and small calculation amount
[5, 6].

2 Cointegration Theory

2.1 Auto Regression Model

The autoregressive model is the most basic and widely used model in the analysis
of random process time series [7]. It describes the linear relationship between the
sequence {x} at a certain time ¢ and the previous p time sequence, expressed as.

Xt = Q1X—1 +@2Xp2+ -+ QpXe—p + & (1
Among them, the random sequence {g,} is a white noise sequence, and the

sequence {g,} and the sequence {x;}(k < t) are not correlated. The model (1) is
called the p-order autoregressive model, which is denoted as AR.
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2.2 Single Whole

In engineering problems, most of the data are non-stationary time series, which
often cannot meet the requirements of stability, and it is necessary to transform
the non-stationary series into a stationary time series. Single integer definition: If a
non-stationary time series {x,;} becomes a stationary and reversible stationary time
series after d-order difference, and the sequence is still non-stationary after d — 1
order difference, then the series is said to have a d-order single Integrity, denoted as
x; ~ 1(d).

Therefore, 1(0) can represent a stationary sequence, and /(1) can be represented
as a first-order single integer. Generally, in engineering problems, the single integer
orderd < 2.

2.3 Cointegration

Cointegration describes the long-term equilibrium relationship of the engineering
system. It describes the equilibrium relationship of two or more non-stationary time
series. Although the mean, variance or covariance of each time series changes with
time, the moments of some linear combinations (equilibrium relations) of these series
are in some Itis immutable at all times. Johansen co-integration testis a multi-variable
co-integration test method, which is based on the multi-variable unsteady VAR model
[8]. The VAR model is established before the test. Its mathematical expression is:

ytZﬂIYI“I‘ﬂIYZ+"'+/31yr+c+8z,t=172,~~’k (2)

Where C-intercept; e-white noise; f—n X n parameter matrix;y, =

T T T

O Y20 e Y)Yt = =1, Yot -+ YD) oo Viep = (Yi=ps Yops oo Yup)

Is an n-dimensional non-stationary I vector.p is the lag term. In addition, the
cointegration relationship can be extended to recointegration:

Bl i c &
B3 i c &

Blyvy Ut (= (3)
,BrT)’t Cr &

The residual £ is obtained as the condition monitoring model.
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Fig. 1 Wind turbine SCADA data

3 Experiment Analysis

3.1 Experimental Data

The SCADA data of 1.5 MW doubly-fed wind generator from Baotou Jinjie Company
is selected as the research object. The unit has a rated wind speed of 11 m/s, a cut-in
wind speed of 3.0 m/s, and a cut-out wind speed of 15 m/s. The experiment selects
the average wind speed, theoretical output power, and actual output power of the
wind turbine in normal operation for co-integration analysis, as shown in Fig. 1.

3.2 Cointegration Model Establishment

Using the method described, a co-integration model is established for the data in
Fig. 1, and xy,, x5, and x3, are the average wind speed, the theoretical output power
and the actual output power. Perform a first-order difference on the selected data, and
then perform ADF inspection on the original data and the data after the first-order
difference. The test results are shown in Table 1.

‘When the ADF test value in Table 1 is less than the critical value, it means that the
time series is a stationary series. When it is greater than the critical value, it means
that the time series is non-stationary. It is a stationary variable, which conforms to
the definition of single integration, and the cointegration analysis can be continued.
Use the above wind turbine data and ordinary least squares regression to estimate
Eq. (3) to establish a cointegration model:
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Table 1 ADF inspection Parameter | ADF inspection | 1% threshold | Results

result evaluation
X1t —1.07 —2.56 Non-stationary
Axyy —37.78 —2.56 Smooth
X2t —1.53 —2.56 Non-stationary
Axyy —37.23 —2.56 Smooth
X3t —2.14 —2.56 Non-stationary
Ax3zy —24.86 —2.56 Smooth

& = x1; — 0.071285 * xp; 4 0.047723 * x3, — 2.608122 (@)

Calculate the standard deviation o = 2.7 from the above experimental data and
the cointegration model Eq. (4). Perform ADF test on the residual. If the test result
is a stationary time series, it means that the theoretical useful power and the co-
integration model established by the motor power generation have a co-integration
relationship. If it is a non-stationary series, it means that the model has failed to
establish and there is no between variables. Cointegration. ADF test is performed on
the residual &,. Table 2 shows the test results.

The value of residual &, in Table 2 after the ADF test is less than the critical value,
indicating that residual &, is a stationary time series and meets the cointegration
condition. Since & conforms to the Gaussian distribution, 3¢ is selected as the
threshold according to the characteristics of high probability events in probability
theory. Figure 2 shows the residual sequence of the wind turbine in a healthy state.

As shown in Fig. 2, the residuals in the healthy state are all within the threshold
range, and the status of the wind turbine is judged according to whether the residuals
are all outside the threshold range.

Table 2 ADF inspection Parameter | ADF inspection | 1% threshold | Results
result .
evaluation
& —12.55 —2.57 Smooth
30 T
20 —Residual
— Threshold

Residual
o
Il

-10
20 4
-30 1 1 1 1 1 1
50 100 150 200 250 300 350
Time Ch)

Fig. 2 Cointegration residuals under healthy conditions
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Fig. 4 Wind turbine failure time

3.3 Cointegration Model Verification

Take the SCADA data of the same wind turbine running for 1147 h with faults to
verify the model (4), and substitute the data into the cointegration model (4) for
verification. The result is shown in Figs. 3, and 4 shows the fault in the wind turbine
detection report. Time of occurrence.

Figure 4 shows the fault occurrence time obtained in the wind turbine inspection
report. A total of 14 faults have occurred. In Fig. 3, the residual error exceeds the
threshold for 14 times, which corresponds to the fault detection report. Among them,
the 229th hour and 711.8th hour were earlier than the time of failure in the failure
report, and the alarm was about 30 min in advance.

4 Conclusion

A wind turbine condition monitoring method based on wind turbine SCADA data
co-integration analysis is proposed. The residual error model is calculated using the
wind turbine SCADA data co-integration process, and a known 1.5 MW doubly-fed
wind turbine fault is used. The data is used to test the residual model. The results
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show that this method can effectively monitor whether the wind turbine operating
state is abnormal through the deviation degree of the residual error. Compared with
other commonly used data processing techniques and neural network algorithms,
this method has the advantages of simple implementation and low cost.
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Improvement and Application )
of YOLOv3 for Smartphone Glass Cover | @i
Defect Detection
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Abstract Smartphone glass covers defects detected by human, which is inefficiency,
high costs, low detection accuracy and labour intensive, while the automatic detec-
tion methods based on traditional machine vision is poor flexibility, low yield and
poor generalisation capability. Therefore, this paper introduces YOLO (You Only
Look Once) v3 to smartphone glass cover defects for the first time. The YOLOvV3
algorithm was improved for the actual characteristics and specific requirements of
defect detection. First of all, the channel attention mechanism SENet (Squeeze and
Excitation Networks) was added to the feature extraction network to detect incon-
spicuous defect features. Moreover, a 104 x 104 scale detection layer was added to
the YOLOV3 detection network to solve the problem of multi-scale defects. Finally,
the scaling factor coefficient of the BN (Batch Normalization) layer in the convo-
lutional network is used as the important factor for model pruning to improve the
defect detection speed. The improved YOLOv3 algorithm is applied to smartphone
glass cover defect detection, and a high accuracy and high detection speed method for
smartphone glass cover defects is proposed. 15,914 production site images covering
four types of defects, including chipped edges, pits point, soiling and scratches, were
obtained from smartphone glass cover manufacturers, 14,321 were annotated as the
training set and 1593 were used as the test set to compare and analyse the proposed
method and the original YOLOV3 algorithm in this paper. These experiments showed
that the mAP (mean average precision) of the detection was 81.0% and the detection
speed was 43.1 sheets/s. Compared to the original YOLOv3 algorithm, the mAP of
the detection increased by 3% and the detection speed increased by 6.7 frames/s,
which meets the need for high precision and efficient detection of defects in the
industrial production of smartphone glass covers.
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1 Introduction

Smartphone screen is the core key component of human—computer interaction, gener-
ally consisting of three parts: display module, touch module and glass covers, the
glass cover is located in the outermost layer of the screen, which is the solid shell
and touch medium of the screen. With the rapid development of artificial intelligence
and the arrival of the 5G era, smartphones have become a necessary tool [1], and
people’s quality requirements for smartphones are getting higher and higher. Smart-
phone glass covers inevitably produce all kinds of defects during the production
process, such as chipped edges, scratches, soiling, pits point and so on. In order to
meet the high quality requirements of users for smartphones, manufacturers must
carry out 100% quality checks on smartphone glass covers to a high standard. At
this stage of mass production, the recognition system depends on a manual inspec-
tion with the aid of such tools as bright lights and magnifying glasses. Restricted by
human subjective awareness and experience, this inspection method is characterized
by inefficiency, high costs, high false detection rates and labour intensive. Therefore,
it is important to study the method of detecting defects in mobile phone glass covers
to replace manual labour.

Smartphone glass cover defect detection puts forward the following requirements
for automatic detection methods: (1) good flexibility of the detection method, which
can adapted to various types of defects; (2) strong generalization ability of the detec-
tion method, which can adapted to the characteristics of defect features such as
inconspicuous and multi-scale; (3) good real-time detection method, which can adapt
to the beat of mass production; (4) high detection accuracy, which can completely
replace manual detection. Currently, the defect detection of the smartphone cover
glass is investigated with differential image method [2, 3], background elimination
method [4] and threshold segmentation method [5, 6] in machine vision. The tradi-
tional methods generally only detect defects of a certain type or defects with periodic
textures, which cannot meet the requirements of flexible inspection. At the same time,
these methods are heavily influenced by noise, resulting in poor detection accuracy.
In recent years, deep learning-based target detection algorithms [7—10] have made
significant improvements in detection accuracy and efficiency relative to traditional
methods by building a variety of different network structures, paired with the use
of powerful training algorithms to adaptively learn the representation of high-level
semantic information in images [11]. In the study of surface defect detection, the
YOLOV3 [12] algorithm has shown better detection accuracy and detection speed.
Zhang Guangshi et al. [13] used the YOLOv3 algorithm to detect smear marks and
missing defects in gears. Weigang [14] and others used the YOLOV3 algorithm to
detect defects such as pressed-in iron oxide, patches and cracks on the surface of strip
steel. Hongcai et al. [15] used the YOLOv3 algorithm on pharmaceutical glass bottle
defect detection and was able to effectively detect defects such as tube end residue,
gas lines, bubbles, scratches, stains and stones on glass bottles. Although the YOLO
v3 algorithm can provide flexible detection of surface defects, it requires distinc-
tive defect features and a small scale span, and further improvements are needed in
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terms of real-time detection. There is no research on mobile phone glass cover defect
detection using the YOLOv3 algorithm.

This article introduces YOLOV3 to the defect of the smartphone glass cover for
the first time. In view of the actual characteristics and specific requirements of defect
detection, the YOLOV3 algorithm is improved. The channel attention mechanism
SENet [16] is added to the feature extraction network to solve the problem of unob-
vious defect features, a 104 x 104 scale detection layer was added to the YOLOV3
detection network to solve the problem of multi-scale defects, and the scaling factor
coefficient of the BN (Batch Normalization) layer of the convolutional network is
used as the importance factor for model pruning to improve the defect detection
speed. On this basis, the improved YOLO v3 algorithm is applied to the defects of
the smart phone glass cover, and a high-precision and high-speed detection method
for the defects of the smart phone glass cover is proposed. From the smartphone
glass cover manufacturer, 15,914 pictures of the production site covering 4 types
of defects such as chipping, pits, dirt and scratches were obtained. 14,321 pictures
were marked as training sets and 1593 pictures were used as test sets. The proposed
method and the original YOLOV3 algorithm are compared and analyzed.

2 Introduction of YOLOv3

2.1 YOLOv3 Detection Principle

YOLOV3 was proposed by Redmon in 2018, the algorithm works by dividing the
image containing the detected target into a S x § grid, with the width and height
of the grid noted as c,,c,. When the centre of the target object falls into a grid cell,
the coordinates of the relative centroid related to the upper left corner of the grid
(0 (ty), o (ty)), as well as the relative width t,, and relative height t,, would be output
by the grid. As a result, the final target prediction frame can be obtained with the
actual position, including width and height of the grid [17], which as shown in Fig. 1.

In the figure, the red box is the actual prediction box and the dashed box is the
priori bounding box. The center point coordinates b,, b, ), width b,, and height b, of
the prediction box can be obtained by the arithmetic of YOLOV3, where:

by =c,+0o(ty) (D
by = ¢, +0(ty) @)
by = pye™ (3)

by = ppe” )
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Fig. 1 Schematic diagram .
of the YOLOV3 prediction ——
box Sy T T T T T T T
I I
I I
I I
A4 L |
I I
I I
| o(t,) |
I I
I I
[ bl
| o(t,) am
i |
I I
I I
I I
I I
| bw | ph
I I
Py

2.2 YOLOv3 Network Framework

The darknet-53 network is used to the feature extraction network of YOLOvV3, and
its network structure is shown in Fig. 2.

During the detection process, three feature maps with different scales would be
generated by YOLOV3, whose sizes are 13 x 13,26 x 26 and 52 x 52, with each
feature map corresponding to a different field of perception and priori bounding box.
The feature map with the size of 13 x 13 has alarger field of perception and the priori
bounding box is relatively large, making it suitable for larger objects. The objects of
medium size can be detected by the feature map with the size of 26 x 26. The feature
map with the size of 52 x 52 has a smaller field of perception and the corresponding
a priori frame is relatively small, which is suitable for the detection of small objects.

3 Improvements in YOLOv3

3.1 Channel Attention Mechanism SENet

The importance level of each channel is not considered in the feature extraction
process of YOLOv3, which would induce the poor extraction of useful information.
Therefore, the channel attention mechanism SENet is incorporated with a view to
improving the feature extraction network of YOLOV3 algorithm.



Improvement and Application of YOLOV3 ...

Type Filters Size Intput Output
Convolutional 32 3x3/1 416x416%3 416x416%32
Convolutional 64 3x3/2 416x416%32 208x208x64
Convolutional 32 Ix1/1  208x208x64  208x208x32

1X Convolutional 64 3x3/1 208x208%32 208x208%64
Residual 208x208x64
Convolutional 128 3x3/2  208x208%64 104x104x128
Convolutional 64 1x1/1 104x104%128 104x104x64
2X Convolutional 128 3x3/1 104x104x64 104x104x128
L Residual 104x104x128
Convolutional 256 3x3/2 104x104x128 52x52x256
Convolutional 128 Ix1/1 52x52x256 52x52x128
gx | Convolutional 256 331 52x52x128 52x52x256
Residual 52x52%x256
Convolutional 512 3x3/2  52x52x256 26x26x512
Convolutional 128 XTI 96x06x512 26x26x128
8X | Convolutional 512 3x3/1 26%26x%128 26x26x512
Residual 26%26x512
Convolutional 1024 3x3/2  26%26%512 13x13x1024
Convolutional 512 IXUT 13x13x1024 13x13x512
4% | Convolutional 1024 3x3/1  13x13x512 13x13%1024
Residual 26x26x1024
Avgpool Global
Connected 1000
Softmax

Fig. 2 Structure model of the darknet-53 network

109

The convolutional feature channel interrelationship is adopted by SENet for
modelling, and channel responses in specific layers of the convolutional neural
network are reassigned to enhance the extraction of useful information. Three main
components, namely Squeeze, Excitation and Weight Assignment, are contained in
the module, with the basic structure shown in Fig. 3.

w

Fig. 3 Basic structure of the SENet
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The channel attention mechanism initially performs a conversion operation, which
is represented as a convolution operation in practice. In the conversion operation, the
input features are x, the output features are U, and the convolution kernel is V.

Squeeze operation encodes the feature map, which is obtained from the conversion
operation, compressing the two-dimensional feature map on each channel into a real
number with a global perceptual field. The number, which is obtained from the global
average pooling formula, represents the original weight of the channel, which can
be calculated as follows:

1 H W
ze = F (uc) = uc(iv ]) (5)
! HxW ;;

The obtained channel raw weights can be normalized by the excitation operation
with a multilayer perceptron containing multiple layers, which is composed of a
fully connected layer, ReLU activation function, a fully connected layer and Sigmoid
activation function. The final weights of each channel can be expressed as s., which
can be calculated as follows:

Se = Fex(z, W) = 0(g(z, W)) = 0(W28(W12)) (6)

where: § is the ReLU activation function and o is the Sigmoid activation function.

The weight assignment operation assigns weights s, to each channel in the output
feature map U, after the conversion operation obtains the final output X, which can
be calculated as follows:

X = Fscale(“ca Se) = U @S¢ (7)

® denotes element-by-element multiplication, and SENet enables the assignment
of weights to channels in the above manner.

3.2 Improvement of Feature Detection Network

Smaller defects are generated in the manufacture process of the mobile phone glass
covers. The smallest perceptual field of YOLOv3 corresponds to the feature map
with the size of 52 x 52, which is obtained by downsampling the input image with
a factor of 8. Therefore, YOLOV3 has a poor performance in detecting targets with
pixels within the range of 8 x 8.

In this paper, the detection network of the YOLOv3 algorithm has been upgraded,
so thatits ability to detect small targets can be enhanced. The improved detection layer
is based on the original feature maps and continues to perform 4-fold downsample to
obtain 104 x 104 scale of feature maps. Combined with the channel attention module,
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Fig. 4 YOLOvV3-improvel detection network

the improved YOLOv3 network can be obtained and denoted as YOLOv3-improvel,
as shown in Fig. 4.

In the figure, Conv as a 5-layers convolutional layer, is composed of 3 x 3 and
1 x 1 convolutional with different convolutional kernel sizes. The solid blue boxes
refer to the feature extraction network of YOLOv3 and the red dashed boxes refer to
the added detection layers. There are 4 dimensional feature maps for the improved
YOLOV3, namely 13 x 13, 26 x 26, 52 x 52 and 104 x 104, each of which is
assigned with 12 anchor boxes in descending order. The feature map 104 x 104
is obtained after the network is improved, which combines the deep information
contained in the 109th layer of the network and the shallow information in the 11th
layer, thereby providing a further improvement in small target detection.

3.3 Model Pruning

In the industrial manufacture, a certain detection speed shall be achieved during the
detection process with the aim of ensuring the balance in the assembly line. The
parameters of YOLOV3 are large and computationally intensive, and the computing
power has been restricted by the computer terminals on industrial sites. Therefore,
the model operations shall be reduced and the detection speed shall be increased with
guaranteed detecting accuracy. In this paper, the layer pruning and channel pruning
methods proposed by Liu [18] et al. have been adopted.

In network channel pruning, the scaling factor coefficient y of the BN layer in
the convolutional network is regarded as the important factor. When y is smaller,
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Fig. 5 Diagram of the pruning process of the YOLOv3 model

the corresponding channel is less important and can be pruned. The objective
optimisation function of the algorithm as a whole is as follows:

L= I(fx. W) +1D> gy)

(x,y) yel

®)

where: the first term refers to the model prediction loss and the second term refers to
the canonical term about y. y is a hyperparameter used for weighing the two terms,
generally assigned as le—4 or le—5, g(x) with the expression g(s) = |s|, and the
L1 paradigm. The overall pruning process is shown in Fig. 5.

4 Experiments and Results Analysis

4.1 Experimental Platform

The experimental platform is Supermicro infreesys server, with operating system:
Ubuntu 18.04LTS, CPU: Intel W2123, memory: 32G, graphics card: NVDIA Geforce
RTX2080Ti x 2, and video memory: 16 GB x 2. Deep learning framework: Pytorch.

The dataset used in this experiment was shot at the production site, the types of
defects were divided into four categories: chipped, pit point, scratching and soiling,
with the specific defect images shown in Fig. 6.

A total of 15,914 images were collected in this dataset, and they were marked
with labellmg software. The dataset for this study was generated according to the

(d) Soiling

(a) Chipped edge

(b) Pit point (c) Scratching

Fig. 6 Defect map of the mobile phone glass covers
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Table 1 Priori bounding boxes sizes for each algorithm

Algorithms The size of priori bounding boxes

YOLOv3 8,11 11,13 9,17 13,12 11,16 15,17 14,21 35,13 39,20
YOLOv3-improvel |8,1111,139,17 13,12 11,16 15,17 14,21 35,13 39,20 16,50 23,39 28,58
YOLOv3-improve2 |8,1111,139,17 13,12 11,16 15,17 14,21 35,13 39,20 16,50 23,39 28,58

VOC dataset format required by YOLOv3. The dataset was divided into the training
dataset and the test dataset in the ratio of 9:1, with a total of 14,321 photos in the
training dataset and 1593 photos in the test dataset.

The algorithm obtained by model pruning based on YOLOv3-improvel is named
YOLOv3-improve2. The dataset was trained and tested with YOLOv3, YOLOv3-
improvel and YOLOv3-improve2 algorithms. The number of samples per batch was
set to 16 with subdivision = 8. The input image size was set to 416 x 416 x 3,
where 3 was the number of image channels. Besides, the momentum was set to 0.9.
The YOLOv3 algorithm contained 3 detection layers, with each layer assigned with
3 priori bounding boxes, and 9 priori bounding boxes were required. In contrast, the
YOLOvV3-improvel and YOLOv3-improve?2 algorithms contained 4 detection layers,
with 3 priori bounding boxes per layer, 12 priori bounding boxes were required,
besides, their priori bounding boxes were equal in size. According to the k-means
clustering algorithm, the relevant of priori bounding box information is clustered as
shown in Table 1.

4.2 Experimental Results

The experiments were conducted on three algorithms with training epochs of 500, and
the Adam method was adopted as the parameter optimization method. The bounding
box loss values, coordinate loss values, classification loss values, and confidence loss
values were included in the trained loss values of the three algorithms, with the total
loss value comparison curves of the three algorithms shown in Fig. 7.

In the above figure, the loss value of the YOLOv3-improve2 algorithm is obtained
during fine-tuning training, so its initial loss values are relatively low compared to
the other two algorithms; while, the trend is similar to the other two algorithms
during the training process. During the training process, it can be seen that the
YOLOV3-improvel algorithm and the YOLOv3-improve2 algorithm have approxi-
mately similar loss values, and the decline process is gentle, while the YOLOv3 algo-
rithm has an oscillating situation, with large oscillation fluctuations. From the figure,
it can be seen that the YOLOv3-improvel and YOLOv3-improve?2 algorithms have
overall lower loss values than the YOLOv3 algorithm during the training process.
According to the above analysis, it can be concluded that the improved algorithm is
more effective than YOLOV3.
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Compare loss for different models in training
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Fig. 7 Comparison of training loss values

Compare the mean average accuracy value mAP of YOLOv3, YOLOv3-improvel,
YOLOvV3-improve2, and their comparison graphs shown in Fig. 8. Information about
the three algorithms, including the trained mAP values and the detection speed (how
many sheets per second are detected) is shown in Table 2.

From Fig. 8, it can be seen that the YOLOv3-improvel and YOLOv3-improve2
algorithms have an overall higher train mAP than the YOLOv3 algorithm. As per
contents in Table 2, YOLOv3-improvel algorithm has 3.3% increase in its mAP value
than YOLOV3 algorithm. Due to its deeper network model, its detection speed is 6
sheets/s slower than the original algorithm. The YOLOv3-improve2 algorithm has

Compare mAP for different models in training
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Fig. 8 Comparison of training mAP values
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Table 2 Comparison of experimental results

Model Feature Attention Network mAP (%) | Detection
detection | mechanism | pruning speed
layer (sheets/s)

YOLOv3 3 layers No No 78.0 36.4

YOLOv3-improvel |4 layers Yes No 81.3 304

YOLOv3-improve2 | 4 layers Yes Channel crop | 81.0 43.1

60%,
layer crop 12
layers

pit point 0.82

(a) Soiling detection  (b)Pit point detection (c) Scratching detection (d) Chipped edge
detection

Fig. 9 Mobile phone glass covers defect detection effect

a 0.3% decrease in its mAP value than YOLOv3-improvel, but its detection speed
increases by 12.7 sheets/s compared to YOLOv3-improvel, which is a significant
improvement with less loss of accuracy. In addition, YOLOv3-improve2 algorithm
improves detection accuracy by 3% compared to the YOLOv3 algorithm, while the
detection speed also increases by 6.7 sheets/s. This demonstrates that the improved
algorithm in this paper has a better performance in detection.

YOLOv3-improve2 training weights were adopted to detect mobile phone glass
covers defects, with the results shown in Fig. 9.

According to the above figure, it can be seen that the final YOLOv3-improve2
algorithm provides a more accurate detection method of mobile phone glass covers.

5 Conclusion

The detection of smartphone glass cover defects using manual methods, which is
inefficient, costly, low detection accuracy and labour intensive, while the detection
methods using traditional machine vision is poor detection flexibility, low yield and
poor generalisation capability. Therefore, this paper adopts the YOLOvV3 algorithm
for defect detection on smartphone glass covers, and improves the YOLOv3 algo-
rithm for the specific requirements and practical characteristics of defect detection.
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The channel attention mechanism SENet is added to the Darkent-53 network to solve
the problem of inconspicuous defect features, a 104 x 104 scale detection layer was
added to the YOLOV3 detection network to solve the problem of multi-scale defects,
and the scaling factor coefficient of the BN layer of the convolutional network is
used as the importance factor for model pruning to improve the detection speed.
A large number of photographs covering chipped edges, scratches, pits and dirty
defects were taken from a smartphone glass cover manufacturing company to make
a training dataset and a validation dataset. The proposed method and the original
YOLOV3 algorithm are compared and analysed, and the results showed that the
algorithm outperforms the original YOLOv3 algorithm in all aspects, not only in
terms of real-time performance, but also in terms of detection accuracy, meeting the
need for high precision and efficient detection of defects in the industrial production
site of smartphone glass covers.
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Tan Runjia, Lai Lijuan, and Zhou Dawei

Abstract A company mainly produces varistor (e-var). Through observation and
analysis, the e-var production line of company a has problems such as low produc-
tion efficiency, high rate of defective products, more in-process products, nonstan-
dard operation of production line and long waiting time. This paper explores and
improves the above problems by the methods of value flow chart analysis, SW1H
method, ECRS principle, standard operation sequence, rapid model change, setting
up control experiment and causal chart. The e-var production line is integrated and
standard work is formulated. The die changing can be realized quickly in the pressing
process, and the quality problems of the products are comprehensively managed.
After improvement, company a has improved production efficiency and the rate of
defective products decreased significantly, reducing production cost.

Keyword Value flow chart - ECRS principle - Rapid mold change - Defective
product rate - Control experiment - Causal char

1 Analysis of Workshop Status of Production Line

In recent years, with the rapid development of global economy, the domestic market
demand for varistor (e-var) is increasing year by year, and the competition among
enterprises in the industry is becoming more and more fierce. How to improve its
competitiveness and become a leading enterprise in the electronic industry is an
urgent problem for a company.

The company is a manufacturing enterprise, its main business is the production
and sales of e-var products, with an intelligent e-var production line, which adopts
pull production mode. There are many problems in the production line, such as long
waiting time, low efficiency, nonstandard operation, large WIP inventory and high
defective productrate. Nowadays, the market demand for e-var products is increasing.
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In order to better meet the market demand, adapt to market changes, achieve high
quality and high qualified rate of flexible production, effectively improve the quality
of e-var products, improve production efficiency, eliminate waste, and become a
leader in the competitive e-var production industry, it is imperative to improve and
optimize the company [1]. This paper selects the E-VAR production line as the
research object, and uses the innovative method of value flow analysis to make the
current value flow diagram of the product, as shown in Fig. 1.

According to the data reflected in the value flow chart, the following problems
can be found through careful investigation in the corresponding stations:

1. In the layout of the whole production line, there is no reasonable design and
planning. In the production process, it is easy to cause confusion of WIP, unnec-
essary waste of time and WIP inventory. At the same time, the process distribu-
tion is not balanced, many operations do not conform to the principle of action
economy in production, the workload increases and the production efficiency
is low, so it is necessary to integrate and adjust the process.

2. In the production process of the tablet pressing process, it is observed that the
die changing process needs to be carried out manually by the staff, and the whole
process from the disassembly of the die to the formal operation is operated by
one person, and the staff is responsible for the whole process by one person,
and there is no distinction between internal operation and external operation.
All the die changing preparations are carried out after the shutdown, which is
typical waste in traditional die changing. It is necessary to improve the process
of rapid die change [2].

3. The production line lacks unified and standard on-site management. Taking the
glass spraying process as an example, due to the great differences in the loading
and unloading sequence of different employees, the operators are accustomed
to the operation and material placement in the production process. As a result,
the total processing time of different batches of parts is inconsistent, and the
ideal standard operation sequence is lacking [3].

4. It can be found from the current value stream map that after 8/20 test and 2 ms
test, the first pass rate of the product in the film selection post is low, and the
rework rate is high, which indicates that there are problems in the previous
process. It is found that the top four quality problems that lead to e-var product
scrap are crack, deformation, impurity and crack, accounting for 48%, 23%,
12% and 10% respectively.

2 Optimization of Product Efficiency

2.1 Process Improvement

Through the data reflected in the value flow chart and careful investigation in
the corresponding work station, it is found that the vehicles of WIP are changed
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frequently from the decarbonization process to the glass spraying process. Among
them, the waiting time for glass spraying is as long as 6 h, and the quantity is 17640
Pcs. Due to the limited capacity of WIP in the area to be sprayed, the loading limit
is 14112 pcs, so the WIP in the area to be sprayed can only be temporarily stored in
the forklift area (Table 1).

In order to explore the problem of WIP accumulation, the following points can
be found through 5W1H analysis method:

1. The serious accumulation of work in process (WIP) of glass to be sprayed is
due to the long feeding time of employees, the serious waiting waste of glass
spraying equipment and WIP, which has great room for improvement.

2. In order to reduce the waste of time, two employees should be responsible for
unloading sagger and sweeping powder respectively.

3. The powder sweeping station is mainly responsible for cleaning and packing the
WIP. The use of pearl cotton is to prevent the impurities attached to the cleaned
WIP. According to the principle of ECRs, the current process is integrated, and
the integration content is shown in Table 2.

The comparison of the steps from sintering to glass spraying before and after the
improvement is as follows (Figs. 2 and 3).

After the improvement of the process flow, we can see the comparison of the
improvement effect as shown in the table below.

According to Fig. 4, the equilibrium rate of the process can be calculated. Before
improvement, the balance rate was (1.03 4 1.79 + 2.45)/(2.45 * 3) = 71.7%, after
improvement, the balance rate was (0.94 + 1.28 + 0.9)/(1.28 * 3) = 81.3%, and
the process balance rate increased by 9.6%.The single cutting time of employees
decreased by 46.2%, the single feeding time decreased by 74.6%, the processing
time of unit parts decreased by 43.7%, and the process balance rate increased by
9.6%.

Table 1 Vehicle changes in each process

Working procedure Vehicle changes in WIP Operator required
Carbon removal Carbon removal rack No
A sagger Carbon removal rack — sagger Yes
Sinter Sagger No
Unloading saggers Sagger — pearl cotton Yes
Loading Pearl cotton — feeding plate Yes
Spray glass Loading tray No
Cutting Feeding tray — decarbonization rack Yes
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Table 2 ECRS principles process integration table
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Before improvement Project After improvement

After sweeping powder, employee B | Cancel In order to prevent dust and other

put the work in process into pearl impurities from contacting the work in

cotton and packed it. Then employee process, the work in process finished

C disassembled the pearl cotton and by powder sweeping process is packed

took out the work in process with and packed with pearl cotton. If the

clean surface to finish feeding work in process is powder swept before
feeding by C staff, the use of pearl
cotton can be completely cancelled

After the sagger unloading and Merge Let the sagger unloading station,

powder sweeping and packing are powder sweeping station and feeding

completed in the sintering workshop, station be adjacent to each other, and

the employees transport the products combine the three steps of sagger

in process to the glass spraying area unloading, powder sweeping and

and wait for glass spraying feeding. After employee a completes
sagger unloading, employee B sweeps
powder immediately, and employee B
places the WIP in the transition tray
after powder sweeping, which is
convenient for employee C to feed. It
makes unloading sagger, sweeping
powder and feeding a continuous
process

Employee C needs to move the WIP | Rearrangement | Before loading, the loading station

to the waiting area and unload the needs to transport the WIP to the

pearl cotton waiting area and unload the pearl
cotton. After the stations were merged,
the work of transporting saggers to the
waiting area and unloading saggers
was handed over to staff a, which
improved the operation efficiency of
the three stations

When employee C is loading or Simplify Using the mobile suction cup instead

unloading, only two WIPs can be of manual loading and unloading,

taken at the same time with both employees can operate the mobile

hands until the loading tray is full or suction cup to complete the loading or

empty unloading of 6 WIPs at one time

Fig. 2 Process of WIP from sintering to glass spraying (status quo)

: BN Transport saggers to - |
) et ) i Cmﬁrme

Fig. 3 Process of WIP from sintering to glass spraying (after improvement)
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2.2 Rapid Die Change in Tablet Pressing Process

G. Jidong et al.

Processing schedule of unit parts after improvement
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The tablet pressing machine in the tablet pressing workshop is pneumatic, and each
tablet pressing machine is operated by one person. There are more than 100 kinds of
pressing molds (upper punching mold, middle punching mold and lower punching
mold).Through observation, it is found that the mold changing process needs to be
carried out manually by employees, and the whole process from the disassembly of
the mold to the formal operation is operated by one person, so there is great room

for improvement.

Use video equipment to record the die change of the pressing process, disassemble
and record the steps, count the time of the main steps, and draw the statistical Table
3 of the die change step time.

Table 3 Time statistics of die changing steps

Serial number Step Time/min Proportion (%)
1 Remove the mold 20 18.5
2 Clean the mold 5.5 5.1
3 Adjustment 11 10.2
4 Prepare the mold 7 6.5
5 Install the mold 35 324
6 Finishing mould 6.5 6

7 Commissioning and adjustment 15 13.9
8 Loading 8 74
9 Official operation - 0
Total - 108 100
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Fig. 5 Ideal die changing procedure

It can be observed that the employees are responsible for the whole process by one
person, and there is no difference between internal and external operations. All the
preparation for die changing starts after the machine stops, which is typical waste in
traditional die changing. Therefore, this paper distinguishes the internal and external
preparation time, and designs the ideal die changing process of pressing process.
According to the sequence relationship between the pressing steps, the ideal die
changing step diagram can be drawn as follows (Fig. 5).

In practice, all external operations, such as taking the mold, adjusting the mold
width, sorting materials, etc., can be carried out before the mold change, while
cleaning the mold can be carried out after the mold change. There is no conflict
between the steps of adjusting the mold and installing the mold. In order to realize
the ideal die changing step and shorten the die changing time, the method of parallel
operation can be implemented, so that the single person’s pressing process can be
changed into two persons parallel operation [4]. The specific plan is to arrange an
employee y to prepare for die change and arrange materials when employee X is in
the tablet pressing process. When employee x dismantles and installs the mold after
completing the pressing process, employee y will recycle the materials, clean the
used mold and adjust the machine (Fig. 6).

After the rapid die change, part of the internal operation is converted into external
operation. The internal operation time is reduced from 108 to 78 min, and the external
operation time is increased to 30 min. finally, the proportion of internal operation
time is reduced by 27.8%. According to the ideal die changing process, a single
die changing can achieve the goal of reducing the internal operation time of die
changing by 30 min. The company’s single die changing machine can change 120
times a month, which can reduce the internal operation time of die changing by
3600 min per month.

Staff | Die changing process

' 5 — Commussioning | ;
-] v Rz e

£ Cleaning mould and 3 5 Cleamng mould and
adjusti " Recycled materials S ;

In the process of press  The pressing 20min 55min 78min
machine is finished

Fig. 6 The process diagram of die changing in the ideal pressing process
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2.3 Process Operation Standardization

The glass process is operated by one person. The specific steps are as follows: first,
take down the glass sprayed work in process from the charging tray, move it to
the decarbonization tray, then put the full amount of decarbonization tray into the
decarbonization rack, and then take out the empty decarbonization tray from the
decarbonization rack and move it to the position in front of the charging tray before
feeding. When feeding, you need to take the WIP from the pearl cotton on the left
side, and then take the full amount of the upper material tray to start the machine.
It can be observed that employees have a lot of repetitive actions. The proportion
of staff loading and waiting for machine conveying tray is the largest in the whole
time, which is as high as 47% and 22% respectively, and there is much room for
improvement (Table 4).

According to the field observation, it is found that there are two reasons for the
long time of glass loading and unloading operation.

1. Employees need to take WIP from the pearl cotton on the left side for feeding,
and they can only take 2 WIP at a time until the feeding tray is full. In the
process of feeding, there are a large number of employees turning back and forth,
squatting and standing up, and each machine loading and unloading position is
only operated by one employee, resulting in the action cycle time (CT) in glass
spraying process is the longest in all processes.

2. Employees start up the machine after feeding, wait for the machine to finish
processing and then send the next tray. Each waiting time is as long as 30 s,
there is a serious waste of waiting.

Due to the great difference of loading and unloading sequence of different
employees, the total processing time of different batches of parts is inconsistent,
and the ideal standard operation sequence is lacking. In order to improve production
efficiency and reduce the amount of labor, this paper determines the ideal standard
operation sequence.

Through the observation records, it is found that the decarbonization tray full of
work in process does not affect the staff’s feeding, and there is a lot of waiting waste

Table 4 Comparison of die changing time

Project Before improvement After improvement

External time Internal time External time Internal time
Time/min 0 108 30 78
Proportion (%) 0 100 27.8 722
Total duration/min 108

Improvement effect

After the improvement, the internal operation time was reduced by

30 min

Increase proportion

After improvement, the proportion of internal working time decreased

by 27.8%
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Fig. 7 Standard operation sequence of glass spraying process

Unit: seconds

s Discharge

® Remove the carbon tray
" Remove the empty carbon tray

Feeding

a7
®  Stan the machine

After improvement

Fig. 8 Time lapse diagram of glass spraying process operation steps

after the staff starts the machine. The staff can complete the feeding immediately after
the blanking step, start the machine after the feeding, and use the processing time
of the machine to complete the replacement step of the decarbonization tray, which
saves a lot of waiting time. The efficiency of glass spraying process is improved. The
ideal standard operation sequence is shown in Fig. 7.

According to Fig. 8, after the improvement, the internal time is converted to
the external time, and the waiting waste of the equipment is reduced. Finally, the
processing time per unit part of glass spraying process is reduced from 135to 119s,
reducing by 11.9%.

3 Optimization of Product Quality

It can be found from the current value stream map that after 8/20 test and 2 ms test,
the first pass rate of the product in the film selection post is low, and the rework rate
is high, which indicates that there are problems in the previous process. According
to the first pass rate of the value stream diagram, we should pay attention to the
pressing and sintering process. The first pass rate of the pressing process is 86%, and
the first pass rate of the sintering process is 88%. The proportion of scrapped e-var
products due to quality problems is 11%. Statistical analysis of unqualified e-var
products shows that the top four quality problems causing scrapped e-var products
are crack, deformation, impurity and cracking, accounting for 48%, 23%, 12% and
10% respectively.

Combined with the actual field observation, through the SW1H analysis method,
it is found that the quality problems of e-var products will lead to low product
qualification rate, high rework cost and prolonged production cycle [5]. Among
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them, if the product is mixed with impurities, it will directly lead to unqualified UV
performance; Product deformation will lead to product specification problems; The
problems of crack and cracking will lead to the product cannot bear the voltage, so
it will be scrapped.

3.1 Process Improvement

(1) Setting up experiments to explore the causes of cracks.

A batch of experimental products were obtained, 10 WIPs were randomly taken
out after the pressing process, 10 WIPs were randomly taken out after the decar-
bonization process, 10 WIPs were randomly taken out after the sintering process,
10 WIPs were randomly taken out after the tempering process, and the rest were put
into the semi-finished product warehouse. All the work in process products randomly
taken out were grouped according to the process and Hiwave scanning was carried
out to obtain the experimental images. Figures 9, 10, 11 and 12 are the images of
each experimental group after Hiwave scanning.

Through the experiment, it is found that the crack is a problem existing after
pressing, and it can be judged that the crack is a quality problem produced in the
pressing process. One third of the in-process products with chip selection and rework
have cracks, which leads to the decrease of the first pass rate and rework rate of the
chip selection process.

After the investigation of the production equipment, it is found that the oil pump
of one tablet press has been replaced. The oil pump of the tablet press is used to
observe the pressure, and the amount of oil discharged is used as the display value of
the pressure parameters for employee’s reference. For the requirements of different
batches of products, the displayed parameter values have errors. The reason is that

Fig. 9 Hiwave sound
scanning image after
pressing
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Fig. 10 Hiwave acoustic
scanning image after carbon
removal

Fig. 11 Hiwave scanning
image after sintering

one night the machine broke down. When the maintenance department repaired the
machine, it did not communicate with the engineer effectively and directly replaced
the matching oil pump. However, the same type of oil pump cannot meet the threshold
requirements of the original matching oil pump. For different batches of products,
even if the machine parameters are adjusted to the maximum, it still cannot meet
the production requirements. The next day, the engineer went to work and did not
realize the problem, which led to the product crack quality problem, and entered the
next process, the product scrap rate increased.

(2) The control group was set up to explore the causes of impurities and
deformation.

A batch of experimental products were obtained and divided into 4 groups on
average. A ZnO plate was placed between the product and the sagger in each group,
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Fig. 12 Hiwave scanning
image after tempering

so that the bottom of the product and the sagger would not contact each other. Put them
in the same sintering furnace for sintering process. Table 5 is the control experimental
process table to explore the influence of “impurities” and “deformation” on e-var.

Through the control experiment, the experimental data record table can be
obtained, as shown in Table 6.

It can be seen from the control experiment that the mean absolute value of the
difference between the center point and the plane of the sample in group B is the
smallest, that is, the deformation degree of the work in process of the new ZnO pad
is the smallest, while that of group A is the larger. It can be judged that using the new
ZnO plate during sintering can effectively reduce the influence of the deformation
problem on the quality of the work in process. The number of impurities in group
C sample is the least after sintering. It can be judged that a layer of ZnO plate on
the work in process before sintering can effectively isolate the contact between work
in process and impurities, and can effectively reduce the deformation of work in
process.

(3) Explore the causes of cracking.

The cause of e-var product cracking was investigated from five aspects of human,
machine, material, method and environment by using causality diagram. Figure 13
is a cause-and-effect diagram based on field investigation.

During the 3-day investigation, the team found the following problems:

1. There are inexperienced employees and non-compliance with the provisions of
the standard operating manual. According to the standard operation manual,
the saggers in process can only be stacked in 5 layers, while some employees
stack 6 layers in the process of loading saggers, ignoring the provisions of the
standard operation manual.

2. Forklifts or trolleys carrying e-var products vibrate greatly during transportation,
which will lead to the displacement of work in process products and make
work in process products touch the carbon removal disk or sagger wall, and
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Table 5 Comparative experimental process of exploring the influence of impurities and deforma-
tion on e-var

Group | Type Experiment content Description of control group
and experimental group
Group A | Control group 0Old ZnO plate is placed ZnO board is recycled, too
between the product and sagger | many times of use, ZnO board
will appear the phenomenon of
bending deformation
Group B | Experience group | A new ZnO plate is placed This group is to explore the
between the product and the influence of ZnO plate
sagger deformation on products
Group C | Experience group | The old ZnO plate is placed One more ZnO plate is used to
between the product and sagger, | separate sagger cover from
at the same time, a layer of old | WIP. Because after
ZnO board is also padded on the | high-temperature sintering, the
products powder (impurities) on the
sagger cover will adhere to the
product, which is difficult to
clean through the powder
sweeping process
Group D | Experience group | The old ZnO plate is padded After tabletting, employees

between the product and the
sagger, and the product is
turned over at the same time

randomly put the work in
process on the decarbonization
rack. After the work in process
enters the decarbonization
furnace, the surface becomes
smooth, and there will be more
powder on the lower surface. If
the product is not flipped, the
lower surface of the sintering
process will adhere to the
broken powder. The purpose of
product turnover in the
experimental group is to
explore whether the turnover of
the upper and lower surfaces
will affect the product quality

Table 6 Relevant experimental data

Project Group A Group B Group C Group D
Central point 4.657 4.65067 4.65267 4.65033
Plane 4.733 4.646 4.68733 4.735
Absolute value of difference 0.078667 0.022 0.037333 0.084667
Impurity rate (%) 10 6.7 0 6.7
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Fig. 13 Cause-and-effect diagram of e-var product quality problem

the collision during transportation will lead to the cracking of work in process
products.

3. The toughness of work in process is poor before sintering. If it is impacted by
a large force, a gap will be formed.

4. In the process of manual installation of carbon removal rack and sagger, due to
negligence, the work in process collides with the plate wall and sagger wall, or
the work in process collides with each other, which will lead to the cracking of
work in process.

5. The workshop is dusty, the SOP is thick and full of dust, and the visibility is
low, which is not conducive for employees to comply with the SOP.

To sum up, “impurity” and “deformation” are produced in sintering process,
“crack” is produced in tablet pressing process, “cracking” is produced in the process
of loading sagger and removing carbon frame.

3.2 Solutions to Product Quality Problems

3.2.1 Replacing Equipment Parts to Solve Crack Problem

In view of the crack problem, the matching oil pump of the original model should be
replaced immediately, and whether the tablet press can meet the production demand
should be detected. Set up a maintenance record form. The maintenance department
shall make detailed records on the form every time the equipment parts are replaced
in the future, and submit feedback to the quality inspection department after main-
tenance. The quality inspection department should first check the contents of the
maintenance record form and confirm the relevant maintenance records when going
to work every day. In daily production, the enterprise should check the machinery
and equipment every six months to know whether the equipment can meet the actual
production demand [6].
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3.2.2 Putin Isolation Board to Solve the Problem of Impurity
and Deformation

In view of the problem of impurities, a layer of ZnO plate should be covered on
the work in process to isolate the work in process and the sagger cover, to prevent
the sagger cover from dropping powder and impurities sticking to the surface of the
work in process.

In view of the deformation problem, if the employees find that the ZnO plate has
bending deformation problem during sagging, they need to replace the new ZnO
plate sagging.

Through the contrast experiment, it can be found that a layer of ZnO plate on the
work in process can effectively reduce the impurities and deformation of the work
in process. Aiming at the problem of using times of ZnO board, this paper obtained
a batch of ZnO experimental products, labeled each piece of ZnO, measured the
deformation of all ZnO boards after each sintering, took the absolute mean value of
the difference between the center point and the plane, and drew the variation diagram
of auxiliary production times and deformation of ZnO board, as shown in Fig. 14.

It can be seen from Fig. 14 that the deformation of ZnO plate increases after several
times of auxiliary production. After the first 16 times of auxiliary production, the
deformation of ZnO did not exceed the deformation index of 0.04. Since the 17th
time, the deformation of ZnO board has exceeded 0.04, so it is required to replace
the ZnO board after 16 times of use. The cost of ZnO is 1312 yuan/week, and the
cost of scrapped WIP due to impurities and deformation is 4527 yuan/week. It can
be concluded that the cost can be saved by 3215 yuan per week.

Degree of deformation
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Fig. 14 Variation diagram of times of auxiliary production and deformation degree of ZnO board
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3.2.3 Solve the Problem of Cracking for Man Machine Material
Method

1. According to Fig. 13, aiming at the problem of inexperienced employees, the
original training program is revised.

@®  Before the new production line is put into operation, staff operation training
and assessment shall be carried out, and they are allowed to work after
mastering the production process [7].

@ Theimplementation of online teaching, enterprises regularly publish online
courses, popularize the latest code of practice. Employees need to study
as soon as possible and complete relevant course topics. Online course
completion and answer accuracy affect performance to a certain extent
[8].

®  The production site will be inspected irregularly by the quality inspection
department to check whether the employees consciously comply with the
requirements of the standard manual.

2. Inorder to solve the problem of large vibration of forklifts or trolleys, employees
are required to carry in the designated channel and control the handling speed.
The sagger layer on the trolley is required to be no more than five layers.

3. Dueto the poor toughness of e-var products before sintering, it is easy to produce
the cracking due to collision.

@®  When putting into production, for processes with serious scrap, such as
tablet pressing and sintering process, quality inspection procedures for
work in process should be added.

@ Collision should be avoided as far as possible in the process of transporta-
tion. In the process of process handover, the employees of the next process
should visually inspect the incoming materials of the work in process of
the previous process, and register and eliminate the work in process with
the problem of cracking during transportation.

4. In view of the environmental problems, dust removal equipment was added to
improve the environment, and employees were arranged to clean the operation
site. The standard operation manual should be placed in front of the operator’s
console to highlight the key contents, facilitate the employees to view the stan-
dard operation manual, and remind the employees to consciously abide by the
requirements of the standard operation manual [9].

3.2.4 Improvement Effect of Quality Optimization

After improvement, the defective product rate decreased from 11 to 0.2%, a decrease
of 10.8%, and the number of defective products per week decreased from 2649 to 49,
a decrease of 98.2%. The proportion of crack, deformation, impurities, and cracking
was reduced by 98.8%, 97.9%, 97.5% and 97.7% respectively (Fig. 15).
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Fig. 15 Variation diagram of times of auxiliary production and deformation degree of ZnO board

4 Conclusion

In the past, the research on the low production efficiency of enterprises is mostly
based on a single theory [10]. This study is based on the lean management thinking
of industrial engineering and combined with the actual, and uses the idea of expanding
from local problems to overall improvement. The improved effect is shown in Table
7 and Fig. 16. Using value flow analysis, experimental demonstration, ECRS prin-
ciple and other analysis tools, the innovative method of E-VAR production line

Table 7 Comparison of improvement effect

Project Before After improvement | Improvement
improvement effect
Product Total process time 135s 60 s Reduce
efficiency 55.6%
mprovement | ywaste of time 105 s 89s Reduce
effect waiting for 15.2%
equipment
Waste time of WIP |6 h lh Reduce 5 h
waiting
Storage capacity of | 14112 pcs 40320 pcs Increase
OEM area 26208 pcs
Daily cost saving of | 491.52 yuan 0 yuan Reduce
pearl cotton 491.52 yuan
Process balance rate | 71.7% 81.3% Improve 9.6%
Internal and external | External | Internal | External |Internal |\
classification of time time time time
rapid die change
Internal and external | 0 min 108 min |30 min |78 min | Internal
time of rapid die operation
change time reduced
by 30 min

(continued)
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Table 7 (continued)
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Project Before After improvement | Improvement
improvement effect
Internal and external | O 100% 27.8% 72.2% | Internal
time proportion of operation
quick die change time ratio
reduced by
27.8%
Effect of Defective product 11% 0.2% Reduce
product rate 10.8%
fluallty Number of defective | 2649 49 Reduce
Improvement products 98.2%
Products with crack | 1271 15 Reduce
problems 98.8%
Products with 609 13 Reduce
deformation 97.9%
problems
Products with 317 8 Reduce
impurity problem 97.5%
Products with 264 6 Reduce
cracking problems 97.7%
Comparison | Working | Index |\ \ \
of value procedure
steam map | Tapleting | FIT | 86% 94% Improve 8%
before and -
after Sinter FTT 88% 96% Improve 8%
Spray CT 135s 60 s Reduce
glass 55.6%
Film FTIT 87.4% 97.2% Improve 9.8%
selection
Rework rate 12.6% 2.8% Reduce 9.8%
Value added time 0.050991% 0.051256% Improve
0.5197%

of A company is studied, to reduce waiting waste, improve production efficiency,
standardize operation standards, and improve product quality.
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Abstract Modal analysis is critical to better understand structural dynamic vibra-
tion characteristics by extracting system’s natural frequencies, damping ratios and
mode shapes. Modal analysis has been widely used to structure optimization in
the design stage, damage detection and structural health monitoring or condition
monitoring. According to whether need artificial exaction, the modal analysis tech-
niques can be categorized as experimental modal analysis and operational modal
analysis. Conventional experimental modal analysis has to measure the excitation and
corresponding response in the meantime, while operational modal analysis measure
system’s response only during normal operating condition. Therefore, operational
modal analysis also called output-only modal analysis methods, which have devel-
oped dramatically in recent decades because it is promising as means to achieve
structural online monitoring, which is highly desirable for critical mechanical system,
important buildings and bridges, etc. This paper made a brief review of the devel-
opment of popular operational modal analysis techniques and their applications in
condition monitoring.
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1 Introduction

Operational Modal Analysis (OMA) methods have developed dramatically in recent
decades and could be used for monitoring the condition of mechanical or civil struc-
ture. In particular, OMA is promising as a means to achieve online monitoring,
which is highly desirable for enhancing the reliability, safety and intellectualization
of mechanical system and important buildings. The conventional OMA methods are
reviewed in this paper.

OMA, also called output-only modal analysis, is used for dynamic system modal
parameter identification. In other word, OMA methods only need responses to
extract the modal parameters when the system is under ambient excitation. OMA is
considered superior to conventional modal analysis techniques: Experimental Modal
Analysis (EMA). Compared with EMA, the main advantages of OMA are [1]:

1. OMA is cheaper and more convenient than EMA since there is no need for
artificial excitation;

2. OMA can obtain the dynamic characteristics of the whole tested system rather
than just a part;

3. OMA can obtain a system’s dynamic features under real operational conditions
but not experimental conditions;

4. OMA is able to identify close modes;

5. OMA has the capability for online CM.

Because of these advantages, numerous OMA methods have been developed,
and these are usually divided into frequency-domain and time-domain methods. The
time-domain techniques can be further classified as two-stage and one-stage. The
framework and processes of the most popular OMA methods are presented in Fig. 1.
The relevant studies and applications are reviewed below.

2 OMA Methods

2.1 Frequency-Domain Methods

For the frequency-domain methods, Peak-Picking (PP) is the simplest technique to
estimate the modal parameters. PP is named after the key step of the method: picking
the peaks from a spectrum plot as the identified eigenfrequencies [2]. The major
issue with the PP method is the accuracy of the identified results, especially for a
system with close modes.

Frequency Domain Decomposition (FDD) has been proposed based on the PP
method [3]. The FDD technique overcomes the disadvantages of PP by decomposing
the spectral density matrix into a set of Single-Degree of Freedom (SDOF) systems
via Singular Value Decomposition (SVD). The FDD was widely used, and many
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Fig.1 Framework and processes of popular OMA methods

enhanced methods were proposed based on FDD, such as Enhanced FDD (EFDD)
[4], and Frequency-spatial Domain Decomposition (FSDD) [5].

In 2001, the Least Squares Complex Exponential (LSCE) method, a frequency
domain method, was presented to cope with high system orders and high modal
overlap, and to make the selection of the model order and relevant physical system
poles easier [6]. Moreover, a Poly-reference LSCE method was proposed later to
provide considerably improved pole stabilization [7]. It is worth to note that Poly-
reference LSCE is widely used in commercial modal test systems: LMS Test.Lab
[7].

In 2004, an updated Poly-reference LSCEF, called PolyMAX is employed by LMS
system because this method has the capability to identify the closely space modes
and high damping modes compared with other conventional approaches [7]. Such
capability is on the basis of the clear Stabilization Diagram (SD) which contains
frequency, damping and participation information. The SD identified by PolyMAX
is clearer than the ones identified by other approaches. In order to increase the noise
suppression ability, a PolyMAX Plus method was proposed by the same research
team in 2012 [8]. The main development of PolyMAX Plus method is adding some
maximum likelihood estimation features to proper handle the effects of uncertainty



142 F. Liuet al.

and estimate the confidence bounce, which can improve the identification results in
case of very noisy data [8].

2.2 Time-Domain Methods

As shown in Fig. 1, time-domain methods can be divided into two groups: two-stage
and one-stage methods. The first stage for the two-stage methods is usually to obtain
the correlation, pulse response or free-response functions, and then the obtained
functions are used to extract modal information in the second stage.

A good example of the two-stage approach is the Ibrahim Time Domain (ITD)
method. The ITD method was first proposed in 1977 based on the Random Decre-
ment Technique (RDT) for modal identification of structures [9], where RDT was
employed in the first stage to obtain a free-response signal for the system under
random excitation.

In 1985, Juang et al. proposed the Eigensystem Realization Algorithm (ERA) [10]
which also uses the free-response signal as obtained in the first stage. In 1995, the
Natural Excitation Technique (NExT) was presented as a means of modal testing the
permitted structures to be investigated in their actual environments. NExT, as ERA,
also uses pulse response function obtained in the first stage [11]. The Covariance-
Driven SSI (Cov-SSI) was proposed in 1999 [12]. This is a robust OMA method
employing the correlation function of system response as input.

For the one-stage methods, Data-Driven SSI (DD-SSI) [12] and Autoregressive
Moving Average (ARMA) methods are the two most popular approaches, using the
collected raw data for modal identification.

2.3 Other Methods

Besides the classical time-domain and frequency-domain OMA methods reviewed,
there have been many related techniques developed in recent years. For instance, a
Bayesian approach was proposed, and appears to be becoming popular, for OMA [13,
14]. The uncertainty of system identification is addressed by the Bayesian approach,
as the Bayesian approach take modal identification as an inference problem where
probability is used as a measure for the relative plausibility of outcomes given both
a model of the system and measured data [13, 15].

In addition, transmissibility measurements for OMA are drawing increasing atten-
tion because of its ability to successfully extract modal parameters in the presence of
harmonics [16-20]. While the poles of transmissibility measurements did not match
with the poles of the measuring system, it was shown that modal parameters could
be extracted by measuring the system’s transmissibility when the system was under
subject to different excitations [16].
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Recently, an output-only damage identification method was presented in [21,
22], which was also developed on the fundamentals of OMA theory. This method
combined with PCA theory can be a baseline-free approach. Its performance has
been proved by numerical and experimental studies to detect and locate a damage
site.

Even though OMA has proved to be effective and robust, we should note that
OMA methods still facing some challenges which have to be solved. The first one is
most of OMA techniques are developed under the assumption of identifying a linear
and time-invariant system. It is apparent that this do not comply with the real engi-
neering situation. Many researchers have made efforts to cope with this challenge.
For instance, a linear approximation of nonlinear and nonstationary systems was
proposed in [23] for correlation-driven OMA in terms of estimated natural frequen-
cies, damping ratios and mode shapes. Similarly, the correlation signal was grouped
and then averaged in subset in [24, 25] for the same purpose of reducing system’s
nonlinear and nonstationary effects. The second challenge is the assumption of white
noise excitation using OMA. Although many approaches have been investigated to
remove the harmonics effects in OMA [26, 27], it s still a hot topic since this problem
is not solved completely.

3 Applications of OMA for CM

As mentioned earlier, OMA has been widely used for CM in different areas and
has been used to estimate the health status of historic buildings [28, 29]. OMA
is popular in the field of civil engineering for monitoring the health of structures,
because it is hard to artificially excite buildings, whereas state-of-the-art OMA can
accurately extract modal parameters. For example, SSI was employed in [12] for
SHM of a steel mast excited by wind and a bridge subject to normal traffic usage.
The condition of an in-service three-span highway bridge was successfully assessed
by SSIcombined with a wireless sensor networks [30]. Also the dynamic behaviour of
the Tamar Suspension Bridge have been investigated by SSI which took into account
operational and environmental influences [31]. Generally, a real-time monitoring
system is required for the monitoring of important buildings or bridges, with many
of the monitoring systems based on OMA [32].

Secondly, OMA is widely used with wind turbines as a powerful means of CM [26,
33-36]. In fact, the NExT was initially developed to identify the modal parameters of
a parked wind turbine [11]. Moreover, there are many improved OMA algorithms to
make them suitable for wind turbines operating under real conditions, these include
the automated OMA methods presented in [35].

Last but not least, OMA is a powerful technique for the CM of mechanical systems,
and numerous methods have been investigated [10, 24, 25, 27, 37-40]. For example,
the Poly-reference LSCE and SSI were employed to identify the modal characteri-
sation of the rear suspension of a family car during road tests as early as 1999 [37].
Recently, an improved SSI method was successfully applied to identify the dynamic
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characteristics of a car and a railway vehicle suspension system with the aim of using
it for CM [24, 25].

Besides, some researches compared the performance between different OMA
approaches by implementing to identify the same structure using the same response.
In [41], SSI, PolyMAX, ERA and FDD were employed to monitor a confederation
bridge using the same datasets. The identification results from these four methods
were compared with the modes calculated by the finite element model of the bridge.
The identified results show a good correlation with the modal properties calculated
by finite element model. Among the four methods, SSI is more consistent in the
estimation of frequency, damping and mode shape. Furthermore, it is worth to high-
light that SSI outperforms PolyMAX method in mode shape estimation. However,
it is noticeable that all four method exhibit higher variance in damping estimation
especially for ERA and FDD. Another comparative study can be found in which
presents similar conclusions.

4 Summary

It can be seen from this short review, OMA is a powerful and robust approach for
validating and updating finite element models, SHM or CM, load estimation of a
system under ambient excitation or operating scenario. The popular OMA techniques
mainly include FDD, SSI, PolyMAX, Bayesian and transmissibility measurements.
Each method has its advantages and disadvantages, so we have to select the proper
approaches according to application scenario. Besides, it is still an open research
area to counter the assumptions of white noise excitation and linear system when
employing OMA.
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Vibration Analysis of the Rudder Drive m
System of an Underwater Glider e

Liming Guo, Jing Liu, Guang Pan, Baowei Song, Yonghui Cao, Yong Cao,
Yujun Liu, and Hengtai Ni

Abstract Underwater gliders are mainly used to monitor the marine environment. In
order to reduce the interference of self-vibrations, the rudder drive system of gliders
is analyzed. Firstly, the meshing frequencies of the gears are calculated. Then, the
vibrations of the actuator of rudder drive system are tested; and a finite element
model of the rudder drive system of underwater glider is developed. Finally, the gear
meshing frequencies and the vibration frequencies of the actuator are compared with
the results from the finite element model analysis. The results show that the gear
meshing frequencies and the vibration peak frequencies of the actuator are different
from the natural frequencies of the rudder drive system, the system has no resonance
and the structure design is reasonable one.

Keywords Vibration analysis + Vibration test - Underwater glider + Rudder drive
system

1 Introduction

Underwater gliders are relatively new types of underwater vehicle. It relies on the
change of its own buoyancy to achieve the floating and diving. It can glide forward
through the horizontal component of the lift underwater [1]. Figure 1 shows the
trajectory of the underwater glider.

The research of this paper is based on the flying wing underwater glider platform.
Compared with the cylindrical underwater glider, it has a larger glider wing and
higher lift drag ratio. There is a rotatable rudder blade on the wing, as shown in
Fig. 2. The roll attitude of the glider can be changed by changing the angle of the
rudder blade.
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Fig. 1 Glide trajectory of
underwater glider Underwater glider

B S S

Fig. 2 Rudder drive system

of underwater glider Underwater glider

Rudder Shaft Actuator

Suppressing methods of the harmful vibrations in different mechanical systems
is an important research field. Ishida and Inoue [2] investigated the internal reso-
nance phenomena of an asymmetrical shaft theoretically and experimentally in the
vicinities of the major critical speed, and twice and three times the major critical
speed. Luczak [3] studied mechanical resonance in direct drive servo-mechanical
systems by using frequency analysis method. Xiang et al. [4] carried out a compar-
ative study of the rudder transmission vibration characteristics of electric drive and
traditional hydraulic drive. The results indicate that the vibration intensity has a posi-
tive correlation with the rudder blade loading force and angular velocity at the zero
balance position. The electric drive can more effectively reduce the overall vibration
of the rudder transmission. Mansoor and Al-shammari [5] studied the vibration of gas
turbine rotor with the existence of cracks and without them. Huang et al. [6] estab-
lished a simplified lumped-mass model to investigated coupled torsional-longitudinal
vibrations of a ship’s propeller shaft. It is found that the natural frequencies are unaf-
fected while the maximum acceleration are increased with the rotational speed as
well as the loading.

Because of the long span and thin thickness of the rudder blade, if resonance
occurs during operation, it’s quite easy to cause structural damage and interference
noise. Therefore, this paper analyzes the mode of rudder drive system. The vibration
frequencies of the actuator system are tested, which is used to verify the rationality
of structural design.
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Table 1 Parameters of gearbox

Components Part Gear module Teeth number of | Pressure angle
gear

One-stage gear Motor gear 0.4 18 20°

drive One-stage large | 0.4 60 20°
gear

Two-stage gear | Two-stage small 0.4 16 20°

drive gear
Two-stage large 0.4 60 20°
gear

‘Worm drive Worm 0.8 1 20°
Worm wheel 0.8 40 20°

Table 2 Meshing

. Components Meshing frequencies (Hz)
frequencies of gears
One-stage gear drive 3.87
Two-stage gear drive 232
Worm drive 870

2 Calculation of Gear Meshing Frequency of Actuator

The meshing frequencies of the gear of the actuator are analyzed, and the parameters
of the gears are shown in Table 1.

The rotation speed of rudder plate is 5.8 r/min. The meshing frequencies of
gearbox can be calculated as shown in Table 2.

3 Vibration Test and Analysis of Actuator System

In order to study the influences of the vibrations of the actuator system on the rudder
drive system, the vibration frequencies of the actuator system under the working
conditions are tested and analyzed. As shown in Fig. 3, two acceleration sensors
are used to test the two positions of the side and top face of the actuator system.
The test signal is transmitted to the computer through the acquisition card. Then,
the time domain signal is transformed into the frequency domain signal by using the
fast Fourier Transform method. Table 3 shows the peak vibration frequencies of the
actuator system.

In order to avoid the accidental error misleading the experimental results and
analysis in the process of experiment, eight groups of experiments are carried out in
vibration test, one of the experimental data are shown in Fig. 4.
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Fig. 3 Vibration test experiment of the actuator system

Table 3 Vibration frequency of the actuator system

Measuring position

Peak vibration frequency of actuator/Hz

Top face 137.5 800 1600 2125 4327.5
Side face 50 800 1600 2125 43275
0.033 -
] Acceleration Sensor (Top)
0.030 [ Acceleration Sensor (Side) 4327.5 Hz
0.027F
—~ 0.024F
£ 0.021F
§ 0018}
5 o0o1sf
8 0.012f
< 3
< 0.009f
0.006 1600 Hz
0.003k50 Hz 800 Hz 1600 Hz 2125 Hz h4327'5 Hz
[ 24137.5 Hz 1 800 H 2125 Hz
oooofpaldstzhsoon: R R o . dlsn

0

1000 1500 2000 2500 3000 3500 4000 4500 5000

Frequency (Hz)

Fig. 4 Vibration spectrum of the actuator system

As shown in Fig. 4, the peak frequencies of the vibration signals of the top face of
the drive system are larger than those of the side. The main peak frequencies include
50, 137.5, 800, 1600, 2125, and 4327.5 Hz.
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Fig. 5 Vibration model of
the rudder drive system

Cylinder constraint . .
y Fixed constraint

/

Cylinder constraint

4 Simulation Results

In order to study the resonance phenomenon of the rudder drive system of underwater
glider, the mode analysis of the rudder drive system is carried out to explore its natural
frequencies.

4.1 A Finite Element Model of Rudder Drive System

The rudder drive system is mainly composed of actuator system, drive shaft and
rudder. The rudder and drive shaft are connected by a coupling. The drive shaft and
rudder are relatively fixed. During operation, the rotating shaft drives the rudder to
rotate through the drive shaft. The finite element method is used for mode analysis
of the rudder drive system. The boundary constraints of the whole system are shown
in Fig. 5.

4.2 Modal Analysis Results of Rudder Drive System

According to the frequency analysis of actuator system in Sect. 3, the frequencies
of large amplitude include 50, 137.5, 800, 1600, 2125, 4327.5 Hz. Therefore, the
mode frequencies of rudder drive system in the range of 0-5000 Hz are analyzed.
The mode frequencies are shown in Table 4.

As shown in Table 4, in the range of 0-200 Hz, mode frequencies of rudder
drive system include 80.604, 186.52, 197.17 Hz; in the range of 700-900 Hz, mode
frequencies of rudder drive system include 727.3, 762.19, 831.11 Hz; in the range
of 1500-1700 Hz, the mode frequencies of rudder drive system include 1647.3 Hz;
in the range of 2000-2200 Hz, the mode frequencies of rudder drive system include
2050.1 Hz, 2056.2 Hz; in the range of 4300—4400 Hz, the mode frequencies of rudder
drive system include 4360.1, 4378.4, 4380.3 Hz; The mode frequencies of rudder
drive system are different from the peak frequencies of the actuator system, which
indicates that there is no resonance in the whole structure of the rudder drive system,
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Table 4 Mode frequencies of

the rudder drve sysem Freaieney | Mode | Frequencylz | Actuator vibration
0-200 1 80.604 137.5
2 186.52
3 197.17
700-900 11 727.3 800
12 762.19
13 831.11
1500-1700 |23 1647.3 1600
20002200 |27 2050.1 2125
28 2056.2
4300-4400 |55 4360.1 4327.5
56 4378.4
57 4380.3

The structure design of rudder drive system is reasonable. The mode shape of each
mode of the rudder drive system is shown in Fig. 6.

5 Conclusions

In this paper, the vibrations of the rudder drive system in an underwater glider are
analyzed. The meshing frequencies of the gears in gearbox of the actuator system are
calculated. The main vibration frequencies test of the actuator system is carried out.
Compare the mode frequencies of the rudder drive system with the peak vibration
frequencies of the actuator system. The result showed that the vibration peak value of
the actuator system does not match the mode frequencies of the rudder drive system.
Therefore, no resonance occurred on the whole structure, the structure is reasonable

designed.
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Fig. 6 Mode shape of each mode of rudder drive system
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and Tracking of Wear in Kaplan Turbine | @&
Runner Blades Operating Mechanism

Oscar Garcia Peyrano, Daniel Vaccaro, Rodrigo Mayer,
and Matias Marticorena

Abstract Kaplan turbines rely on an operating mechanism inside the runner hub
to control blade angles. Contact surfaces of the moving parts on these mechanisms
are constantly subjected to frictional and contact forces, inflicting wear which can
lead to malfunctioning and performance reduction. In this paper, a novel method
for wear assessment in individual blade joints of the runner operating mechanism
is presented. The technique consists in monitoring blade angles separately during
turbine operation through inductive proximity probes mounted on the discharge ring.
These angles are contrasted with the operating mechanism positioning data at several
instants and the performance of each joint is evaluated. This technique has been
implemented on a 92 MW Kaplan turbine. In October 2018, excessive clearances
in three blade joints were detected and an inspection was recommended during the
next programmed maintenance. The runner hub was later disassembled and all joints
inspected, which confirmed those joints had been worn down and were replaced.
This result shows that the proposed method can effectively assess clearances on blade
joints during operation, providing an early detection method to anticipate mechanism
malfunction and incorporate in the Condition-Based Maintenance plan for production
optimization.
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Keywords Condition-based maintenance * Kaplan turbine - Operating
mechanism + Machine health monitoring

1 Introduction

Kaplan hydro turbines are widely utilized throughout the world, as they can achieve
efficient performance in high flow, low head applications thanks to their combination
of adjustable runner blades with adjustable wicket gates.

This work focuses on the blade operating mechanism in charge of automatically
adjusting runner blade angles with respect to the direction of water flow so as to
achieve maximum efficiency at a given set of conditions. As any collection of moving
parts in a machine, the individual components of this mechanism are prone to wear
[1-3]. Moreover, runner blades are normally subjected to intense fluctuating hydro-
dynamic forces, which are transmitted to these components and therefore increase
mechanical solicitations [4, 5]. These factors have been shown to limit the lifetime
of operating mechanism parts [6—8] and even causing severe damage to the machine,
leading to substantial losses due to unexpected shutdowns, prolonged downtime and
asset replacement [9, 10].

Thus, great effort has been put into failure analysis and lifetime estimation of
runner blades and operating mechanism [6—11]. In contrast, condition monitoring
of these components has received comparatively less attention comparatively. While
various types of instrumentation and diagnosis techniques are commonly imple-
mented on hydraulic turbines, the focus is mainly put into monitoring bearing condi-
tion and behavior [12], structural integrity and on detecting the presence of rubs and
cavitation [13]. The runner blade operating mechanism, on the other hand, poses a
further challenge for online monitoring due to being located inside the runner hub.
Assessment of its condition, therefore, often falls to scheduled maintenance at the
risk of fault development going undetected.

This work presents a novel method for identifying increased clearances in blade
operating mechanism components using previously installed instrumentation on a
Kaplan turbine. In addition to enabling online evaluation of said components and
anticipating failure, this approach provides useful feedback for lifetime estimations
and condition-based maintenance.

2 Methods and Measuring Equipment

The proposed method was implemented on a 92 MW vertical Kaplan turbine with
five runner blades and a runner diameter of 7800 mm. Figure 1 shows a 3D model
of the turbine blade operating mechanism and its components.

The mechanism consists of a hydraulic piston that moves a cylinder body attached
to a crosshead along the axial direction. The crosshead is connected to five fork
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Link

Pin

Piston
Rod

Fig. 1. 3D model of runner blade operating mechanism

heads, each of which is linked to a lever that can pivot around a radial direction. As
the crosshead moves upwards or downwards, each lever will rotate a certain amount
alongside with its corresponding blade. Lever angles B can vary in this way from
—16° (closed runner position) to 14° (opened runner position), as shown in Fig. 2a
and 2b, respectively.

Fig. 2 Blade angle maximum and minimum positions. a Closed runner (8, = —16°). b Opened
runner (8, = 14°)
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Fig. 3 Schematic showing blade nomenclature and water-gap sensors positions

2.1 Instrumentation

The turbine is equipped with magnetic pickup sensor serving as a 1 X reference signal.

Figure 3 shows an upper view schematic of the runner. Between the blade lips and
the discharge ring there is a water gap which must be monitored to ensure it remains
within the range of 2 and 8 mm. Two proximity probes have been installed to that
end and integrated to the machine’s protection system. One of them is located on the
upstream side of the discharge ring and the other, 90° apart from it, on the left bank
side. Runner blades have been labeled from A to E.

Runner opening is inferred from the axial position of the cylinder body and
expressed as percentage of maximum opening at lever angle 8, = 14° (Fig. 2b).
Data were acquired at 4096 samples/s.

2.2 Blade Angle Estimation

When all mechanism components are in optimal conditions, a smooth transition
between two blade angles should take place, following cylinder body movement.
If a significant amount of clearance exists on one or several mechanism links, an
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uneven transition is expected. This can be caused either by a time delay between
cylinder and lever movement or by hydrodynamic forces acting upon the blade
(whose movement would be relatively unrestrained due to looseness on the linkage).
Therefore, the condition of each linkage could theoretically be assessed by comparing
cylinder position data to blade angle data during mechanism actuation.

In order to estimate individual blade angles, data from the upstream water-gap
sensor was employed. This method takes advantage of the pulse-like time signal
obtained from the proximity probes located on the turbine’s discharge ring every
time one of the blades passes in front of them, as Fig. 4 shows.

Each individual pulse will have an associated pulse width, measured in seconds,
which will depend on blade lip width e, blade angle o and runner angular speed w,
as illustrated on Fig. 5.

Let D be the runner radius (measured from the center of the shaft to the blade
lip), w the angular speed and A¢ the measured pulse width. The length a that the
blade lip will present to the proximity probe, corresponding to the pulse width, can
be expressed as

CHOO

CHO

CHO2

CHOZ

Fig. 4 Water-gap sensor time signal

Fig. 5 Blade angle

estimation from pulse width / \

measurement
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2
a=w-D-At=—-D- At (D)
T
where T is the runner’s rotation period. Given that
. e
sing = — 2)
a

Therefore o can be expressed in terms of the measured pulse width as

1 e

o =sin ————
w-D- At

3)
At was measured from the instant the signal from the proximity probe decreases
from its base value of 9 mm (sensor maximum range) until the instant it returns to
this value.
The lever angle of each blade is related to o by the expression:

IBn =y +k (4)

where n identifies each blade and k is a known calibration constant. The value of e is
obtained from Eq. (3) by calculating o with Eq. (4) at the appropriate runner opening
percentage.

2.3 Lever Angle Uncertainty

As stated above, data acquisition was performed at 4096 samples/s, which means
there is a 0.2 ms time lapse between measurements. Therefore, pulse width
uncertainty can be calculated as

oar = +/2(0.2ms) = 0.28 ms (5)
Let o, be the uncertainty of variable e and o,, that of w. At a frequency of f =

1.38 H z the rotation period T = 0.725s. As with At, the uncertainty of T is given by
the data acquisition sample rate, thus o7 = oa,. Error propagation of Ec. (1) yields:

27T0'At 2 1
0w = (T2 ) =0003s ©)

and

04 = \/(DAtaw)z + (wDoa)? = 9.6mm (7
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Table 1 Blade lip widths

Blad Pul idth (At Blade width
calculated from pulse widths ace ulse width (A7) (ms) ade width (¢) (mm)

At, measured at 22.1% A 17.1 65.78
runner opening B 16.9 64.71
C 17.0 71.09
D 17.0 68.96
E 17.3 66.73

Table 1 lists the values of e calculated form Eq. (3) using values of At measured
at a runner opening of 22.1% and blade angles « = 6.57° for all blades, according
to Eq. (4).

These values can be used with Eq. (2) to obtain blade width uncertainty o, and
blade angle uncertainty o,:

o, = 4/ (sina - 0,)> = 1.095 mm (8)

2 2

o= || —ou | +[—=2—] =02 9)

Finally, lever angle uncertainty can be expressed from Eq. (4) as:

Gﬁ = ()'a = 0,20 (10)

3 Operating Mechanism Test

A test was performed on October 2018 with the purpose of evaluating the state
of blade operating mechanism joints. It consisted in measuring runner opening
percentage (computed from cylinder position) alongside with blade angles estimated
from pulse width measurements as described above. After reaching steady state oper-
ation at a rotation frequency of f = 1.38 H z, runner opening was slowly decreased
from 22 to 16% by means of the operating mechanism, along a 70 s time period.
Blade angle data were then computed and analyzed looking for signs of mechanism
looseness.

Figures 6, 7, 8 and 9 show percentage of runner opening and estimated lever angle
during the test. The first two minutes were used to reach steady state operation and
do not appear in the graphs.

Blade A shows significant data dispersion on estimated angle throughout the test.
Maximum variation between two adjacent points is 0.2°.
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Fig. 6 Percentage of runner opening and estimated lever angle versus time on blade A
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Fig. 7 Percentage of runner opening and estimated lever angle versus time on blade B
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Fig. 8 Percentage of runner opening and estimated lever angle versus time on blade C
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Blade B evidences higher angular data dispersion than A, with variations between
adjacent points up to 0.4°.

Blade C angular data is less dispersed throughout the test, but shows a pronounced

discontinuity between 155 and 159 s, of up to 0.8°.

Blade D also has lower data dispersion than A and B, and a visible discontinuity
at 156 s of 0.2° (Fig. 10).
Finally, blade E shows lower data dispersion previous to runner opening
decreasing and higher dispersion afterwards. A discontinuity in blade angle of 0.3°

can be seen at 155 s, shortly after mechanism actuation begins.
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Fig. 10 Percentage of runner opening and estimated lever angle versus time on blade E
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4 Joint Condition Assessment

After the above method had been implemented and data from the operating mecha-
nism test was analyzed, the authors recommended the inspection of all blade joints.
This was done during maintenance tasks performed on March 2020, where several
joints were found to have sustained significant wear.

Fork head and lever joints are coated with 0.5 mm self-lubricated Karon V liners.
In order to estimate joint clearances, diameters were measured on every link joint
and its respective pin corresponding to each blade, then liner thickness was assessed.
Clearances where therefore calculated based on the amount of Karon V material that
had been worn out. If no liner material remained on the joint surface, a clearance of
1 mm was assumed for that component. Total clearances result from adding up all
estimated clearances on a given linkage (fork head joint orifice and pin plus lever
joint orifice and pin).

4.1 Wear Measurement

Results from maintenance performed on the operating mechanism are listed on Table
2. Blade A showed little signs of wear (0.04 mm total calculated clearance). Blades
B, D and E had sustained greater damage, with at least one of their joint components
completely stripped of liner material (total clearances between 1 mm and 1.5 mm).
Blade C was in the worst condition, with no liner material left on two of its joint
components (2.05 total clearance).

Table 2 Linkage joints analysis performed on March 2020

Blade |Joint | Fork head Lever Total calculated clearance
Calculated clearance | Calculated clearance | (MM)
(mm) (mm)
A Link |0.02 0.00 0.04
Pin 0.02 0.00
B Link |0.05 0.00 1.01
Pin 0.06 0.90
C Link | 1.05 1.00 2.05
Pin 0.00 0.00
D Link | 1.05 0.40 1.49
Pin 0.04 0.00
E Link |0.03 0.00 1.05
Pin 1.02 0.00
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5 Discussion

Discontinuities in blade angle transitions found in blades C, D and E result from
an abrupt change in measured pulse width while the operating mechanism is being
actuated, which is in turn considered as indicative of looseness. It is worth noting that,
while C shows the highest angle difference between adjacent data, it also displays the
least dispersion, which implies that both these parameters are influenced by individual
blade behavior and properties (such as blade lip regularity and mechanism looseness)
rather than by factors common to all of them, such as rotor vibration.

Angular data dispersion on all blades is consistent with the angular uncertainty
calculated on Eq. (10). Blade A, displayed little to no signs of mechanism wear
but higher dispersion, which suggests that variations of blade lip geometry could
constitute a source of error in blade angle estimation. The fact that this dispersion
affects some blades but not others, regardless of the amount of clearance found in
their mechanism components, indicates again that other possible sources of error,
such as torsional, lateral or axial vibrations, are not the cause. This also shows that
data dispersion is not a reliable predictor of mechanism wear, as it is lower in blades
C and D, which were in worse condition. Instead, it should be attributed to random
measuring uncertainty.

Maximum angular variation between adjacent data (i.e. discontinuities in blade
angle transitions) proved to be a consistent sign of mechanism looseness, as shown
with blades C, D and E. However, data dispersion in the vicinity has to be taken
into account in order to avoid misdiagnosing joint wear. In case of blade B a certain
amount of mechanism looseness was detected during inspection, but wasn’t evident
in blade angle performance. It should be taken into account that there was a 18 months
interval between performance test and mechanism inspection, during which blade
B linkage elements could have deteriorated. It is therefore advisable to inspect all
blade joints if looseness was detected in at least one of them, such that maintenance
was required.

6 Conclusions

A method for online monitoring and evaluation of the runner blade operating
mechanism of Kaplan turbines has been developed and tested on a 92 MW machine.

Results show that discontinuities in blade angle transitions constitute a reliable
indicator of excessive clearances in mechanism joints, product of wear. Hence,
continuous monitoring of this type provides a valuable resource for machine health
assessment, early failure detection and condition-based maintenance. Moreover, this
technique utilizes proximity probes installed on the turbine’s discharge ring, thus
avoiding the need for intrusive interventions inside the runner hub.

Acknowledgements Special thanks are due to Pampa Energia SA and personnel of Pichi Pictin
Leufu Hydropower Station for their contribution to the experimental activities of this work.
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Abstract In the wind power generation system, the bearing plays a very important
role. Whether it can run stably directly determines the quality of the electricity
produced and has a great influence on the efficiency of power generation. Due to
the harsh working environment, the bearing has become one of the most vulnerable
components in the entire wind turbine system. Therefore, bearings of wind turbines
need to be maintained regularly. However, it needs to be shut down every time for
maintenance, which will incur high maintenance cost. So, the fault diagnosis of the
bearing is particularly important. A fault diagnosis method is proposed based on deep
learning in this paper. This method is based on the residual module to construct a new
ResNet model and embeds the attention mechanism in it to select information that
is more critical to the current task goal from a lot of information. In addition, a long
short-term memory is added to the network to extract the long-term dependence of
the vibration signal and ensure that the information on the time series will not be lost
as the training progresses. The experimental results show that the method proposed
in this paper is very effective for the fault classification of fan bearings.

Keywords Residual network + Attention mechanism -+ Long short-term memory
network - Fault diagnosis

1 Introduction

In recent years, with the national attention to environmental protection, new energy
power generation has been greatly supported by the state. Compared with traditional
power generation, new energy power generation is more green and environmentally
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friendly. Wind energy is a clean and renewable energy, so wind power is promoted
and constructed in many countries. As a major carbon emitter, China must vigorously
develop new energy power generation in order to achieve the goal of carbon neutrality
in the future. Therefore, in recent years, more and more wind farms have been built
across the country. With the widespread use of wind turbines, related problems have
also followed. Since wind turbines are mostly installed on the tops of mountains,
deserts or islands, their working environment is relatively harsh. The internal parts
of the turbines may be damaged due to the harsh environment, which affects the
efficiency of power generation. Among wind turbine components, the most easily
damaged are the gearbox. This is because wind turbines had to operate day and night
in strong wind. Data show that more than 70% of gearbox failure are bearing failure.
However, due to the high position of the bearing, this brings a lot of troubles for the
maintenance. Every maintenance needs to be shut down, which increases the main-
tenance costs. Therefore, in order to save costs and improve the operating efficiency
of wind turbines, the fault diagnosis of the bearings is particularly important.

Since the bearing is very important to the stable operation of the entire wind turbine
system, more and more people are devoted to the research of bearing fault diagnosis
and have achieved many results. In the past, fault diagnosis mainly used traditional
feature engineering methods. Traditional feature engineering methods mainly use
signal processing methods to extract features from input signals, and then use a clas-
sifier to classify the extracted features. Signal processing methods mainly include
wavelet transform [1], frequency spectrum analysis [2] and so on. Classification
models mainly include support vector machine [3], hidden Markov model [4] et al.
Although traditional methods have achieved good classification results, it relies too
much on experience in the process of feature extraction and has certain limitations.
In recent years, with the development of deep learning, more and more fields have
begun to use deep learning to solve various problems. Deep learning has been widely
used in computer vision [5], document classification [6], and other fields. Because
deep learning has powerful feature extraction and classification capabilities, bearing
fault features can be extracted without relying on human experience in the process of
fault diagnosis. So many researchers began to use deep learning to solve fault diag-
nosis problems. Zhang et al. [7] proposed a method combines an one-dimensional
convolutional neural network (IDCNN), support vector machine (SVM) classifier.
The extracted features are input into the SVM classifier, and particle swarm optimiza-
tion (PSO) is used to optimize the SVM classifier. Chen et al. [8] proposed a method
that Transferable Convolutional Neural Network (TCNN). Firstly, construction and
pre-train an one-dimensional convolutional neural network based on a large source
task datasets. Then a transfer learning strategy is adopted to train a deep model on
target tasks by reusing the pre-trained network. This method not only utilizes the
learning power of deep network but also leverages the prior knowledge from the
source task. Yuan et al. [9] proposed an intelligent industrial process monitoring and
fault diagnosis method based on the discrete wavelet transform and deep learning.
First, this method uses the discrete wavelet transform to present the multiscale repre-
sentation of the raw data. Second, using multiple convolution neural network extract
the features at each scale, and then the extracted multiple features are fused by the
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long short-term memory network to further reduce useless information and retain
useful information. Yang et al. [10] proposed an efficient fault diagnosis method
without additional denoising procedures. First, an one-dimensional deep residual
shrinkage network, which directly takes the raw vibration signals contaminated by
noise as input, is developed to realize end-to-end fault diagnosis. Then, to further
enhance the noise immunity of the diagnosis model, the first layer of the model is
set to a wide convolution layer to extract short time features. Besides, an adaptive
batch normalization algorithm is introduced into the diagnosis model to enhance
the adaptability to noise. Li et al. [11] proposed a novel wavelet-driven deep neural
network termed as WaveletKernelNet (WKN), where a continuous wavelet convo-
lutional (CWConv) layer is designed to replace the first convolutional layer of the
standard CNN. This enables the first CWConv layer to discover more meaningful
kernels. Lei et al. [12] proposed a novel fault diagnosis framework based on an
end-to-end Long Short-term Memory (LSTM) model, to learn features directly from
multivariate time-series data and capture long-term dependencies through recur-
rent behavior and gates mechanism of LSTM. Experiments verify that the proposed
model has good robustness. Zhang et al. [13] proposed a method of converting raw
signals into two-dimensional images. This method can extract the features of the
converted two-dimensional images and eliminate the impact of expert’s experience
on the feature extraction process. It follows by proposing an intelligent diagnosis
algorithm based on Convolution Neural Network (CNN), which can automatically
accomplish the process of feature extraction and fault diagnosis. Qian et al. [14]
proposed a new deep transfer learning network based on convolutional auto-encoder
(CAE-DTLN) to implement the mechanical fault diagnosis in target domain without
labeled data. In this method, CAE is used as the feature extractor as it has the ability
of noise removal. Both CORrelation Alignment (CORAL) loss and domain classifi-
cation loss are integrated to enhance the effect of domain confusion. Although the
use of deep learning in the fault diagnosis of wind turbine bearings has achieved high
accuracy, there is still room for improvement.

A method of fault diagnosis is proposed in this article. Our main contributions in
this research are as following:

1. A new ResNet model is constructed based on the residual module. This model
is used to extract the characteristic of rolling bearing vibration signal and can
prevent the gradient from disappearing or exploding during the training process.

2. The attention model is added to the ResNet model to increase the weight
of important feature information and reduce the interference of unimportant
features to improve the operating efficiency of the model.

3.  LSTM is added to the network to extract the long-term dependence and ensure
that the characteristic information on the time series will not be lost.

The rest of this article consists of the following. Section 2 introduces the fault
diagnosis method based on ResNet, attention mechanism and LSTM. Section 3 intro-
duces related experimental data and evaluation standards. Section 4 introduces the
experimental results and analysis. In Sect. 5 summary and feature prospects are
introduced.
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2 Methodology

The structure of the model proposed in this paper is shown in Fig. 1. The input of the
model is the vibration signal of the wind turbine bearing, and the output is the clas-
sification result. The model is mainly composed of three parts: the residual network,
attention mechanism and LSTM. The residual network contains convolutional layer,
pooling layer, etc., which are mainly used for feature extraction of input data. The
attention mechanism is used to analyze the extracted features, increasing the weight
of salient features and suppressing insignificant features. Through this method, the
operating efficiency and classification accuracy of the model can be improved. LSTM
is used to extract long-term dependent features on the time series and ensure that
these features will not be lost as the training progresses. The three parts are described
in detail below.

2.1 2DCNN

Convolutional neural network is a feedforward deep neural network that contains
convolution operations. Because of its characterization learning ability, it can clas-
sify the input information according to the hierarchical structure, so it is widely used
in the fields of classification and recognition. Convolutional neural networks gener-
ally include three layers: convolutional layer, activation layer and pooling layer. In
recent years, due to the rapid development of image recognition, more and more
researchers have begun to apply convolutional neural networks to this field, and have
proposed many classic models based on convolutional neural networks. The classic
neural network models proposed in recent years mainly include: GoogleNet [15],
LeNet [16], VGG [17], ResNet [18], etc. Because most of these classic networks
are proposed in processing pictures, basically two-dimensional convolutional neural
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networks are used. However, the vibration signal of the wind turbine bearing is one-
dimensional. To apply it to a two-dimensional convolutional neural network. Each
sample needs to be deformed. The basic architecture of 2DCNN will be introduced
in this section.

2.1.1 Convolutional Layer

The convolutional layer is the core of the neural network. Each convolutional layer is
composed of several convolutional units. The parameters of each convolutional layer
are optimized through the back propagation algorithm. In addition, another advantage
of convolutional neural networks is that they can share parameter. It means that in
the process of feature extraction, a model uses the same parameter among multiple
parameters. Doing so can reduce the parameters in the convolutional neural network
and improve the efficiency of model calculations. The purpose of the convolution
operation is to extract different features of the input. The first layer of convolution
mainly extracts some rough features. As the depth of the network increases, more
detailed features can be extracted. In this article, the original wind turbine vibration
signal is sampled to make a data set. The one-dimensional vector of each sample in the
data set is converted into a two-dimensional matrix and input into the convolutional
neural network to perform the convolution operation. The convolution process is
shown as the Eq. (1).

s(t) = (x % w) (1) (D

In the convolution formula, the parameter x is the input data, the parameter w is
the kernel function and s(#) is the output.

2.1.2 Active Layer

The function of the activation layer is to map features to high-dimensional nonlinear
intervals for interpretation and solve problems that cannot be solved by linear models.
The commonly used functions mainly include: Sigmoid, Relu, TanH, Softmax.
Because the Relu function converges fast and can prevent the gradient from disap-
pearing, the Relu activation function is selected in this article. The formula is shown
as Eq. (2).

f(x) = max(0, x) 2

In this formula, f(x) is the activation value.

In addition, the model uses the Softmax function as the activation function during
classification. The Softmax function is also called the normalized exponential func-
tion. It can compress a k-dimensional vector z containing any real number into
another k-dimensional vector o (z). After compression, the value of each element
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is between zero and one and the sum of all elements is 1. The formula is shown as
Eq. (3).

3)

In this formula, z; is the output value of the i-th node, and c is the number of
output nodes which is the number of classification categories.

The Sigmoid function is used in the attention model. This function is used for the
output of hidden layer neurons and can map real numbers to the (0, 1) interval. In
the attention model, the Sigmoid function is placed after the fully connected layer to
calculate the output, so that the output value obtains a normalized weight between 0
and 1. The formula is shown as Eq. (4).

1
14+e*

“4)

s(x) =

where x is the output value of the fully connected layer, and s(x) is the calculated
weight.

2.1.3 Pooling Layer

The pooling layer is usually placed after the convolutional layer. The role of the
pooling layer is to reduce the size of the model, compress feature dimensions and
prevent overfitting. After the wind turbine bearing vibration signal is input to the
convolutional layer, the characteristic signal will be extracted. Then the characteristic
signal will be sent to the pooling layer to reduce redundant features. Pooling generally
has two types: average pooling and maximum pooling. In this study, average pooling
and maximum pooling are used in different locations on the network. The formula
for average pooling and maximum pooling is shown as Eqgs. (5) and (6).

ZG-hret=izjr
G-—Dr+1<h<jr
= )

rxr

Zj= max {vin} (6)
(G-Dr+1=<i<jr
(G—Dr+1<h<jr

In this formula, z; represents the output value after pooling operation; y;;, repre-
sents the feature value of a point on the extracted feature map; » represents the width
of the pooling area.
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2.2 Residual Network

The essence of convolutional neural network is to fit a function that meets the corre-
sponding target. Therefore, in order to achieve the goal, the researchers began to
deepen the network architecture to infinitely fit the objective function, but the study
found that simply stacking the network would not improve the network performance
too much. This is because as the network deepens, the problem of gradient disap-
pearance begins to occur, so the deep network is difficult to train. In order to solve
the problem of the disappearance of the gradient of the deep network, the residual
network was proposed. The framework of the residual module is shown in Fig. 2.

As can be seen from Fig. 2, compared with the traditional neural network architec-
ture, the residual network has added an identity mapping layer. Doing so can prevent
the gradient decay or disappear as the network depth increases. In the figure, F(x)
represents the residual, and F (x) 4+ x is the final mapping output, the final output of
the network can be obtained as H (x) = F'(x) 4 x. Therefore, the calculation process
of the residual frame can be written as following three formulas.

Hi(x) = relu(w; * x) @)
Hy(x) = relu(w;y x Hi(x)) )
Fig. 2 Residual framework
module X
A 4
Weight layer
F(x) relu identity
A 4
Weight layer
h 4

F(x)+x <+> «

d
|



174 H. Duet al.

H(x) = Hy(x) + x &)

In the formula, x is the input data, w; and w, are the corresponding convolution
operation, H; is the output of the first layer, H, is the output of the second layer.

A fault diagnosis model is built based on the residual network module in this study.
Because the wind turbine bearing vibration signal data set is small, this network only
uses two-layer residual modules. The purpose of using fewer network layers is to
avoid redundant features extracted from too many network layers and interfere with
the classification performance of the model. The experimental results also prove
that too many layers will not improve the classification accuracy of small data set
samples too much and even reduce its classification accuracy. Figure 1 show the
model’s framework. In this model, the first layer of the convolution kernel with a
size of 14 x 14. Using a large convolution kernel can obtain a large feature receptive
field and filter out some noise interference.

2.3 Attention Mechanism

Attention mechanism was originally used in the field of machine translation. The
essence of the attention mechanism is similar to the human visual selective attention
mechanism. The core goal is to select the most important information for the task
goal from numerous information. There are two forms of realization of the attention
mechanism, namely spatial attention and channel attention. In this research, the
channel attention model is embedded in the residual module of the residual network
to apply attention weight to different channels, thereby improving the classification
ability of the model. The channel attention model is shown in Fig. 3.

It can be seen from the figure that the features extracted by convolution will be sent
to the channel attention model. There are two fully connected layers of the model.
In order to prevent the model from overfitting, dropout is added to the model. The
reduce_mean layer in the figure is used to compress the input data. Shape [—1] is the
number of channels of the input feature. Reduction_ratio is a dimensional change
parameter, which can reduce the input data to a specified dimension. Then return
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Fig. 3 Channel attention mechanism model
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to the original dimension through a fully connected layer to obtain more nonlinear
changes during transformation and reduce the amount of calculation. After two fully
connected layers, the result is input into the sigmoid function to calculate the weight.
Then multiply the weight and the input features to output the result. From the above
figure, the calculation formula can be obtained as showing below.

oa=08(0(0(2))) =lay,as,...,ar] (10)

0 = Zu (11)

In the formula, o represents the Relu function; § represents the Sigmoid; L repre-
sents the number of channels, o represents the weight; O is the result of multiplying
the input and the weight.

24 LSTM

Simple RNN cannot remember information seen before many time steps and cannot
learn long-term dependent information. Therefore, when extracting features of long-
term sequence information, information may be lost, which will affect the accuracy
of classification. In order to solve this problem, LSTM was proposed. In this study,
because the fault signal of the bearing has a certain dependence on time, LSTM is
added to the proposed model to better preserve the information on the time series.
Figure 4 shows the LSTM structure.

As can be seen from Fig. 4, LSTM has three gates, namely the forget gate, the
input gate and the output gate. c() and h(, are the long-term state and the short-
term state respectively. The forget gate determines how much information from the
previous moment needs to be retained in the current state. The calculation process is

T 10
. Co

C (1) X (+)
f input gate @
EalE e
[ o | [ o ] [Tann ] o
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Fig. 4 The structure of LSTM
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shown as Eq. (12).

fi= U(Wf[h(t—l)a X(t)] +by) (12)

The input gate determines how much input the current moment needs to be saved
in the unit. The calculation process is shown in Egs. (13) and (14).

I, =o(W; [h(z—l)» X(z)] +bp) (13)

g = tanh(Wy[h¢—1), x,] + by) (14)

The output gate is used to determine how much of the current unit status is to be
output to the output value. The calculation process is shown in Egs. (15) and (16).

0y = O‘(WO[h(Zfl)sxt] + b,) (15)

h; = o; = tanh(C;) (16)

where o is the Sigmod function; W is the weight; b is the offset value.

After the convolutional layer, the extracted features are sent to the LSTM network
to further extract the dependency on the time series of the feature information. Finally,
the extracted features are sent to the classifier for classification, which makes the wind
turbine bearing fault diagnosis more accurate.

3 Experiment

The simulation platform of this experiment is configured as Intel core i5-1135g7
@2.40 Hz, 16 GB running memory, and the graphics card is NVIDIA mx450. The
simulation model is implemented using the Python deep learning framework Tensor-
flow. The maximum number of iterations of the experiment is 30, and each batch of
training samples is 128.

3.1 The Dataset

Because it is difficult to collect data on bearing faults of wind turbine gearboxes, this
study uses the data set of the bearing data center of Case Western Reserve University
(CWRU). CWRU’s data acquisition platform is shown in the Fig. 5.

As shown in Fig. 5, the data acquisition platform consists of a 2 hp motor (left),
a torque encoder (center), and a dynamometer (right). The test bearing supports
the motor shaft. In this study, the data of the bearing drive end was selected as the
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Fig. 5 Data acquisition platform

Table 1 Bearing type Fault labels | Fault location | Fault diameters (mil)
description

0 Inner race 7

1 Ball 7

2 Outer race 7

3 Inner race 14

4 Ball 14

5 Outer race 14

6 Inner race 21

7 Ball 21

8 Outer race 21

9 Normal Normal

experimental dataset. The bearing data set mainly has fault data at three locations,
namely outer ring fault, inner ring fault and rolling element fault. The fault diameters
are 7 mils, 14 mils and 21 mils (1 mil = 0.001 inches) respectively. In this study, each
fault type at the same speed is divided into a data set. In addition to a set of normal
operating conditions, there are a total of ten types of bearing conditions. CWRU
uses acceleration sensors to collect data. The acceleration sensor is placed on the
drive end to collect vibration signals. The sampling frequency is 12 kHz and 48 kHz
respectively (0, 1, 2, 3,4, 5, 6, and 7 hp). In this study, bearing vibration signals at
two sampling frequencies were selected for experimentation. Ten bearing types are

shown in Table 1.
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3.2 Experiment Description

3.2.1 Data Preprocessing

The bearing vibration signal collected by the sensor needs to be pre-processed to meet
the requirements of model training and testing. In this study, 70% of the bearing vibra-
tion signals were divided into the training set; 20% were divided into the verification
set and 10% of the data set were divided into the test set. Since there are ten bearing
types, one thousand samples of each type are generated during the preprocessing.
Each sample is generated by a sliding window with a step size of 28 and a sampling
point of 1024. In addition, the model proposed in this article is a two-dimensional
convolutional neural network, so in order to meet the input format, each sample needs
to be changed from one-dimensional to two-dimensional.

3.2.2 Parameters of the Model

The fault diagnosis structure of the wind turbine bearing proposed in this paper is
shown as Fig. 1. The parameter settings of each module in the model are shown in
Table 2.

The input layer of the network is the pre-processed wind turbine bearing vibration
signal and the output layer is the result classified by the Softmax classifier. There are
two layers in Table 2 as se_moudel and this module is the attention module. Since
the cross-entropy loss function is simple to derive, the loss is only related to the
probability of the correct category and the convergence speed is faster. Therefore,
the cross-entropy loss function is often used in multi-classification problems and the
formula is shown in Eq. (17).

9
L=—Yylog(p:) (17)
i=0

In the formula, y; is the true label of the wind turbine bearing; i is the number of
bearing types; p; is the network output.

In convolutional neural networks, the choice of optimizer has significant impact
on network performance. Because the Adam optimizer has the advantages of simple
implementation, efficient calculation, and parameter updates are not affected by
gradient scaling transformation. This research chooses Adam optimizer.

4 Result and Analysis

In neural networks, the settings of the learning rate have a significant influence on
the performance of the model. Whether the learning rate is appropriate determines
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Table 2 The layers of the Layer Output shape Parameters
network
Zero_padding2d (None, 38, 38, 1) 0
Conv2d (None, 25, 25, 64) 12,608
Batch_normalization (None, 25, 25,64) | 256
Max_pooling2d (None, 13,13,64) |0
Conv2d_1 (None, 13, 13,64) |36,928
Batch_normalization_1 (None, 13, 13,64) | 256
Conv2d_2 (None, 13, 13 64) 36,928
Batch_normalization_2 (None, 13, 13,64) | 256
SE_moudel (None, 13,13,64) |0
Add (None, 13,13,64) |0
Activation (None, 13,13,64) |0
Conv2d_3 (None, 13, 13,64) |36,928
Batch_normalization_3 (None, 13, 13,64) | 256
Conv2d_4 (None, 13, 13,64) |36,928
Batch_normalization_4 (None, 13, 13,64) | 256
SE_moudel_1 (None, 13,13,64) |0
Add_1 (None, 13,13,64) |0
Activation_1 (None, 13,13,64) |0
Average_pooling2d (None, 6, 6, 64) 0
Flatten (None, 2304) 0
Tf_op_layer_Expandims | (None, 1,2304) 0
Lstm (None, 1, 128) 1,245,696
Flatten_1 (None, 128) 0
Dense (None, 10) 1290

whether the neural network can converge to the global minimum. Therefore, in order
to select the appropriate learning rate, this paper takes the learning rate at 0.01, 0.001,
0.0001 and 0.00001 and uses the same data set to do four sets of experiments. The
training set and validation set loss function values are displayed in the figure below.

The network is trained for a total of 30 rounds. In Fig. 6, the value of the verification
set loss function has been oscillating when the learning rate is 0.01. When the learning
rate is 0.001, although the loss function value of the verification set has a tendency to
converge. There are still several oscillations during the convergence process. When
the learning rate is 0.0001, it can be seen that the value of the verification set loss
function quickly converges to the minimum without large fluctuations. Although the
loss function of the verification set is converging, the convergence speed is too slow,
and it takes a long time to train to reach the optimal when the learning rate is 0.00001.
Therefore, setting the learning rate of the wind turbine bearing fault diagnosis model
to 0.0001 can make the bearing fault diagnosis more accurate and efficient.
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Fig. 6 Graph of loss function for different learning rates

The evaluation indicators are used in this experiment mainly include accuracy,
precision, recall and f1 score. Accuracy is a common model evaluation index. Gener-
ally, the higher the accuracy, the better the performance of the model. Precision repre-
sents the proportion of samples classified as positive cases that are actually positive
cases. The recall is used to measure how many of all positive cases are predicted as
positive cases. The F1 score is used to measure the overall performance of the model.
The calculation formulas of the four evaluation criteria are as following:

TP+TN
Acc = (18)
TP+TN+FP+FN
. TP
Precision = ——— (19)
TP+ FP
TP
Recall = ——— (20)
TP+ FN
P xR
Flscore =2 % 21
P+ R

In the formula, TP is true positive, which means that a sample is a positive class
and is predicted to be a positive class. FP is false positive, which means that a sample
is negative but is predicted to be positive. FN is the false negative, which means that
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a sample is positive but is predicted to be negative. TN is true negative, which means
that a sample is negative and is predicted to be negative.

At 12 kHz sampling frequency bearing vibration signal, the experiment compared
the Se-Resnext [19] model, CNN-ISVM [20] model, Teod-Mcsdae model [21], and
proposed model. The data set is 2 hp and the result of the four models is shown in
Table 3.

It can be seen from Table 3 that the classification accuracy of the method proposed
in this paper is better than Se-Resnext and CNN-ISVM on the 2 hp data set. Both
the Teod-Mcsdae and the model proposed in this paper achieve 100% classification
accuracy, but the Teod-Mcsdae model is complicated in calculation and puts forward
higher requirements on the hardware configuration.

For bearing vibration signals at sampling frequency of 48 kHz, the experiment
compared the IDCNN-PSO-SVM model [5], CNN-LSTM model [22], and proposed
model. The data set is 7 hp and the result of the three models is shown in Table 4.

In Table 4, three other evaluation criteria for model performance have been added.
In terms of accuracy, the method proposed in this paper reaches 99.2%, which is
higher than 98.2% of IDCNN-PSO-SVM and 98.7% of CNN-LSTM. Therefore,
from the perspective of accuracy evaluation indicators, the model proposed in this
article is better than the other two models. Precision represents the probability that
all samples that are predicted to be positive are actually positive samples. In the
Table, the precision of the model proposed in this paper is 1.2% higher than that
of IDCNN-PSO-SVM, reaching 99.2%. Recall value represents the probability of
being predicted as a positive sample in a sample that is actually positive. In this study,
the proposed method is higher than other methods in recall value. For F1 score, it
can measure the performance of the entire model. From the table, the F1 score of the
method proposed in this article is higher than that of other methods. Among the four
evaluation indicators, the performance of the model proposed in this paper is better
than other models, indicating that the proposed model has strong fault diagnosis
capabilities.

In order to prove the good classification effect of the proposed model, this paper
compared the LSTM model, Resnetl8 model, Attention Mechanism-ResNet18-
LSTM model, and the proposed model. A vibration signal with a sampling frequency

Table 3 Comparison of different models (12 kHz)
Model Se-Resnext CNN-ISVM Teod-Mcsdae Proposed
Acc (%) 99.83 99.83 100.0 100.0

Table 4 Comparison of different models (48 kHz)

Model Acc (%) Precision (%) Recall (%) F1 score (%)
IDCNN-PSO-SVM 98.2 98.0 98.0 98.0
CNN-LSTM 98.7 - — -

The proposed method 99.2 99.2 99.2 99.2
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Table 5 Comparison of different models (6 hp)

Model Acc (%) | Precision (%) | Recall (%) | F1 score (%)
LSTM 78.9 79.4 78.9 78.7
ResNet18 94.1 94.3 94.1 94.0
Attention Mechanism-ResNet18-LSTM | 95.2 95.7 95.2 95.1
The proposed method 99.2 99.2 99.2 99.2

of 48 kHz is used as the dataset. The number of neurons in LSTM is set to 128. The
number of training samples in each batch of the experimental model is 128. The
experimental results are shown in Table 5.

Table 5 shows that the model proposed in this paper is better than the other
three models in fault classification performance. The four evaluation indicators of
the LSTM model are all less than 80%, which are much lower than the other three
models. The ResNet18 model is superior to LSTM in fault classification performance,
and its four evaluation indicators Acc, Precision, Recall and F1 score all reach 94%.
The Attention Mechanism-ResNet18-LSTM model adds an attention module and a
long and short-term memory network on the basis of ResNet18, so that the model can
extract more detailed and key features. Therefore, four evaluation indicators of this
model are all higher than the ResNet18 model by more than 1%. The four indicators
of the proposed model reached 99.2%, which is higher than LSTM and ResNet18.
The indicators are also three to four percentage points higher than ResNet18 with
attention module and LSTM. The reason is that the bearing data set used in the
experiment is small, and the number of layers in the ResNet18 network is large. Too
many layers will extract redundant features and affect model performance.

The confusion matrix of the proposed model is shown in Fig. 7. In Fig. 7, the
horizontal axis represents the predicted label, and the vertical axis represents the true
label. The numbers on the coordinate axis represent ten different types of bearings.
Each type has 100 test samples, a total of 1000 test samples. The values on the main
diagonal of the matrix represent the number of correctly classified samples of each
type. The larger the value, the better the classification effect of the model.

5 Conclusion

Energy shortage and environmental protection have contributed to the development
of new energy. In the field of new energy power generation, wind power occupies a
very important position. As more and more wind farms are built and put into use,
their maintenance becomes extremely important.

This research proposes a bearing fault diagnosis method based on ResNet-
Attention Mechanism-LSTM. The one-dimensional bearing signal is pre-processed
into a two-dimensional sample and input the ResNet. The attention model is
embedded in the ResNet to increase the weight of important feature channels and
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Fig. 7 Confusion matrix of the proposed method

reduce the interference of unimportant features. LSTM is added to the network to
extract the long-term dependence on the signal, making the classification feature
richer.

This method is used for bearing fault diagnosis and compared with other methods.
The results show that the method proposed in this paper outperforms other methods
in bearing fault diagnosis and avoid the problem of relying too much on manual expe-
rience in traditional methods. Since the wind turbine vibration signal will inevitably
be mixed with noise during the acquisition process, the next step will be focused on
the removal of noise in the signal.
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Study on Optimization and Improvement | M)
of Production Line of H Product e

Guo Jidong, Liang Yuyan, Ma Zenan, Qiu Zijian, Mo Yuwei, Li Limin,
and Zhou Dawei

Abstract This case makes full use of the knowledge of IE in various aspects, such as
work research, ergonomics, and other methods to put forward four different improve-
ment proposals, including two work table design, one fixture design and one operator
man-machine operation design, solving the problem of one company H product has
a large inventory of WIP and so on. After the proposal was put forward, the Flexsim
simulation technology and other methods were used to evaluate the scheme which
is proposed in this case and verify the feasibility of the scheme. The final improve-
ment proposal resulted in a total reduction about 2709 s in appearance inspection
engineering cycles, at the same time the new improved workstation made it easier
for employees to work, to reduce physical injury to employees due to long working
hours; Four employees were reduced in the electrode magnetic coil project, and the
annual wage expenditure was saved by about 198,144 yuan.

Keywords Flexsim simulation technology - Work research - Ergonomics - Fixture
design

1 Introduction

With the further development of social production, the demand for balance of produc-
tion line in modern processing and manufacturing industry is gradually improved.
This paper focuses on the inventory backlog of WIP caused by poor management
and poor spatial layout in the production process of H product of the company, which
will lead to the decline of productivity of the enterprise. Aimed at the problems of
the company, respectively, suit the remedy to the case: firstly, work measurement
and motion analysis was carried out on the appearance inspection engineering, and
industrial engineering and other theory methods for process optimization; secondly,

G. Jidong (B<) - L. Yuyan - M. Zenan - Q. Zijian - M. Yuwei - L. Limin - Z. Dawei

School of Industrial Automation, Beijing Institute of Technology, Zhuhai 519088, Guangdong,
China

e-mail: 35189850@qq.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 185
H. Zhang et al. (eds.), Proceedings of IncoME-VI and TEPEN 2021,

Mechanisms and Machine Science 117,

https://doi.org/10.1007/978-3-030-99075-6_16


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-99075-6_16&domain=pdf
mailto:35189850@qq.com
https://doi.org/10.1007/978-3-030-99075-6_16

186 G. Jidong et al.

Fig. 1 H product diagram Magnetic core«

Magnetosphere«

design fixture, optimize and improve the bottleneck process by using image analysis
method, improve productivity of this process and reduce WIP inventory.

2 Production Status and Problem Analysis

2.1 The Introduction of H Product

A company mainly produces electronic products. H product is one of the electronic
products of the company, made of magnetic core and magnetic coil, and its volume is
small, as shown in Fig. 1. There are 4 seed products under H product, and the process
flow of the sub products is the same. Therefore, the optimization and improvement
of 1 seed product in this case is applicable to other sub products.

The general process flow chart of H product is shown in Fig. 2. Plastic product
box is used for transportation and appearance inspection engineering.

2.2 Production Status of H Product

Through field observation, there is a large amount of WIP inventory between the
product changing plate and the appearance inspection engineering. Table 1 shows
the ratio of personnel per unit production line and WIP inventory at a certain time.

To sum up, the appearance inspection process is the bottleneck process of H
product line.
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Based on the bottleneck process and the problem of long idle time of electrode and
magnetic coil employees, this case analyzes the balance ratio and operation ratio.

2.3.1 The Analysis of Capacity Balance Rate of Each Process

in Production Line

The stopwatch analysis method was used to conduct the operation measurement,
calculating the standard time, and summarizing the product process diagram of H,

as shown in Table 2.

The formula for calculating the balance rate of the production line [1] is as follows:
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Table 1 Production status record

G. Jidong et al.

No.

Engineering

Personnel

‘Work in process

Headcount

Note

1

Electrode
arrangement

Magnetic coil
arrangement

1

Electrode
magnetic coil
followed

4 disc-720 pcs

8

Magnetic core
forming

Magnetic core
magnetic coil
followed

4 disc-720 pcs

Products
molded

The laser
marker

Products in disc

—_

Special
inspection

10

Appearance
inspection

25 group-5000 pcs

48

Statistical time: 10/6

15:30

CT is the standard time of bottleneck process.
According to the formula (1), the balance rate of H product production line is
34%, which is in line with the reality.

2.3.2 Products in Disc Process—Status Analysis

n = Totaltimeofeachprocess/(CT * Numberofoperations * 100%

(D

Through interviews and video analysis, it was found that the operators’ movements
such as straightening their arms and detouring path did not conform to t the action
economy principle [2].

2.3.3 Analysis of the Present Situation of Appearance Inspection

Working Table

Through interview and field investigation, we found that the following problems
existed in the appearance inspection process.
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Table 2 H product flow chart

Job name: Statistics
Handler: Item Number | Times/s
Investigator: Operation O 8 2401.5
Start: Inspection D 2 1330.2
End: Transport = 0
Temporary storage or delay D 0
Storage v 0
Process series Unit
NO. Job description time/s . . Temporary
Operation | Inspection | Transport storage Storage
or delay
El
1 ectrode 360 O = D N7 | 192pes
arrangement
M ic coil
2 aghetic col 300 a — D A4 180pcs
arrangement
3 Electlﬁode magnetic 240 O = D A4 130pcs
coil followed
M ti
4 agnetic core 240 O = D N | 180pes
forming
Magnetic core
5 magnetic coil 300 a — D A4 180pcs
followed
6 Products molded | 225 o = D N7 | 180pes
7 The laser marker 270 0O — D A4 180pcs
8 Products in disc 466.5 O — D A4 180pcs
9 Special inspection 227.7 O = D A4 180pcs
A
10 \ppearance 1102.5 ) = D N | 180pes
inspection

Problem 1: there are some movements in the work, such as feet can’t touch the
ground and pedal high to pick up pieces, etc.

Problem 2: in the appearance inspection process, four people share a work table,
and there is no gap or boundary between the work stations, so there exists a risk of
goods mixing.

Problem 3: when employees share a set of tools, there exist problems that have a
long distance to get the tools and wait in line.

2.3.4 The Analysis of the Current Situation of Fixture

The length, width and height of long suction bars are 195 mm, 36 mm and 9 mm
respectively, while the length, width and height of short suction bars are 85 mm,
30 mm and 6 mm respectively. Through the operation observation, it is found that
taking and putting down the suction bars for many times during the appearance
inspection process, resulting in repeated actions and increasing the workload of
employees. Therefore, it is necessary to improve the current situation of the suction
bars.
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Using the mod timing method [3] to record the inspection time of 60 H products,
it was found that in the current method, the mod value of long suction bar was 1436,
and that of short suction bar was 1322. There are many simple repetitive actions in
the process of operation, and there is room for improvement.

2.3.5 Man-machine Operation Status Analysis

Field observation found that there was a long spare time for the staff of the Elec-
trode magnetic coil followed project, so the project was continuously observed and
analyzed.

According to the observation data, the operation analysis of the Electrode
magnetic coil followed engineering operator is carried out:

® T he waiting time of employees in the process of operation accounted for 57.9%
of the total time.

@  Excluding the time of non-cycle work content, the work rate of employees is
24.9%.

In order to eliminate the situation of other people’s assistance in operation, the
operation data of other people in this station is recorded at the same time, and it is
concluded that the number of other people’s assistance in operation is 0, that is, there
is no machine interference.

To sum up, the waiting time is too long and the operation rate is low, so the design
of human—machine operation can be optimized.

2.4 Production Line Analysis Based on Flexsim

Combined with the production status of H product, summarize the data and conduct
Flexsim status analysis and simulation [4]. In order to facilitate the analysis, the
Flexsim model is set up with multiple simulation premises, and the current production
line model is established (Fig. 3).

In the simulation results, the idle time column of special inspection temporary
storage area is 0%, the empty is 1.02%, the input of special inspection temporary

-Te'b, r storng area || .
Magnetic m‘,t‘“r meat \._ h !a er \qarke‘{' ﬁpe«:x{ﬂ lnspnct)on‘(~

k klspearance inspection
Temporary stora.ge area -

Temporary starng! area ‘1 Telnorar‘y storage area
Temporary storage area

Fig. 3 Production line status model
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Fig. 4 Improve the front work table

storage area is 460, and the output is 195, so the WIP inventory between special
inspection and appearance inspection process is serious, which is consistent with the
actual situation.

3 H Product Optimization and Improvement Plan

3.1 Improvement Scheme of the Appearance Inspection
Engineering

3.1.1 Products in Disc-Work Desktop Improvement

According to the principle of action economy, the layout of the worktable was
improved, before and after improvement are shown in Figs. 4 and 5.

3.1.2 Design Scheme of Appearance Inspection Table

In this case, according to the working space design principles proposed in Ergonomics
Principles of Working System Design [5] and the human body size provided in
Chinese Adult Body Size [6], the appearance inspection table was redesigned.
Design the height of the table top
The design of table top height needs to design the height of the seat first, and then
determine the height of the table top.

@® The design of the seat height



192 G. Jidong et al.

|
sen Caleulstor e
Bed | |
Product |
B |
|
- " 7 r:.:'-k Tetud |
lummd! Teal !
| I
_I;\_ F /] :
|\ \ ]
\L\NZ [/

k‘_-—- ——
Fig. 5 Improved worktable

Since there is no qualitative regulation on gender and age for the job requirement
of this process, the design size of the seat height adopts the data of medium male and
female figure. Seat height = “calf plus foot height” + correction number of shoes
worn + correction amount of pants worn—thickness of hip [7].

Calculated the comprehensive seat height = (422 mm + 386 mm) /2 = 404 mm.

@  The design of the desktop height

Desktop height = comprehensive seat height + table and chair height difference
= comprehensive seat height + sitting height /3.
Calculated table height = 697.8 mm~700 mm, as shown in Fig. 6(unit mm).

Fig. 6 Schematic diagram [ o
of table height size

700
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Design the layout of the working table.

Based on the fact that the platform is so high that the staff need to press the desk
with their arms to access the work, this case designs the height of the platform which
used to place semi-finished products.

In order to make it easier for more people to work, the height of the platform will
be the same as the height of the employees’ shoulders when they are sitting, and will
be designed in the 5th percentile of the adult female body size.

According to the relevant formula, the relative height of the platform was
calculated to be 220 mm, as shown in Fig. 6 (unit mm).

The layout of the table surface design

Optimization of production site management is the premise and basis for enter-
prise management to achieve overall optimization [8]. Therefore, this case will carry
out plane layout design for the worktable according to 5S principle and the action
economy principle, as shown in Fig. 7. A 10 cm high partition is added to eliminate
the risk of mixed goods. Its layout is shown in Fig. 8. Defect product boxes are
designed to make it more convenient for employees to take out H products, shown
in Fig. 9.

General design drawing of appearance inspection work table

The three-dimensional diagram of the current working table of appearance inspec-
tion process is shown in Fig. 10, and the redesigned working table of appearance
inspection working process is shown in Fig. 11.

Fig. 7 Tool area division
diagram

Fig. 8 Baffle layout
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Fig. 9 Rejects box

Fig. 10 The current work
table

Fig. 11 The redesigned
work table

3.1.3 Design Fixture for Appearance Inspection Process

Design concept

According to Sect. 2.3, the current suction bar operation does not conform to
the principle of action economy, so the ECRS principle is used to redesign the long
suction bar and short suction bar, as shown in Figs. 12 and 13.

Fig. 12 Long suction bar
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Fig. 13 Short suction bar

The newly designed long suction strip tray and short suction strip tray can respec-
tively suck up one and half of the H product at a time for bottom inspection, reducing
the action of multiple fetching and releasing.

3.2 Man-Machine Operation Improvement

According to the man—machine operation analysis in Sect. 2.3.5, this case analyzed
and measured the leisure capacity of employees in electrode magnetic coil engi-
neering, designed a man—machine operation table with one person holding two
machines, and proved its feasibility at the same time.

3.2.1 Analysis of Leisure Sapacity

According to equipment operation observation table and staff operation observation
table in Sect. 2.3, leisure capacity analysis is carried out:

M+t
N = p

@)
According to Eq. (2), the leisure capacity of the operator can be obtained as

follows:

M+ 373+204
T T 204

N =2.828>2

Therefore, the electrode magnetic coil followed engineering staff can be a person
with two assignments.
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Table 3 Man—machine operation schedule

The work object The job content Time/s | Beat/min
Operators Exchange the electrode plate 8 2
Exchange magnetic coil plate 8 4
Semi-finished plate to hardening 10 4
machine
Take empty semi-finished products to | 6 4
the next machine
The semi-finished tray trolley is moved | 28 24
to the cooler
Electrode magnetic ring to the | The electrode plate operate 2 min
machine Magnetic coil plate operate 4 min
Intermediate plate output 4 min

3.2.2 Man-Machine Operation Measurement

The electrode magnetic coil followed engineering was followed by the stopwatch
method for engineering equipment, to obtain the time of each work content, as shown
in Table 3.

3.2.3 Man-Machine Operation Cycle Design

According to the operator’s operation and equipment time parameter table, combined
with the man—machine analysis diagram, the operation improvement of one person
holding two machines can be realized. This method is also applicable to other
production lines of H product.

4 Conclusion

Through the improvement of the layout of the work table, the image analysis method
is used to record the standard working time of the staff before and after the improve-
ment of the work table, which changes from 31.1 s to 20.6 s, and the work efficiency
is increased by 33.8%. The additional improvement of the partition on the work table
improves the working efficiency of the staff, reduces the risk of product mixing, and
provides more working areas for the staff.

In the appearance inspection process of the bottleneck process, the fixture was
improved. The MOD value of the process was reduced from 1436 to 1314, and the
time to complete the process was shortened by 15.738 s after the improvement.

Through man—machine operation analysis, the change from one person holding
one device to two, the work efficiency is increased by 100%, the personnel ratio of
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Table 4 Overall operation cycle design

Cycle operation

Operation content | Frequency Unit time/s Total

One 5 cycles Remain 90s Total time/s
cycle cycle

Spare electrodes, 2 0 0 2 11 5.5 22
magnetic coils and

semi-finished plates

Exchange the 34 170 0 170 8 4 1360
electrode plate

Exchange magnetic | 16 80 0 80 8 4 640
ring plate

Semi-finished disc | 16 80 0 80 10 5 800
moved to hardening

machine

Take empty 16 80 0 80 6 3 480
semi-finished

products to the next

Machine

Ove the 2 10 0 10 28 14 280
semi-finished plate

to the cooler

Total 86 420 0 422 71 355 |3822

Non-cyclic operation

Operation content | Ratio (%)

Processing time/s

Contact fault 4.5 503.55
corresponding

Harden fault 0.2 22.38
corresponding

Write summon 3.0 335.7
Collect defective 1.0 111.9
products

Cooler 2.1 234.99
Total 10.8 2417.04
Data aggregation

Total working time of operator/s 5999.04
Total design cycle time/s 11190
Ratio of operator operating 2 equipments/s 53.61%
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the corresponding process can be reduced by 50%, and the annual wage expenditure
is reduced by 198,144 yuan.

The balance rate of the production line was increased from 34 to 38%, an increase

of 4%, and the work efficiency was improved by 33.8%. The time consumed by the
bottleneck process was reduced, the ratio of personnel was reduced, and the labor
cost was reduced. The improvement effect was obvious.
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Towards Data Driven Dynamical System m
Discovery for Condition Monitoring L
a Reciprocating Compressor Example

Ann Smith and W. T. Lee

Abstract A viable data driven approach for determining dynamical systems
describing engineering processes would be a valuable tool in condition monitoring.
The application of the SINDy algorithm for dynamical system discovery is investi-
gated in the context of a reciprocating compressor. A feasibility study was carried out
in which an attempt was made to recover a model of the compressor from synthetic
data obtained from that model. A simplified model of the compressor with two
degrees of freedom was developed from an existing model. Following the SINDy
approach a parsimonious model was constructed from a large library of functions
using sparse regression. This model has the same structure as and similar coefficients
to the original model thus demonstrating the potential of this approach.

Keywords SINDy * Dynamical systems *+ Condition monitoring - Reciprocating
compressors * Digital twin

1 Introduction

Condition Monitoring (CM) is concerned with preventing, or at the very least
predicting, impending component failure. Quality management through continuous
monitoring of process outputs aims to detect and identify deviations from normal
operation at onset thus ensuring optimal performance, safety, and productivity [1].
A key problem in condition monitoring is having a quantitative understanding of
the system being monitored. One solution is found in data reduction methods such
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as principal component analysis (PCA). However, the gold standard for this would
be a predictive model of the system implemented as a dynamical system. However,
for many condition monitoring problems deriving such a model from fundamental
electrical or mechanical principles is difficult or impossible.

As machine complexity continues to increase with respect to both individual
components and complete systems, so does the intricacy and cost of predictive
maintenance programmes. Sensors too have become smaller and more affordable,
thus the ability to gather, process and communicate information is growing, Large-
scale industrial processes are monitored by a network of 1000’s of sensors each
capturing data reflecting the process condition. Whilst fault signature analysis of
sensor fault relationships can assist in identifying optimal sensor placement for focus,
detailed holistic analysis of the process utilising complex prognostic models is often
unfeasible.

A recent advance in this area is the development of an alternative data driven
route to the determination of dynamical systems [2]. Preliminary results towards the
application of these principles to engineering plant are reported here. An instrumented
reciprocating compressor for which both experimental data and a dynamical system
model are available [3] is taken as an example system. As an initial check of the
feasibility of this approach recovering a simplified model of the compressor from
synthetic experimental data is investigated.

This paper presents original research in the field of dynamical system discovery.
Initial investigations are presented which demonstrate an implementation of the
Sparse Identification of Nonlinear Dynamics (SINDy) methodology [2, 4]. The
SINDy algorithm is utilised to determine the underlying dynamical system of a
component or process. A subset of the dynamical system representing a recipro-
cating compressor model was solved using a Runge-Kutta method with adaptive
time stepping (MATLAB’s ode45). The resulting solution was incorporated into the
SINDy algorithm and the original system recovered. A simplified system of differen-
tial equations representing the cylinder action of a reciprocating compressor formed
the base model under investigation. Subsequently, noise terms were incrementally
added to mimic a typical search for an unknown dynamical system.

2 Theoretical Background

The key challenge in discovering dynamical systems form experimental data is the
large space of possible models that must be systematically investigated. To overcome
this problem Kutz et al. developed the Sparse identification of nonlinear dynamics
(SINDy) methodology [2]. This relies on the use of a library of test functions allowing
linear regression to be used despite the nonlinear nature of the equations—essentially
all nonlinearity is contained in the test functions. As standard linear regression will
generate nonzero coefficients in front of every test functions due to experimental
error a sparse regression procedure must be used to generate a parsimonious model
avoiding the overfitting problem.
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A very encouraging application of the SINDy algorithm in our context is an
application to vortex shedding by a cylinder at moderate Reynolds numbers [4].
In this feasibility study a single (simulated) experimental measurement was used
to determine a human interpretable dynamical system describing the dynamics of
vortex shedding. Furthermore, with the introduction of further data the full fluid
dynamical state of the system can be recovered. The long-term aim of this research
is to see if a similar process is feasible in engineering plant such as the reciprocating
compressor.

3 Methodology

3.1 Mathematical Models

Due to their prevalence and importance in industrial processes there is naturally much
interest in the detection and diagnosis of Reciprocating Compressor (RC) faults. RCs
are critical components in many high-pressure processes and their failure can have
a serious impact on both the process operation and its equipment.

A highly simplified model based on a reciprocating compressor focussing on
the mechanics was developed based on the model developed by Elhaj et al. [3]. In
addition to the assumptions introduced by the original modelling process this model
makes the following assumptions.

e Constant drive torque
e Only a single cylinder is considered.
e The pressure in the cylinder is takes as constant.

The result is a two-dimensional set of ordinary differential equations with four
free parameters. Random values of these parameters of order unity were chosen.

Initial conditions were taken to be 6 = 0, ® = 0, i.e. simulating a cold start. Note
that simulating the steady state operation of the device might have led to some terms
not appearing in the model determined by fitting as these may only be important in
the dynamics as the device approaches steady state.

3.2 Synthetic Data Set

To generate a synthetic dataset of measurements of theta and omega the differen-
tial equations were solved numerically and then noise was added. A Runge-Kutta
numerical integrator was used to solve these equations. To turn the results of the
simulation into synthetic data artificial noise was added in the form of uniformly
distributed pseudorandom values with zero mean on the interval [—0.5, 0.5].
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The SINDy algorithm also requires ‘2—‘;) data. Following Champion et al. [2] this
was obtained by substituting the synthetic data for w and 6 into the dynamical system
model.

3.3 RC Models

A reciprocating compressor was chosen as the focus from this study as in addition
to its importance in industrial settings a mathematical model of a Broom Wade TS9
RC rig has been developed from first principles [3]. The TS9 is a two-stage RC
with compression cylinders arranged in V-shape formation. The rig has a maximum
working pressure of 1.379 MPa (13.8 bar) and a crank speed of 440 rpm. A simplified
version of this model was developed for this preliminary investigation.

The equation of motion of a crankshaft in a simple model of a reciprocating
compressor with a single cylinder is given by

da) PCVZSC . . 2 mcrr2 2 .
E: 7 cos@sinf + Pers.sin@ — | m,r~ + w”cosBsinf + T,
(1)
do ?)
Z—w
dt

where J is the moment of inertia of the power unit, @ the angular velocity of the
crankshaft, P, the cylinder pressure, r the radius of the crank, s. the cross-sectional
area of the cylinder, L is the length of the connecting rod, m, is the piston mass,
my, mass of the connecting rod and T, is the driving torque from the electric motor
respectively.

The SINDy algorithm promotes sparsity by eliminating terms with small coeffi-
cients. In order for the size of coefficients to be meaningful the equations of motion
must be written in dimensionless form. In dimensionless form the equations of motion
of the crankshaft is given by

dw

I=—Dcosesin6w2+Ccos®sin6+Bsin6—|—A 3)
do @)
o
dt

with coefficients arbitrarily chosen as A = 0.5, B = 0.75, C = 0.75, D = 0.25. For
simplicity the same symbols are used for dimensional and dimensionless variables.
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3.4 SINDy

In order to recover the dynamical system from the synthetic data the SINDy algorithm
was used [2]. From 6(¢) and w(¢) data a library of functions of the form cos(mf)w"
and sin(mf)w" was generated. The dw/dt data was regressed against all members of
this library of functions. To create a parsimonious model, sparsity parameter A was
introduced and all terms from the function library with a coefficient less than A were
removed. In this case A was chosen by hand as the aim of the study was to determine
whether it was possible in principle to recover the original model by this process.
(More generally A would be determined by a formal sparse regression technique.)
The regression was then carried out against the reduced function library.

4 Results

The synthetic dataset is shown in Figs. 1 and 2. By visual inspection of the results
of the regression it was determined that values of X in the range 0.0046 < \ <
0.2451 would eliminate terms that were not in the original model. By repeating the
regression with these terms eliminated a model of the same form as the original with

Crank Shaft Angle

0 0.5 1 15 2 2.5 3 35 4 45 5
Time

Fig.1 Synthetic data: crankshaft angle 6 in radians given as a function of dimensionless time.
Time is given in dimensionless units
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Fig. 2 Synthetic data dimensionless angular velocity w of crankshaft as a function of dimensionless

time

coefficients close to the original values was obtained as shown in Table 1. Good
agreement is obtained both qualitatively in which terms should be included in the
model and quantitatively: the values of the coefficients recovered agree closely with

the original coefficients.

Table 1 Comparison of

model coefficients with those Original model SINDy model
recovered via the SINDy 0.5 0.5006
algorithm 0.75 0.7533

0.75 0.7306

0.25 0.2489

Good agreement is obtained between the sets of coefficients
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5 Conclusions and Further Directions

The ability to use data to determine dynamical systems describing engineering plant
would be an important step forward for condition monitoring. The first step towards
demonstrating the feasibility of this concept is whether existing models of such
systems can be recovered from simulated data generated by the models themselves.
A demonstration that this is possible in the context of a simplified model of a recipro-
cating compressor is reported here. Future research will extend this first to simulated
data from a complete model of the device and then move to investigating the results
of using this process with experimental data.
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Abstract Bearings are the most critical components in modern industrial rotating
machinery. If a bearing is damaged, it can lead to serious consequences such as an
interruption to a production line and financial losses. It is important to monitor
the bearing operation condition and to predict the remaining useful life (RUL)
of bearings so that a scheduled maintenance can be planned ahead. In order to
improve the accuracy of a bearing RUL prediction, a new data-driven RUL prediction
technique based on Long Short-Term Memory (LSTM) network and Transformer
network is proposed. Firstly, a total of 8 degradation characteristics in both time
and frequency domains are extracted from the bearing data to be used as the input
features. After the data preprocessing steps such as normalization and sliding window
interception, the degradation characteristic dataset is obtained. Then, the proposed
LSTM-Transformer technique is applied to the characteristic dataset for training and
prediction. The prediction result shows that the proposed technique can effectively
overcomes the information loss of LSTM network caused by the increase distance
between the input and output sequences to produce a more accurate RUL prediction.
The RUL prediction obtained using the proposed technique is compared with those
using existing techniques such as GRU, LSTM and CNN networks for an evaluation
of the effectiveness and efficiency of the proposed technique. It is confirmed that
the proposed technique can yield a more accurate bearing RUL prediction than the
existing techniques.

Keywords Rolling bearing - Data driven - Remaining useful life - LSTM -
Transformer
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1 Introduction

Rolling element bearings are one of the most critical components in modern indus-
trial rotating machinery [1]. Due to the harsh operating conditions in practical appli-
cations, rolling element bearings are prone to failure which can cause substantial
economic losses and even human casualty [2]. Therefore, it is necessary to carry out
effective preventive maintenance of bearings.

RUL is a key index to predict the potential machine failure in a production line
[3]. RUL prediction techniques can be generally grouped into two categories: phys-
ical model-based techniques and data-driven techniques [4]. Physical model-based
techniques usually require rich professional knowledge and experience to establish
a mathematical model to describe the physical relationship between subsystems in
the analysis of the system degradation process [5]. For example, Liao [6] utilized an
enhanced Paris-Erdogan (PE) model with a state-space model for the RUL predic-
tion of an equipment. El-Tawil and Jaoude [7] developed an analytic prognostic
methodology based on nonlinear damage laws to determine the RUL of a system.
The physical model based techniques can achieve an accurate RUL prediction when
the interrelationship between the system components and the working characteris-
tics of the equipment are well defined. However, due to the increasing complexity of
modern mechanical systems, it becomes harder and harder to establish an accurate
physical model.

On the contrast, data-driven RUL prediction techniques use the performance
degradation data of a system instead of analyzing the degradation process of the
system [8]. With the fast development and expansion of artificial intelligent tech-
niques, several machine learning and deep learning techniques have been success-
fully employed for the RUL prediction of rotating machinery. For example, Jaseena
and Kovoor [9] proposed a decomposition-based hybrid deep Bidirectional Long
Short Term Memory models with skip connections for the wind speed prediction,
and shows that the proposed method can produce a better prediction accuracy than
other models. Vaswani et al. [10] proposed the Transformer technique, based on an
attention mechanism and dispensing with recurrence and convolutions concurrently.
The application of the proposed technique on two machine translation tasks shows
that the model is more parallelizable, requires substantially less time to train.

Aiming to overcome the drawback of LSTM network such as the information loss
problem and parallel computing problem, this paper combines the LSTM network and
Transformer technique for a more accurate bearing RUL prediction. The effectiveness
of the technique is verified using a set of published bearing degradation data.
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2 An Introduction of the Related Techniques

2.1 LSTM Neural Network

LSTM neural network is a special type of recurrent neural network (RNN), which
alleviates the gradient vanishing and gradient explosion problems of traditional RNN
model to a certain extent. Figure 1 shows the basic unit structure of a LSTM.

The basic update formula of LSTM is as follows:

F, =o(Wsx, +Ush,_; +by) (1)
N, =0 (W,x, + U,h,_; +b,) 2)

C, = tanh(W.x, + U:h,_; +b,) (3)
C,=F, -C_ +N,-C, 4)

0, = a(W,x, + Ush,_; +b,) (5)

h; = O, - tanh(C,) (6)

\

o J[ o J[wm] [0
1 T\—T—b

a0

]

Fig. 1 An illustration of the LSTM unit structure
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where F;, N;, O, denote forgetting gate, input gate and output gate respectively, h;_;
and h, are the output of the previous time and the current time respectively, X; is
the input of the current time, W and U are the weight matrix, b is the deviation
vector, o () is the sigmoid activation function, C, denotes the candidate value vector,
tanh() is the tanh activation function, “-” represents the product of the corresponding
elements of two vectors participating in the operation.

2.2 Transformer Model

A transformer model is a network architecture based on an attention mechanism [10].
The transformer model adopts an encoder-decoder architecture. Figure 2 shows the
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Fig. 2 An illustration of a transformer unit structure [11]
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internal structure for a pair of encoder and decoder. A description of the algorithm
of the transformer is given below.

A transformer model does not have the capacity to describe the sequence of input
sequences where all inputs are passed into the model at once. In order to deal with
this problem, an additional vector positioning encoding is added to the input of the
encoder layer and the decoder layer to determine the position of the current data.

An encoder consists of two layers, a self-attention layer and a feed-forward neural
network layer. A residual connection is used to connect the two sublayers. In the self-
attention layer, a multi-head attention mechanism is added. Because the Attention
has different distributions in different subspaces, the multi-head attention actually
seeks for the correlation between sequences from different angles and combines the
correlation captured in different subspaces.

The masked multi-head attention layer at the decoder ensures the consistency
between the training stage and the reasoning stage. The rest of the decoder layer is
basically the same as the encoder unit.

Finally, a simple fully connected neural network with softmax layer is used for
the output of the result.

3 The Proposed LSTM-Transformer Technique

In this paper, LSTM network and Transformer network are combined together in the
RUL prediction of roller bearings. A LSTM network is an effective approach in the
modeling of time series, though the hidden layers of the network cannot be calculated
parallelly at the same time leading to low computational efficiency. On the contrast,
a Transformer network does not have such problem since the model input can be fed
into the network at once. In addition, Transformer focuses on the relevance of input
data rather than the distance, which can also alleviate the information loss problem
typically found in a LSTM network. The flow structure of the proposed technique is
shown in Fig. 3.

In this approach, a two-layer LSTM is used to capture the temporal information
of the input of a time series where a Relu activation function is used in each network
to increase the operation speed of LSTM networks, as well as to solve the problem
of gradient disappearance up to a certain extent. The sequential characteristics of the
input time series can be effectively extracted by using the two-layer LSTM network.
The sequential characteristics are then fed into the Transformer network comprising
6 pair-layers of encoders and decoders. Through the self-attention mechanism in
the encoders, the degradation trend information of sequence characteristics can be
captured. Whilst the decoders can link the degradation information with the degrada-
tion stage. Finally, the output matrix having the bearing degradation stage information
from the transformer network is used as the input in a dense layer (i.e., a full connec-
tion layer) which converts the output of the Transformer into a one-dimensional RUL
prediction result.
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Fig. 3 A flow chart of the proposed LSTM-transformer technique

4 The Parametric Setting and Result Analysis

4.1 Dataset

The bearing degradation dataset from the published PHM2012 Prognosis Challenge
bearing data is used in the numerical evaluation of the proposed RUL prediction
technique [12]. The Bearing 1-1 and Bearing 1-3 data from the published dataset are
used as the training and the test dataset in this study. The operation conditions (i.e.,
the shaft speed and the external loading) of the bearing degradation test for this two
selected bearing datasets are 1800 RPM and 4000 N.

4.2 The Evaluation Metrics

For sake of convenience in the evaluation and quantification process, the root mean
square error (RMSE), mean absolute error (MAE) and coefficient of determination
(R?) are used as the evaluation indices. The formula used in calculating these indices
are as follows:

1 & 2
RMSE = | — ;(Yi - %) (7)
MAE = Zlyz v ®)
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RP=1- (Z(yi =30 Y (i - ﬁ)2> ®
i=1 i=1

where m is the number of data points, y; is the forecast data, ¥, is the original data,
v, and is the mean value of the forecast data.

RMSE and MAE are two of the most common measures of continuous variables.
A smaller value of these indices indicates a better fitting effect. Whilst the value of
R? reflects the effectiveness of a regression model, a higher value is expected.

4.3 The Network Parametric Setting

Eight typical characteristics in both time and frequency domain such as peak value,
variance, root mean square, peak-to-peak value, waveform factor, pulse factor, mean
frequency and frequency standard deviation are extracted from the bearing data. In
order to improve the convergence speed and the prediction accuracy of the model,
the prediction output data are normalized between 0 and 1 where 1 represents that
the bearing is in the new condition, and O represents that it has reached the end of
life.

During the network training, the maximum number of iterations is set at 200, and
the batch size is set at 32, An Adam optimizer is used in the process where the mean
squared error is used as the loss function. After every 50 iterations, the learning rate
is reduced to 1/5 of the original rate so that a large learning rate can be maintained
at the initial stage of training and the convergence can be accelerated after the initial
stage. When the optimization is approaching the optimal value, a small learning rate
is used for the training to avoid possible crossing of the optimal value.

4.4 Results and Discussion

After the optimization and training of the model, a RUL prediction of the test bearing
dataset (Bearing 1-3) is obtained which is shown in Fig. 4. The straight orange line in
the figure represents the actual degradation life of the bearing, while the blue curvy
line represents the RUL prediction of the bearing using the proposed technique. It
is shown that the RUL prediction using the current technique is in good agreement
with the actual bearing degradation life.

In order to further illustrate the advantage of the RUL prediction technique
proposed in this paper, a comparison study is undertook where the RUL predic-
tion using the proposed technique is compared to those using LSTM, GRU, CNN
networks. Table 1 lists the three evaluation indices from the RUL prediction results
using these networks.
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Table 1 Comparison of RMSE MAE R2
model effects
GRU 0.093 0.078 0.910
LSTM 0.101 0.084 0.903
CNN 0.104 0.091 0.890
LSTM-transformer 0.088 0.076 0.921

It is shown that the prediction result using the proposed technique has the smallest
RMSE and MAE values within the four network models implying the proposed tech-
nique can produce more accurate RUL prediction than the other network models. The
proposed technique also yields the highest value of R? indicating that the proposed
is a superior regression model which can effective capture the degradation trend of
the bearing.

5 Conclusion

An effective bearing RUL prediction technique was presented in this paper by
combining two LSTM networks with a Transformer network. The proposed tech-
nique can effectively overcome the information loss of LSTM networks to produce a
more accurate bearing RUL prediction. The comparison study presented in the paper
showed that the proposed technique performs better than three other commonly used
techniques in the bearing RUL prediction.
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Research and Application of Order m
Analysis Technology Without i
Tachometer Under Variable Speed

Condition

Ruibo Yang and Jianguo Wang

Abstract Under the condition of variable speed, the traditional signal processing
method cannot accurately determine the fault location of motor bearing. This paper
proposes and studies the order analysis method without tachometer. Through the
short-time Fourier transform and speed tracking of the collected fault signal, the
speed signal of the motor fault bearing is obtained indirectly. The extraction process
of the speed signal is completed and the order analysis is carried out to obtain the
bearing fault diagnosis results. The results show that this method can effectively
judge the fault location of motor bearing.

Keywords Data processing - Nonstationary signal + Order ratio analysis *
Resampling - Speed tracking

1 Introduction

With the increasing innovation of industrial technology, (the development of
machinery in the process of modernization of society is also more and more impor-
tant, and gradually to the direction of precision development). Bearings and gears
are the most vulnerable components in the operation of the machine. Therefore, it is
necessary to detect the status of these devices, predict fault information in advance,
and deal with it in time to the maximum extent, which is the original intention of
troubleshooting. Order ratio tracking is the key to order ratio analysis, its develop-
ment step has been steadily moving forward, it can be divided into the following
processes: the traditional order ratio analysis technology is hardware scale analysis
[1]; The order ratio analysis technology of the tachometer is available [2, 3]; Order
ratio analysis technology without tachometer [4, 5].

Zhile and Bo [6] proposed to window the signal first to solve the vibration signal
under the non-stable operating conditions, and then used the spectral cliff to obtain
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the windowing signal of the complex envelope, and then used the order gravity
sampling to obtain the order ratio spectrum information. Guangi et al. [7] combines
time—frequency extrusion and order-ratio analysis to diagnose the occurrence of
bearing failure, and verifies it through simulation experiments and example analysis,
and in the absence of a tachometer, the results of this method are also very ideal.
Jianxin et al. [8] proposed that the overall average experience model and order ratio
analysis method should be combined to analyze the non-stable signal generated under
the condition that the speed is variable and not constant.

2 Order Analysis

In engineering practice, the speed of equipment is generally an unshophonic signal,
in which case the order ratio analysis plays its advantages. The key to order ratio
analysis is to transform an unsmoothed time domain signal into a medium-smooth
angle signal by resampling at an equal angle, which is the essence of the order
ratio analysis. For example, in the course of motor operation, the signal extracted
at a constant speed does not reflect the state of the entire working process, on the
contrary, it is a process of increasing speed, reducing speed, not a state of constant
speed. Order-to-scale analysis does have advantages over other traditional spectrum
and time—frequency analysis methods in the analysis of non-smooth signals because
its results are not affected by changes in speed, whereas other analytical methods are
not.

2.1 Definition of Order Analysis

The rotation of mechanical equipment cannot avoid the change of speed naturally,
and the order ratio analysis because of its own resampling process and dilute the
impact of speed, can show the operation state of mechanical equipment, with this
characteristic, in some large-scale equipment operation status monitoring and fault
characteristics analysis has a more objective understanding. The number of points
sampled in each lap is the same when the order ratio is analyzed, and the position
remains the same, and a data is collected whenever a certain angle is turned, which
is the most essential part of the order ratio analysis. The horizontal coordinate of
the final result of the order ratio analysis is the scale ratio, and the ordinate is the
magnitude intensity. The order ratio is defined as the number of fluctuations per
revolution of the reference axis: order = the number of fluctuations/per revolution,
the relationship between the order ratio and frequency f is:

60 f
0=—

n

(D
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where n-the speed of the reference shaft (r/min); f-represents frequency (Hz). Set the
swing frequency fn = n/60, in turn/second (1/s), then:

f=oxf, @)

As can be seen from the definition of the above order ratio analysis, the change
of speed has no effect on the results of the order ratio analysis, so it can analyze
the operating state of the equipment well, and is suitable for analyzing the fault
characteristics affected by the change of speed. In general, in the spectrum analysis,
the signal will be divided into equal time segments, that is, every once in a while to
collect a data, so that the final sampling results will change with the original signal
change trend, the original smooth signal result is a smooth signal, the original signal
is variable, non-smooth signal so the final results can be imagined. The difference
between order ratio analysis and its difference is that no matter what the original
signal is, the sample it ends up taking is a smooth angle signal, which is the biggest
difference, so the order ratio analysis is more used to process the complex signal
changeable.

2.2 Second Order Specific Gravity Sampling

Order-specific sampling is the essence of order ratio analysis, a process in which
the vibration signal at the equivalent interval of the synchronously collected speed
pulse signal is resampled at equal angle intervals. Here the speed pulse signal has
two functions, the first is by the speed pulse signal to obtain the speed information of
the device, determine the moment of resampling, the second function is to determine
the frequency of filtering, and then according to the determined point in time to
collect data, and then interpolate, and finally get the result of sampling. Finally, it
is transformed quickly, and the order ratio spectrum is analyzed. Determining the
moment of resampling is a particularly important step in resampling, so its accuracy
is the key to smoothing the signal.

Assuming that the hinge is constant at an angle acceleration motion for a short
period of time, the quadrangle equation of the cumulative angular 6(¢) is expressed
as:

B(t) = by + byt + byt? (3)

Among (bg, by, by) is unknown and needs to be solved. Suppose three consecutive
pulse points are reached (t, tp, t3), The respective corners are (0, A9, 2A0)

0(t) =0 0(t) = AD 0(t3) = 2A0 4)

In order to make the corner increment A6 = 2A 7 /z, z is the number of pulses
per revolution, the upper incoming type available:
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0 1t &7 bo
AD | =168 || b (5)
2A0 1t3 t% b,

Solve the equation to find the equation coefficient (by, by, by):

-1

bo 1t t% 0
by | =1t t% A6 (6)
b, 16 2A0

you get to turn any corner 6; (6 € [0, 2A0]) the corresponding point in time is t;:

1
= 5 [bi - 4bu6 o) @

When a pulse arrives at the actual calculation, the calculation is recalculated to
reduce the cumulative error of calculating the resampling time. The pulse moment at
this time is the most t3, the first two pulse moments are the most t;, t, so that there
will be repeated calculation points. To avoid duplication, only part of the data point
is calculated at each calculation, usually taking the middle part, thatis: T < 6 < 3m.
Discrete the crucible and replace it with kAf. The publicity becomes:

1

K is the interpolation coefficient, and the value range is:

T 3n
—<k< —

AB T T Ab 2

By using the point in time obtained by the formula to interpolate the transmission
vibration signal, we can get the map with the angle as the horizontal coordinate and
the amplitude as the ordinate coordinate, and then complete the resampling process
of the signal, and then use FFT to obtain the order ratio spectrum.

3 Short Time Fourier Transform

The difference between the short-term Fourier transformation and the Fourier trans-
formation is that the short-term Fourier transformation is a segmented Fourier trans-
formation, not an overall one, and its key lies in the segmentation. First of all, to carry
out a short-term Fourier transformation must first select a suitable window function,
the original signal for a series of segments, and then for each small segment of the
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signal obtained Fourier transformation, the results of each segment of the transfor-
mation in the original order stitched together, this is the complete short-term Fourier
transformation process. The formula is:

oo

x(t, ) = /x(r)h*(t—t)e‘j“”dt (10)

—00

In the form, h*(t — t) is the co-choke of window function A(r — r), and window
function h(t — t) is used to segment intercept the signal h(t — t). Intercepts the signal
of the t-moment, and after the four-moment transformation, the transient spectrum
reflects the frequency component of the r-moment signal. Therefore, all these collec-
tions of instantaneous spectrums reflect the global time frequency distribution of the
signal. Short-term Fourier transformation in the processing of non-smooth signals
also has certain advantages, because its theoretical process is relatively simple, easy
to understand, has appeared in various fields of research.

4 Research on Variable Speed Fault Diagnosis Method
Without Speed Signal

The data used in this section is a set of data for the motor at the speed reduction is a
vibration signal measured in the gearbox, a set of data is a vibration signal measured
in the motor, because the speed of the motor in the process is not constant, so the
collected data is an impulsive signal, so the use of order ratio analysis of the signal
analysis, sampling rate of 25.6k * 2.56, the fault bearing type is 6215, the parameters
are as follows in Table 1.

4.1 Research Objects

The illustration shows the train wheel gearbox, with an external motor with a faulty
bearing (6215) connected to the motor and a pinion in the gearbox (Figs. I and 2).

Table 1 Fault characteristic frequency

Mode Cage Running pulley Outer ring Inner ring
6215 0.145 2.852 4.564 6.436
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electric
machinery

Fig. 1 Picture of motor fault bearing

Fig. 2 Structure diagram

electric machinery i 1 7]

big gear wheel

4.2 Realization Principle of Order Analysis Without
Tachometer

First of all, the structural diagram analysis: the fault bearing is the bearing of the
motor, it is connected with the gearbox coaxial, that is, the speed of the two (frequency
conversion) is the same, the speed signal of the pinion also got the speed signal of
the motor fault bearing, so the following to get the fault bearing speed signal as the
main line analysis experiment, the specific operation process and theoretical part is
as follows (Fig. 3):

Step 1: The use of short-term Fourier transformation process vibration signal, first
of all, the original signal full transformation. Then the vibration signal is intercepted
by window function, and the result of short-term Fourier transformation is obtained by
constantly moving the window function. (As shown in Fig. 4, the relationship between
time and amplitude, Fig. 5 is a three-dimensional diagram after the short-term Fourier
transformation.)

Step 2: Make a short-term Fourier transformation top view (Fig. 6), find out the
meshing frequency similar to the plot line in the figure, and speed matching tracking,
the tracking steps are as follows:

1. Delineate an area (Fig. 7), the area is the extent of the track.
2. Fixed time axis, in the same case to find the maximum magnitude point A -
3. Calculate the frequency fy, corresponding to the Aax.
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The original time domain waveform
200 T T T T T T 7

The original frequency domain waveform
T T T T T T

Fig. 3 The original waveform

Fig. 4 A three-dimensional
graph of the time frequency
after the transformation of
the short-term Fourier
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4. Slide time to find the frequency f,; for each time period #;, n as the number of
window sliding times.

5. The conversion of all short-term vibration data into the entire time period
vibration data is recorded as f.

Step 3: After obtaining the change curve of the speed (Fig. 8), it is necessary to
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Fig. 5 Time frequency map
after short Fourier
transformation (top view)

Fig. 6 Speed tracking
demarcated areas
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subduct the relationship between time and angle, and then to sample the same angle,
and finally to analyze the data after the peer angle sampling.

4.3 An Example of Bearing Fault Diagnosis

As shown in the figure, the original signal time domain and frequency domain wave-
form diagram of the gearbox vibration signal are transformed to obtain its three-
dimensional time frequency map for a short period of time, and a top view is made
to find its meshing frequency and speed tracking in the figure.
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Fig. 8 Order ratio

Find out the demarcated area of the line similar to the meshing frequency and
carry out the speed matching tracking results as shown in Fig. 6, the speed tracking
completed the meshing frequency of the line, that is, the red line shown in Fig. 7,
using the relationship between the engaged frequency and the frequency to obtain
the frequency, that is, the speed signal of the motor, and then can carry out order
ratio analysis, as shown in Fig. 8.

As can be seen from the order spectrum (Fig. 8), theoretically at 4.564, 9.128, the
order ratio will show obvious performance characteristics and peaks of its octave,
while the actual peak will appear at 4.25, 8.501, the order ratio, due to the human
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error when collecting signals and the accuracy error of the installation of experimental
devices and other factors exist, resulting in the theoretical value and the real value
of the error, but still can be judged from this phenomenon in the figure at this time
the rolling bearings have an outer ring fault.

5 Conclusion

In this paper, taking the fault bearing in the motor as the research object, combining
the advantages of short-time Fourier transform, speed matching tracking and order
analysis, a tachometer free order analysis method suitable for variable speed condi-
tion is proposed. The experimental results show that the method can effectively
extract the speed signal of the fault bearing, and the fault location of the bearing can
be detected by reasonable analysis.
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Simulation Analysis of Tooth Surface m
Wear Considering Axis Parallelism Error | e

Ruiliang Zhang and Yandong Shi

Abstract Axis parallelism error cause edge contact and stress concentration, which
lead to uneven load distribution and uneven wear of tooth surface, and seriously
reduce service life. In this paper, a tooth contact analysis (TCA) model and a gear
wear analysis model considering the axis parallelism error were established based
on the basic equation of contact problem and Archard’s wear equation, and the
change of contact characteristics and wear depth were analyzed. The results show
that when the axis parallelism error exists, the tooth load is uneven, and the load
distribution becomes more uneven with the increase of the error, and the uneven
contact is improved with the increase of load. The wear depth decreases in the tooth
width direction, and the wear depth decreases firstly and then increases along the
line of action, and the wear depth of the pitch point is zero. The wear depths reach
their maximum value at the root of the pinion where the stress concentration occurs,
and the maximum wear depth increases non-linearly.

Keywords Axis parallelism error + Gear - Contact analysis - Tooth surface wear

1 Introduction

Gear transmission is one of the transmission forms that play a huge role in modern
mechanical equipment [1], however, the gear system failure caused by gear failure
also seriously affects the service life of mechanical equipment. The assembly error is
inevitable in the assembly process of gear mechanism, especially the axis parallelism
error in the vertical plane has a greater influence on the contact characteristics in
the tooth width direction of the gear [2]. Axis parallelism error will cause contact
line deviation and uneven contact in the tooth width direction, and uneven load
distribution caused by uneven contact will also affect the wear distribution of tooth
surface, all of which have a great impact on the service life of gear. Therefore, it
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is of great significance to study the gear contact characteristics considering the axis
parallelism error and its influence on the wear distribution of the tooth surface.

Yuesheng et al. [3], Xue et al. [4], Shao et al. [5] built the tooth surface equation
considering the assembly error to analyse the influence of the assembly error on the
gear contact path and contact stress. Liu et al. [6], Dalei et al. [7] and Shukun et al.
[8] analyzed the influence of assembly error on tooth surface contact characteristics
based on finite element theory and finite element software. But none of the above
studies considered the influence of assembly error on gear wear. Zhang and Liu
[9] analyzed the gear wear distribution under different meshing deviations, but the
calculation of contact stress was based on finite element software, whose calculation
accuracy and time were greatly related to the number and quality of mesh. Kumar
et al. [10] and Chen and Ji [11] studied the influence of radial clearance and corner
contact on tooth surface wear distribution based on the established gear contact
model, but related studies show that the axis parallelism error in the vertical plane
has a greater influence on tooth contact characteristics [2]. Therefore, it is necessary
to study and analyze the wear distribution of the tooth surface considering the axis
parallelism error in the vertical plane.

In this paper, the axis parallelism error is firstly transformed into the contact
clearance along the line of action, and then the tooth contact analysis (TCA) model
considering the axis parallelism error is established. Finally, the tooth contact anal-
ysis model was combined with Archard’s wear equation to establish a tooth wear
analysis model considering the axis parallelism error, and the change of tooth contact
characteristics and wear depth were analyzed in the presence of axis parallelism error.

2 Tooth Contact Analysis Model Considering Axis
Parallelism Error

2.1 Contact Clearance

When the axis parallelism error exists, the gears are engaged with each other on one
transverse plane, but separated from each other on the other transverse plane. The
normal distance of the two meshing gears along the line of action on the side where
the separation occurs is defined as the contact line deviation. The axis parallelism
error AFzg will generate contact line deviation Ang in the meshing plane and Acg
in the plane perpendicular to the meshing plane.

Literature [2] found that the contact line deviation Acg can be ignored, and then
the contact line deviation is:

Alﬂ = A}’lﬂ = AFEﬂ Ccos o (1)

where « is the pressure angle at the contact point. This contact line deviation is the
initial clearance of the gear pair, as shown in Fig. 1.
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Fig. 1 Schematic diagram
of contact clearance

2.2 Numerical Calculation Model

In the process of gear meshing, the effective contact width is far less than the curvature
radius of the meshing point, so the meshing area can be treated as an elastic half-space.
Because the gear contact is often simplified to finite line contact, one-dimensional
simplification should also be made of gear contact: the gear is sliced in the tooth
width direction and divided into » strip elements on average. In strip elements j, the
stress is assumed to be uniformly distributed in the tooth width direction, and the
stress is assumed to conform to the Hertz stress distribution in the involute direction,
as shown in Fig. 2. In the figure, Y direction is the tooth width direction, and X
direction is the involute direction.

In addition, the contact stress of strip elements j at any location in the involute
direction is [12]:

@)

where py; is the maximum contact stress at the center of the element j, a; is the semi
contact width. According to the Boussinesq solution of the elasticity theory [13], the
displacement generated by the stress on element j at the center of element i is:

Fig. 2 Assumption of stress
distribution in tooth width
direction
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1

wij = — Dijpoj 3)
where Dj; is the flexibility coefficient, and E’ is the equivalent elastic modulus. Then
the basic equation of the contact problem is satisfied in the tooth width direction
[14]:

nZa_,-hjpojz Q (4)

1

ﬁZDijl’szfs—Zi(y;), i=1,2,...,n )

where Q is the total load, § is the total deformation, and z; is the initial contact
clearance of each element. Equations (4) and (5) form a n + 1 order equation set
with total of n 4 1 unknowns of pg; and 8. The deformation § and stress pg; can be
obtained by solve the above equations with numerical solution.

3 Wear Modelling

Archard’s wear equation is widely used in the numerical simulation analysis of tooth
surface wear [15]. Because gear transmission is a dynamic process, and every contact
point’s load and sliding distance is changing, so the gear wear model is simplified
into a discrete quasi-static model. Then, the discrete Archard’s wear equation is as
follows:

s

= / kpds ©)

0

where k is the wear coefficient, p is the contact stress, and s is the relative sliding
distance. Among them, the contact stress p is calculated by the contact analysis model
of the upper section, but the average contact stress of the meshing point is taken when
calculating the wear depth.

Because the tooth surface wear is a dynamic process, the tooth surface needs to be
reconstructed and updates tooth surface geometry when the wear depth of a meshing
point reaches wear threshold . When the wear depth of a meshing point reaches the
maximum allowable wear &*, the simulation ends. The wear calculation process is
shown in Fig. 3.
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Fig. 3 Flow chart tooth
surface wear calculation
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According to the above contents, the numerical simulation was carried out to analyze
the tooth surface contact and wear condition in the case of axis parallelism error. The

gear parameters used in the analysis were shown in Table 1.

4.1 Tooth Contact Analysis Considering Axis Parallelism

Error

The contact stress of the gear surface under different axis parallelism error and the
load is 1000 N m as shown in Fig. 4. It can be seen from the figure, the contact stress
of tooth surface is unevenly distributed in the tooth width direction. This is because

Table 1 Parameters of gear Parameter Value | Parameter Value
Module/mm 5 Tip clearance 0.25
coefficient
Tooth number 30/40 Pressure angle/° | 20
Tooth width/mm 30 Young’s 206
modulus/GPa
Addendum coefficient 1 Poisson’s ratio | 0.3
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Fig. 4 Contact stress under different axis parallelism error

errors cause stress concentration and uneven load distribution on one transverse plane,
but lead to the initial contact clearance on other transverse plane, which causes stress
reduction. As the axis parallelism error increases, the contact stress is zero in Fig. 4c
and d, which indicates that the gear contact separation occurs here. The uneven
distribution of load is aggravated with the increase of axis parallelism error.

The contact stress of double-tooth meshing zone B, C and DB is obviously smaller
than single-tooth meshing zone CD along the line of action, and the contact stress
curve of CD is more flat than that of B,C and DB;, which show that the uneven load
distribution is improved. This is because CD zone is a single-tooth meshing zone and
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the load is larger than the double-tooth meshing zone B,C and DB, so the increase
of load can improve the uneven load distribution.

4.2 Wear Analysis Considering Axis Parallelism Error

When the load is 1000 N m and parallelism error is 20 pwm, wear depth distribution
of pinion as shown in Fig. 5. It can be seen from the figure that the overall wear
depth increases with the increase of wear cycles. The wear depth decreases firstly
and then increases along the line of action. Because the sliding distance at the pitch
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Fig. 5 Tooth surface wear depth distribution of driving wheel
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point is zero due to the pure rolling, the wear depth at the pitch point is zero. The
wear depth at the dedendum of the pinion is greater than the addendum due to larger
sliding distance and contact stress near the dedendum. At the same time, the wear
depth has a sudden change in the alternating position of the single teeth-meshing and
the double teeth-meshing, which is caused by the sudden change of the contact stress
here. When the wear cycle is 0.3 million, 0.6 million, 0.9 million and 1.2 million, the
maximum wear depth is 1.46 pum, 7.74 pm, 9.12 pum and 10.68 pm, respectively.
It shows that the maximum wear depth increases gradually, but the amplitude of
increase decreases gradually, so the increase is nonlinear.

The wear depth of the pinion decreases gradually in the tooth width direction.
This is because when the axis parallelism error exists, the contact stress gradually
decreases in the tooth width direction, leading to the decrease of the wear depth calcu-
lated accordingly. Some parts have zero wear depth due to the gear contact separation
occurs here. It can also be seen from Fig. 5 that, due to the influence of parallelism
error, the wear amount of the gear on the side where the stress concentration occurs
is far greater than the wear amount at the center of the gear. Therefore, the influence
of parallelism error on the gear should be considered in the wear prediction of the
gear.

5 Conclusions

Based the established tooth contact analysis model and gear wear model considering
the axis parallelism error, this paper carries out numerical simulation analysis on the
tooth contact and gear wear, and obtains the following main conclusions:

1. When the axis parallelism error exists, the load distribution in the tooth width
direction is uneven. The increase of the error will aggravate the uneven load
distribution and the increase of the load will improve the uneven contact.

2. When the axis parallelism error exists, the wear depth decreases gradually in the
tooth width direction. Along the line of action, the wear depth decreases firstly
and then increases, and the wear depth of the pitch point is zero. The wear
depths reach their maximum value at the root of the pinion where the stress
concentration occurs, and the maximum wear depth increases non-linearly. The
wear depth on the side where the stress concentration occurs at the root of the
driving gear increases obviously, so it is necessary to consider the influence of
the parallelism error in the wear prediction.
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A TFG-CNN Fault Diagnosis Method m
for Rolling Bearing i

Hui Zhang, Shuying Li, and Yunpeng Cao

Abstract It is difficult to obtain enough data to train a robust diagnosis model for
different rolling bearing faults, and the existing intelligent bearing fault diagnosis
algorithms have insufficient generalization ability. Therefore, a rolling bearing fault
detector based on the time—frequency graph and convolution neural network (TFG-
CNN) is introduced to improve the generalization performance of the fault diagnosis
algorithm as much as possible under the condition of considering the diagnosis accu-
racy and sample size. The specific implementation method is to use Fast Fourier trans-
form (FFT) to transform the vibration data of rolling bearing into a two-dimensional
network graph, and then use CNN to classify them. Finally, the performance of the
proposed method is analyzed by using the rolling bearing fault datasets of Case
Western Reserve University, and analysis results show that the proposed method can
simultaneously diagnose the fault location and severity of rolling bearing, and has
good cross-domain diagnosis ability and anti-noise performance.

Keywords Rolling bearing - Graph - Convolution neural network - Cross-domain
diagnosis

1 Introduction

Time—frequency analysis is an effective method to extract features of rolling bearing
vibration signals. Such methods include short-time Fourier transform [1], Wigner
Ville Distribution [2], wavelet transforms [3], empirical mode decomposition [4],
local singular value decomposition [5], etc. Then, some intelligent classifier algo-
rithms, such as support vector machine (SVM), Bayesian classification, and random
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forest method, are used to identify the fault type and severity [6—8]. However, the
accuracy of those methods is not sufficient and the generalization ability is poor.

In recent years, deep learning models such as deep belief network [9], deep stack
self-manipulator [10], convolution neural network [11], cyclic neural network [12],
long-term memory neural network [13] are applied to fault diagnosis. While those
presented algorithms rely on a large data set to improve the diagnosis rate, and the
limited samples of the actual rotating equipment are usually ignored. Using standard
data set, When the size of the training set is reduced to 20% of the original size
of the training set, the accuracy of the traditional CNN model is 72.4% [14], the
Adaptive CNN network combined with an adaptive algorithm is 87.9% [15], and
the SN-SSGAN network [16] uses SVM as a classifier is 97.65%. Unfortunately,
when the length of the training set is less than 1% of the data set, the accuracy of the
network plummets. As one of the most successful intelligent algorithms for rolling
bearings, the recognition rate is 82% when the sample size suddenly drops to 10%
[17]. At the same time, the existing neural network models have little research on the
classification performance of data sets with various external factors of Background
noise and change of working conditions. Although there are some breakthroughs
in the research on the adaptability of the model under load changes. However, the
introduction of such methods is bound to require extensive data for model correction,
which will directly affect the stability of the model in a limited sample.

In this paper, a bearing fault diagnosis algorithm based on TFG-CNN is estab-
lished. The purpose is to improve the generalization performance of the algorithm
as much as possible under the condition of both diagnosis accuracy and sample size.

The specific work and contributions of this paper are as follows:

1. The TFG is used to fully utilize the bearing spectrum characteristics and pays
more attention to the relationship between different sequences.

2. CNN is used to classify the characteristic diagram of rolling bearing, and the
highest accuracy is 100%.

3.  TFG-CNN has excellent performance under the minimum sample, thus solving
the problem of insufficient data in actual operation.

4. Aiming at the problem of insufficient adaptability of the model in variable load
operation of equipment, a specific solution is proposed.

2 Method

2.1 Time-Frequency Graph

It is widely known that FFT can extract the time—frequency information of rolling
bearing quickly and effectively. Consequently, the paper adopts FFT to analyze the
signal of rolling bearing to further discover the difference between different fault
states.
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N-1
x(k) = Zx(n)(cosznkﬁ _j sin2nk£)(k =0,1,2..N=1) (1)
2 N N

where x(n) is the sampling signal and N is the signal length.

Based on the experience of rolling bearing fault diagnosis and considering the fluc-
tuation caused by roller sliding, the method of setting bandwidth is used to generate
spectrum sequence. In addition, according to the fault characteristic frequency and
rotation frequency information, the characteristic information of rolling bearing can
be recognized effectively by choosing the appropriate bandwidth.

Therefore, this paper proposes to generate m spectrum sequences with N Hz
bandwidth to identify the bearing fault state. The formula is as follows:

Ey=()_AD/N )
k=1
where k = 1, 2, ..., n, n represents the number of frequencies contained in each

frequency band, & = 1,2,..., m, m represents the number of frequency bands, Ay is
the amplitude of the kth frequency in the frequency band, Ej, is the average energy
in this frequency band. And N is the bandwidth. The Fourier change diagram and
spectrum sequence diagram are shown in Fig. 1.

This paper proposes a TFG model as shown in Fig. 2 which ignores the overall rela-
tionship and turns to consider the relative relationship between different sequences.
Specifically, a one-dimensional array is used to store the data of all vertices in the
graph, on the other hand, a two-dimensional array is used to store the data of the rela-
tionship between vertices. These two aspects of information constitute an adjacency
matrix. In this way, the graph model is established with each frequency segment as

Spectrum after FFT
0.35 = Average value in range

0.30

0.25

Amplitude

20 50 80 110 140 170 200 230 260 290 320 350 380 410
Frequency

Fig. 1 Fourier transform diagram and spectrum sequence diagram
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Fig. 2 TFG model
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the vertex and the average amplitude difference of each frequency segment as the
weight. Ultimately, the spectrum is converted to a fully connected network graph.

2.2 Convolution Neural Network

CNN is a kind of deep feedforward neural network with the characteristics of local
connection and weight sharing. Compared with a feedforward neural network, CNN
has fewer parameters. For this paper, two-dimensional convolution is used to trans-
form the fully connected network graph into a higher level and more abstract repre-
sentation. To enhance the expression ability of the network, dropout is used in each
layer. After convolution, BN is normalized in batches. The basic CNN components
in this paper are as follows.

Convolution layer

The function of the convolution layer is to extract the feature of a local region. Feature
mapping is the feature extracted by convolution of bearing vibration sequence, and
each feature mapping can be regarded as a class of extracted image features. The
output feature map is calculated as follows:

ZP = WP x X +b° 3)

YP = f(z") “4)

where * is the convolution operator, f(-) is nonlinear activation function, W¥ is
convolution kernel, b” is scalar offset, and Y, is the feature map and ZP is the net
input of the convolution layer.



A TFG-CNN Fault Diagnosis Method for Rolling Bearing 241

Pooling layer

The pooling layer can effectively reduce the size of the model, improve the calculation
speed, and improve the robustness of the extracted features. In this paper, maximum
pooling is used to reduce the convolution sequence, and the maximum value is used
to replace the value of a region of the output feature map. The calculation formula
is as follows:

yi , = max(x;) Q)

where i € R4

d ., x; is the activity of each neuron in the region R%.

Fully connected layer

The connection layer plays the role of classifier in the whole convolutional neural
network. The full connection layer maps the learned distributed feature representation
to the sample tag space. When the fully connected layer is used as the output layer,
the activation function is Softmax:

y = softmax(W"x) = exp(W'x)/(1{ exp(WT x)) (6)
where W is a matrix composed of weight vectors of C classes, 17 is the all-1 vector

of C dimension, and Y is the vector composed of prediction conditional probabilities
of all categories.

2.3 The Diagnostic Flowchart of TFG-CNN

The flow chart of the TFG-CNN proposed in this paper is shown in Fig. 3, which
mainly includes the following two parts: the production of neural network data set
and the structure of convolution neural network.

. |

T \
Convolution layer 1 Poollayerl . __.J'l Full connectionlayer  Softmax
26@3% 3 2

Fig. 3 The diagnosis flow chart of the model proposed in this paper
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Step1: data processing

To train CNN neural network, the noise data is normalized. The normalization
formula is as follows:

x=(x— xmin)/(xmax — Xiin) (7)

The random sampling method is used to sample the bearing fault sequence.
Compared with overlapping sampling, random sampling reduces the number of
training samples, but it will greatly improve the randomness of the data, and the
generated model can be better generalized to unknown data.

3 Results and Discussion

This paper uses Case Western Reserve University (CWRU) rolling bearing data to
show the performance of the proposed method by contrast with current algorithms.
The experimental platform is shown in Fig. 4.

The drive end bearing model is SKF6205, and the bearing is a single point damaged
by EDM. In addition, an acceleration sensor is respectively placed above the bearing
pedestal at the fan end and the drive end of the motor to collect the vibration acceler-
ation signal of the faulty bearing. In this paper, the vibration signal with the sampling
frequency of 12k Hz is selected. The geometric dimensions of the drive end bearing
and the failure frequency of each component are listed in Table 1, where the rotation
frequency is f.

To find the difference between different fault states better. Three groups were
randomly selected as the experimental group from the signals. At the same time, the
samples representing different fault types and different fault degrees were selected as
the control group. For a better visual experience, the adjacency matrix is transformed
into a gray image. The TFG-model of vibration signal of rolling bearing is shown in
Fig. 5. It can be getting some meaningful results as followed:

Fig. 4 Experimental setup
of Western Reserve
University
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Table 1 Information of rolling bearing data set
Fault types | Data sets | Load Fault frequencies | Fault diameters | Classification
Normal A,B,C,D |Ohp, lhp, 2hp, |- 0 0
3hp
Inter-race A, B, C,D | Ohp, lhp, 2hp, |5.4152f 0.007 1
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.014 2
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.021 3
3hp
Outer-race | A, B, C,D | Ohp, lhp, 2hp, | 3.5848f 0.007 4
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.014 5
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.021 6
3hp
Ball A,B,C,D |Ohp, lhp, 2hp, |4.7135f 0.007 7
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.014 8
3hp
A, B, C,D |Ohp, lhp, 2hp, 0.021 9
3hp

v
Inner-race fault(0.007) Inner-race fault(0.014)  Inner-race Eault(0.021)

Inner-race fault{0.007)

Inner-race fault{0.007) Inner-race fault(0.014) Inner-race fault(0.021)

Fig. 5 The TFG model (first from left) of rolling bearing and display of gray image

1. There is a slight difference between TFGs under the same state.

2. There are great differences between TFGs with different fault locations.
3. There are great differences between TFGs with different fault degrees.
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Table 2 Structural parameters of CNN

Layer name Config. Padding?

Convl Conv. 26@3 x 3 Stride = 1 Y
Pooling 26@2 x 2 Stride = 2 N

Conv2 Conv. 52@3 x 3 Stride = 1 Y
Pooling 52@2 x 2 Stride =2 N

Conv3 Conv. 104@3 x 3 Stride = 1 Y
Pooling 104@2 x 1 Stride =2 N

Connected layer 100

Softmax 10

Therefore, it is feasible to diagnose the fault state of the rolling bearing by the TFG
model in theory. Python is used to build a convolution neural network in the Tensor-
Flow environment. The parameters of the neural network are shown in the figure,
which includes three convolution layers, three maximum pooling layers, and one full
connection layer. Simultaneously, the network is optimized by Adam optimizer and
dropout is used to prevent over fitting (Table 2).

3.1 Accuracy of the TFG-CNN

The sample size of the training set is 4000, and that of the test set is 1500. Each data
set is trained 20 times to ensure the reliability of the results. The recognition rate of
the convolution neural network is shown in Fig. 6.

The results show that the convolutional neural network can achieve more than
99% accuracy in each data set. In particular, the accuracy is the most stable on the
C data set, and the recognition rate is not less than 99.75%. Therefore, the model
proposed in this paper has high accuracy.

3.2 Effect of Sample Size on TFG-CNN

In the actual operation of rotating machinery, most of the time will be in a healthy
status. This has contributed to the fault data that can be collected is limited. Conse-
quently, fault diagnosis in the case of unbalanced data is a problem to be faced at
present.

To observe the performance of the model under the limit sample, experiments
with different sample sizes were carried out. In the experiments, training samples
with the sizes of 20, 40, 70, 140, 210, 350, 700, 1400 were used to train the model,
and the verification set with the sample size of 700 was used to verify the model. The
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Fig. 6 The accuracy of the model proposed in this paper

test was repeated 20 times. The experimental results are compared with (WDCNN),
the best algorithm at present. The results are shown in Fig. 7. The results show that
the proposed model not only performs well in the case of a small sample size but
also has an excellent performance in the case of limited samples. This provides a
good reference for solving the problem of rolling bearing data imbalance.

1.0

| /,,’~/= & $
—@- The model of this paper

—&- WDCNN
100 200 300 400 500 600 700

Sample size

Fig. 7 Influence of training set size on accuracy of different models
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3.3 Anti-noise Ability of the TFG-CNN

Because of the complex working environment, huge dynamic load, and continuous
high-speed operation state of rotating machinery, the vibration signals of axle box
bearings are often submerged in strong noise, which makes it difficult to extract the
impact components containing fault information. Therefore, reducing the influence
of environment and system noise, extracting the relevant components from the back-
ground noise for the efficient diagnosis, has become an important step in rolling
bearing fault diagnosis.

To test the anti-noise performance of the model, the signal of the test set is coupled
with different degrees of white noise to simulate the noise pollution of the industrial
environment. In this experiment, the sample sizes of the training set are 7000, 4000,
and 700 respectively, and the size of the verification set is 1500. The test results are
shown in Table 3.

Compare this model with the DNN model, MLP model, and WDCNN model
in the same way. The comparison results are shown in Fig. 8. It can be found that
the accuracy of TFG-CNN is higher than 80% under different degrees of noise
background, and the anti-noise performance of this model is better than that of
the DNN network and MLP network. In addition, in the weak noise environment,
the diagnosis rate is similar to that of the WDCNN model, but in the strong noise
environment, the diagnosis rate is slightly weaker than that of the WDCNN model.

Table 3 The diagnostic rate of this model under different levels of noise and data volume

Size of the training set Load SNR (dB)
0 (%) 2(%) |4(%) 6 (%) 8 (%) 10 (%)
7000 0 824 86.6 91.7 93.4 95.1 97.0
1 79.8 88.2 94.7 97.2 98.3 98.6
2 83.2 90.1 95.6 98.4 99.8 99.9
3 83.1 89.7 95.3 99.7 99.9 99.9
4000 0 81.8 86.1 90.6 92.5 94.2 96.6
1 78.5 87.1 93.2 95.5 97.6 98.1
2 81.1 89.5 95.1 97.6 99.5 99.7
3 82.8 89.4 94.5 99.1 99.8 99.9
700 0 73.2 81.4 88.6 92.3 934 95.2
1 74.4 79.7 92.3 94.1 97.7 98.5
2 76.2 82.4 90.2 96.5 97.6 99.3
3 78.1 81.6 92.4 97.5 98.3 99.5
Maximum 83.2 90.1 95.6 99.1 99.9 99.9
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Fig. 8 Accuracy comparison of each model in different noise environments

3.4 Variable Load Adaptability of the TFG-CNN

For rotating machinery, load change is very common. When the load changes, the
amplitude, phase, and period information of the vibration signal will change, so it is
very important to verify the cross-domain diagnosis ability of the model under the
condition of variable load.

To verify the cross-domain diagnostic ability of the model. In this paper, all the
data sets following the different proportions of a new data set, and expect to rely on
neural network powerful feature extraction ability to learn common features. There
is, in addition, A, B, C, and D in the table below represent the data of rolling bearing
under different loads. For example, ABC indicates that the training set of the model
is the combination of vibration data of rolling bearing under Ohp, 1HP, and 2HP. The
experimental results are shown in Table 4.

It can be seen that different sample sizes have little effect on accuracy. When using
Ohp and 3HP as the training set, the model has strong adaptability to the test set of
other loads, which also shows that the model can extract the feature information of
rolling bearing well. However, the model trained by low load vibration signal has poor
adaptability to the high load test signal, and the model trained by high load vibration
signal has strong adaptability to the low load test signal. In addition, the phase and
amplitude of the 3HP load signal are quite different from other loads. This is because
some features of high load vibration signal are more dominant to the model, and
the model gives these features higher weight in the process of learning, but for low
load vibration signal, the information contained in these features will be weakened.
Therefore, it is more comprehensive to describe the vibration characteristics of rolling
bearings by using the high load vibration signal training model. In the actual operating
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Table 4 Accuracy of combination of different data sets

Set Sizes |A (%) |B (%) |C(%) |D (%) |Set A (%) |B(%) |C (%) |D (%)
AB 14,000 |98.3 995 |98.8 452 |AC 98.6 |98.7 |99.8 |39.2
5600 98.1 98.1 97.3 |415 969 975 |983 |38.1
1400 974 965 |951 |378 95.7 953 |964 |375
AD | 14,000 |99.7 982 |96.7 |99.5 BC 88.7 |99.1 99.6 |29.3
5600 989 [96.1 |94.7 |99.1 86.1 983 |985 |278
1400 97.8 934 [921 |98.6 832 934 |96.8 |254
BD 14,000 1 80.6 993 |77.1 |99.7 CD 788 872 982 |99.1
5600 792 |97.8 |764 98.1 754 935 |964 982
1400 76.1 954 |73.5 965 73.1 80.3 |93.8 |96.2
ABC | 14,000 |98.3 994 1998 |31.2 |ABD |972 |99.1 96.3 |99.2
5600 97.2 |98.1 97.9 305 96.6 977 |93.6 |98.4
1400 949 947 |954 |284 939 934 |91.7 958
BCD | 14,000 |88.1 99.6 999 |99.1 ABCD |982 (994 1999 |99.6
5600 86.5 [982 985 981 974 1982 |98.6 |983
1400 84.7 937 |96.6 |96.7 94.1 928 |96.7 |96.4

conditions of rotating machinery, combined with high and low load data as the
training set, higher accuracy can be obtained.

4 Conclusion

In this work, this paper proposes a rolling bearing fault diagnosis method based on
TFG-CNN and then uses the data of Case Western Reserve University to analyze
its accuracy, sample size adaptability, and cross-domain diagnosis performance to
verify the reliability of the model. The conclusions are as follows:

e The model in this paper is used for bearing fault diagnosis with small parameters,
strong expression ability, and is easy to design. The model has a high recognition
rate in CWRU bearing database.

e The model proposed in this paper has a low requirement for the size of the training
set and can have an accuracy rate of 87% under the limit capacity, which provides
a reference for other engineering applications.

e The TFG-CNN has good anti-noise performance, and the accuracy of the model
can reach more than 80% in the environment of SNR = 0. Given the variable load
situation, this paper also gives the corresponding solutions.

In future work, there are two prospects:
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Using GNN to diagnose and analyze the network composed of adjacency matrix
directly.

Transfer learning is introduced to further improve the cross-domain diagnosis
ability of the model.
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Jungi Luan, Yun Peng Cao, Shuying Li, and Ran Ao

Abstract Degradation of gas path performance is the focus of gas turbine condition
monitoring. In order to realize gas turbine maintenance cycle performance moni-
toring, diagnosis and prediction, combining mechanism knowledge and data infor-
mation, a gas turbine gas path performance digital twin modeling method is proposed,
and a health monitoring framework of the gas turbine gas path performance digital
twin is constructed. Taking the split-shaft gas turbine as the research object, the
gas turbine performance calculation model is established without relying on compo-
nent characteristic information, the parameter matching method based on differential
evolution is studied, and the gas turbine performance digital twin model is devel-
oped. The simulation test was carried out the results show that the gas turbine gas
path digital twin model realizes the quantitative characterization of the performance
degradation of gas path components during the maintenance period, and provides a
basis for the gas turbine gas path performance fault diagnosis.

Keywords Gas turbine - Digital twin + Gas path diagnosis - Performance
simulation + Differential evolution

1 Introduction

Gas turbines have the advantages of fast start-up, stable operation, high thermal
efficiency, etc., and have become the core power equipment in aviation, shipbuilding,
and electric power industries. However, due to the increase in the use time and the
harsh operating environment, performance degradation will inevitably occur, and in
severe cases, the safety margin of the gas turbine may even be reduced [1]. Therefore,
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it is necessary to carry out research on the direction of performance degradation of
gas turbines to ensure its safety and reliable operation.

Establishing an appropriate model is the basis for model-based fault diagnosis of
gas turbines. Thirunavukarasu et al. [2] proposed a gas turbine modeling and simu-
lation method under different conditions in a virtual test-bed environment. Li et al.
[3] proposed a gas turbine dynamic model based on a causal sequence diagram and
simulated a 30 kW gas turbine. Hou et al. proposed an improved fuzzy modeling
method to obtain higher tracking performance and interference suppression capabili-
ties. Hosseinalipour et al. [4] proposed a static and linear dynamics model to simulate
the performance of a micro gas turbine, reducing the amount of calculation and the
complexity of the equation. Xu et al. [5] proposed a new improved hybrid modeling
method based on machine learning, which can effectively improve modeling accu-
racy. Liu and Karimi [6] developed a modeling method based on machine learning
to predict the performance of compressors and turbines, and achieved good results.
In the study of gas turbine performance degradation, Chaobing et al. [7] proposed
a gas turbine performance degradation prediction method based on multiple non-
linear regression models, which quantitatively diagnosed gas turbine performance
degradation. Tiilin and Biilent [8] used an artificial neural network (ANN) method
to identify exhaust temperature and developed a neural network with the smallest
prediction error. In order to achieve a condition-based maintenance strategy and a
more reliable assessment of institutional integrity, the US Air Force Research Labo-
ratory has launched the Airframe Digital Twin (ADT) program. It is designed to
help reduce the number and duration of aircraft certification tests, reduce repair and
maintenance costs, and shorten product development cycles [9—11]. The purpose of
the concept is to pass through the virtual entities and subsystems of physical equip-
ment, and this connection is not one-way and static, but is connected throughout
the life cycle of the product. Aiming at the traditional modeling methods that rely
excessively on component characteristics and lack the ability of adaption and param-
eter matching, we first establishes a steady-state model for the gas path performance
calculation of a gas turbine, and then studies the method of parameter matching based
on the differential evolution. In the Labview environment, a digital twin model for
gas turbine performance is developed. By inputting different parameters, it can simu-
late different operating conditions and status of the gas turbine in different scenarios
online, which provides a basis for gas turbine performance fault diagnosis. Then
the failure factor was implanted on the basis of the gas path performance model to
establish the failure model of the gas turbine. After obtaining the operating data of
the failure, the diagnosis model of the gas turbine was established to diagnose the
performance degradation of the gas turbine.

2 Method

This paper establishes a gas turbine digital twin model, as shown in Fig. 1, to simu-
late the state of the engine under different operating conditions and environments,



A Gas Turbine Gas Path Digital Twin Modeling Method 253

Mode) oo . Backward problem
! 1) Realize ing data and model twins
| 2) Use the twin model to achieve data annctation | Thermal
Nonlinear steady-state twin i monitorlng data
Normal data
Model knowledge transfer
| Failure data
W |
! Gas path performance ] Degradation data
I degradation model | Forward question

i P 1 E ion of the b of failure

Fault implan

Sult implanttion 2) Expansion of the number of failure samples
3) Expansion of the category of failure samples

Fig. 1 Digital twin model of gas turbine

and then extract performance degradation characteristics to achieve the degradation
simulation of the full life cycle. The steady-state twin model is used for knowledge
transfer to establish a gas path performance degradation model. After the fault is
implanted, the degradation data of the gas turbine model can be obtained directly,
it is used to reproduce the latent law in the process of gas path performance degra-
dation, and to expand the attributes and quantity of the fault data, which can obtain
data that is difficult to obtain during the experiment. In the inverse problem, various
types of data are twinned with the model, and the model is identified to obtain the
factors that change in the process of gas path performance degradation.

Take the split-shaft gas turbine as an example. Its main components include
compressor, combustion chamber, high-pressure turbine and power turbine. Its
structure is shown in Fig. 2.
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Fig. 2 Split-shaft gas turbine structure
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2.1 Nonlinear Steady-State Twin Model of Gas Turbine

The steady-state simulation is to find the steady-state common operating point, so it is
necessary to establish the common operating equation, that is, the balance equation of
the gas turbine. When the balance condition is met, the gas turbine can be considered
to be in a steady state. At this time, the various parameters of the gas turbine can be
considered as the state parameters under the operating conditions. The steady-state
twinning model described in this paper includes four equilibrium equations:

L.

Balance equation between compressor outlet flow, fuel flow and high-pressure
turbine inlet flow G,;,

Gtin - Gcout - Gf =0 (l)

where Gy;, is the high-pressure turbine outlet flow, G ¢ is the fuel flow.
Balance equation between the high-pressure turbine outlet flow rate and the
power turbine inlet flow rate

Gptin —Giour =0 (2)

where G ;;, is the inlet flow of the power turbine, and G, is the outlet flow
of the high-pressure turbine.
Power balance equation of compressor and high-pressure turbine

Nt W, — W, = 0 (3)

where 1,,, is the mechanical efficiency of the gas generator shaft, W, is the
power consumption of the compressor, W, is the work done by the high-pressure
turbine.

Power balance equation of power turbine load shaft

Nmpt Wpt - We =0 (4)
where 1,,,; is the mechanical efficiency of the power turbine shaft, W, is the
load power, and W, is the work done by the power turbine.

error is used to describe the deviation of each balance equation:
errory = (Geour + Gf)/Gtin -1
errory = G piin/ Grou — 1

errory = Ny W, /W, — 1
errory = Nyup Wy / We — 1

®)

error = errorl2 + err0r22 + err0r32 + errorf (6)
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When the sum of squares of each deviation reaches the minimum, it can be consid-
ered that the iterative calculation is over at this time, and the twin model has reached
the equilibrium state. The specific algorithm will be given in the Sect. 2.3.

2.2 Component Characteristics Correction Method

The component characteristics in the thermodynamic model have an important influ-
ence on the accuracy of the model. However, the current mechanism modeling of gas
turbines faces the difficulty of obtaining component characteristic lines, especially
the compressor characteristic lines. Therefore, it is necessary to find a way to accu-
rately establish a gas turbine component model even when there is only a general
characteristic line. Literature [12] gives a characteristic curve correction method
based on particle swarm algorithm. After the compressor characteristic diagram is
organized into a general relative reduced form, its flow and efficiency characteristic
diagrams are graphs showing the distribution of different relative reduced speed lines.
The correction coefficient of the compressor characteristic line is defined as follows:
Sg =G} / Gc,cor

c,cor

Sy = nz/ne (N

where * represents the modified characteristic parameters.

The commonly used expression of correction coefficient is in the form of quadratic
function, which is defined in this paper as the form of quadratic function with rotation
speed as the independent variable. As follows:

S =a+b(l — neorrer) + (1 = Reorrer)* (8)

where n., e 18 the relative corrected speed, and a, b, ¢ is the parameter to be
identified.
The corrected characteristic parameters of gas turbine components are

Gj,cor = Sch,cor = Sg fl (ncor/ncor,()» 7Tc/7T())

77: = Sr]r/c = San(ncor/ncor,m e /7o) )

Therefore, the digital twin modelling becomes a parameter identification problem,
which mainly affects the overall deviation of the characteristic line, and mainly affects
the shape correction of the characteristic line. In the paper, the parameters that need
to be identified and the parameters that need to be solved in the gas turbine model
are regarded as variables of the optimization function.

Obtain component characteristic data from a gas turbine characteristic diagram,
select 9 speed lines with equivalent relative speeds of 0.6, 0.65, 0.7, 0.75, 0.8, 0.85,
0.9, 0.95, 1 respectively, and select a number of relative pressure ratio points for each
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line. After sorting, it is used as the original interpolation table, and then the correc-
tion coefficient is introduced, and the final result is used as the final characteristic
parameter of the compressor.

2.3 Differential Evolution Optimization Algorithm

Differential Evolution (DE) was proposed by Storn and Price in 1995. It was origi-
nally used to solve the Chebyshev polynomial problem. The principle of DE is very
similar to that of a genetic algorithm, but it uses real number coding, and the evolu-
tion process is the same as the genetic algorithm, including mutation, crossover and
selection. The selection strategy in DE algorithm is usually tournament selection,
and the crossover operation method is basically the same as the genetic algorithm,
but the difference strategy is adopted in the mutation operation, that is, the difference
vector between individuals in the population is used to perturb individuals to achieve
individual mutation. The mutation method of DE effectively utilizes the distribu-
tion characteristics of the population, improves the search ability of the algorithm,
and avoids the shortcomings of the mutation method in the genetic algorithm [13].
Compared with other evolutionary algorithms, the DE algorithm has the following
advantages: (1) It exhibits strong robustness in non-convex, multimodal, nonlinear,
and continuous non-differentiable function optimization problems. (2) The conver-
gence speed is faster. (3) Good at solving multi-variable function optimization prob-
lems. (4) Simple operation and easy implementation. The specific process is shown
in Fig. 3. The specific optimization process is as follows:

1. Initialization
Enter the corresponding parameters, population number M, crossover factor
CR € [0, 1], mutation factor F € [0, 2], DE algorithm generates M real-
valued parameter vector with dimension D in each generation as the population,
and the individuals in the population are expressed as xf i=12,....,M,t
representing the number of evolution), usually with uniform probability The
random function of the distribution generates an initial population randomly
from a given boundary.
2. Variation
The vector and of two different individuals x/, and x!; in the population
are subtracted, and the resulting difference vector is weighted and added to
another randomly selected individual vector x/, to generate a mutation vector.
The mutation vector generated for each target vector is
o = )+ F(xly — xly) (10)
where r1, r2, r3 represents three different individuals in the population. The
randomly selected individuals 7 1, 2, »3 and the current target vector individuals
i are different from each other, so the population size M > 4. F is called the
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Fig. 3 DE algorithm flow chart

variation factor, and its value range is generally [0, 2], and its function is to
control the amplification ratio of the deviation variable in the variation species.
Crossover

The variation vector v; *1 and the target vector individual x! are subjected toa
parameter mixing operation, that is, mutation, to generate a test vector uﬁ“. The

crossover operation can increase the diversity of the vector. Random selection
1+1 r+1

is used to ensure that at least one parameter u;" is obtained from v; ™", so as to
ensure that the target individual x] is evolved. The test vector is
1 1 1 1
it = @i it o ulhh (11)
" vi', rand(j) < CRor j = randn(i) 12
u.. = 41 . . .
y x;;, rand(j) > CR and j # randn(i)

where rand(j) € [0, 1] represents the random number that generates the
j-th variable, CR is the cross factor, the value range is [0, 1], randn(i) €
[1,2,..., D] is the dimension index obtained by random selection, and the
function is to ensure that the test variable u/™! obtains at least one parameter

i



258 J. Luan et al.
from the variation vector v§ *1 The larger CR is, the more vf“ contributes to
uf“ , which promotes the diversity of the population and facilitates the global
search. In actual use, the value is determined according to multiple experiments.

4.  Selection

The DE algorithm compares u;" with x! according to a greedy search
strategy. If u! ™" has better fitness than x, it will enter the next generation. This
operation is called selection. The new population generated by this random
disturbance can ensure that the objective function is obtained. Good conver-
gence. Otherwise, x; will enter the next generation. If the objective function is
to be minimized, the selection process is

+1

X

i Ul f@ith < fx
" ‘{ L F@ty > fd) (13)

The population number M is selected as 50, the crossover factor CR is 0.4,
the variation factor F is set to 0.5, and the objective function is selected as the
sum of the squares of each deviation, namely error, for optimization calculation.

3 Forward Problem Study: Gas Turbine Performance
Simulation

The simulation model in this paper is established under the NI/LabVIEW environ-
ment.

3.1 Construction of the Steady-State Twin Model

The steady-state twin model is divided into two parts, the first part is the steady-
state mechanism model of the split-shaft gas turbine, and the second part is the
optimization model based on the DE optimization algorithm.

We introduce the steady-state mechanism model of the gas turbine and estab-
lish component-level models of the compressor, combustion chamber, high-pressure
turbine, power turbine, and balance equation, and the input and output of each module
in turn connected.

The model needs to call the VI of the mechanism model of the gas turbine, and
set the initial parameters, boundary values, population size, scaling factor (variation
factor), crossover probability (crossover factor), and the maximum number of cycles
and other parameters.
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3.2 Gas Turbine Performance Simulation Process

First, select the variables that need to be solved for the steady-state model: compressor
pressure ratio 7., high-pressure turbine expansion ratio 7,, and power turbine expan-
sion ratio 7p,. Since this paper selects 1.0 operating condition as an example, the
correction coefficients are zero for the first and second terms, therefore, only the
constant term of the correction coefficient is retained, so the compressor and turbine
characteristic line correction coefficient a;, as, az, as, as, ae is selected and used as
an array for iterative calculation. These variables need to be given the guess value
and upper and lower boundaries based on experience. The output of the model is
the objective function error. Boundary conditions and speed and other parameters
can also be input into the model as variables, so as to develop a digital twin soft-
ware for gas path performance simulation of split-shaft gas turbines to meet the
simulation process under different working conditions and different environmental
conditions. Provide a basis for subsequent quantification of performance degradation
characteristics and fault diagnosis.

3.3 Simulation Results

The simulation results obtained according to the above method process are shown in
Table 1.
It can be seen from the above table that the error between the simulation value and
the design value is within 1.39%, and the model has a certain degree of credibility.
At this time, the optimized variables are shown in Table 2.

Table 1 Steady-state simulation results under 1.0 working condition

Design value | Simulation value | Error/% | Design value | Simulation value | Errot/%
T/K T/K P/Pa P/Pa

3 1702.77 703.17 0.057 1,743,170 1,734,408 0.503

4 11399 1404 0.358 1,668,213 1,659,825 0.503

5 |1049.4 1041.0 0.800 396,175 401,679 1.390

6 |7772 779.9 0.347 101,255 101,255 0

3 represents the compressor exit cross-section parameter, 4 represents the combustor exit cross-
sectional parameter, 5 represents the high-pressure turbine exit cross-sectional parameter, and 6
represents the power turbine exit cross-sectional parameter

Table 2 Variable results after optimization

T Tt

T pt a

a

a3

as as

as

17.33 4.11

3.69 1.05

0.98

1.00

0.98 1.00

1.05
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After the model is established, in addition to simulating the state of the gas
turbine under different operating conditions and environments, it can also simulate
the performance degradation of the gas turbine by implanting fault factors.

3.4 Gas Turbine Performance Degradation Model

On the basis of the gas turbine steady-state model established above, model knowl-
edge transfer is carried out, and fault factors are implanted to simulate the state of
the gas turbine after performance degradation. The fault factors are shown in Table
3.

The parameters and correction coefficients of the steady-state model have been
solved in the previous article, and the fault model of the gas turbine is established
based on this. The failure factor K is implanted in the performance parameters of the
gas turbine, for example, K represents a 5% decrease in the compressor flow rate.
The measurement parameters and performance parameters of each section obtained
in this way are the parameters in the fault state. Take the compressor flow rate drop
by 5% as an example. Since the flow rate drop has a low impact on the pressure, only
the outlet temperature of the section is given, as shown in Table 4.

It can be seen that when the compressor flow rate decreases, the outlet temperature
of each component changes. Therefore, the exhaust temperature can be used as a
criterion for performance degradation, but a reasonable characterization range needs
to be set for each exhaust temperature, which is more complicated. Here, the failure
factors introduced in the previous article are selected as quantitative features for
diagnosis. Therefore, it is necessary to establish a diagnosis model on the basis of
the mechanism model and the failure model.

Table 3 Gas turbine failure factor implantation

Gc Gr Gpr Ule nr npr
K —5% 0 0 0 0 0
K> 0 —5% 0 0 0 0
K3 0 0 —5% 0 0 0
K4 0 0 0 —5% 0 0
Ks 0 0 0 0 —5% 0
K¢ 0 0 0 0 0 —5%

Table 4 Outlet temperature , , , ,
T;/K T,/K T!/IK T//K
of each section under fault 3 4 5 6

condition 697.79 1448.00 1074.22 797.86
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4 Inverse Problem Study: Gas Path Diagnosis

4.1 Gas Turbine Diagnostic Model

The difference between the diagnosis model and the mechanism model is that the
parameters that need to be optimized in the mechanism model are all given in the
diagnosis model. Because the system is in a balanced state under the given optimized
parameters, the objective function needs to be reset. The sum of the squares of the
temperature difference between the outlets of each component in the healthy state
and the fault state is selected as the objective function, which is defined as

E=(Ts—T)* + (Tu — T)* + (Ts — T + (Ts — T)* (14)

where E represents the objective function, and the superscript ' represents the
parameters in the fault state.

The objective function is optimized with the fault factor as the optimization vari-
able. When the objective function is the smallest, it indicates that the normal state
and the fault state have been matched. At this time, observe the change of the fault
factor K. Since the optimized result has slight fluctuations, it is performed five times
in total.

4.2 Gas Turbine Diagnostic Results

The diagnosis process is shown in Fig. 4. Simulation experiment to observe the
results, as shown in Fig. 5.

It can be seen from the above figure that the failure factor is all 1 under
normal conditions. When the compressor flow rate drops, the failure factor K is
reduced by 5% in the five experiments, while the rest of the failure factors fluctuate
within an acceptable range, which is in line with expectations. Match. Therefore,
it can be considered that it is reasonable to quantify the performance degradation
characteristics by the failure factor.

5 Conclusion

1. This article first established a steady-state model of the gas path performance of
a split-shaft gas turbine in the Labview environment, introduced correction coef-
ficients to correct and fit the general characteristic line, and solved the unknown
variables using the differential evolution algorithm to establish a gas path for the
gas turbine. Compared with the experimental value of the performance digital
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twin model, the simulation result has a maximum error of 1.39%, which verifies
the accuracy of the model.

2. Implant fault factors, establish the fault model of the split-shaft gas turbine, and
obtain the parameters of each section in the fault state, so as to establish the
diagnosis model of the gas turbine. Taking the compressor flow rate drop by 5%
as an example, five simulation experiments have been carried out. The results
show that under this failure, only K dropped by 5%, and the rest of the failure
factors are floating within an acceptable range. Therefore, the change in the
failure factor is used to quantify the gas turbine the performance degradation
characteristics are reasonable.
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Small Sample MKFCNN-LSTM Transfer | m)
Learning Fault Diagnosis Method i

Yonglun Guo, Guoxin Wu, and Xiuli Liu

Abstract Aiming at the problem that there are all kinds of noise interference in
the planetary gearbox of wind turbine in the general experimental scene, the vibra-
tion data obtained is less and the fault characteristics are not obvious. A MKFCNN-
LSTM migration learning algorithm based on multi-kernel fusion convolution neural
network (MKFCNN) and long and short time memory neural network (LSTM) is
proposed to realize the fault diagnosis of wind turbine planetary gearbox. Firstly,
the MKFCNN is constructed to extract the multi-scale spatial features of the sample
signal, and then it is connected in series with LSTM to extract the corresponding
time information of the sample signal. In view of the associated fault feature infor-
mation between the rolling bearing data set and the planetary gearbox data set, the
rolling bearing vibration signal of the Western Reserve University is input into the
MKFCNN-LSTM as the source domain sample data, and iterative training is used
to update the network weight and offset value. The pre-trained MKFCNN-LSTM
is obtained, and then fine-tuned by inputting the vibration data of the planetary
gearbox with small samples in the target domain, the weight and offset values are
transferred from the source domain to the target domain, and finally the accuracy
of fault recognition based on the number of small samples in the target domain is
improved. The experimental results show that the proposed method can apply the
original fault diagnosis knowledge to the vibration data set of the planetary gearbox
in the laboratory. Compared with stack autoencoders (SAE), support vector machine
(SVM) algorithm, the accuracy of fault identification and classification is improved
to a certain extent.
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1 Preface

Planetary gearbox is widely used in wind turbines, aviation equipment and other large
and complex mechanical and electrical equipment. It works in a bad environment
and is prone to all kinds of failures. Under the application of various load forces, the
key components are prone to problems [1]. Therefore, fault monitoring and diagnosis
can effectively find and solve the problems in the process of operation.

With the rapid development of science and technology, deep learning with its
complex nonlinear network structure and deep feature extraction ability, more and
more experts and scholars apply it to the field of mechanical and electrical equip-
ment fault diagnosis. Reference [2] combines unsupervised pre-trained deep wavelet
convolutional self-encoder with supervised trained LSTM network to identify various
fault types and fault degrees of bearings. In reference [3], the fault diagnosis of gear
transmission chain is realized by using deep belief network (DBN). The reference [4,
5] converts the one-dimensional vibration signal of the planetary gearbox into a two-
dimensional characteristic graph and inputs it into the convolution neural network,
which achieves a better correct rate of fault diagnosis.

Transfer learning refers to applying the features or knowledge learned from one
source domain to other target domains and solving problems in this field, in which
the features that have been learned by the algorithm are called source domains, and
the areas that need to be solved are called target domains. Transfer learning can
associate the source domain sample features with the target domain sample features,
learn cross-domain knowledge with the help of existing knowledge and experience,
and further improve the generalization ability of the model. The transfer learning
method has been put into practice in the field of fault diagnosis in the literature [0,
7], and a good diagnosis result has been obtained.

The above methods have achieved good results. But in the actual scene, the prob-
lems are as follows: (1) Some need to extract fault features manually, and then transfer
learning for fault diagnosis, and the credibility of the results is affected. (2) The deep
network structure is relatively simple, in the scene of noise interference and insuf-
ficient data, it is difficult to extract comprehensive and effective essential features,
and the final recognition results are also affected.

In view of the above problems, when the vibration data of planetary gearbox
in the target domain contains the influence of noise, the feature is not obvious,
and the amount of data is insufficient, by combining the advantages of multi-scale
feature recognition extraction of MKFCNN network, LSTM’s sensitivity to time
series and the ability of transfer learning method to learn cross-domain knowledge,
a planetary gearbox fault diagnosis method based on MKFCNN-LSTM transfer
learning is proposed.
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2 The Spatial Multi-scale Feature Learning of MKFCNN

MKFCNN network, inspired by Google Inception V1 network [8], is a multi-scale
feature learning framework based on one-dimensional convolution neural network
(IDCNN). It consists of convolution layer, pooling layer, and basic MKFCNN
module. The basic MKFCNN mod