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Chapter 1
Geospatial Technology
for Geomorphology Mapping and Its
Applications

G. Sreenivasan and C. S. Jha

Abstract Geomorphology, which is the scientific study of landforms, provides
us with an understanding of the variety of surface and sub-surface processes that
have been active on the earth’s surface and have carved the variety of landforms.
Geomorphology, along with ancillary information on geology, soil, vegetation, and
hydrology have wide range of societal applications in various fields for develop-
mental planning. Satellite-based geospatial technology is being used for the last
five decades for carrying out geomorphological mapping and its applications. The
synoptic and temporal capability of satellite remote sensing can be effectively used to
depict the morphography, morphogenesis, and morphochronology of different land-
forms. Remote sensing is effective in providing rapid and systematic geomorpho-
logical mapping at low cost, enables change detection and mapping of landforms in
dynamic landscapes at different scales and for different purposes. The advancements
in geospatial technology in terms of high and very high-resolution satellite data both
in optical and microwave domains, availability of high-resolution DEMs, and new
data-driven techniques and algorithms of remote sensing data analysis have brought
newer vistas in landformmapping, geomorphic process analysis, and its applications.
Geomorphology is considered an important input for disaster risk reduction and is
used widely in hazard zonation for floods and landslides. Geomorphology mapping
has applications in the area of geoengineering for site assessment before undertaking
any major structures such as dams, and road or railway line alignments. Geomorpho-
logical guides are one of the indicator zones for occurrence of minerals and are also
useful in oil and gas exploration. They also have an important role in demarcation
of hydro-geomorphic units and associated ground water potential zones. It is one
of the primary inputs for coastal zone management. Geomorphic anomalies are also
being widely used in archaeological and anthropological studies. Currently, imprints
of geomorphic processes on any landscape are used for studying the climate change.
This chapter discusses role of geospatial technology in geomorphological mapping,
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advanced techniques of mapping, different classification schemas, and some major
applications of geomorphology.

Keywords Geomorphology · Landforms · Remote sensing · Classification
schema · Geomorphology applications · Disaster risk reduction · Geoengineering ·
Palaeodrainage · Hydrogeomorphology · Geomorphic anomalies

1.1 Introduction

Earth is a dynamic planet and is continually evolving since geological past. Combi-
nation of actions by various agents such as wind, water, ice, etc. modifies the earth’s
surface. The present-day topography of the earth is carved out by these various
processes. Geomorphology is the science dealing with the morphology of the terrain
forms, their relief, and the processes that carve these forms on the earth’s surface
(Gregory and Lewin 2017; Lopatin and Zhirov 2017; Merriam-Webster 2021). The
term Geomorphology is derived from the Greek words ‘ge’ meaning earth, ‘morphe’
meaning form, and ‘logos’ meaning discourse or study (Gregory and Goudie, 2011;
Gregory and Lewin 2017). Geomorphology focuses on the classification of the
different landforms with respect to their shape, origin, evolution, and dynamics.
The geomorphic processes are either endogenic (related to tectonic, volcanic, or
isostatic) or exogenic (related to external agents like wind, water, ice, etc.) (Hauber
et al. 2018).

The understanding of geomorphology of an area is important for several geoengi-
neering and developmental planning applications. This is an important planning
input in addition to the information on geology, soils, hydrology, and land use. The
application of geomorphology is especially well valued in the areas of disaster risk
reduction, mineral exploration, groundwater prospecting, water conservation plan-
ning, pedology, land resources development, watershed management, archaeolog-
ical exploration, coastal zone management, regulation zoning, urban planning, etc.
Dynamics of landforms is also an important aspect to be studied. Apart from changes
that happen due to endogenic and exogenic factors, changes occurring due to anthro-
pogenic impact and climate change are very significant. Therefore, geomorphology
is also an important input for environmental management and the study of environ-
mental changes happening due to global climate change and its impact such as global
warming (Slaymaker et al. 2015). Present-day, the study of geomorphology deals not
only with mapping the different landforms and studying their genesis in terms of the
processes that acted in carving these landforms, but it also deals with studying the
present-day processes and landform changes and development of landscapes that
impact a large number of environmental issues and their mitigation.

In this chapter, we discuss the utilization of geospatial technology for mapping
geomorphology and its advancements and the different classification schemas.
Finally, major geospatial applications of the geomorphology are discussed with few
case studies.
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1.2 Geomorphology Mapping

Geomorphological mapping, in a traditional way, has evolved from field mapping
about a century back (Knight et al. 2011). While geomorphology dates back to
Ancient Greece period, the early modern geomorphology started evolving at the end
of 18thCentury (Paul andMontgomery 2020). The ‘cycle of erosion’model of broad-
scale landscape evolution was developed by William Morris Davis during this time,
popularly known as ‘Davisian theory’, which was later modified by Walther Penck
(Oldroyd and Grapes 2008). During this time and further into the 19th Century the
European Geomorphologists from Germany, Poland, Switzerland, and France did
extensive mapping of geomorphology. Emphasis was given to the geomorphological
process in large-scale mapping, whereas morpho-structure was given prominence in
mapping carried out on medium to small-scale by countries like Russia (Verstappen,
2011). An empirical system of mapping landforms based on the slopes and flats was
brought in bygeomorphologists inBritain. InAustralia, theGeomorphologymapping
was used for resources management, wherein, a landform was considered as the
functional unit of a landscape and each unit was dominated by a land area that had a
similar genesis and also depicts similar topography, soils, and vegetation pattern. The
quantitative and process-based geomorphology started evolving during the middle
of the 20th Century, which finally lead toward the contemporary geomorphology
dwelling upon the form-process relationship models (Mukhopadhyay 2003).

Though the essence of geomorphological processes is emphasized in geomor-
phology mapping, the importance of the form, terrain configuration, and the under-
lying structure is considered important for geomorphological mapping (Verstappen
2011). Thus, landforms are also considered as the distinct cartographic forms which
are portrayal of the terrain structure. The inherent advantages of Remote sensing
technology giving the synoptic view of the terrain in different wavelength bands,
beyond visible, forms an effective tool for studying the terrain forms and their asso-
ciationwith the surrounding ecosystem, thus giving an understanding of the processes
that have acted. These advantages have led geomorphologists to use this technology
in mapping. Morphochronology is another important factor embedded in geomor-
phology, which brings in the factor of time in the formation of landforms and their
dynamics. Remote sensing, by virtue of its repetitive coverage, has an advantage in
studying these dynamics of landforms.

A new era of geomorphology mapping thus began with the advent of remote
sensing from aerial and space platforms. While the aerial photos have been used
in studying terrain forms since the World War II times, the space remote sensing-
based geomorphological mapping started during 1970s after the launch of Landsat-
1, formerly known as Earth Resources Technology Satellite—ERTS-1 (Napieralski
et al. 2013; Srivastav et al. 2021). Subsequent availability of large number of Remote
Sensing Satellites both by India and other countries, advancements in the spatial and
spectral domains, and also advancements in digital image processing techniques, led
tomore systematic geomorphological mapping bymany countries at different scales.
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Scale of mapping has an impact on the way we perceive and describe a landform.
Landforms at different scales, will in a way, describe large landforms seen at a
smaller scale to small landforms (which are constituents of larger landforms) seen
at large scales. For example, a pediment-Inselberg-Complex is a large landform
usually mapped at a smaller scale, whereas the Inselbergs which are smaller features
can bemapped at a large-scale. Thus, remote sensing satellites, by virtue of providing
satellite images at different spatial resolutions, will help us in providing the required
technology for carrying out geomorphological mapping using a hierarchical system
describing landforms at different levels (GSI and NRSC 2010).

1.3 Role of Geospatial Technology in Geomorphology
Mapping

The geospatial technology mainly constitutes of the Remote Sensing, Geographical
Information System (GIS), and Global Positioning System (GPS). Remote sensing,
which employs electromagnetic radiation (EMR) to acquire information about the
earth’s surface features from aerial or satellite platforms, mainly works on the prin-
ciple of interaction of electromagnetic energywith thematerial on the earth’s surface.
The spectral response patterns generated from the interaction of EMR with earth’s
surface aid in the detection, identification, and analysis of earth’s surface material.

Geospatial technology has been deeply linked with study of geomorphology since
the advent of these technologies duringmid-twentiethCentury. Since then, these tech-
nologies have been extensively used in many geomorphological studies for mapping,
analysis, and measurement of the geomorphological forms and processes. With the
continual advancements in the geospatial tools and techniques, especially the remote
sensing image processing and photogrammetric techniques, and also availability of
the Digital Elevation Models (DEMs) from space, the quantification of landforms
and detection of geomorphic changes has become possible. In this section, the role of
geospatial technology, including the conventional methods, digital techniques, and
advanced methods of mapping are discussed.

1.3.1 Conventional Techniques of Photo Interpretation

The use of remote sensing technology for geomorphology mapping initiated
with visual interpretation of aerial photographs. Landform mapping from aerial
photographs was done using both qualitative interpretation as well as quantitative
stereoscopic methods to measure the landforms by 3-D visualization, which was
possible by viewing two aerial photos of the terrain from two different vantage
points simultaneously. The qualitative interpretation usually required distinguishing
and identification of the terrain/relief features, drainage, and cultural features, and
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knowledge of the geomorphology to analyze the relief features and drainage patterns
for interpreting different landform features. Some mapping techniques depended on
usingother data like topographicmaps and identifying anddemarcatingboundaries of
landforms using contour lines for bringing out the actual relief. As aerial photographs
are having inherently high spatial resolution, large-scale geomorphic maps features
were extracted and depicted in the maps. However, the large spatial resolution
is compensated by the small area coverage and thus preparation of local area
maps. Bringing aerial photographs onto a georeferenced framework was also a very
cumbersome exercise. Therefore, the initial efforts of interpreting aerial photographs
for preparing geomorphological maps were limited to local areas and lacked the
regional perspective to the geomorphological mapping. Especially, mapping large
area features like mountains and large rivers and associated landforms required large
number of aerial photographs to be stitched, which was time-consuming and expen-
sive. The aerial photographs also had the limitation of not being able to image the
earth’s surface in many numbers of spectral bands.

The limitations of the aerial photographs in geomorphological mapping were
quickly overcome by the advent of the satellite platforms for remote sensing.
The conventional techniques of remote sensing imagery interpretation for mapping
geomorphology used hardcopy photos or satellite images, which were printed after
applying required photo/image corrections and enhancements. Visual interpretation
of images requires keen observation and understanding of the basic elements of
photo interpretation, viz., tone, color, texture, pattern, shape, size, shadow, asso-
ciation, location of the feature, and the height or depth and related aspects. These
elements of visual interpretation are alreadywell described and understood by remote
sensing professionals (Jenson 2007; Asokan et al. 2020). Though for interpreting any
feature on a photo or imagery use of all these elements is not possible at all times, a
combined use of at least some of these will guide an experienced interpreter to arrive
at a fairly correct conclusion about the feature or form. Additionally, for mapping
geomorphology through visual interpretation, knowledge of other terrain features
such as drainage patterns, the geology of the area, and the climatic environment
are important to arrive at the correct understanding of the geomorphic process and
interpretation of the landform.

1.3.2 Analysis and Information Extraction from Digital
Remote Sensing Data

The development of the advanced computational techniques and image processing
algorithms made a revolutionary change in remote sensing techniques as well.
Remote sensing progressed from use of hard copy images to processing of digital
data. This had advantages for information extraction from remote sensing images
by applying corrections to the raw image data for improving the radiometry of the
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images, geometric correction of the images for tying them precisely to any geograph-
ical point on the earth’s surface, applying area-specific enhancements to images and
generation of mosaics of large areas for preparing seamless databases.

As a part of radiometric corrections, pixel digital value is converted to at-sensor
radiance by subtraction of the atmospheric contribution, topographic normalization,
and sensor calibration. The calibration of images has an important impact on the
information extraction from the images by giving a correct spectral response pattern
for proper identification and classification of the earth’s surface features and forms
(Sreenivasan and Krishna Murthy 2018). Further, it will allow comparison of any
feature’s continuity from one image to another, especially when we use large number
of images taken over different time periods for mapping geomorphology over a large
study area. This calibration is also important whenwe aremonitoring geomorpholog-
ical changes over a long period of time. By doing geometric correction, the systematic
and nonsystematic distortions and relief displacement is corrected and will result in
adding the map projections and ground coordinate system with a local or global
ellipsoid.

The image enhancement is an important step in processing digital remote sensing
images before we can start mapping the geomorphology. It improves the quality of
the image and information content from the original images and brings out landform
information hidden in the data. The most commonly used digital image processing
tasks include contrast enhancement, edge enhancement, spatial filtering, band combi-
nations, principal component analysis, and band ratios (Haldar 2018; Sreenivasan
andKrishnaMurthy 2018). Contrast enhancement expands the gray levels in the orig-
inal data and brings about better contrast between closely resembling features and
the background. For instance, the boundaries between the pediplain and pediments,
and the paleochannel features which are difficult to discern in original data will get
enhanced after applying contrast stretch to the satellite images, and enable extraction
of these features in a more precise way. Spatial filtering and edge enhancement are
more commonly used for sharpening the boundaries of features and enhancing linear
features like lineaments and structures, which have controlled the formation of the
geomorphic forms.

Band combinations are more pertinent when using multi-spectral data involving
number of bands and diverse information content being provided by image at each
wavelength band. The usually used band combination is standardized and is called
False Color Composite (FCC) which has combination of Infrared, Red, and Green
image bands given the colors of Red, Green, and Blue in the RGB color model, and
has been extensively used for landform identification and mapping (Fig. 1.1). FCC
is considered standard as it has been found to give the maximum information of
the earth’s surface features compared to the natural color composites (Haldar 2018).
This is also because the land cover is prominently brought out in the standard FCC.
The geomorphology has a significant influence on the land cover pattern of an area
and is an important guiding factor in differentiating landforms.

However, band combinations with other image bands including Shortwave
Infrared (SWIR), have given better information for specific landforms. A good
example of this is the mapping of fluvial landforms such as flood plains, meander
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Fig. 1.1 Interpretation of denudational landforms from an area in Hoshangabad district of Madhya
Pradesh from a standard False-color composite (FCC) derived from IRS-P6 LISS-III sensor with
RGB: IR, R, G. The landform labels are: CF-colluvial fan, PS-piedmont slope, PD-pediment,
HDDH-highly dissected denudational hill, HDLP-highly dissected lower plateau, LDLP-low
dissected lower plateau

scars, and point bars (Fig. 1.2). The reason for better contrast of the fluvial landforms
in the color composite images with SWIR as one of the bands is that these landforms
usually containmoremoisture than background, and get highlighted by contrastingly
darker tones because of extreme absorption in SWIR wavelength in the presence of
water content (Tian and Philpot 2015).

Image enhancements such as principal component analysis (PCA), and the color
composites generated from the first few principal components (PC) bring out percep-
tible contrast in landforms, depending on the terrain and geomorphic landscape being
mapped. An example of a PCA generated and the color composite of first, second and
third PC in RGB for mapping the Quaternary geomorphic units is shown in Fig. 1.3.
Good differentiation of alluvial fans formed over the different periods is contrast-
ingly brought out in the images. This helped in detailed mapping of the different
alluvial fans formed in the region, and this could further be an important input for
morpho-chronological sequencing of the alluvial fans.

The selection of the right season of satellite data is very important in geomorpho-
logical mapping as this has a bearing on the interpretability of the landform features.
The selection of the right season satellite data is dependent on several factors, like
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Fig. 1.2 Use of SWIR band in deriving a color composite highlights the fluvial landforms along
the Tawa river in Madhya Pradesh. The color composite is derived using SWIR, IR, and Red bands
were given to RGB. The landform labels are: PB-point bar, NL-Natural levee

the target landforms, the topography of area, and the land cover pattern. Though it
is a well-accepted practice to use summer season data for interpreting geomorphic
features, it may not be always true.

In general, it is observed that certain landforms are better discernable on a partic-
ular season data, whereas some landforms get subdued. Some landforms may be
better discernable using data of summer season, for e.g., the palaeochannels, whereas
some other landforms may be better discernable using winter season data, for e.g.,
the denudational landforms, as demonstrated by the example shown in Fig. 1.4.
Therefore, it is desirable to use multi-temporal satellite images spanning across two
or more seasons of the year to derive complimentary information, which may be
missing in a single dataset.

After image enhancement, the extraction of geomorphology information is done
using various techniques ranging from manual on-screen digitization using the GIS
software to semi-automatic and automatic techniques using rule-based classifiers.
Though more research is now toward quantitative geomorphology, however, for
preparing operational and baseline geomorphological maps for large areas, we still
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Fig. 1.3 Principal component analysis and the combination of the PC1, PC2, and PC3 in a color
composite help in differentiation of alluvial fans formed over the different periods and is an input
for morpho-chronological sequencing of the alluvial fans

continue to adopt on-screen interpretationof the landforms fromsatellite data, consid-
ering and integrating additional information derived from other terrain and natural
resources datasets (GSI and NRSC 2010; Kumar et al. 2013; GSI 2014; Gnanachan-
drasamy et al. 2018; Sreenivasan and Krishna Murthy 2018). This process involves
loading enhanced satellite images on the computer screens in any GIS package and
carrying out digitization using the GIS tools. The interpreter is expected to have
knowledge of geomorphology and skills in remote sensing image interpretation.
The advantage of this approach is that the professional can use all his experience
and intuitive knowledge about the area and modulate the information extraction
accordingly.

Additional ancillary information including geology, geological structures, terrain,
slope, drainage, and land use and cover in the form of GIS layers is usually overlaid
for analysis and improvising the geomorphologymapping. Use of any supplementary
data, such as geophysical data, will provide additional information on surface and
sub-surface form, composition, and structure and will help in better deciphering the
landforms and processes. Use of advanced techniques like object-based image anal-
ysis andmachine learning-based classifiers are also being attempted. A broad process
flow for preparation of geomorphological maps is given in Fig. 1.5. Description of
advanced methods of geomorphology mapping is given in the further sections.



10 G. Sreenivasan and C. S. Jha

Fig. 1.4 Influence of time-period of satellite data on the interpretability of the landforms. The
palaeochannel (PC) is seen very conspicuously in the satellite image of IRS Resourcesat LISS-III
sensor of April month (A), whereas it is not interpretable in the satellite data of the same sensor
acquired in December month (B). The meander scar (MS) is better interpreted in data acquired in
December (B) than in the April (A). Similarly, the denudational landforms viz., highly dissected
denudational hills (HDDH), highly dissected lower plateaus (HDLP), moderately dissected lower
plateau (MDLP), low dissected lower plateau (LDLP), valley (V), pediment (PD), and pediplain
(PP) are not interpretable from the satellite image of IRS Resourcesat LISS-III sensor of April
month (C), whereas these landforms and the details like dissection pattern are very clearly visible
in the satellite data acquired in December month (D)

1.3.2.1 Optical Remote Sensing

The remote sensing in optical region includes satellite data imaged in the visible and
infrared regions, including SWIR and Thermal Infrared (TIR) wavelength regions.
Presently, optical remote sensing data is available from a number of satellites and
sensors, with varied spectral and spatial capabilities suitable for mapping geomor-
phology. The selection of the type of satellite/sensor data for mapping geomor-
phology can be made based on the type of terrain and features being mapped and
the required scale of mapping. Satellite images having spatial resolutions from ~1 to
~188 m have been extensively used for mapping geomorphology at various scales
of mapping ranging from 1:2 Million scales to 1:10,000 scale. For regional-scale
geomorphological map preparation low spatial resolution data from ~188 to ~70 m
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Fig. 1.5 Process flow for preparation of geomorphological maps using integrated geospatial
technology

is ideal, and for preparing moderate scale maps satellite data with ~23 to ~10 m is
useful, whereas satellite data of ~6 to ~1 m is ideal for detailed landform mapping
for a small area for the purposes of micro-level developmental planning (Sreenivasan
and Krishna Murthy 2018).

Indian Remote Sensing Satellite (IRS) provides EarthObservation remote sensing
data at different spatial, spectral, and temporal resolutions with spectral dimensions
covering entire EMR in the Optical region with a series of satellites starting from
IRS-1A to the recent Resourcesat-2A and Cartosat series of satellite (Jaiswal and
Bhatawdekar 2018) (Table 1.1). These satellite sensors provide images with spatial
resolutions ranging from 1 km to better than 1 m, and radiometric resolution ranging
from 7 to 12 bits.With flexible imaging capabilities, these data have been extensively
used for geomorphology mapping at regional level to village level for detailed land-
form mapping. Additionally, a number of satellite sensors from other space-faring
nations of the world are available for geomorphological mapping, providing remote
sensing data at varied spatial and temporal resolutions (Table 1.1).

The spectral variability from visible, near-infrared to shortwave infrared has been
fully exploited for different types of landforms detection. The selection of spectral
bands for geomorphological mapping depends on the morphogenetic regime that is
being mapped. Though usually the Green and Red wavelengths in the visible region,
and the near-infrared wavelengths in infrared region of the EMR are suitable to
map landforms sculpted due to most processes, certain wavelength bands are useful
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Table 1.1 Optical remote sensing satellites-sensors available for geomorphology studies

Satellites Sensor Spatial
resolution (in
meters)

Revisit
time
(days)

Scales of
geomorphology
mapping

RESOURCESAT-1/2,
IRS-1C/IRS-1D

LISS-III 23.5 5 1:50,000

RESOURCESAT-1/2 LISS-IV 5.8 5 1:25,000–1:15,000

RESOURCESAT-1/2 AWiFS 56 5 1:250,000

CARTOSAT-3 MX 1.12 – 1:5000–1:3000

CARTOSAT-2C, D, E,
F

HRMX ~2.0 4 1:10,000–1:5000

CARTOSAT-1 PAN 2.5 5 1:10,000–1:5000

LANDSAT-9 OLI-2 30 16 1:50,000

LANDSAT-9 TIRS-2 100 1:500,000–1:250,000

LANDSAT-8 OLI-1 100 16 1:250,000

LANDSAT-8 TIRS-1 30 16 1:250,000

SENTINEL-3 OLCI 300 2–4 1:500,000–1:10,00,000

SENTINEL-2A/2B MSI 10–20 5 1:50,000–1:20,000

SPOT-7 PAN 1.5 1–5 1:10,000–1:3000

SPOT-7 MS 6.0 1–5 1:25,000–1:12,000

PLANET LAB
SKYSAT-C

MS 0.5 5 1:5000–1:2000

PLEIADES NEO-3/4 MS 1.2 Daily 1:5000–1:3000

PLEIADES 1A/1B MS 2.0 Daily 1:8000–1:4000

KOMPSAT-3A MS 2.2 1.4 1:10,000–1:5000

KOMPSAT-3 MS 2.8 1.4 1:15,000–1:10,000

WORLDVIEW-4/3 MS 1.24 <1 1:10,000–1:3000

WORLDVIEW-4/3 SWIR 3.70 <1 1:20,000–1:10,000

RAPID EYE MS 6.5 1–5.5

TERRA-ASTER VNIR 15 16 1:50,000–1:25,000

TERRA-ASTER SWIR 30 16 1:50,000

TERRA-ASTER TIR 90 16 1:250,000

CBERS-4 MUXCam 20 26 1:50,000

CBERS-4 IRS 40 26 1:250,000–1:50,000

CBERS-4 WFI 64 5 1:250,000–1:150,000

SUPER VIEW-1 MS 2.0 2 1:8000–1:4000

QUICKBIRD MS 2.62 1–3.5 1:10,000–1:5000

GEOEYE-1 MS 1.84 3 1:10,000–1:4000

GAOFEN-2 MS 3.2 5 1:20,000–1:10,000

(continued)
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Table 1.1 (continued)

Satellites Sensor Spatial
resolution (in
meters)

Revisit
time
(days)

Scales of
geomorphology
mapping

TRIPLESAT MS 3.2 Daily 1:20,000–1:10,000

IRS-1C/IRS-1D PAN 5.8 5 1:25,000–1:12,000

LANDSAT-7 ETM + (V, NIR) 30 16 1:100,000–1:50,000

LANDSAT-7 ETM + (TIR) 60 16 1:250,000–1:150,000

IKONOS MS 3.28 3–5 1:20,000–1:10,000

SPOT-5 MS-NIR/SWIR 10 (NIR)/20
(SWIR)

2–3 1:25,000–1:15,000

LANDSAT-4 & 5 TM (V, NIR) 30 16 1:100,000–1:50,000

LANDSAT-4 & 5 TM (TIR) 120 16 1:500,000–1:250,000

IRS-1A/IRS-1B LISS-I 72.5 22 1:250,000–1:150,000

IRS-1A/IRS-1B LISS-II 36.25 22 1:100,000–1:50,000

LANDSAT-1,2,3,4,5 MSS 60 18 1:250,000–1:150,000

for landforms formed due to specific agents and processes. For instance, shortwave
infrared and mid-infrared in a combination with other bands are more suitable for
mapping fluvial landforms, whereas, the thermal infrared may be of specific aid in
mapping active volcanic landforms.

The temporal nature of satellite remote sensing is exploited in studying the
dynamics of geomorphic processes and the resultant landforms. Each satellite sensor
has a specific revisit period. As a virtue of this capability, the same site is imaged
after a fixed time-period. Presently satellites are available with temporal resolution
ranging from 1 to 22 days (Jaiswal and Bhatawdekar 2018). This enables monitoring
of any change that is happening on the earth’s surface. The time scale of change for
different landforms vary, and range from tens and hundreds of years for denudational
and depositional landforms to just few days for landforms formed due to endogenic
processes like volcanism, diastrophism, and the events caused by their impacts like
earthquakes, landslides, and change in river courses, and the natural disasters like
floods and cyclones.

1.3.2.2 Radar Remote Sensing

Themicrowave region of the EMRprovides additional advantages for remote sensing
of geomorphology. Active sensors like Synthetic Aperture Radar (SAR) are more
widely used for geomorphological mapping due to their high spatial resolution
compared to the passive microwave sensors.

Apart from the general advantages of all-weather imaging, which is beneficial
for all-natural resources applications, geomorphological studies especially benefit
from the side-looking geometry of the Synthetic Aperture Radar (SAR) sensors and
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also the sub-surface penetration capability of the SAR signals. The sensitiveness of
radar backscatter signal to surface roughness, slope and relief, and moisture (dielec-
tric constant) also are advantageous to geomorphologists in studying landforms, as
these inherent properties of radar indirectly give information on the terrain structure
and physical properties of surface material. These significantly indicate the type of
processes the terrain has undergone in the past that led to the sculpting of the present
landforms. The relief and slope, which are very important to perceive and label a
landform are not directly sensed from the optical satellite images, whereas in the
SAR images the side-looking geometry brings in the shadow effect, due to which the
relative differences in relief and slope of the terrain gets clearly highlighted. There-
fore, many times SAR data fused with optical data may be more useful in bringing
out better contrast of geomorphic forms, than using only optical data of the same
area (Fig. 1.6).

The sub-surface penetration capability of the radar is a function of frequency of
the radar signal. The larger wavelength bands like L-band (15–30 cm) and P-band
(30–100 cm) have better penetration to shallow depth-dependent on the dryness of
the sub-stratum. Several active microwave remote sensing satellites are presently
available like RISAT series from India, ALOS from Japan, ENVISAT and Sentinel-
1 from European Union, Radarsat from Canada, Terra-SAR, and TanDEM-X from
Germany, and KOMPSAT-5 from South Korea. Except ALOS all other satellites are
C-Band or X-band SAR. Even though the penetration capability of C-band SAR
is limited, still it has been used for geomorphology mapping as a standalone as
well as complementary dataset along with the optical remote sensing data. SAR has
been more advantageously exploited in geomorphology for mapping the shallow
buried features such as paleochannels of lost river systems (Gupta et al. 2011). The
penetration capability of SAR helps as well in mapping shallow buried pediments,
and relict valleys in arid terrains (Fig. 1.7).

1.3.2.3 Digital Elevation Models

The terrain topographical information is important requirement formapping geomor-
phology. In the initial days of the geomorphological mapping using satellite data,
topographical information available from topographic contour maps was used as
a reference dataset. Interpretation of remote sensing images for geomorphological
classification is usually descriptive, while quantitative measurements, usually called
morphometry, were added through field surveys. But with the development of the
Digital Elevation Models (DEMs) and availability of GIS Spatial Analyst tools,
DEMs are being directly used for analysis of terrain morphometric conditions, which
directly benefits the geomorphic form and process study.

The first Digital Elevation Models (DEM), generated using the topographical
maps derived through survey techniques, were available during 1970s. The first
satellite-derived digital elevation data was available by the year 2000 with the avail-
ability of Shuttle Radar Topography Mission (SRTM) DEM. Presently there are
various types of DEM’s available from space platforms (Mudd 2020) developed
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Fig. 1.6 Comparison of the landform interpretation from optical and microwave SAR satellite
data. (A) The plateaus, plateaus margins, and scarps are better seen in the RISAT-1 MRS SAR data
fused with multi-spectral optical data than the optical data alone from IRS LISS-III sensor. (B) The
dissection pattern in the plateaus is more clearly highlighted in the RISAT-1 MRS fused microwave
SAR data than in the IRS LISS-III image

through either optical stereoscopic data through photogrammetric techniques or
through radar data through interferometric techniques. CartoDEMof 10m resolution
from ISRO,ASTERDEMof 30m resolution jointly by Japan andUSA,ALOSWorld
3D (AW3D andAW3D30) of 5 and 30m resolution from JAXA, TanDEM-X of 12m
resolution from DLR Germany, MERIT DEMwhich is a combination of SRTM and
AW3D30 of 30 m resolution are a few global DEMs useful for geomorphological
studies (Mudd 2020).

The basic information used from the DEM in mapping landforms are the deriva-
tives of DEM, viz., slope, aspect, and curvature. These are used for analyzing the
morphometric conditions and dividing the land into discrete surface forms for quan-
titative depiction of land topography, which led to the development of the field
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Fig. 1.7 Sub-surface penetration capability of SAR helps in bringing out shallow buried landforms.
Here the buried pediments and sub-surface relict valleys in arid Thar Desert region are brought out
conspicuously in the ALOS PALSAR L-band SAR data due to the penetration capability of the
SAR

of geomorphometry (Napieralski et al. 2013). The landform morphometry data is
mainly used for quantitative analysis of size and shape of the landforms, which helps
in delimitation of the landscapes at higher level formed under a specific process, for
example, the large fluvial landscapes, into smaller homogeneous land features which
are then grouped together into landforms (Evans 2012).

Morphometric analysis of landforms using high-resolution DEMs is more applied
aspect, than simply mapping the landforms, and has practical applications in several
other areas. Geomorphometry of glacial cirque, for instance, could provide indica-
tions on the paleoenvironment and paleoclimate during the glaciation period during
which the cirque has developed (Barr and Spagnolo 2015), and also be useful for
hydrological modeling and natural hazard management (Mudd 2020). DEM is also
utilized in geomorphological mapping as a DTM model for visualization of the
terrain in 3D perspective for better assessment of the morphology of the landforms
(Fig. 1.8), which would help in visualizing the landforms in 3D perspective, that will
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Fig. 1.8 Digital terrain model of an area in Amravati district, Maharashtra. The geomorphic forms,
viz., the plateaus and constituent mesas and buttes, along with the structural controls, are better
highlighted in the DTM

help in better identification of landforms and preparing geomorphology maps with
better thematic accuracy.

1.3.3 Advanced Methods of Geomorphology Mapping

Geomorphology mapping from remote sensing has always been a challenging task.
The visual interpretation of satellite images by referring to large number of other
ancillary information layers on terrain characteristics, hydrology, land cover, vegeta-
tion, soils, geology, structures, etc. has been cumbersome and highly time-consuming
job. It also involves an element of subjectivity, which depends on the knowledge and
skill of the professional who is carrying out the mapping. Another aspect that needs
consideration is that the landform boundaries are not discrete, but are mostly transi-
tional, this ismore so for landforms in plains than inmountainous terrain (Eisank et al.
2010; Napieralski et al. 2013). These challenges and limitations are now being over-
come with the advancements in remote sensing technology and image analysis tech-
niques. These include availability of very high-resolution image datasets and DEMs
from satellite, UAV platform, and LiDAR technology; and image analysis tech-
niques such as object-based classifiers, machine learning algorithms, and data-driven
approaches for semi-automatic and automatic mapping of geomorphology.

With the availability of different resolution DEMs, more efforts are presently
seen to exploit the terrain segmentation using object-based classifiers. The terrain
factors are optimized using other parameters like texture metrics which go as input
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to rule-based classifiers or decision tree classifiers (Na et al. 2021). The LiDAR
is the other technology that is being used for tectonic geomorphological analysis
and specifically geomorphometry of micro-geomorphic units. Specifically, the DTM
that is generated from LiDAR and other optical and radar remote sensing datasets
are useful in precisely limiting the boundaries of geomorphic units (Bufalini et al.
2021), which otherwise are arbitrary if they are drawn from mere remote sensing
image interpretation in the optical or microwave domains.

Another comprehensive tool for geomorphological applications that provides
hyper-scale three-dimensional (3D) landform models is the structure from motion
(SfM) photogrammetry, which is an amalgamation of techniques from photogram-
metry and computer vision (Eltner and Sofia 2020). SfM provides very high-
resolution topographic dataset with high temporal frequency and accuracies compa-
rable to airborne laser scanners, and thus gives detailed topographic characterization
of the surface to the extent of distinguishingmicro-geomorphic forms such as granite
tors (Kasprzak et al. 2018; Eltner and Sofia 2020). The very high-resolution images
from satellite and UAV platforms, high-resolution DEMs from LiDAR, optical and
radar data, and SfM technologies separately or in combination are useful for auto-
matic detection and morphological analysis of many other micro-geomorphic forms
and processes, for instance, gully formation, their evolution, and monitoring for
estimation of their sediment budget and susceptibility mapping (Arabameri et al.
2020; Niculit,ă et al. 2020), quantifying landform changes (Chirico et al. 2021),
mapping coastal landforms and their dynamics (Medjkane et al. 2018; Taddia et al.
2019; Yulianto et al. 2019; Singh et al. 2020b), mapping glacial geomorphology
(Benjamin et al. 2018). In the fluvial geomorphology domain, the Airborne Laser
Topo Bathymetry (ALTB) has emerged as a new tool for high-resolution mapping
of the 3D channel geometry, and erosion and sedimentation mapping, though ALTB
is still not an operational remote sensing technique for regular geomorphological
analysis (Laguea and Feldmann 2020).

Scale of landforms is an important parameter in selecting the appropriate datasets
and classification approaches, whichwould bring in better accuracies in the final clas-
sified maps. Wavelet decomposition techniques such as Discrete wavelet transform
(DWT) method are applied on DEMs for discretizing the terrain texture and further
classifying the landforms using machine learning-based classifiers like Random
Forest (Xu et al. 2021). These automatic landform classification techniques are able
to bring in more accurate landform classification giving appropriate consideration to
the scale of the landforms.

Recently, data-driven algorithms such as Direct Sampling and Random Forest
(RF) are successfully utilized for semi-automatic regional-scale geomorphological
mapping, especially for mountainous areas (Giaccone et al. 2021), where elevation
and relief are important factors in defining the landform morphology. In addition
to RF, other Machine Learning (ML) algorithms such as Support Vector Machines
(SVM), Logistic Regression (LR) and Boosted Regression Trees (BRT), genetic
algorithm (GA), extremegradient boostingmachine (XGBoost), and ensemble ofML
algorithms are utilized for different applied aspects of geomorphology, for instance,
landslide and debris flow susceptibility modeling (Pham et al. 2018; Kavzoglu et al
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2019; Sahin et al. 2020; Xiong et al. 2020), and mapping gully erosion susceptibility
(Arabameri et al. 2021).

Advancement in geospatial technology has also brought in new tools andmethods
for studying dynamics of landforms andmonitoring landforms changes. The changes
in landforms due to geomorphic processes may be very minor in scale most of the
time, and therefore it had always been a challenge to detect and analyze these minor
changes. The capability to measure and monitor surface topographical changes at
different spatial and temporal scales has improved with the availability of advanced
geospatial techniques such as Differential Interferometric Synthetic Aperture Radar
(DInSAR), LiDARand its elevation products,DifferentialGlobal PositioningSystem
(DGPS), and UAV photogrammetry and SfM (Gutiérrez and Soldati 2018; Abdelka-
reem et al. 2020; Fedele et al. 2021). These techniques have been successfully used
for geomorphic dynamics of volcanic fumaroles (Fedele et al. 2021), desert land-
forms (Abdelkareem et al. 2020), and coastal geomorphology (Medjkane et al. 2018;
Godfrey et al. 2020).

The present trend is combining multi-source datasets including remote sensing
images from satellite and UAV platforms, data from geophysical surveys such as
Electrical Resistivity Tomography (ERT) and DEMs, through geospatial modeling
and ensemble of Artificial Intelligence (AI) and Machine Learning (ML) algorithms
for achieving mapping, monitoring and modeling of geomorphological landforms
and processes (Metelka et al. 2018; Kasprzak et al. 2019; Chirico et al. 2021).

Though these advancements in geospatial technology have leapfrogged geomor-
phology mapping into more of an analytical and quantitative science, it is impor-
tant to note that the traditional satellite image interpretation still remains the funda-
mental technique, due to the fact that geomorphology requires more intricate unrav-
eling of the local details considering the connections with contiguous geomorphic
ecosystems, for building a holistic form-structure-process relationship in a regional
perspective, especially so for undertaking operational programs.

1.4 Classification Schemas

Development of geomorphological mapping in different countries followed systems
of categorizing landforms considering mainly parameters such as morphology,
morpho-structure morphogenesis, and morphochronology. The simplest form of
landform classification used the morphology, which considered the form or shape
of the landforms, and was based on descriptive morpho-graphic features. With the
development of the modern concepts of geomorphology, the emphasis on including
process or genesis of the landforms in detailed geomorphological maps took a place
in the classification systems, whereas the morpho-structure was considered at the
highest level of the classification in the small-scale geomorphologymaps (Verstappen
2011).
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The initial efforts of standardization of geomorphological maps were put by
International Geographical Union (IGU) Commission on Geomorphological Survey
and Mapping and detailed geomorphological mapping and legend for the Inter-
national Geomorphological Map for medium scale geomorphological maps were
published by a joint consortium of Italy, Poland, Russia, Italy, Germany, Canada,
Netherlands, Switzerland, and Britain (Hayden 1986). These standards had empha-
sized the morpho-structure at the highest level as the basis of the geomorphological
classification.

Later on, several geomorphological classification systems evolved. Some geomor-
phology classification systems were developed for addressing specific geomorphic
landscapes, for instance, geomorphic classification for “fluvial geomorphic land-
scapes” specifically targeting the rivers and streams (Kondolf et al. 2016; Horacio
et al. 2017); “standardized geomorphic classification for seafloors” (Goes et al. 2019;
Sowers et al. 2020), classification ofwetlands (Grenfell et al. 2019).While someother
geomorphic classifications systems were developed aiming specific applications, for
instance, characterizing forest ecological map units, groundwater prospects identifi-
cation, landslide hazard zonation, river system management, digital soil mapping, to
name a few. One such geomorphic classification was developed during 1995–1998
by the USDA Forest Service. The main purpose of this classification system was to
link the ecological unit as well as the aquatic units with the “National Hierarchical
Framework” ofUSDA(UnitedStates Forest Service 1998). This classification system
considered four components, viz., “Geomorphic Process, Landform, Morphometry
and Geomorphic Generation”. Another geomorphologic classification system has
been developed aimed at “geopedologic mapping” and “digital soil mapping”. In
this classification system, the “geoforms” are hierarchically structured into six nested
levels, giving emphasis to structure of the landscape and morphogenic agents (Zinck
2016).

In India, few attempts have beenmade to bring out a regional classification system
addressing all the aspects of the landform evolution initially by Geological Survey of
India (GSI) and later by ISRO(GSI andNRSC, 2010;GSI 2014; Srivastav et al. 2021).
The geomorphologicalmapping carried out by ISROunder the IntegratedMission for
Sustainable development (IMSD) during 1992–1996 adopted the hydrogeomorphic-
based classification approach (NRSA 1995). The mapping schema lay prominence
on identification of landform units with end utility of the maps for groundwater
exploration. The legend of these maps depicted structure and lithology apart from
the geomorphic units and landforms. The schema was based on the origin of the
landforms and the processes were arranged in chronological sequence. This classi-
fication schema was further modified under the National Natural Resources Infor-
mation System (NRIS) program initiated by ISRO during 1998 (Shah and Thakkar
2008). This program developed a geomorphological classification schema that put
geomorphic units at the first level, landformat the second, and formbased onmorpho-
structure at the third level. The system is conceptualized in a way to regroup the
landform classes at different levels for easy upscaling or generalization.

Another effort for developing a national-level geomorphic classificationwasmade
under the Rajiv Gandhi National DrinkingWater Mission, which was for the specific
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application of applying geomorphology for groundwater prospect zones mapping.
This classification system categorized the landforms into 116 types considering
morphology, weathering, erosion, and dissection (Das et al. 2021). The classifi-
cation system considered the broad physiography at the first level categorizing the
landscape into hills, plateaus, piedmont zones, plains, and valleys. At the second
level, the geomorphic unit is considered which is segmentation of the units at first
level based on the form, structure, and process, for example, plains at the first level
are segmented into eolian plains, flood plains, alluvial plains, etc. At the third level,
the units are further categorized into landforms considering the amount ofweathering
or deposition, or dissection.

A national classification system was developed by GSI, specifically, targeting
the Quaternary Geology and Geomorphology of the entire country (GSI and NRSC
2010). Themapping addressed allmajor river basins of the country. The classification
schema was genetic in nature and had geomorphic units and landform units at first
and second levels.

Though several geomorphological classification systems in the country partly
tried to include the process and genesis of landforms in the schema, however, the
first national-level genetic classification system for geomorphological mapping in
India was prepared by Geological Survey of India (GSI), the national nodal agency
which carries out geological mapping in India, for preparing the geomorphological
maps of India on 1:2 M scale. Later, the National Natural Resources Management
System (NNRMS) of ISRO under the Standing Committee on Geology and Mineral
Resources (NNRMS SCG), discussed the importance of a common standardized
national-level genetic geomorphological classification system, and an inter-agency
working group of national-level organizations involved in geological and geomor-
phological studies was constituted to finalize a comprehensive genetic geomor-
phological classification schema covering all geological provinces of the country
(Srivastav et al. 2021). During 2009, the 14th NNRMS SCG meeting of ISRO
and 44th Central Geological Planning Board (CGPB) meeting of GSI approved the
proposal of national-level geomorphological mapping at 1:50,000 scale using the
newly developed comprehensive genetic hierarchical system of landform classifi-
cation (GSI and NRSC 2010). The genetic aspect is addressed at the first level of
this classification system, the broad morphology (geomorphic form) is addressed at
the second level and the landform is addressed at the third level. This classification
system has categorized the landforms into 11 genetic classes at the highest level and
comprises 417 landforms at the lowest level (NRSC 2012a; Singh et al. 2015).

The significant aspect of most of these classification schemas is that they follow
a hierarchical system, with broad level to detailed level of landforms representation,
thus providing the flexibility to collapse classes at the lower levels to higher levels
for regionalization of the geomorphology maps.
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1.5 Applications of Geomorphology Mapping

The science of geomorphology has been strongly linked with various applied fields
of geology, mineral exploration, geoengineering, hydrology, soil sciences, natural
resources management, disaster management, and many more. Since ages geomor-
phology is being used, directly or indirectly, as an important scientific input inte-
gratedwith inputs from other fields such as geology, hydrology, soil science, ecology,
biological sciences, etc. in providing solutions to several pragmatic problems faced
by the society, for example, for Disaster Risk Reduction (DRR), and for planning and
management of natural resources and infrastructure. The applications of Geomor-
phology have now evolved as a separate field called the “Applied Geomorphology”
which mainly deals with the applications of geomorphology to the society (Meitzen
2017).

In the following sub-sections, some of the major applications of geomorphology
are discussed.

1.5.1 Applications of Geomorphology in Disaster Risk
Reduction

Disaster Risk Reduction (DRR) is defined as the “concept and practice of reducing
disaster risks through systematic efforts to analyze andmanage the causes of disasters,
including through reduced exposure to hazards, decreased vulnerability of people
and property, sustainable management of land and the environment, and improved
preparedness for adverse events” (ISSAT 2020). DRR is sometimes interchange-
ably used with Disaster Risk Management. Sendai Framework for Disaster Risk
Reduction 2015–2030 clearly states the goal and importance of DRRwhich includes
implementation of technological measures for preventing and reducing the disaster
hazard and increasing preparedness for response and recovery (UNISDR 2018).

Most of the natural hazards are linked to the exogenic and endogenic processes
prevalent on the earth’s surface and within, therefore having a strong link with
geomorphology. Thus, understanding and management of most natural hazards
require knowledge of the landforms or the processes that have acted or presently
acting in formation of these landforms. For instance, the occurrence of floods, which
are the most prevalent natural hazard all over the world, are affected by the river
channel morphology, the geomorphology of the flood plains, and the overall basin
morphology. Many times, the local geomorphology plays a major role in causing
seasonal floods in some rivers.A studywas carried out for assessing seasonal flooding
in Shivnath River in Rajnandgaon district of Chhattisgarh state. These floods unusu-
ally affected a localized stretch of the Shivnath River. It was observed that elevation
profile of the area did not play any significant role in causing these floods as the
entire area was almost plain with not much variation in the relief. Interpretation
of the high-resolution satellite data and geospatial integration showed that specific
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Fig. 1.9 Analysis of the seasonal floods along the Shivnath River in Rajnandgaon district of Chhat-
tisgarh. The fluvial landforms, viz., the meander scars, shown by the yellow-colored arrows and the
palaeochannels, shown by the green arrows have caused localized floods along these tracts due to
heavy seasonal rainfall leading to the submergence of villages

landform features such as palaeochannels (PC) and cut-off meanders (CM), and the
channel morphology in this part of the river were leading to flooding during the
peak monsoon period (Fig. 1.9). The villages located on these cut-off meanders and
palaeochannels were getting inundated due to floods regularly. But the field condi-
tions never indicated presence of PC and CM, until the multi-spectral satellite image
could decipher these features. These geomorphological studies helped in suggesting
mitigation measures to the district administration in controlling the occurrence of
floods in the future.

Flood hazard zone maps are an important tool for flood risk preparedness. These
provide geospatial advisories on most likely areas that could get affected during
floods. The high-resolution topographic information goes as an essential input for
preparing flood hazard maps. High-resolution satellite data-derived river configura-
tion and bank erosion time series products are highly useful for river engineering
studies for mitigating floods.

Geomorphology has a critical role in landslide process and therefore is essential
input for preparedness and mitigation of landslides. Geomorphology is one of the
critical parameters in the landslide hazard modeling, for preparing landslide hazard
zone maps showing landslide-prone areas as well as in preparing mitigation action
plans for taking corrective measures against landslides. The landslide hazard zone
mapping using the geospatial techniques carried out byNRSC, ISRO in collaboration
with other national-level institutes is an excellent application of geomorphology for
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landslide hazard zonation mapping along the major tourist and pilgrim routes in the
states of Uttarakhand and Himachal Pradesh states (NRSC 2012b). The landslide
hazard maps thus prepared are hosted on ISRO-NRSC Bhuvan portal (https://bhu
van-app1.nrsc.gov.in/bhuvandisaster/#landslide), an example of which is shown in
Fig. 1.10.

Fig. 1.10 Landslide hazard susceptibility map for part of the Rishikesh-Rudraprayag-Chamoli-
Badrinath sector of the pilgrimage and tourist routes in the Himalayas prepared using geospatial
modeling of multi-thematic information including geomorphology and terrain data. Source https://
bhuvan-app1.nrsc.gov.in/disaster/disaster.php?id=landslide_monitor

https://bhuvan-app1.nrsc.gov.in/bhuvandisaster/#landslide
https://bhuvan-app1.nrsc.gov.in/disaster/disaster.php?id=landslide_monitor
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Fourteen terrain factors, including causative and triggering factors, were modeled
using AHP techniques to derive landslide hazard (susceptibility) maps. Geomor-
phology, slope angle, aspect, and morphology were the important factors apart from
lithology and rock weathering, geological structures, drainage, land use-cover, and
soil parameters. These maps have an immense utility for governmental and non-
governmental agencies for disaster preparedness. Apart from use in preparation of
landslide hazard maps, geomorphology is useful in analyzing past landslides, eval-
uating debris flows to characterize the rheology of the flow material based on the
surface morphology studies, analyzing the study of boulder morphology, and under-
standing the weathering, and chronology which would help in assessing the probable
period by which these boulders will detach and flow down the slope (Kellar et al.
2020).

1.5.2 Geoengineering Applications

Engineers consider a holistic and inclusive approach considering the geology
(includes lithology as well as structures), geomorphology, and soil properties for
site assessment for any geoengineering project. Study of landforms in a project site
will supply several critical information on the processes that have acted on the site
and provide information on the much-required terrain aspects like elevation profile,
slope, and the broad idea on the composition of the surface and sub-surface material.
In a way, geomorphology offers the baseline information, which will guide the geo-
engineers for taking up any further detailed site-specific studies. According to Hearn
(2019), geomorphological assessment in geoengineering is useful in providing three
major functions, viz., first, understanding of sub-surface ground conditions, second,
influence of geomorphological processes such as fluvial processes, and third, impact
of the landform dynamics due to natural or anthropogenic processes on the geoengi-
neering projects. Several geoengineering applications apply geomorphology in this
perspective.

Study of patterns of landform change is especially an important aspect for many
engineering mega-projects. Identification of active landslides and slope instabilities
could be possible by study of time series high-resolution remote sensing images from
satellite and UAV platforms, and using the high-resolution DEMs generated either
through optical stereo photogrammetry or through LiDAR (Keller et al. 2020).

River channel morphological studies, involving study of river planform, cross-
sections, and their dynamics, are an important input for planning, designing, and
maintaining water resources projects requiring construction of river engineering
structures such as bridges, dams, and reservoirs, and channel construction for diver-
sion of surplus waters. The river morphological studies can give solutions to unique
problems such as changes in river courses, severe erosion of banks by hill streams,
development of natural cut-off in meandering streams, morphological changes in a
river due to changes in its base level, etc. encountered during the engineering planning
of river-linking projects. A major project on inter-linking of rivers has been taken up
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in India to link Indian rivers by a network of reservoirs and canals with the purpose
of proper management of water resources, to enhance irrigation and groundwater
recharge, reduce incessant floods in some parts of the country and droughts in other
parts. The NationalWater Development Agency (NWDA) in India has taken up plan-
ning of River Link Projects across the country considering major inputs from river
morphological studies. An example of one such application is the river morpholog-
ical studies carried out for Par-Tapi-Narmada link project, which envisages diversion
of surplus water available in the west-flowing rivers between Par and Tapi of south
Gujarat and neighboring Maharashtra for utilization of water in the drought-prone
Saurashtra and Kutch regions of North Gujarat (Bothale 2013). Under this study,
river morphology mapping and analysis have been carried out for Par, Auranga,
Ambika, and Purna rivers to study the river planform, tortuosity, sinuosity, analysis
of meanders, and thalweg. The meander dynamics indicated 29 prominent mean-
ders, and the morphological studies showed that these rivers developed most of these
meanders in the initial phase due to structural control, but depicted few meanders
after reaching planes (Fig. 1.11) The hypsometric analysis indicated mature stage of
these rivers basins. The rivers did not show any change in planform during the period
of 1975–2010 owing to hard rock through which the rivers flow. The study results
illustrated the possible potential changes that would take place in the hydrology and
its potential impact on the geomorphology and ecology of the area.

Fig. 1.11 Meander dynamics mapped used multi-temporal satellite data as a part of River
morphology studies for Par-Tapi-Narmada river link project. Source Bothale (2013)
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Engineering planning for new road and railway line alignment is a complex
problem requiring through analysis of the terrain. Most roads and railway line align-
ments follow stipulated criteria to follow suitable gradients and also look into the
aspect of terrain stability. This brings up the primary requirement for identifying
the high topographic forms such as hills and plateaus using high-resolution remote
sensing data and their morphometric analysis through use of DEMs. This informa-
tion is mainly used for excluding such areas if possible, and if not possible, then for
making analysis on the volume of cut and fill, or assessing the length of tunnels, if
they need to be constructed.

These terrain-geomorphic analyses have a great bearing on the safety and sustain-
ability of the proposed roads and railway lines, and also effects the cost of the entire
project. For this, geomorphological studies conducted using multi-temporal high-
resolution satellite data will help in identifying and mapping specific problematic
areas with frequent mass movements and landslides, areas with karst landforms,
fluvial landscapes with highly dynamic river courses prone to frequent changes in
stream courses. The maps thus generated can be used in the geospatial modeling for
rule-based exclusion of these areas for delineating suitable alignments for roads and
railway lines. Detailed studies on geomorphic history will also aid in analysis of the
surface materials and their properties.

The study carried out for railway line alignment in Akot–Amlakhurd Railway
Section of South-Central Railway (SCR) in states of Maharashtra and Madhya
Pradesh is a good example of using terrain-geomorphic information in such projects.
Figure 1.12 is an output of integrated geospatial modeling using inputs from detailed
terrain-geomorphic and geo-structural analysis showing one of the suitable align-
ments out of many alternate alignments for the Akot–Amlakhurd Railway Section.
The work was carried out under a study for Akola–Khandwa Guage Conversion
Project of SCR (Prakasa Rao and Sreenivasan 2012). Similar application of geomor-
phological studies is also implemented for deriving the best suitable road route for
connecting Dumro and Same basti in the state of Arunachal Pradesh (Singh et al.
2019). The geomorphology and the terrain information has been used for mapping
mass movements and landslide hazardous zones and used as the criteria in the road
route alignment.

Apart from above-mentioned geoengineering applications, other applications
of geomorphology in geoengineering include analysis for dam construction sites,
selection of sites for hydro-power, coastal engineering, etc.

1.5.3 Geomorphology for Mineral Exploration Applications

Mineral deposits are generally associated with unique geo-structural environments,
which leave a conspicuous imprint on the surface in the form of specific morpho-
logical expressions. The study of landscape characteristics may indicate the large
geological structureswhich control the occurrence ofmineral deposits. Somemineral
deposits are directly associated with specific types of landforms, for instance, the
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Fig. 1.12 Output of integrated geospatial modeling using inputs from detailed terrain-geomorphic
and geo-structural analysis showing one of the suitable alignments out of many alternate alignments
for the Akot–Amlakhurd Railway Section in part of Maharashtra-Madhya Pradesh
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residual bauxite deposits are mostly associated with residual capping on plateaus,
and therefore these landforms may form an indication for narrowing down the area
as a first step in mineral exploration of these deposits.

Understanding regolith is important for mineral exploration in regions where
no bed rock is exposed. Knowing the distribution of these regolith landform units
and their origin is crucial for any kind of successful geological mineral exploration
work (Metelka et al. 2018). Regolith geomorphic units could be prospective zones
for mineral deposits of nickel, cobalt, chromium, tin, gold, copper, and rare earth
elements. Regolith landform mapping and understanding the processes that formed
these landforms is important during the initial steps of mineral exploration, where
usually narrowing down to prospective area and target identification for further
detailed delineation of ore deposits happens (González-Álvarez et al. 2016).

According to Chardon et al. (2018) landform-regolith mapping and palaeo-
landscape studies can guide in the mineral exploration for interpreting geochemical
anomalies on pediments, identifying the source of regolith material in case of trans-
ported regoliths, and probing for the ore beneath the pediments. However, integration
of geomorphology with other datasets on geochemistry and geophysics is required
for more detailed analysis of the landscape geochemistry and the processes involved
in the geochemical dispersion.

Some ore bodies are expressed as topographic forms due to outcrops of gossans or
landforms such as fault scarps formeddue to geological structures. Someore deposits,
like gold deposits, may be associated with large quartz veins and reefs. These quartz
reefs are expressed as ridges due to their resistance to weathering compared to the
background rocks. Geomorphology mapping brings out these positive topographic
indicators of the ore deposits.

The geomorphic anomalies useful in mineral exploration may be categorized
into micro or mega in scale. Micro-geomorphic anomalies have great significance
in exploration of some mineral deposits. An excellent example of use of micro-
geomorphic anomaly is seen in case of diamond exploration. Specific micro-
geomorphic anomaly is an important parameter, along with other lithological-
structural data, for geospatial modeling to delineate probable zones for occurrence
of kimberlite pipes hosting the diamonds. Especially with the availability of high-
resolution satellite images, it has become possible to easily identify and map these
micro-geomorphic anomalies, which are termed circular anomalies. The importance
of these micro-geomorphological anomalies has been demonstrated in identification
of potential zones for kimberlites in thePanna andTikamgarh area ofMadhyaPradesh
state (Sreenivasan 2011) (Fig. 1.13). The potential zone maps derived from the
geospatial modeling using the micro-geomorphic anomalies along with other litho-
structural information are useful guides for carrying out detailed field geochemical
sampling for diamond prospecting.

There are certain other micro-anomalies, which are not to be called direct geomor-
phic anomalies but are most of the time related to specific landform features. An
example of this is the hydrocarbon micro-seepage, which has greater probability of
occurrence in swamp landforms (Januadi Putra et al. 2018).
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Fig. 1.13 Micro-geomorphological anomaly (circular anomaly) observed on IRS high-resolution
satellite in Panna area of Madhya Pradesh. (A) Circular anomaly (within yellow box) of a verified
kimberlite pipe (B) Circular anomaly (within yellow box) in a virgin mineral prospecting area
indicating probable kimberlite pipe

Mega scale geomorphic anomalies are used extensively in deciphering large sub-
surface geological structures for identification of traps which are potential areas for
hydrocarbon (oil and gas) deposits (Mazumdar et al. 2018). These geomorphology
maps depicting themegageomorphic anomalies form the baseline information in case
of hydrocarbon exploration for identifying favorable zones for exploration through
geophysical surveys like seismic and other techniques. In some cases, the seismic
geomorphology anomalies indicating bowl-shaped geometry give a lead for identi-
fying potential areas for hydrocarbon occurrence in off-shore areas (Chenin et al.
2021).

The geomorphological processes have an important role in formation of placer
mineral deposits. Placer deposit is an accretion of valuable minerals by the process
of gravity separation from specific primary host rocks by the geomorphological
processes of weathering, erosion, movement, and accumulation in favorable zones.
Understanding these geomorphological processes and the resulting landforms have
led to discovery of some of the important placer mineral deposits of the world.
Placers are formed of heavy minerals and those which resist weathering. Placer
deposits could be alluvial or fluvial, i.e., formed due to fluvial transportation; collu-
vial, those formed by transportation by gravity and deposited on slopes and pied-
monts; coastal or beach placers found to occur on sea beaches or on the shores of
large inland lakes; aeolian formed due to wind action of deflation, concentration and
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accumulation; or eluvial, those weathered materials that get deposited at the point
of formation (Haldar 2018; Harald 2018). Placer deposits are commonly formed of
minerals such as gold, gemstones like diamond, rutile, monazite, and zircon, plat-
inum group minerals (most commonly platinum, rhodium, iridium, and palladium),
cassiterite, wolframite pyrite, magnetite, and ilmenite. India has some of the major
beach placer deposits such asManavalkurichi, Kudiraimozhi in Tamil Nadu, Chavara
in Kerala, Kakinada in Andhra Pradesh, Gopalpur, Rushikulya, Chatrapur in Orrisa,
and Ratnagiri in Maharashtra (Rao et al. 2018; Mohapatra et al. 2019; Singh et al.
2020a). Palaeo-drainages are is also a potential source for placer mineral deposits,
the mineral resources potential mainly depending on the dimension of the landforms
and their provenance. Uranium mineral deposits, in some cases, are associated with
the paleochannel landforms (Keeling 2007; Rao et al. 2015).

The study of sub-marine geomorphology plays significant role in the exploration
of minerals in the seafloor. Several valuable minerals are associated with the oceans
such asManganese nodule deposits andmassive sulfide deposits (Peukert et al. 2018).
Sea floor morphological analysis helps assessment of the extent and thickness of the
sub-marine mineral deposits, and also favorability of the terrain for mining.

1.5.4 Application of Geomorphology in Groundwater
Exploration

The occurrence andmovement of groundwater in the sub-surface ismainly controlled
by many terrain parameters including the geology, viz., the type of lithology and
geological structures, the geomorphology, and the hydrological characteristics of
a terrain. Though the conventional technique of groundwater exploration usually
happened through field surveys, and later through ground geophysical surveys, with
the advent of the space remote sensing, techniques for targeting groundwater and
finding prospective sites have developed into a newapplication. Especially, the hydro-
geomorphology approach for groundwater exploration evolved and became popular
with use of remote sensing-based groundwater targeting techniques.

Hydrogeomorphology approach brings in a relation between geomorphic-
landform processes, the geological-lithology, and the hydrology-surface and sub-
surface water. Though lithology—the sub-surface rock formations—give informa-
tion on the porosity and permeability, quantifying and using these parameters for
direct mapping of groundwater potential zones has limitations and involves exten-
sive field surveys and laboratory analysis. Apart from this, by merely using the
lithological information, we miss out on vital information on the weathering and the
active geomorphic processes that have acted on the primary litho-units and modified
its primary water-bearing aquifer parameters. Another factor that is overlooked in the
lithological approach is the terrain slope conditions, which is very essential param-
eter controlling the flow of surface water and recharging of groundwater aquifers.
It is also important to consider that, many times the sub-surface rock formation has
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Fig. 1.14 Broad process of hydrogeomorphology approach for groundwater prospecting

the potential to hold groundwater, but the surface hydrology lacks in providing the
source of water for percolation to the sub-surface. All these arguments are overcome
by considering the interdisciplinary hydro-geo-morphological approach of ground
water exploration. The broad process of hydrogeomorphology approach for ground-
water prospecting is given in Fig. 1.14. Several studies have been carried out for
groundwater exploration using integrated geospatial technology, and geomorphology
has always been an indispensable parameter used inmost of these applications (Silwal
and Pathak 2018; Oyedele 2019; Shah and Lone 2019; Anbarasu et al. 2020; Avtar
et al. 2020.

The most versatile application for the hydrogeomorphology-based groundwater
targeting completed recently is the national-level groundwater prospectsmapping for
entire India. The work is carried out under the Rajiv Gandhi National DrinkingWater
Mission (RGNDWM) by NRSC, ISRO for the erstwhile Department of Drinking
Water and Sanitation (DDWS) under the Ministry of Rural Development (MoRD),
Govt. of India (presently under the Ministry of Jal Shakti) (Das et al. 2021).

In this work, the hydrogeomorphic units have been derived by systematic inte-
gration of the thematic layers on geomorphology, lithology, geological structures,
hydrology, and base features interpreted from digital IRS satellite data. The hydro-
geomorphic units delineated have been evaluated for their groundwater prospects
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Fig. 1.15 Example of groundwater prospect map prepared using hydrogeomorphology approach.
(A) Groundwater prospect map for part of Chandrapur district of Maharashtra (B) IRS LISS-III
satellite image of the corresponding area

by integrating well inventory data on well yield, depth, and water levels collected
from various field sources. The hydrogeomorphic units have been further utilized for
suggesting sites for groundwater recharge by estimation and analysis of the recharge
conditions, considering terrain conditions, and analysis of the hydrology for the avail-
ability and adequacy of surface water either in the form of overland flow or base flow
for harvesting. The project accomplished preparation of a total of 4898 groundwater
prospects maps on 1:50,000 scale in different phases during 1999–2014 period for
the entire country. These maps are used by the state government line departments for
identifying relatively better groundwater prospect zones in the vicinity of the villages
for conducting ground vertical electrical soundings for pinpointing sits for drilling
wells and identifying sites for construction of groundwater recharge structures. A
sample groundwater prospect map prepared using this approach is given in Fig. 1.15.
The groundwater prospects maps for the entire country are available on the Bhuvan
portal of ISRO (https://www.isro.gov.in/earth-observation/bhuvan-bhujal).

Development of new drinking water sources or augmentation of the existing reli-
able drinking water sources to provide long-term sustainability of water supply
system is an important requirement in the light of the climate change, changing
pattern of monsoon, and degradation of existing land and water resources. Programs
such as Jal JeevanMission of the government of India with a plan to provide safe and
adequate drinkingwater by 2024 to all households in rural India is an important initia-
tive in consideration of these aspects. Large-scale geomorphological database will be
highly useful in achieving the goals set in these government programs.With the avail-
ability of the very-high-resolution remote sensing data from the satellite and UAV
platforms, updating the geomorphology to large-scalemaps (1:10,000–1:5,000 scale)
providing more detailed geomorphic information is now being taken up. These maps
along with detailed geo-structural maps are facilitating the preparation of large-scale
groundwater potential zone maps at village level, and also providing specific sites
for taking up groundwater recharge structures. These maps will be highly useful in

https://www.isro.gov.in/earth-observation/bhuvan-bhujal
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preparing village-level water security plans for long-term sustainability of the water
resources to the villages.

1.5.5 Palaeodrainage Studies

Palaeodrainage study is a specific application of geomorphology which refers to
identification and mapping of palaeo-rivers or stream network that flowed in past
but presently is buried by fluvial or aeolian deposits. The term palaeodrainage is
sometimes used interchangeably with other terms like palaeochannels or palaeo-
rivers. The geotectonic, geomorphological, and climatic processes have led to the
loss of many large river networks that were active during the past in different parts
of the world. Many of these palaeodrainage networks are seen in semi-arid and arid
ecosystems, where climate along with other geomorphological processes has played
a major role in carving these networks.

The study of palaeodrainage has wide applications in the field of palaeoenvi-
ronmental science, mineral exploration of placer deposits, groundwater exploration,
archaeology, preservation of culture and heritage, and development of eco-tourism.
Seeing the importance of the palaeodrainage networks, many studies have been
carried out across the world by geologists and geomorphologists for deciphering and
mapping the lost-rivers using remote sensing technology, for example, palaeochan-
nels in Western Namibia of Africa (Paillou et al. 2020); Eastern Lybia (Paillou
2017);Mauritanian coast ofWestern Sahara (Skonieczny et al. 2015); LibiyanDesert
(Francke 2016); westernMauritania (Paillou 2017) and others. As the palaeodrainage
network is not visible on the surface, therefore themulti-spectral capability of remote
sensing has played a major role in deciphering the palaeochannels, while other tech-
niques like geophysical surveys, Ground Penetrating Radar, radiometric dating, etc.
have been used for evidence building and verification of the palaeodrainage mapped
from remote sensing data.

Several studies on palaeodrainage network in theNorthwest India has been carried
out by ISRO and many other organizations (CAZRI, CGWB, GSI, ONGC, BARC,
and others). The palaeodrainage network in Northwest India has been famously
linked by many to the lost Sarasvati River (Valdiya and Chatterjee 2018). Significant
work onmapping this palaeodrainage network using integrated geospatial techniques
has been carried out by ISRO (Gupta et al. 2003, 2011; Bhadra et al. 2009; Sharma
et al. 2014; Sreenivasan et al. 2021). This was the first holistic study for mapping
entire palaeo-Sarasvati river network in the Northwest India using integrated space-
based remote sensing techniques and ground-based techniques. The study brought
out entire course and network of the large river between the foothills of the Siwalik
Hills and the Rann of Kachchh covering major part of the palaeo-Sarasvati basin
covering almost 2 million sq km (Fig. 1.16).

The study analyzedmulti-sensor,multi-temporal,multi-spectral, andmulti-spatial
remote sensing datasets (from Indian Remote Sensing satellites sensors and satellites
of other countries including WiFS, AWiFS, LISS III, LISS IV, Landsat TM/ETM,
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Fig. 1.16 Map of the palaeo-river Sarasvati in the Northwest India prepared using integrated
geospatial techniques. Source Sreenivasan et al. (2021)

RISAT-1, and ALOS-PALSAR) through specific digital image enhancement tech-
niques such as piecewise histogram stretch and arithmetic data merging, apart from
other techniques like band combinations and principal component analysis. Unique
signatures of the palaeochannels have been deciphered and integrated from large
number of satellite image datasets for delineation of the palaeo-river course. The
unique geomorphic signatures included distinct sinusoidal morphological patterns,
drainage like patterns in darker tones due to presence of moisture (compared to
the background dry aeolian material), vegetation anomalies in curvilinear channel
pattern, meanders, and oxbow lakes like forms without presence of any active chan-
nels and the unique corncob shaped micro-geomorphic anomaly (Fig. 1.17). The
course has been validated using various ground-based evidence including archaeo-
logical sites, ground exploratory drilling, hydrogeological analysis, sedimentary data
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Fig. 1.17 “Corncob” micro-geomorphological anomalies (enclosed within dashed lines in cyan
color) along the Palaeo Sarasvati River main-channel (enclosed within blue lines), which is one
of the many conspicuous geomorphic signatures interpreted for mapping the palaeodrainage in the
Northwest India

analysis, groundwater quality data along the paleochannels, dating of groundwater,
and study of the “old maps of India”.

The results of the palaeodrainage studies in Northwest India have several prac-
tical applications, some of which are already being exploited, whereas some have
potential for taking up in future. Providing potable quality drinking water in the
water-scarce Thar Desert region; delineation of new aquifers along paleochannels
and their recharging; exploring for new archaeological sites and development of
cultural heritage associated with mythological Sarasvati River; and exploring for
placer deposits are a few potential applications.

The palaeodrainage studies of Sarasvati river system led to research by many
groups for understanding the morpho-tectonics that the region has undergone in the
past, and reconstructing the palaeo-environment of the period during which the river
system was active. One model according to this analysis indicated that, formation or
reactivation of an NNW–SSE trending “Yamuna Tear Fault” tore apart the Siwalik
Hills which led to the displacement of the western fault block southwards relative to
the eastern block and caused raising of the western block up by 20–30 m (Valdiya
2016). This caused blockage of the eastern branch of the Himalayan Sarasvati river
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(the Tons river), leading to southwards deflection of this river through the greatly
weakened fault zone and descending onto the plains to ultimately join the Yamuna,
which later joins Ganga river at the Prayagraj (erstwhile Allahabad city) in Uttar
Pradesh state of Northern India, to form the popularly known “Triveni Sangam”.
Later another tectonic event caused the western branch of the Himalayan Sarasvati
river (the Satluj river) to deflect west at Ropar causing total deprivation of flow to
the great Himalayan Sarasvati river (Valdiya 2016).

Similar palaeodrainage studies in other parts of the world also developed a good
understanding of the tectonics of a region, the crustal deformation processes and the
resultant river captures and flow reversals of major rivers, for example, the palaeo-
RedRiver systemofEastAsia (Zhang et al. 2019). Palaeodrainage studies also helped
in reconstructing the palaeo-environment and palaeo-hydrology of the palaeo-river
basins as in case of southern Nefud desert of Northern Saudi Arabia (Breeze et al.
2015; Orengo and Petrie 2017).

1.5.6 Other Applications of Geomorphology

Apart from the major applications of geomorphology discussed in the above sub-
sections, there are several other interdisciplinary applications of geomorphology, a
few of which are briefly dealt with here.

The application of geomorphology in soil sciences is well appreciated. Geology
and geomorphology impact the soil formation process, and to a great extent deter-
minewhat type and compositionwould be the soils. The geomorphic parameters, viz.,
the morphometry, and morphography control the soil distribution units, whereas the
morphogenesis and morphochronology control the soil formation processes. There-
fore, all these four parameters of geomorphology are useful in soil mapping and
delineation of soil units by providing information on relief, parent material, and age
of the soils (Zinck et al. 2016). Soils vary in each geomorphic unit further modi-
fied by the climate, hydrology, and terrain slope conditions. Hence, geomorphology
mapping is the first step in soil mapping. The geomorphic units delineated based
on the processes provide the first level soil boundaries in soil map. The field survey
for soil profiling also considers the geomorphic landscapes as the reference units.
Therefore, geomorphology maps are critical base maps for soil mapping and survey.

Soil erosion studies are presently using geomorphology inputs to calculate soil
erosion and sediment balances. In a method called “geomorphic change detection”
difference of DEMs is computed to characterize topographic surfaces at different
time periods, and assess the geomorphological changes in terrain surface. These
inputs are used in a model to compare soil volume loss (Balaguer-Puig et al. 2018).

Geomorphology plays a significant role in coastal zonemanagement applications.
With long coastlines and major cities now located on the sea coast both in India and
many other countries across the world, the importance of coastal zone management
has ever increased for safeguarding the population living in the coastal towns and
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villages, the marine life, as well as preserving the coastal ecosystem in an environ-
mental perspective. Coastal zone is a very sensitive region for the reason that this is a
triple junction of the ecosystem where land, ocean, and atmosphere interactions take
place. Coastal geomorphology, which deals with the study of geomorphic units and
landforms formed due to the actions of waves, tides, and fluvial systems connecting
the coast, is an important applied field for management of coastal zones. Coastal
zones are highly dynamic in nature, and that is a reason why study of geomorphic
dynamics of the coasts is very important in applications of coastal zonemanagement.
The remote sensing, with the present availability of data of high spatial resolution and
temporal frequency, is the most ideal technique for monitoring the coastal dynamics.

The coastal zones are continually impacted by the geomorphic processes of
erosion, sediment transport, deposition, and sea-level changes. These processes
continuously modify the coastline and the landforms. The analysis of shoreline
changes and preparation of shoreline changemaps on a regular basis helps in knowing
the areas under continual erosion and those which are relatively stable. This is an
essential information in planning any infrastructure within or nearer to the coasts
(Nayak 2017). The maps of shoreline changes are also important for planning effec-
tive coastal protection measures for mitigation of natural hazards. Shoreline change
and coastal landform maps were prepared by ISRO and are available at https://
www.vedas.sac.gov.in. The long-time changes in shorelines due to geomorpholog-
ical processes of erosion and accretion, along with many other parameters such as
climatological data, predicted long-term sea-level rise and coastal topographical data
on elevation and slopes has been applied for preparing coastal vulnerability maps for
entire Indian coast (Kumar et al. 2010; Nayak 2017). These maps are being used as
baseline information for coastal management during the cyclone and tsunami-like
disasters.

Geomorphology has been applied in the field of anthropology and archaeology
since decades for studying patterns of human settlements, the reasons for their migra-
tion, and for exploring new archaeological sites and related cultural features. There
is a synchronous relationship between the earth’s surface processes and the human
settlement pattern. The human settlements have always developed considering funda-
mental factors such as availability of natural resources for survival, especially the
water; and safety of the people from natural hazards. Both these factors are related
to the geomorphic processes, which have been always very dynamic in nature. Many
recorded episodes of migration of people were due to deprivation of the existing
water resources or sometimes due to geohazards, for e.g., coastal inundation. The
study of the present and past geomorphic processes will be helpful in analyzing such
migration patterns.

Landformsmapping and analysiswill help in identification of areas of high archae-
ological value (Biscione et al. 2018).Most of the ancient settlements have been found
to occur nearwater sources likemajor rivers or coastal shorelines.Manyof the discov-
ered Harappan civilization towns have been found along the banks of the ancient
rivers. Therefore, mapping paleo-fluvial landforms such as palaeochannels may help
in exploration of new archaeological sites. For instance, the studies carried out on
mapping palaeo-Saraswati in the Northwest India and the geospatial digital database

https://www.vedas.sac.gov.in
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prepared under this work have provided new potential areas to archaeologist’s for
exploration (Gupta et al. 2011; Valdiya and Chatterjee 2018). The spatial analysis in
GIS by overlay of the landform maps and the point database of available archaeo-
logical sites has also brought out the relationships between the palaeochannels and
the already explored and proven archaeological sites (Gupta et al. 2001; Sharma
et al. 2014; Sreenivasan et al. 2021). Archaeologists are also benefited by following
geomorphic anomalies such as mound-like structures having specific spectral char-
acteristics interpreted using high-resolution satellite digital data. These geomorphic
anomalies may indicate buried ancient structures. The archaeological exploration in
a virgin area is usually supported by first finding such geomorphic anomalies for
conducting preliminary surveys for discovering an ancient site/monument, and later
conducting more detailed surveys through GPR or other geophysical methods.

Preservation and conservation of archaeologicalmonuments is another areawhere
geomorphology may help, especially for monuments located in such landscapes
which are prone to highly dynamic geomorphic processes. Like the natural land-
scapes, the monuments are also subject to the processes of weathering and erosion
by natural agents of water and wind (Pope et al. 2002). Therefore, study of spatial
and temporal variation of these processes may provide valuable information about
how much impact these processes will have on the dilapidation of these monuments,
which may help in preparation of more scientific management plans for preservation
of these monuments.

Currently, the most important applied area of geomorphology is studying climate
change, which incidentally is the most critical problem faced by the world today. The
study of geomorphological processes and their imprints left on the earth’s surface
in the form of landforms and landscapes will provide valuable information on the
changing climate.One such example is alreadyprovided in the previous section of this
chapter while discussing the palaeodrainage studies. Palaeodrainage, in fact, is the
best example of a geomorphic form and process, which helps us in understanding the
climate that prevailed in the past and how it has changed to the present-day climate.
The geospatial studies of the geomorphic units, and processes linked to these units,
will enable building proxy records of climate, which will help in demonstrating
variability of climate in short periods of decades to long periods of thousands of
years (Keller et al. 2020). Examples of such geomorphic processes include the fluvial
processes, wherein, a short-time and frequent change in river courses may indicate
catastrophic flooding events which may be the impact of changing rainfall pattern
due to climate change; or glacial processes, wherein presence of landforms like
glacial cirques indicate former glaciation and detailed analysis of these landforms
can provide vital information on the past temperatures, precipitation patterns, and
wind directions (Barr and Spagnolo 2015). The study of dynamics of the landform
changes may demonstrate the response of the landform to the past climate change,
and this can give us an understanding of how it may respond to the future climate
change that may be likely of greater dimension than in the past (Harrison et al. 2019).
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1.6 Conclusions and Future Outlook

With advancements in geospatial techniques of remote sensing and allied tech-
niques such as geographical information sciences, geomorphology mapping has
evolved over the last few decades. The progression of remote sensing sensors from
providing coarse spatial resolution to very fine resolutions, availability of high to
very high-resolution DEMs from space and UAV platforms, and development of
new data-driven techniques and algorithms of remote sensing data analysis has
enabled mapping of smaller landforms, and capture more details of larger landforms,
and is transforming the spatial analysis of geomorphic processes—progressing from
qualitative to analytical and quantitative.

Application of geomorphology has made a great progress in several areas of
interdisciplinary sciences. Many of these applications are very relevant in solving
the intricate problems of society, serving the various areas of developmental plan-
ning, and is contributing to the national development. These include important areas
of disaster risk reduction; geoengineering infrastructure development; groundwater
development, conservation, and management; identification of potential zones for
valuable minerals; discovering lost-rivers and new archaeological sites; coastal zone
management, and several others.

As the baseline information of geomorphology on medium scales (1:50,000)
is already available, the future of geomorphology is toward building large-scale
geomorphology database of the country. It is more pertinent to address the dynamic
landscapes initially and map them frequently on larger scales (1:10,000–1:5000).
Research has already initiated toward more analytical aspects of geomorphology,
though with smaller strides. The future will be more of analytical geomorphology
with numerical analysis of the forms and processes, and their dynamics. Presently,
geomorphology is less applied in crucial global problems such as climate change
and other important areas of national importance like archaeology and culture. More
awareness and growth of these applications of geomorphology in future is envisaged.
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Chapter 2
Water Resource Management Studies
at Micro Level Using Geospatial
Technologies

S. Rama Subramoniam, Sudha Ravindranath, Shivukumar Rakkasagi,
and R. Hebbar

Abstract Water availability for different purposes, particularly for irrigation and
domestic use, is of immense importance in the near future for both rural and urban
areas. The per capita availability of water is decreasing at a higher rate due to the
impact of climate change and the ever-increasing population. Hence, it becomes
necessary to utilize water resources in a judicious way, ensuring maximum bene-
fits with minimal waste. The need for local participation in water management and
attending to local needs makes the Panchayats ideally suited to tackle water scarcity
problems. In this current context of the growing importance of Panchayats as vehi-
cles of programme implementation, local panchayats can assume high responsibility
and play an important role in localized planning for assessment of water resources
and management within the Panchayat. The water management scenario is designed
and influenced by a set of linked physicals, biological, and socio-economic factors
such as surface water hydrology, groundwater hydrology, climate, soils topography,
land use, water quality, ecosystems, demographics, institutional arrangements and
infrastructure. In this book chapter, an effort has been made for evaluation of the
present status of availability, demand and development possibilities with regard to
the water resources at Gram-Panchayat/Watershed/Micro level. Indlawadi Gram-
Panchayat, Anekal Taluk is selected for this study. Water resources assessment has
been prepared using high resolution-merged satellite (LISS IV + Cartosat) data,
Survey of India Toposheets and existing literature in conjunction with Ground-truth
and created various resource layers on a 1:10,000 scale. The rainfall data for a
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period of 38 years (1981–2018) is used to understand the variability of rainfall of
the selected Taluka of study area. Average annual rainfall is 838.36 mm and Soil
Conservation Services (SCS) Model is used for estimating runoff. Analytic Hier-
archy Process (AHP) technique has been performed utilizing various thematic layers
generated using satellite data to determine the most suitable water conservation sites
and develop action plans such as check dams, farm ponds, rainwater harvesting,
recharge pits/wells and percolation tanks, etc. and proper maintenance of the stored
water and water flow. The water requirement for domestic and agricultural crops
is calculated based on the population and crops grown. This information is very
useful for farmers to decide the crops/plantations suitable for the region. Systematic
approach using geospatial techniques with ground measurements paves the way for
sustainable planning of water resources management.

Keywords Water resources · Geospatial technology · AHP ·Water conservation

2.1 Introduction

Water resource management refers to all the competing demands for water and seeks
to allocate water on an equitable basis to satisfy all uses and demands (Dongar-
dive 2018, Zeinolabedinia and Esmaeilyb 2015). In the current scenario, there
is an urgent need for re-designing and re-building our villages for their overall
upliftment. Keeping this in mind, this study is carried out for micro-level plan-
ning and development of water resources using remote sensing and GIS technology
(Pandey and Tripathi 2020). The responsibility of water resources management in
India is primarily entrusted to state governments (Pandit and Biswas 2019). The
central government provides financial support to state governments for implementing
national-level policies and projects (Abdel Rahman 2016, Ahmad and Verma 2016,
2017, Ahmed 2019, Bamne et al. 2014). The state governments havemultiple institu-
tions and administrative departments such as those forwater, irrigation, publicworks,
gram (village) panchayat, and other regulatory authorities tomanagewater resources.
Panchayat Raj institutions are responsible for the administration, maintenance, oper-
ation, and implementation of projects related to water resourcemanagement. Actions
related to local policymaking and fund allocations are performedby theZilla (district)
and Taluk (subdivision) panchayat, whereas the implementations, monitoring and
operations of projects are performed by taluk (block) and gram (village) panchayats
(Hutchings et al. 2017). In India, water resource management projects occur in a
grouped and illogical manner, often at the discretion of certain individuals or insti-
tutions. Hence there is a need to examine and evaluate the National Water Policy
strategies (Pani et al. 2021, Bandara 2006, Batchelor 2013, Central Ground Water
Board 2007).
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2.2 Critical Review of Recent Water Resources
Management Studies

There is a major policy concern in India especially the effects of growing water avail-
ability to weaker section of the society. This study describes the efficiency of both
macro-level policies for conservation of rainwater as well as micro-level sustainable
management of traditionalwater bodies by local community (Chowdhury andBehera
2021).Historically, thewater bodies have played a significant role in promoting liveli-
hood activities by maintaining an all-round socio-ecological balance in rural human
settlements (Reddy and Behera 2009). These century-old water infrastructures were
developed andmaintained by rulerswith the active participation of local communities
for harvesting and storing rainwater and subsequently using it for irrigation, domestic
uses, and recharging groundwater throughout the year (Ariza et al. 2007, García et al.
2008, Kota et al. 2017, Kristvik 2015, Kumar et al. 1997, Lele et al. 2013, Murry
2013, Murthy 2003, Nyatuame et al. 2014, Ouma and Tateishi 2014, Rajendran et al.
2016, Rao et al. 1996, Sethupathi et al. 2012, Sharma et al. 2015, Shashikumar et al.
2018). In addition, these water infrastructures also help control floods and combat
the adverse effects of prolonged droughts. In India, these traditional water bodies
provide livelihood security to millions of poor people living especially in fragile
semi-arid regions (Reddy and Behera 2009). Village-level local organizations and
institutions perform several important functions relating to the management of water
systems. These functions include the maintenance of the physical structure of the
water bodies, controlling and monitoring the uses of resources, and their equitable
distribution among legitimate members (Chowdhury and Behera 2021; Shyam et al.
2021; Taloor et al. 2019; and Sood et al. 2021;.

In the study, Srivastava and Chinnasamy (2021) examined water scarcity issues
regarding drinking and irrigation in few villages of the Sahyadri region in Maha-
rashtra. The study recommended a scientific investigation of different component
of water resources to arrive at better management policies. There is a need for
water management and monitoring plans at region level. Mondal and Sahoo (2021)
carried out a study which aims to evaluate block-wise temporal changes of ground-
water storage under the terrestrial water storage in Howrah District, West Bengal,
India, using Catchment Land Surface Model (CLSM) from the Global Land Data
Assimilation System (GLDAS-2).

In saline monsoon dominant regions, shallow groundwater management interven-
tions by the community has proved to be important management solutions. Local
chauka system has been adopted in Laporiya village in the semi-arid Salt Lake region
of Rajasthan state which was formerly degraded socio-ecological system (Sethupathi
et al. 2012).
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2.3 Micro Level Water Resources Management
at Indlawadi Gram-Panchayat

Water is essential for human well-being and environmental sustainability. Water
resources play a crucial role in the sustainable development of a state. The Ministry
of Water Resources of India is responsible for the conservation, management, and
development of water. In order to achieve this, the Panchayats play a crucial role, and
Panchayats are constitutionally mandated to perform various functions that facilitate
water resources assessment. The need for local participation in water management
and attending to local needs makes the Panchayats ideally suited to tackle water
scarcity problems within the Panchayat. In this current context of the growing impor-
tance of Panchayats as vehicles of programme implementation, local Panchayats
can assume high responsibility and important role in localized planning for water
resources assessment and management within the panchayat. In the present study, an
effort has been made to study the present status of availability, demand, and develop-
ment possibilities with regard to the water resources in Indlawadi Gram-Panchayat,
Anekal Taluk, Bengaluru Urban District.

2.3.1 Study Area

The Indlawadi GP is ecologically susceptible area and has better scope for water
conservation activities. There are around 16 lakes that are all going dry. The Indlawadi
GP area is about 4360 ha consisting of 22 villages. The total numbers of households in
Indlawadi Gram-Panchayat are 1757 with a total population of 11,058 people. The
geographical area of Indlawadi Gram-Panchayat is 4345.043 ha (Fig. 2.1). Every
10 years, there will be 4–5 years of drought. Groundwater quality is good and is
suitable for growing agronomic and horticultural crops. Availability ofwater is below
normal and rainfall is highly uncertain and varies spatially. The majority of the
population is engaged in agriculture, and major crops grown are Millets, Vegetables,
Flowers and Mango plantations. The topography of Anekal region is an uneven
landscape with an intermingling of hills and valleys, and bare rocky outcrops rise to
about 120–150 ft above ground level.

For present study, the daily rainfall data for a period of 38 years (1981–2018)
is used to understand the variability of rainfall of the selected Taluka of study area.
Average annual rainfall is calculated to be 838.36mmand Soil Conservation Services
(SCS) Model known as Curve Number (CN) method is used for estimating runoff.
Also, the water requirement for domestic and agricultural crops is calculated based
on the population and crops grown. This is very useful for the farmer to understand
the suitability of crops to be grown in his fields.

The identification of suitable locations for water conservation and storage sites
was made with the help of remote sensing and GIS techniques. In the present study,
the identification of suitable locations in Indlawadi Gram-Panchayat, Anekal Taluk
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Fig. 2.1 Location map of Indlawadi GP, Bengaluru Urban district, Karnataka

(mainly falling in Arkavathi River catchment of Cauvery Basin and small part falling
in South Pennar river catchment of Ponnaiyar Basin) based on the Analytic Hier-
archy Process (AHP) technique is being employed considering all the thematic layers
and their different classes to find the appropriate sites for water conservation. This
mapping helps to create the action plan in selecting potential sites for water conser-
vation and storage structures such as check dams, farm bunds, rainwater harvesting,
recharge pits/wells and percolation tanks, etc. and proper maintenance of the stored
water and water flow. Geospatial technique are useful for planning and decision
making on number and type of water conservation structures to efficiently use the
funds available with the Indlawadi GP. These techniques enable us to assess water
resources available and plan management strategies in a short span of time and
effective manner.

2.3.2 Rainfall Analysis

The climate of Bengaluru is classified as tropical wet and seasonally dry. Bengaluru
rural district receives rainfall from both Pre-monsoon, South West monsoon and
North East monsoon. However maximum rainfall is received during south west
monsoon. It experiences humid to semi-arid climatic conditions. The rainfall pattern
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Fig. 2.2 Average rainfall variation curves for different periods

of the Bengaluru rural district is studied by considering rainfall of all the five taluks
from 1981 to 2018. The annual rainfall of Anekal taluk is the minimum among all the
taluks and is about 838.36 mm. Maximum Temperature (monthly mean maximum)
of 38.10 °C is observed in April/May and Minimum Temperature (monthly mean
minimum) of 8.30 °C is observed in December/January. Similarly, Minimum Rela-
tive Humidity (mean monthly) of 44% (min) is observed in March and Maximum
Relative Humidity of 85% (max) is observed in October. Generally, wind flows
are observed mostly in easterly and westerly predominant directions. Rainfall data
collected from KSNDMC, Bengaluru are used for runoff estimation (Fig. 2.2).

2.3.3 Water Requirement Demand for Indlawadi GP

Important parameters such as climate, culture, food habits, work and working condi-
tions, level and type of development, and physiology determine the requirement of
water.

2.3.4 Domestic Water Requirement

Domestic consumption includes water requirements primarily for drinking, cooking,
bathing, washing of clothes and utensils and flushing of toilets. As per the manual on
Water supply and Treatment, published by Central Public Health & Environmental
Engineering Organization (CPHEEO), Ministry of Housing and Urban Affairs, New
Delhi, the per capita rate of water supply per day has been considered net at consumer
point 135 lpcd for domestic & non-domestic needs. The Bureau of Indian Standards
recommends a minimumwater supply of 200 L per capita per day (lpcd). An amount
of 150–200 lpcd is recommended for bigger cities with full flushing system by
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BIS. The Indlawadi GP is in the sub-urban area, which is still developing into a
modern urban locality with the inclusive commercial & industrial development with
a complete flushing system.

Hence, the per capita rate of water supply per day has been considered for our
study area is 185 lpcd for domestic purpose. The estimated water requirement for the
Indlawadi Gram-Panchayat for the current population, i.e., 11,058 is 2.045 Million
Litres per day and 746.70 Million Litres per year.

2.3.5 Irrigation Water Requirement of Field Crops

IrrigationWater Demand” is total amount of water required by crop from the sowing
time to harvesting time. The irrigation demand depends on the cropping pattern, type
of soil, climate etc.

2.3.6 Satellite Data and Ancillary Data

The study was carried out by collecting data from both primary and secondary
sources. The following table shows the different data sets used in the study.

LISS IV+ CARTOSAT1 high resolution merged imagery is used in the prepara-
tion of the thematic layers for the Indlawadi Gram-Panchayat. In the present study,
the slopemapwas prepared using the digital elevationmodel (DEM) and slope gener-
ation tools in ArcGIS software. The SRTM DEM data is used for Slope and Flow
Accumulation processes in AHP analysis for site suitability of water conservation
locations. The Survey of India Toposheet essentially contains base information on
Roads, Railways, Settlements, Canals, Rivers, Drainages, etc. Figure 2.3 shows the
LISS IV + CARTOSAT high resolution merged imagery used in the present study.

2.3.7 Ground Truth/Field Data Collection

Ground-truth generally refers to the data collected in the field about the different
surface features. Ground-truth is usually carried-out in 10–15% of the study area, and
involves taking geographic coordinates of features to understand how it is represented
on remote sensing data.

Information on the drainage, bore well locations and its depths (No. of bore wells,
yield of borewell etc.) was collected. Themajor tree species found in the forest region
of the study area are Eucalyptus, Sandalwood, Bamboo and Syzygium cumini. The
land use pattern, soil type, hydro geological properties, recharge pits, ponds, crops
grown were also checked during the visit. GPS waypoints along with important field
photographs of different LULC classes were captured. Based on the field survey,
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Fig. 2.3 Indlawadi GP high resolution image

the identification of water conservation and storage structures were also carried-out
based on the IMSD/Integrated survey (NRSC) guidelines.

2.4 Thematic Map Generation

Preparation of required database is the prerequisite for undertaking preparation of
thematic layers using visual interpretation. Thematic maps required for the present
studywere generated using high resolution satellite datasets (LISS IV+CARTOSAT
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Merged). The methodology for generation of thematic maps involved selection and
procurement of optimumsatellite datasets, orthorectification of satellite data, ground-
truth collection, and analysis/interpretation of satellite data.

Orthorectification is the process of removing the geometric distortion which
are integral part of satellite imagery caused by sensor orientation, topographic
relief displacement and errors associated with satellite imagery. Input datasets were
orthorectified using 8–10 uniformly distributed ground control points (GCPs) and
available Carto-1 DEM. The existing Cartosat-1 orthorectified database was used
as reference and individual LISS-IV scenes were orthorectified using RPCs, 8–10
GCPs and DEM, employing projective transformation. Thus, ortho-rectified satellite
datasets were generated with UTM projection and WGS 84 spheroid which were
visually interpreted to generate thematic layers, viz., LULC, Soil texture, Drainage,
Lineaments, Geomorphology and Roads layers are digitized. Slope map is prepared
using SRTM DEM data. Layers are generated and digitized in by using high reso-
lution merged LISS IV data, Survey of India Topo-sheets, DEM data and existing
literatures in conjunction with ground-truth data.

2.4.1 Drainage Network and Lakes/Water-Bodies Layer

Water-bodies were delineated based on the visual interpretation of high resolution
(LISS IV + CARTOSAT) merged data. Drainage map was digitized from Survey
of India Topo-sheets in GIS environment and it was updated by using the high-
resolution satellite data. Based on the drainage pattern, the stream ordering was
carried-out. Stream order ranges from 1st to 4th order. The drainage map is as shown
in Fig. 2.4. Indlawadi Gram-Panchayat, Anekal Taluk drains mainly in to Arkavathi
River of Cauvery Basin and a small portion of Indlawadi panchayat drains in to South
Pennar river of Ponnaiyar Basin. The drainage network shows how the channel water
flows through and reach the lakes/tanks as sources. The layer is very essential for
preparing water conservation plans showing type of structures and their location on
the map. Flow accumulation of a linear stream network is indicated by drainage
order. There were around 16 lakes that were going dry with each passing year. It is
observed that there are few tanks and less drainage density in the study area, hence,
there is enough scope to plan and implement the rainwater harvesting structures and
improve the availability of water for drinking & agriculture/horticulture/agroforestry
development in the study area.

2.4.2 Land Use/Land Cover (LU/LC) Layer

LU/LC layer is prepared by visual interpretation of high resolution merged data and
assigning level II classification system. All the classes occurring in the area were
categorized and the polygons are properly coded, and attribute data were entered.



58 S. R. Subramoniam et al.

Fig. 2.4 Water-bodies and drainage map

The LULC categories were verified with ground-truth data collected. LU/LC map
generated is shown in Fig. 2.5, and the area covered by each class is tabulated in Table
2.1. It is observed that the dominant area is covered byAgriculture land (46.98%). The
major crops grown are Millet, Vegetables, Flowers, and Mango plantation. South-
west part of the study area is covered by deciduous forest (23.53%). The major trees
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Fig. 2.5 Land use/land cover map
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Table 2.1 Details of data
source

Sl. No Data Data source

1 DEM SRTM, USGS

2 LISS-IV Resourcesat-2

3 Topo-sheet SOI

4 GroundWater Prospect
Layer

www.bhuvan.nrsc.gov.in

5 Soil map 1:50 K (NRIS)

6 Rainfall data KSNDMC, Bengaluru

7 Road network layer OSM

8 Village boundary
shapefile

NRSC

Table 2.2 Land use/land
cover statistics of the study
area

Class Area_Sqm % Area

Agricultural plantation 1,595,644.82 3.67

Agriculture land-cropland/fallow
land

20,412,311.70 46.98

Barren rocky/forest scrub 1,286,096.71 2.96

Built up 938,573.96 2.16

Forest-deciduous-dense 10,223,458.8 23.53

Mining/quarry 886,855.75 2.04

Poly sheeting green house 65,873.64 0.15

Proposed layout 231,318.06 0.53

Scrub land-open/closed 1,878,566.3 4.32

Wastelands-barren rocky 2,109,117.86 4.85

Wastelands-scrub/barren 3,364,352.96 7.74

Water bodies-tank-permanent 451,720.46 1.04

Water pond-farm pond 6543.82 0.02

found in the forest are Eucalyptus, Sandalwood, Bamboo and Syzygium cumini.
Mining area is seen toward southern part of the study area, which covers 2.04% of
total area. Wasteland and Scrubland are the other classes which cover an area of
7.74% and 4.32% respectively (Table 2.2).

2.4.3 Soil Map

Soil map of the study area has been prepared from the NRSC 1:50 K soil map and
updated based on ground-truth. 3 soil textural classes are found in study area viz.,
Gravelly sandy loam, Gravelly sandy loam/Forest soil and Gravelly silty loam soil

http://www.bhuvan.nrsc.gov.in
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(Fig. 2.6). It is observed that Gravelly sandy loam, Gravelly sandy loam/Forest soil
and Gravelly silty loam soil have covered about 57%, 32%, and 11% respectively
of total study area. The dominant area is covered by Gravelly sandy loam soil at
most part of the study area which has agricultural lands. South-west part of the GP is

Fig. 2.6 Soil map
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covered by Forest soil with deciduous forest. Valley contains the Gravelly silty loam
soil which has highly suitable conservation structures.

2.4.4 Slope Map

A slope map was generated from SRTM DEM, which was divided into five classes.
The varying degree of slope indicates different levels of erosion of soil/land. The
slope of the GP ranges from 0 to 27.10%. The slope map indicates five classes in
percentages, viz., level (0–1) nearly level (1–3), gentle slope (3–5), moderate slope
(5–10) and steep slope (10–15). A low-water infiltration is observed in high slope
and steeper terrain, while a lower slope represents flat terrain and high possibility
of infiltration. Slope plays an important role in the suitability of water conservation
sites. The central and northern part of the study area have very gentle slope which
permit less runoff and have very good potential for groundwater and suitable for
water conservation structures. On the other hand, there is an increase in a slope
toward the southern and southwest part of the study area. Areas with steep slopes
facilitate high runoff and have poor potential for groundwater.

2.4.5 Geomorphology and Ground Water Prospect Layer

Geomorphology is the scientific study of the origin and evolution of topographic and
bathymetric features created by physical, chemical or biological processes operating
at or near the Earth’s surface. Some of the factors which controls the movement
of groundwater are lithology, geomorphology, geological structures and recharge
conditions etc. The distribution of hydro geomorphic units is the derivative of above
factors. The analysis of hydro geological characteristics of the hydro geomorphic
units provides the groundwater prospects in the study area in the form of depth, type
and yield range of the wells.

Geomorphology Map: Geomorphology map is prepared by visual interpreting
the high-resolution merged data and SOI Topo-sheets. All the landforms occurring
in the area are mapped and depicted in Fig. 2.7.

Lineament map: Using the existing structural map and high resolution image
the structural features have been updated. The structural features include faults and
fractures, which indicates movement of groundwater in the form of channels and
barriers. These features were represented as line. Lineaments, particularly joints or
fractures and their intersection are potential sites for exploration of groundwater.

Areas with higher lineament density and nearly level slope makes the zone
ideal for groundwater infiltration and therefore have good potential for groundwater
development.

GroundWater Prospect Map: Groundwater prospects map of Indlawadi Gram-
Panchayat is derived from the Bhuvan portal. Geomorphologically, the area of theGP
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Fig. 2.7 Geomorphology and ground water prospect
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and its surroundings is mainly comprised of pediplains, denudational hill, occasional
rock outcrops, and shallow valleys. The depth range of wells varies from 70–80 to
130–140 m. The pediplains form major part of the Indlawadi Gram-Panchayat is
underlain by gneisses and granites. The yield range varies from 20–30 to 400–500
LPM and fracture-controlled valley fills are suitable for groundwater development
like recharge pits and percolation ponds/tanks due to extensive development utiliza-
tion of GW for irrigation purposes. The pediplains-shallow (PPS) zones are suitable
for groundwater development with moderate prospects. To have sustained yield from
wells, it is essential to recharge groundwater with suitable structures like recharge
pits and percolation ponds/tanks.

2.5 Runoff Potential

To assess the Runoff potential, SCS Curve number (CN) approach is adopted. This
map is prepared to determine the potential or actual runoff in the GP. Hydrologic
soil group (HSG) and land use determine the CN. The CN ranges from 0 to 100 with
0 value indicating no runoff condition while a value of 100 representing rainfall is
equal to runoff. Low runoff is indicated by CN range of 26–50 and moderate runoff
indicated by CN range of 50–75 and high runoff (CN of 75–100). Runoff estimation
using both Rational and SCN curve methods are computed and the total runoff works
out to be 23.303 MCM and 22.995 MCM respectively. Both the values are close to
each other. The study shows that the south-west part of the study area generates high
surface runoff and most of the western part is endowed with dense forests.

2.5.1 Runoff Estimation Using Rational Method

The geographical area of Indlawadi Gram-Panchayat is 43450434.90 m2 and consid-
ering the fact that 838.361 mm is the average annual rain fall in Anekal taluk; if the
infiltration (is around 20%) is taken in to account, the quantum of possible runoff
could be estimated as follows:

AverageAnnual Rain fall = 838.361 mm (38 years average)

Area of the site = 43450434.90m2

Potential Runoff = 43450434.90m2 × 0.838m

× 0.80 = 29129171.557m3 = 29.129MCM

Evapotranspiration losses (20%) = 0.2× 29129171.557m3
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= 5825834.331m3 = 5.825MCM

Surface Runoff = 29129171.557m3 × 0.80

= 23303337.245m3 = 23.303MCM

2.5.2 Run-Off Estimation Using SCS Curve Number

Runoff estimation is also carried-out by the SCS Curve Number method. The soil
present in the study area is Gravelly sandy loam, Gravelly silty loam, and Forest soil.
The type of soil and land use/land cover is used to determine the Curve Number. The
product of area, rainfall and runoff coefficient yields the amount of discharge/runoff.

Runoff estimation is also carried-out by Rational Method is 23.303 MCM and
runoff estimation carried-out by the SCS Curve Number method is 24.59MCM. The
runoff estimation using both the methods are close to each other. The study shows
that the south-west part of the study area having high surface runoff and most of this
part is endowed with dense forests. The runoff potential can be harvested through
the Artificial Recharge by constructing the Nala Bunds and Farm ponds at suitable
sites.

2.5.3 AHP Analysis

Analytic Hierarchy Process (AHP) is one of multi criteria decision-making method
adopted in this study. The procedure of AHP include identifying a hierarchy of objec-
tives, criteria and alternatives; pairwise comparison of criteria; an integration with
result from pairwise comparison as relative importance over all levels of hierarchy.
AHP is applied to determine the priority of each parameter over one another and
is expressed in terms of percentile. Relative importance is derived from all the 8
parameters.

Based on literature review of previous work, data availability and conditions of
IndlawadiGram-Panchayat, 8 criteriawere considered asmain factorswhich includes
drainage density with respect to stream order (200 m buffer), precipitation amount
of previous year. i.e. 2018 computed using Thiessen polygon approach, Topographic
conditions (Slope), Soil texture, LU/LC, Flow accumulation, Lineaments (100 m
buffer) and Geomorphology layer.

Four major criteria have been considered for selecting the suitable sites for water
storage structures as per the IntegratedMission for SustainableDevelopment (IMSD)
guidelines The slope should be less than 15%; the land use may be barren, shrub
land, and river bed; the infiltration rate of the soil should be less and the type of soil
should be sandy clay loam (IMSD 1995; Padmavathy et al. 1993).
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2.5.4 Generated Layers for AHP Analysis

The Drainage density (200 m Buffer), Rainfall (Thiessen polygon), Lineaments
(100 m Buffer) layers are generated to analyze the AHP method. Flow accumulation
vector map was also prepared using SRTM DEM data.

A suitability map for water conservation sites in Indlawadi Gram-Panchayat is
shown in Fig. 2.8 and a histogram showing area and percentage of different suitability
levels which is depicted in Fig. 2.9.

Fig. 2.8 Suitability map for water conservation sites in Indlawadi Gram-Panchayat
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Fig. 2.9 Area and percentage of suitability levels

When the selected sites will be utilized for water conservation, it will increase the
available water resources in the Gram-Panchayat. This will lead to socio-economic
development of Indlawadi GP. Before constructing any structures, it is needed to
conduct a fieldwork to investigate the suitability of soil and the sub-surface layers
for its stability to holdwater conserving and storage structures. Some of the following
investigations needs to be conducted to validate the outcomes of this analysis:

• To prevent the selection of sites located in other land uses of high socio-economic
and cultural values there is a need to survey the selected sites.

• Along with survey, a geophysical investigation is needed to study the sub-surface
layers within the study area. This investigation will help in determining whether
these layers are suitable to establish water conservation schemes.

• The textural suitability of soils within the study area has to be validated by
conducting soil sampling from various locations within the study area to identify
the suitable areas.

• Estimation of runoff that could be utilized in these sites needs to be done by
demarcating watersheds around the selected sites.

2.6 Generation of Comprehensive Developmental Plans

There is an urgent action required forwith respect towater resourcesmanagement and
conservation. Many factors viz., increasing population, more water-intensive agri-
cultural practices, increasing rainfall variability, and water pollution are resulting in
obstruction to poverty eradication and sustainable development of rural areas. Floods
and droughts are yet another dimension to water which results in huge financial
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and materialistic losses across the world. The climate variability is causing extreme
conditions with respect to water resources scenario across the globe. A projection of
40% shortfall in water availability is projected by 2030 if the world continues on its
current path of water usage.

Some of the recommendations such as artificial recharge methods, rainwater
harvesting, drip and micro irrigation etc., are suggested to avoid over exploita-
tion of groundwater resources in Gram-Panchayat. Comprehensive Developmental
Plan addresses steps to be taken in order to achieve overall sustainable devel-
opment of a region. Based on the resource’s information and requirement of
people in the Indlawadi GP, plan is generated to address the issues of shortage
of drinking water in problematic villages, improvement of water resources for
crop/vegetable/floriculture/agro-horticulture and development of under-utilized and
wastelands.

2.6.1 Water Resources Assessment Action Plan

Conservation and sustainable management practices requires sound ecological prin-
ciples to manage the natural resources to ensure sustainability. Rainwater harvesting
is seen as a viable alternative to augment water resources within in Gram-Panchayat.
Rainwater harvesting in the site has two components viz., harvesting the roof water
and the other, harvesting the surface runoff. In addition, treated waste water is an
important source of water.

2.6.2 Roof Water Harvesting to Meet the Drinking Water
Requirement of Villages

Roof water from the buildings and other paved areas can be collected and stored in
sumps for reuse in the water deficit villages, and also for recharging the bore wells
after filtering (using pebble, charcoal, sand beds). It would be advantageous to plan
this activity while constructing the new building to collect as much roof water as
possible and further for diverting this water to the sumps nearby and the bore wells,
after necessary filtering. Designs in this regard need to be worked out separately,
taking into consideration of the roof area, rainfall, slope, etc.

Roof water could be harvested by connecting the pipes and bringing the rainwater
to a common pipe and then to sumps (size depends on roof area and requirement) after
passing through filter beds. This water can be used for flushing, gardening, washing,
etc. For the new buildings under construction, harvesting roof water, through sumps,
and recharging borewells could be planned.

Some of the common suggestions for groundwater recharge and rainwater
harvesting in the villages to be adopted.
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• Depth to water levels during pre and post rainy seasons of all existing bore wells
are to be monitored at regular intervals

• All existing bore wells to be directly recharged (after filtering the roof water)
• Existing drain/waterways should be cleaned & maintained and linked
• Direct recharging of bore wells will help in recharging depleted fractures and

fissures to have sustainable yield from bore wells.

2.6.3 Surface Water Harvesting

All pits/percolation ponds, check dams, dugout ponds (existing and the planned
new ones) together will hold a considerable quantity of rainwater for recharging the
groundwater. Further, the rainwater from the study area could be diverted during the
rainy season to the large coveredunderground/GroundLevelReservoirs/storage tanks
(GLR), located on elevated locations in water deficit villages and then transported to
overhead tanks through pumping for water distribution in the villages. From these
GLRs, water could be used for gardening and other purposes through gravity. Storing
water in the GLRs will avoid loss due to evaporation. For all the tanks, silt filters
could be constructed to prevent silting of the tanks. This will also ensure that the
water stored in the GLRs is free of silt.

2.6.4 Use of Water from Other Sources

Efforts need to be made to reduce the supply of water through the tanker water
supply to problematic village by finding/adopting alternate methods. Exploration of
additional external sources to meet both drinking & irrigation needs to be explored.
Over-exploitation of groundwater sources can be reduced by setting up of small STPs
in villages and using recycled water for other uses like gardening, industrial cooling,
flushing, etc. Viable option to minimize load on freshwater supply is by adopting
dual water supply systems in the village areas where potable and non-potable water
are supplied separately.

2.6.5 Water Resources Development Action Plan

To increasewater supply to croplands, horticulture and nurseries, groundwater explo-
ration is suggested which is not fully exploited in the close vicinity of villages.
Measures need to be taken to store the water as well as allow water to percolate into
the ground by holding the water in water harvesting structures as much as possible.
In certain parts of the GP, the surface runoff could be diverted to the dugout ponds,
recharge pits and diversion channels. The stream channels could also be de-silted,
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widened, and the sides strengthened and linked properly. Trees/plants can also be
planted on the sides of these channels.

2.6.6 Water Resources Action Plan Consists of the Following
Proposed Structures/Measures

Check Dams

Small barriers or dams constructed of stone, bagged sand or gravel, or other durable
material across a stream/drainage. The creation of check dams is helpful for micro-
irrigation as well as underground water recharge. Check dams were proposed on
the 2nd and 3rd order streams with less than 5% slope along the foot hills. The
chain of such check dams along the stream helps in storing rainwater which can be
subsequently used for irrigation and replenishing the groundwater. Tentatively about,
11 suitable check dam sites are identified and shown in Fig. 2.10.

Rejuvenation/Restoration/Desilting of Tanks

The Rejuvenation/Restoration/Desilting of tanks is suggested for all bigger tanks
which are partially filled with silt. During the fieldwork as well as during the
interpretation of the high-resolution image it was observed that some of tanks
were silted. Lakes and tanks have a larger ecological and biological role by
regulating runoff, reduce erosion and act as a sink for recharging groundwater.
Figure 2.10 shows the proposed or existing six tanks/lakes identified for Rejuve-
nation/Restoration/Disiltation in Indlawadi GP.

Drip irrigation

Drip irrigation systems are generally recommended for plantation and vegetable
crops growing in this regions for optimum water usage especially in summer season.
A well laid out, drip irrigation can save up to 80% more water than conventional
irrigation methods along with increase in the crop yield and production.

Farm Ponds

Storing Water in small to medium sized Farm Ponds was observed in the study
area during fieldwork close to villages. Polythene sheets were used to reduce the
seepage/infiltration losses. Many farms rely on municipal water or wells (ground-
water), while some have built their own ponds to capture and store rainfall for use
throughout the year. Adequately managed ponds can also help to minimize their
impact on the surrounding watershed. This practice may be further encouraged to
sustain horticulture, flori-culture and vegetable growing in the Indlawadi GP.
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Fig. 2.10 Proposed check-dams locations and tanks/lakes for rejuvenation/restoration for
Indlawadi GP
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2.7 Recommendations and Suggestions for Improving
Water Resources in Indlawadi GP

Based on site specific scientific investigation, it is recommended to construct struc-
tures like dug and bore wells, recharge pits/trenches, percolation tanks, check dams,
sub surface dykes, point recharge structures for artificial recharge of groundwater.
In the present study, using AHP techniques, the suitable areas for artificial recharge
has been demarcated. It is well known that, waterbodies have many purposes viz.,
irrigation, recharging, maintaining the groundwater table as well as reduce erosion
by controlling runoff, trap for collecting sediment etc., hence, suggested measures,
if implemented for rejuvenation of tanks and lakes in the study area, will definitely
build up groundwater resources. Drip irrigation and farm pond (Bottom covered with
polythene sheets to prevent infiltration) techniques are already in practice. These tech-
niques with advanced agricultural practices should be encouraged to reduce pressure
on depleting groundwater sources. Exploration of additional external sources for
both drinking and irrigation needs to be carried out. Setting-up of small STPs and
using recycled water for secondary uses through major village municipal supply will
definitely help to reduce exploitation of groundwater sources. Collective action on
conservation of water would go a long way in increasing the groundwater resources.
A two way separate water supply system at GP level for potable and non-potable
water will minimize the pressure on fresh water supply. There is a need for active
participation by the citizens and also the recommendations have to be implemented
by making the public aware of the need for these measures in conserving water.
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Chapter 3
Long-Term Analysis of River Migration
Pattern Using Geospatial
Techniques—A Case Study of Upper Part
of the Ganga River, India

Vinod K. Sharma, Abhishek Mishra, V. M. Chowdary, and C. S. Jha

Abstract Dynamic changes in river basin cause river bank shifting, change in river
channel patterns, river width and course direction. It may cause due to natural
phenomena like flood or by construction ofman-made structures like dams, barrages.
Study of river migration patterns is of much importance and needs historical river
course information. Remote sensing satellite data provides synoptic and temporal
coverage useful for change analysis. Geospatial techniques integrated with remote
sensing data, have potential to carry out river migration studies. Manual analysis of
satellite data is a time-consuming process and subjected to human induced errors.
This study focuses on different methods, including online cloud-based geospatial
analytic platforms for river bank changes using temporal satellite data.A case studyof
identification of long-term river migration patterns, on Ganga River between Bhim-
goda barrage, Haridwar, Uttarakhand, India to Luv-Kush Barrage, Kanpur, Uttar
Pradesh, India is attempted. Automated procedures analyzing satellite data from
1975 to 2020, are successfully utilized to calculate morphometric parameter for iden-
tifying river migration. Meandering of Ganga River is observed after construction
of Narora barrage and Bijnor barrage. Increasing trend in meandering and braiding
indices between 0.21 and 0.43 during the study period are observed during the period
1975–2020.

Keywords Remote sensing · River migration · River meandering · Sinuosity index
and braiding index
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3.1 Introduction

Rivers are an important source of water that play an important role in human life.
It’s a natural waterway that flows across landscape from higher elevation to lower
elevation (Sinha and Ghosh 2012). River Ganga is one of the important Indian rivers
originating from Himalayan mountains and flows nearly 2525 km distance through
Indo Gangetic plains of Uttar Pradesh, Bihar and West Bengal, before joining the
Bay of Bengal. Yamuna and Ramganga are the two important tributaries of River
Ganga, while Padma and Bhagirathi-Holly are key tributaries. Frequent flooding,
shifting of river channels and soil erosion are some of the commonly seen issues in
the Indo-Gangetic basin.

River ganga from Gaumukh to Haridwar is called as upper Ganga region, which
flows through steep surface having rich biodiversity and fragile ecosystem. Region
from Haridwar to Varanasi called as middle Ganga region and has plain region
characterized by wide river bed and flood plains. River meandering in plain region
is mostly happened, due to human interventions that include diversion for agri-
cultural and industrial activities. Flooding due to sediment deposition is observed
in the Varanasi to Ganga Sagar region that leads to channel path changes. River
Ganga shows geographic diversity while flowing from upper to lower Ganga region,
that exhibits river bank erosion and thereby sediment transportation and deposi-
tion along river section. Central water and power research station (CWPRS 2016)
briefly explained the aggrading and degrading processes in Ganga River from Bhim-
goda Barrage Uttarakhand to Luv-Kush Barrage, Uttar Pradesh. River bank erosion,
channel shifting due to sediment deposition or by flooding are considered as geomor-
phological processes. Pati et al. (2008) studied bank erosion of Majuli island in
Brahamputra river using temporal satellite data. Studies on River Ganga and its trib-
utaries indicated erosion and siltation processes from middle Ganga region to lower
Ganga region (Thakur et al. 2012). In general, longitudinal profile ofmajor riversmay
be straight, meandering or braided channels. However, rivers having straight river
channels are rare, they always have meandering and braided channels. Meandering
channel creates S shape and has alternating bends. Rivers with unstable banks and
wide plains are having braided channels. It can be categorized and identified based on
multiple channels creating islands in between the river. Researchers have success-
fully assessed the morphological changes across main rivers including Bhagirathi
River and Padma River (Panda and Bandypadhya 2010; Reza 2011) using satellite
datasets. Aerial photographs and Landsat images with temporal resolution (1976,
1979 and 1983) were used for identifying average lateral channel erosion rates over
Manu and Amazon rivers of Peru at analysis scale of ~100 km (Puhakka et al. 1992;
Salo et al. 1986). Landsat and Sentinel satellite imagery for the period 1972–2017
were analyzed over Po di Pilla mouths, Po River delta of Italy for analysis of delta
progradation process (Ninfo et al. 2018). Researchers used remote sensing data for
computation of morphometric parameters viz., sinuosity, tortuosity and braiding
indices, that helps to understand the changes caused by fluvial action of rivers. For
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large river systems, satellite remote sensing images are the only way to success-
fully observe and quantify planimetric morphology (Gilvear and Bryant 2016). Time
series analysis of satellite data is helpful in understanding the fluvial changes and
river migration pattern over a time. Time series analysis of satellite data for a longer
period necessitates data downloading either from providers’ websites or FTPs (File
Transfer Protocol), which requires good bandwidth and space. Further, selection of
cloud free data consumes lot of time. Automation of satellite data analysis can over-
come the challenges of analysis of multi-temporal satellite images over larger river
systems and can save time. COTS (Commercial − off The Shelf) software’s and
geospatial analysis skills are required for analysis of satellite data. Manual analysis
of satellite datasets for computation of morphometric parameters and river migra-
tion is time-consuming process and needs special skills, which is subjected to human
induced errors. Data driven semi-automated algorithms were used for geomorpho-
logicalmapping and landform classification (Giaccone et al. 2021;Giano et al. 2020).
Modeling techniques were also successfully utilized for Geomorphological mapping
process (Chirico et al. 2021).

Recent advances in technologies have increased the computational power bymany
folds,while traditionalmethods of storing the data have been replaced by cloud-based
systems, offering on demand resource availability. Online platforms like Google
Earth Engine (GEE) facilitate analysis of satellite imageries for different appli-
cations (Gorelick et al. 2017). Geospatial analysis power of online platforms has
been successfully used for seasonal water bodies extraction (Wang et al. 2018) and
surface water spatial extents (Deng et al. 2019). A hybrid approach that integrates
digital image processing techniques and online geospatial platforms helps to compute
morphometric parameters and identify river migration pattern in an efficient manner.
Manual downloading, organizing and geoprocessing of satellite datasets can bemini-
mized by using online processing platform, thereby reducing the high computational
and storage requirements.

This study focused on the use of remote sensing satellite data and techniques for
studying river migration patterns. Morphometric parameters namely sinuosity, tortu-
osity and braiding indices were computed using temporal satellite datasets, which
help to understand the changes and to identify the patterns. A case study of river
Ganga stretch situated between Bhimgoda Barrage (Haridwar, Uttarakhand) and
Luv-Kush (Kanpur, Uttar Pradesh) (having an approx. length of 942 km) is carried
out to identify the changes for the period 1975–2020 using the morphometric param-
eters. A hybrid approach that includes online geoprocessing platform (GEE) was
used for flood layer generation and to study river migration patterns.

3.2 Role of Remote Sensing in River Migration Studies

Remote Sensing data obtained from aerial surveys and satellites have increasingly
been used by researchers for river geomorphic studies. Advancements in spatial
and spectral resolutions of remote sensing data have increased capabilities for earth
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surface analysis. It offers advantage of better capability to study the spectral responses
over the electromagnetic spectrum to distinguish various features, which remain
undetected using data obtained through traditional field data collection methods. It is
an important source of information for the areas, where ground-based surveys are not
feasible (Sui and Maggio 1999). Potential of remote sensing techniques was used
globally for river studies (Zaji et al. 2018; Sichangi et al. 2018; Sun et al. 2020).
Wide range of remote sensing sensors viz., Landsat (1972 onwards), Indian Remote
Sensing (IRS, 1988 onwards) and SPOT (1986 onwards) are providing temporal
satellite datasets that are useful for fluvial landform change analysis (Table 3.1).
Temporal satellite data, preferably over 20 to 30 years are needed for carrying out
the detailed change analysis study. River channel width is an important criterion
for choosing the remote sensing sensor for analysis. Larger rivers with more than
200 m width can be easily studied by using medium and high-resolution satellite
data (Ramasamy et al. 1991), whereas for very small rivers (less than 20 m width),
very high-resolution satellite data or aerial surveys data is needed.

Recently, Unmanned Aerial Vehicle photogrammetry is also used for fluvial
geomorphology studies (Gracchi et al. 2021). Identification of morphological
changes in Roia River (Ventimiglia, Italy) is carried out using UAV aerial data of
2018 and 2019 covering 12 kmof river stretch. Comparison ofDTMs (Digital Terrain
Models) and orthophotos were carried out to obtain the changes over the study area.

Approximation of fluvial landform change detection using manual GIS
(Geographic Information System) analysis involves collection of input satellite data,
extraction of study area from the input images and basic image preprocessing. Image

Table 3.1 High and medium resolution satellite datasets for geomorphological

Applications

Sensor Band
information

Spatial
resolution (m)

Temporal
resolution
(days)

Data
availability
since

Agency

Landsat 4–9 15–80 16 1972 NASA

IRS 4 5.8–70 5–24 1988 ISRO

SPOT 4–5 2.5–20 26 1986 ESA

ASTER 14 15–90 16 1999 NASA

Sentinel-2
MSI

13 10–60 5 2015 ESA

Cartosat 4 0.25–2.5 5 2005 ISRO

IKONOS 5 1–4 1–3 1999 DigitalGlobe

QuickBird 5 0.61–2.24 2–3 2001 DigitalGlobe

WorldView 4–17 0.31–0.40 1–4 2007 NASA

RapidEye 5 5 1–6 2008 Planet Lab

PRISMA Spectral bands
from
400–2500 nm

30 29 2019 NASA
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processing includes ortho correction meant for removal of the internal and external
distortions. Further, the ortho-corrected and georeferenced images need to be clas-
sified and Normalized Difference Water Index (NDWI) is to be computed. Channel
geometry also needs to be calculated for change detection analysis (Biswas et al.
2021). Parameters like River sinuosity also can be computed by identifying the
possibility for change and ability of system to recover from disturbance based on the
landform change analysis (Fryirs 2017). Manual analysis of multiple inputs demands
lot of time and expertise. Semi-automated procedures, object-based analysismethods
and data driven approaches are suggested, to perform faster landform analysis (Kling-
seisen et al. 2008; Anders et al. 2011; Stout and Belmont 2014; Giaccone et al.
2021). Both manual and semi-automated methods demand manual river bank delin-
eation, causing uncertainty and are always subjected to errors. To minimize the
human involvement in the change analysis process, fully automated frameworks are
essential, saving the time and efforts.

Artificial Intelligence-based techniques are showing promising results in various
fields and have potential to be used for change detection analysis. Utilization of
machine learning techniques and aerial survey data is attempted for feature detec-
tion in fluvial environment (Pontoglio 2021). Supervised machine learning demands
huge labeled training datasets and unsupervisedmachine learning algorithms demand
high computation. Recent technological advancements in the field of cloud-based
computing, big data and virtualization enabled to process huge datasets efficiently
at faster speed. Envisaging online cloud-based platforms for remote sensing appli-
cations that include identification of river migration and its patterns can be very
useful.

3.3 Zonation for River Migration Studies

3.3.1 Erosion Buffer

Migration of river andmigration rates for a given river segment for the study period is
computed by generation of Erosion Buffer (EB) around the river segment. To identify
the change caused by the manmade structures like barrages and dams, analysis needs
to be carried out for the period, that signifies before and after construction of the
manmade structures (FEMA 1999; Washington 2004; Thatcher et al. 2009).

3.3.2 Historical Migration Zone (HMR)

Time series satellite data over the study area is divided into different time periods. In
each phase, satellite images are overlaid onto each other and a new layer is generated
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by considering all the river channel stretches for generation of a composite zone,
known as HMR (Thatcher et al. 2009).

3.3.3 Avulsion Potential Zone (APZ)

APZ is mapped based on channel migration zoning (CMZ), where CMZ for a given
river segment is computed by summation of the historic migration zone and erosion
buffer. The APZ is generated by digitization of the river channel bend ways using
satellite images (Cheng 2016).

3.3.4 Disconnected Migration Area (DMA)

DMA may be defined as an area or zone where the river bank protection measures
are restricting the river channel migration (Thatcher et al. 2009). It is extracted by
CMZ zone behind the protected river bank.

3.4 Geospatial Analytics Platforms

Online geoprocessing and geospatial analytics on cloud-based platforms facilitate
users to process time series geospatial data for information extraction without any
additional computational hardware, software and data management logistics. Open-
source technologies are successfully used to develop online geospatial analytics
platforms like Vedas (https://vedas.sac.gov.in/), Bhuvan geo platform (https://bhu
van.nrsc.gov.in/) and Google Earth Engine (https://earthengine.google.com/).

Vedas, provides an online geospatial platform for online processing of geospatial
datasets derived over land, mainly collected using Indian sensors. Web analytics
tools for vegetationmonitoring, new and renewable energy, urban sprawl information
system, hydrological applications, cryosphere application and air quality monitoring
are available for usage over Indian region. Bhuvan Geo platform is providing online
geospatial services for G governance applications, environmental applications and
for Disaster management. Online tools for flood management (Sharma et al. 2017,
2018) are developed onto Bhuvan platform for managing natural disasters over India.

Google Earth Engine provides an online access of up-to-date remote sensing
databases to users associated with scientific and academic fields. It also provides
APIs (Application Programmable Interfaces) to develop the code in JavaScript and
Python for spatial and temporal analysis (Gorelick et al. 2017; Google 2022; Sharma
et al. 2022). Online geoprocessing platforms have potential for processing remote
sensing satellite data for river migration studies and pattern analysis.

https://vedas.sac.gov.in/
https://bhuvan.nrsc.gov.in/
https://earthengine.google.com/
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Fig. 3.1 Location map of the study river stretch in the Ganga basin

3.5 Materials and Methods

3.5.1 Study Area

River stretch between Bhimgoda Barrage (Haridwar, Uttarakhand) and Luv-Kush
Barrage (Kanpur, Uttar Pradesh) was chosen as study area for this study. Geograph-
ically, situated between 29°57′23′′N 78°10′49′′E and 80.3164°E longitudes and
29°57′23′′N and 26.5068°N (Fig. 3.1). Mean annual rainfall of study region is
nearly 1100 mm. River Ganga enters the plains near Haridwar after originating from
Himalayas and crosses through number of barrages situated at Bhimgoda, Bijnor,
Narora andKanpur in the study river segment.RiverGanga is the largest basin in India
and traverses a distance of nearly 1450 km between Uttarakhand and Uttar Pradesh
states, with a catchment area of 294,410 km2. It exhibits braided, meandering and
anastomosing patterns in the catchment area (CWPRS 2016).

3.5.2 Remote Sensing Satellite Data Processing and Analysis

Remote sensing satellite data of past 45 years for the study area was analyzed to
identify the trend in the Ganga River migration pattern between Bhimgoda Barrage
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Table 3.2 Satellite datasets
used for river migration
analysis

Satellite Sensor Period Spatial resolution
(m)

Landsat 1 MSS 1975 60

Landsat 3 MSS 1980 60

Landsat 4 TM 1985 30

Landsat 5 TM 1990, 1995, 2000 30

Landsat 7 ETM 2005, 2010 30

Landsat 8 OLI 2015, 2020 30

(Haridwar, Uttarakhand) and Luv-Kush Barrage (Kanpur, Uttar Pradesh). Details of
satellite datasets used in this study are given in Table 3.2.

Recent days, Google Earth Engine (GEE) is found to be quite useful for meeting
the current needs, associated with remote sensing satellite data analysis in open-
source domain. It is based on Java script and python-based API’s (Application
Programmable Interface),which facilitate userswith computational resources needed
for processing satellite datasets. It helps to customize and access the large up to date
remote sensing satellite data. It is also useful in the spatiotemporal analysis of satellite
data (Gorelick et al. 2017).

Cloud free optical datasets of Landsat satellite at 5-year interval are used to
identify the changes during non-monsoon season. Landsat satellite image attribute
(CLOUD_COVER), providing information of cloudiness percentage is used to
choose the cloud free images over the study area.

GEE is a unique platform on web, that helps to visualize and analyze the Landsat
images since July, 1972. Available datasets can be visualized onto the online spatial
viewer and best suitable cloud free data can be chosen for further analysis, thus
saving efforts and time. On the contrary, manual analysis demands downloading and
processing of satellite datasets, which is computationally cumbersome. In themanual
analysis, all the satellite datasets have to be georeferenced where, SOI (Survey of
India) toposheets and ground control points can be used to georeferenced the images
over Indian region. Further, it has to be reprojected (like UTM projection) for further
analysis. This time-consuming pre-processing analysis can be minimized by using
the GEE platform. Multi-temporal Landsat images with different spatial resolutions
(Table 3.2) are resampled to 30 m, corresponding to other input layers. In this study,
significant planform change was carried out on yearly basis usingmosaicked satellite
data for the entire study river stretch.Once the pre-processing is completed, theGanga
River bank lines are extracted by vectorizing, from the satellite data corresponding
to different years namely 1975, 1980, 1985, 1990, 1995, 2001, 2005, 2010, 2015 and
2020.

In general, green and NIR bands of electromagnetic spectrum are of great help
for delineation of water feature, where it can clearly distinguish from other features
like agriculture and plantation. Waterbodies absorb the NIR band radiation. MIR &
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SWIR spectral bands of Landsat 7 exhibit the similar characteristics and easily clas-
sify the water feature. Water feature is classified using NDWI (Normalized Differ-
enceWater Index) (McFeeters 1996) andMNDWI (Modified Normalized Difference
Water Index) (Xu 2006) and the equations are given below.

NDWI = (Green−−NIR)/(Green + NIR) (3.1)

MNDWI = (Green−−SWIR)/(Green + SWIR) (3.2)

Conditioning factors are applied, to improve the water mask layer. Slope, aspect
and LULC (Land Use Land Cover) are used to minimize the false polygon of water.
Once the river bank lines corresponding to different years are extracted from satellite
data, deviations in river banks were identified using overlay analysis. River center
line i.e., the center part of the river from its bank is an important parameter, which
describes the planform changes over time. Manual image processing method (Zhang
and Suen 1984) and automated methods (Medial axis algorithm of GEE) can be
used to determine the river centerline. Li et al. (2019) has successfully employed
GEE platform for identification of river center line using GEE platform and similar
concept is adopted in this study.

3.5.3 River Migration Analysis

Meandering indices and braiding index were computed to study the changes in plan-
form and river migration over the study river Ganga. An attempt was also made to
establish a relation between planform change and flooding in this study. Decadal
flood layers for the period 2010–2020 pertaining to the part of Uttar Pradesh state
(plain region) were analyzed and correlated with change in river planform to study
the effect of floods on river migration.

3.5.3.1 River Shift

River shifting is a geomorphological process that involves lateralmigration of alluvial
river channel across its floodplain. Rivers adopt meandering courses in the great
plains due to prevailing level topography and gentle slopes, swing in their valleys
and often change their course during floods due to increased quantity of water, where
the streams try to straighten in their courses. Meandering in river streams is mainly
caused by the bank erosion and deposition over time, while in braided streams, river
shift is caused by sediment transport. Satellite datasets of 1975, 1980, 1985, 1990,
1995, 2001, 2005, 2010, 2015 and 2020 were overlaid and analyzed to identify the
shift in the river course.
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3.5.3.2 Sinuosity Index

The sinuosity index may be defined as the distance measured between two points.
If the difference is computed on the stream along the thalweg and divided by the
valley length between the two points, it is termed as sinuosity ration (Krishnau and
Gopinath 2015). Thus, sinuosity ratio (SR) helps to identify channel meandering. If
SR of a river channel is greater than or equal to 1.5, the channel can be categorized
as meandering channel (Leopold and Wolman 1957).

River sinuosity can be computedwith a centerlinemethod (Zhang and Suen 1984).
River mean width, its connectivity and river sinuosity can be computed and analyzed
to obtain annual river planformvariations.GEEprovides the functionality to compute
the 3 planform parameters, where sinuosity index computed using GEE and Mean
sinuosity index derived from End Point Rate (EPR) and Linear Regression Rate
(LRR) highlights the advantages of online platform for carrying out river related
studies. The EPR technique integrated with remote sensing satellite data is accurate
and reliable approach used for computation of shoreline change analysis (Sebat and
Salloum 2018). LRR has potential to study more than 2 shorelines and is determined
by fitting a least-square regression line to all shoreline points for a particular transects
(Salghuna and Bharathvaj 2015).

Sinuosity = {(Number of pixels associated with straight line)/

(Number of pixels associated with center line)} (3.3)

In this study, potential of both methods is used to compute the sinuosity index.

3.5.3.3 Braiding Index

A river is said to be braided if a river channel consists of network of smaller channels,
separated by temporary island. CWPRS (2016) has proposed an updated formula for
computation of the braiding index (BI).

Braid index (BI) is calculated by dividing the total channel length, including all
active secondary channels (�LS), by the main channel length (�LM) based on the
centerline of the channels (Kuo et al. 2017).

Braiding Index = (�LS + �LM)/�LM (3.4)

3.6 Results Ad Discussion

Multi-temporal post-monsoon satellite images are studied to analyze the long-term
river migration pattern over the study area and observed change in river morphology
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Fig. 3.2 River line extraction using MNDWI a Landsat 7 imagery over study area, b MNDWI
output, c Water mask layer after conditioning factor, d Final River line

of Ganga River. Sinuosity index was computed using two approaches namely, (i)
Mean sinuosity index derived from End Point Rate and Linear Regression Rate, (ii)
Sinuosity index derived using GEE, by rationing pixels associated with straight line
and pixels associated with centerline (Tobón-Marín and Cañón Barriga 2020).

Sinuosity index was computed from the extracted river lines of each year. River
line extraction using MNDWI on input Landsat image is shown in Fig. 3.2.

3.6.1 River Migration Analysis Using End Point Rate
and Linear Regression Rate

The study area fromBhimgoda barrage to Luv-Kush Barrage was divided into 4 river
segments, namely (i) Bhimgoda barrage to Gongli Khadar, (ii) Gongli Khadar to
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Fig. 3.3 Segmentation of study area between Bhimgoda and Luv-Kush barrage for generation of
end point rate and linear regression rate

Narora barrage, (iii) Narora barage to Farukhabad, and (iv) Farukhabad to Luv-Kush
Barrage for analysis purpose (Fig. 3.3).

River bank lines derived using the temporal satellite datasets for the years 1975
to 2020 were analyzed for computation of End point rate. It is calculated by
considering the distance of shoreline movement and the time elapsed in between
the earliest and latest measurements. The study river stretch is divided into four
segments and 1214 transects for computational ease and effective analysis. These
four segments were analyzed for three time periods namely (i) 1975–1995, (ii) 1995–
2020 and (iii) 1975–2020 (Table 3.3). Zone A, in 1995–2020 period observed high
Mean Erosion/Accretion of 26.42 m, whereas zone D during 1975–1995 observed
maximum accretion of 367.67 m. Erosion values for the 3 periods vary from −10 to
895 m. Values of erosion & accretion computations are shown in Table 3.3.

Analysis of linear regression rates with respect to transects for shorter, medium
and longer durations to determine change statistics is shown in Figs. 3.4 and 3.5.

Linear regression rates for Study period 2 (1995 to 2020) indicated that the average
rate of stream is 26.42 m, which is higher as compared to other time periods. Highest
accretion rates were observed during the period 1975–1995 for segment 4, which
indicated decreasing trend after 2006 that may be attributed to construction of new
barrage.
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Fig. 3.4 Linear regression rate computed over study area

3.6.2 Sinuosity Index Derived Using Centerline Method

Changes in river surface area is verymuch essential in river plain form study. Shifting
in the river bank line is the major indicator of river bed shift or change in river width.
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Fig. 3.5 Linear regression rate with respect to transects. a Study period 1 (1975 to 1995) b Study
period 2 (1995 to 2020) and c Study period 3 (1975 to 2020)

Study of temporal satellite images indicated changes in the river bank line in upper
and middle Gangetic plain during year 1975 to 2020. Sinuosity index derived using
centerline method over the study area ranges between 1.26 and 1.39 (Table 3.4).
Sinuosity index is an indicator of river meandering where <1.05 value indicates
straight river pattern, 1.05 to 1.3 indicates sinuous pattern and above 1.3 indicates
river meandering. Observed sinuosity index values in the study area for different
years indicated meandering pattern.
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Table 3.4 Sinuosity index
computed for the period
1975–2020 at 5-year interval

Year Sinousity index

1975 1.26

1980 1.26

1985 1.33

1990 1.27

1995 1.30

2000 1.30

2005 1.39

2010 1.37

2015 1.36

2020 1.33

3.6.3 Meandering Index

Meandering index, computed for the study area (Bhimgoda to Luv-Kush Barrage)
indicated an increasing trend of 1.26 to 1.35 for the period 1975–2020 (Fig. 3.6), that
can be attributed to construction of barrage. River change and shift in mainstream
channel at upper and middle part is also observed. Sedimentation and siltation might
have increased the braiding of Ganga River near Narora and Luv-Kush Barrage.
Diversion of river flows through network of canals also might have affected the river
flows in the upstream.

3.6.4 Analysis of River Migration Pattern

River migration over the study area was analyzed for different time periods namely
(i) 1990–2000 (ii) 2000–2010 and (iii) 2010–2020 (Figs. 3.7a–c). Significant shift
was observed during these study periods over study area, which clearly indicated that
the construction of man-made structures is affecting the river flow and contributed
to river migration.

3.6.5 Fluvial Landform Changes

River Ganga between Bhimgoda Barrage at Haridwar, Uttarakhand to Luv-Kush,
Kanpur,Uttar Pradeshwas analyzed usingmulti-temporal satellite datasets for under-
standing the fluvial landform changes.Migration of river was observed over the study
area during the period 1975–2020. Shift in the river course was observed near Luv-
Kush Barrage with a mean accretion of 367.67 m and mean erosion of −10.146 m
during the period 1975–1995. Change in the stream capacity is one of the important
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Fig. 3.6 Meandering of river Ganga near Gangoli Khadar

driving factors for rivermeandering. Streamdischarge and expansion of human settle-
ments due to urbanization in the segment 3 (Narora barrage to Farrukhabad) have
influenced the river pattern. This led to high accretion and erosion for the period
1995–2020. Construction of new barrages and structures during this period regu-
lated the stream flow thereby causing extended migration pattern. A hybrid approach
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that includes both automated procedures and digital image processing techniques
was envisaged for computation of morphometric parameters in an efficient manner.
These parameterswere successfully used to analyze and to identify the rivermigration
patterns over the study area for the period 1975–2020.

3.7 Summary

Historical remote sensing satellite datasets provides a framework for river migra-
tion patterns identification and river management planning. Geographic information
system integrated with satellite imageries accuratelymeasures morphometric param-
eter, that are vital for carrying out studies related to fluvial environments and its
management. Recent advancements in storage and computational facilities, provide
opportunities to utilize online platforms for carrying out the studies related to river
migration. Cloud-based online geospatial analytic platform and automated proce-
dures are successfully utilized in analysis and identificationof rivermigrationpatterns
for the upper part of the Ganga River, India. River migration change on Ganga River
between Bhimgoda barrage, Haridwar, Uttarakhand, India to Luv-Kush Barrage,
Kanpur, Uttar Pradesh, India is studied, using satellite images acquired between
1975 and 2020. Results indicated a considerable shift in the river course near down-
stream of Bhimgoda Barrage and in segment 3 (Narora barrage to Farrukhabad).
Channel sinuosity computed over the river study indicated change in river width.
Diversion of water into canals, construction of dams and barrages causes consider-
able decrease in the discharge rate forGangaRiver nearHaridwar andNarora barrage,
causing shift in river channels. Patterns of River migration using historical satellite
datasets are successfully studied and various indices (sinuosity and braiding index)
are computed using geospatial techniques, which indicated shift in the river course
during the period 1975–2020. Shifting of these river channels could be attributed to
human interventions and constructions.
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Chapter 4
Space-Borne Scatterometers
for Understanding the Large-Scale Land
Hydrological Processes

Praveen Kumar Gupta, Ashish Pandey, Deen Dayal, Rohit Pradhan,
R. P. Singh, and A. Misra

Abstract This chapter is aimed to provide insight into various hydrological
processes and capabilities of scatterometers for hydrological applications. Space-
borne scatterometers are active microwave radar instruments that measure the
normalized radar cross-section or backscatter of the surface. A separate measure-
ment of the noise-only power is also measured to determine backscatter and estimate
brightness temperatures. These sensors mainly operate in Ku (13.5 GHz) and C
(5.3 GHz) band frequencies. Sensors are designed primarily for operational ocean
applications, especially for estimating wind speed and directions in oceans using
ocean surface roughness. The spatial resolution is coarse, but the scanning geometry
provides multiple observations of the target, and overlapping orbits provide scope to
improve spatial resolution using signal and image processing techniques. Therefore,
recently these active radar sensors have also been used for land hydrological applica-
tions to address the sub-catchment scale hydrological processes such as soilmoisture,
inundation, runoff, etc. using the dielectric property of the surface. Microwave radi-
ations, sensitive to moisture in the soil, are being utilized at sub-catchment scales as
a proxy to estimate the river/reservoir water levels, river discharge, identification of
irrigated areas, drought events, releases to the canal, and other hydrological water
fluxes using advanced techniques such as machine learning and, through assimila-
tion in hydrological and hydrodynamic models. Also, along with microwave signals,
the scatterometer provides brightness temperatures which are used to map the major
inundation at global scales. The advantage of a scatterometer lies in its ability to
provide high temporal observations of 1–2 days at global scales, which becomes
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essential for near to real-time hydrological applications. Scatterometers provide valu-
able operational monitoring tools of terrestrial hydrology and, with different config-
urations, can be used to get an advanced insight into earth surface hydrological
processes and long-term change.

Keywords Scatterometers · Microwave radiations · Hydrological processes ·
River discharge · Flood inundation

4.1 Introduction

The “Remote Sensing Age” offers new and attractive opportunities to hydrologists
for obtaining hydrologically relevant information at a low cost. With the successful
launch of various satellites, researchers gained a valuable new source of space-based
observations for studying hydrologic systems and processes (Schultz 1988; Birkett
et al. 2002). With the advent of remote sensing, hydrologists could make detailed
assessments of water-resource conditions, which was previously difficult due to lack
of detailed spatial information (Pietroniro and Prowse 2002; Schmugge et al. 2002).
Moreover, hydrologic models were extensively revised to make even more efficient
use of this new form of information (Schultz 1988) obtained from orbital/airborne
remote sensing. Such work has continued to expand as the number of satellite and
airborne platforms has multiplied, and their spatial resolution, global coverage, and
orbital frequency have increased.

Land surface features such as snow cover, surface water areas, land use, surface
temperature, etc. have been observed using visible and infrared imaging sensors
for many years (Schmugge et al. 2002). However, the fact that these instruments
rely on atmospheric conditions is a huge disadvantage. Cloud cover, water vapor,
and aerosols can disrupt the signals, resulting in limited information about the land
surface. Furthermore, these sensors rely on the sun to illuminate the land surface
and cannot provide data at night, except for thermal infrared sensors. On the other
hand, remote sensing instruments working in themicrowave range of the electromag-
netic spectrum can be operated day and night and are less affected by atmospheric
conditions (Engman 1991). This has resulted in a significant amount of research and
development in microwave remote sensing.

Microwave remote sensing offers emerging capabilities to monitor global hydro-
logical processes (Engman 1991). Instruments like scatterometers have been recog-
nized as a useful tool to monitor the water fluxes at high temporal resolution well
suited for macro-scale hydrological applications (Wagner et al. 1999; Scipal et al.
2005; Meier et al. 2011; Dayal et al. 2021). The spatial coverage offered by satellite
scatterometry is far superior to in-situ measurements. It enables the scatterome-
ters to provide data to investigate the global weather patterns and impact on global
ocean circulation models, monitor storm intensities, improve meteorological fore-
casts, facilitate climate prediction, and much more (Stoffelen 1998; Wen and Su
2003; Sood et al. 2020). Although scatterometers have been mainly used in ocean
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applications (wind velocity andwind direction), it also has some unique hydrological
applications over the land surface. In addition to introducing the basics of scatterom-
etry, this article will provide examples of satellite scatterometer applications in the
field of hydrology. The study also shows how further advancements in the technique
can be expected to yield even better results in the future.

4.2 Scatterometer Background

Scatterometers are side-looking radar sensors designed to measure the radar
backscatter coefficient (σ °) of the observed surfaces. Wind retrieval across oceans
was the major goal of space-borne scatterometers (Stoffelen 1998). Although,
backscattered signal measured by scatterometers contains substantial information
of the underlying area when they operate over land (Ulaby et al. 1982). Moreover,
scatterometers have widely been used for various ocean and land applications since
their inception. In the field of hydrology, scatterometers have been used, directly or
indirectly, for the estimation of surface soil moisture (Wagner et al. 1999; Wen and
Su 2003; Bartalis et al. 2007; Naeimi et al. 2009), river water levels, and discharge
(Scipal et al. 2005; Meier et al. 2011; Dayal et al. 2021), snow cover monitoring
(Nghiem and Tsai 2001; Brown et al. 2007; Foster et al. 2011; Sood et al. 2020;
Singh et al. 2021a, b), crop monitoring (Kim et al. 2000; Oza et al. 2008; Lim et al.
2008), and estimation of leaf area index (Prevot et al. 1993).

Scatterometry has a longhistorywhich began inWorldWar IIwhen radarmeasure-
ments over oceans were corrupted due to sea clutter or noise, and the cause was
unknown at that time (Liu 2002). The noise in the radar signal was discovered to
be the radar’s response to the winds over the ocean only in the 1960s. The first
scatterometer flew in 1973 and 1974 as part of the Skylab missions, establishing
that space-borne scatterometers were possible. Then in 1978, the Seasat-a Satellite
Scatterometer (SASS) demonstrated that precise wind velocity data could be taken
from space. In the 1990s, a single beam scatterometer onboard European Remote
Sensing Satellites (ERS-1 and ERS-2) was launched by European Space Agency
(ESA). The NASA Scatterometer (NSCAT) was the first dual-swath Ku-band scat-
terometer to fly since Seasat and was launched in 1996. Subsequently, a number of
scatterometer missions (SeaWinds onboard QuikSCAT and ADEOS II in 1999 and
2002, respectively; ASCAT onboard Metop-A, B and C in 2002, 2012, and 2018,
respectively; OSCAT onboard Oceansat-2 in 2009; HSCAT onboard HY-2A and 2B
in 2011 and 2018, respectively; RapidSCAT onboard ISS in 2014; SCATSAT-1 in
2016; SCAT onboard CFOSAT in 2018) have been launched. A brief description of
the scatterometer missions is provided in Table 4.1.
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Table 4.1 Past and present Scatterometer missions

Scatterometer/mission Country year Frequency Scanning
characteristics

Spatial
resolution

SeaSat-A USA 1978 14.6 GHz Two-sided
double swath

50 km

ERS-1 Europe 1991 5.3 One-sided single
swath

50 km

ERS-2 Europe 1997 5.3 One-sided single
swath

50 km

NSCAT USA 1996 13.4 Two-sided
double swath

25 km

QSCAT USA 2006 13.4 GHz Conical scan
one wide swath

25 km

METOP-A Europe 2006 5.25 GHz Two-sided
double swath

50 km

Oceansat-2 India 2009 13.5 GHz Conical scan
one wide swath

25 km

HY-2A China 2011 13.4 GHz Conical scan
one wide swath

25 km

METOP-B Europe 2012 5.25 GHz Two-sided
double swath

50 km

HY-2B China 2015 13.4 GHz Conical scan
one wide swath

25 km

SCATSAT-1 India 2016 13.5 GHz Conical scan
one wide swath

25 km

FY-3E China 2016 5.25 GHz &
13.5 GHz

Conical scan
one wide swath

25 km

Meteor-M N3 Russia 2017 13.4 GHz Conical scan
one wide swath

25 km

METOP-C Europe 2017 5.25 GHz Two-sided
double swath

50 km

CFOSAT China/France 2018 13.4 GHz Conical scan
one wide swath

25 km

Hai Yang-2C China 2021 13.4 GHz Conical scan
one wide swath

25 m

4.3 Applications of Scatterometers

Scatterometers are radar-based devices that have been designed to monitor wind
speed and direction for ocean applications. Since their launch, wind retrieval has
been a routine application, but many researchers have found the potential to use the
scatterometer data in other land applications. In this study, the potential applica-
tions of scatterometer data in the field of hydrology and water resources have been
presented.
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4.3.1 Estimation of Surface Soil Moisture

Soil moisture is the core of the system that controls the hydrological interactions
between soil, vegetation, and climate forcing and plays a key role in governing the
water and energy balance between the land surface and atmosphere (Entekhabi 1995).
It has applicability in various fields such as flood forecasting (Koster et al. 2010;
Brocca et al. 2011), numericalweather prediction (Scipal et al. 2008), and climate and
agricultural modeling (Potopová et al. 2020). Satellite sensors such as scatterometers
and radars operating in the microwave region of the electromagnetic spectrum can
monitor soil moisture at various scales. Apart from their original use as an ocean
monitoring instrument, there is considerable evidence that scatterometers can be
used to assess soil moisture over land (Wagner et al. 1999; Naeimi et al. 2009). Since
microwaves have a high sensitivity to the water content in the soil, scatterometers
provide a reasonably direct way to assess it from a physical standpoint. This is
especially true in the low-frequency domain (1–15 GHz), where the scatterometers
work.

To retrieve soil moisture from scatterometer observations, most approaches use
inversion methods based on physical approximations of the scattering process (Pulli-
ainen et al. 1998; Woodhouse and Hoekman 2000; Magagi and Kerr 2001; Jarlan
et al. 2002). They typically use simple bare soil backscattering models (Oh et al.
1992; Fung et al. 1992) and vegetation models (Attema and Ulaby 1978; Mougin
et al. 1995). Major problems of these retrieval concepts appear to be their physical
validity at large scales and their parameterization (Grippa and Woodhouse 2002).
Wagner et al. (1999) presented a possible solution to these problems by utilizing
the unique sensor design of the ERS/METOP scatterometers and a change detection
method which will further be referred to as the TU-Wien model. Several studies have
shown that if enough long-term data is available, the change detection technique can
overcome some drawbacks of physical-based inversion models. From a mathemat-
ical point of view, the change detection algorithm is easy and simple compared to
other physical, empirical, and semi-empirical modeling approaches (Wagner et al.
1999). The potential of using such methods has been demonstrated by researchers in
their studies (Moeremans and Dautrebande 2000; Quesney et al. 2000; Le Hégarat-
Mascle et al. 2002). The TU-Wien model subtracts a reference backscatter value
from the vegetated land surface under dry soil conditions from the actual backscatter
measurement to account for roughness and heterogeneous land cover. Further, the
vegetation-sensitive signature of the multi-incidence angle observations is used to
account for the effects of plant growth and decay. Finally, soil moisture is determined
by normalizing net backscattermeasurements to dry/wet benchmarks, yielding a rela-
tive estimate. Equation (4.1) represents the methodology to retrieve the surface soil
moisture considering the lowest and highest value of backscatter:

SMt = σ ◦(t, θref) − σ ◦
dry(θref)

σ ◦
wet(θref) − σ ◦

dry(θref)
(4.1)
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where SMt is a relative measure (or degree of saturation) of the surface soil moisture,
σ ◦(t, θref) is the backscatter coefficient (measured in decibels, dB) at time t, and
reference angle θref, σ ◦

dry(θref) is the backscatter coefficient in dry condition (long-
term lowest value of backscatter), σ ◦

wet(θref) is the backscatter coefficient in wet
conditions (long-term highest value of backscatter). All these backscattering (σ ◦)
values are measured at a reference incidence angle of 40°.

Since scatterometers measure soil moisture up to a few centimeters below the soil
surface, it is reasonable to believe that the time series of surface wetness observations
provide insight into the wetting and drying trend of the moisture in the soil profile.
This is because weather patterns influence the moisture content of the soil profile
over few days to weeks, which are represented in the SM series. Because the changes
in moisture content in the soil profile are significantly smaller than in the uppermost
layer, it seemed reasonable to use a filter that smooths the SM series to reproduce
the trend in deep soil layers. Wagner et al. (1999) proposed a simple approach based
on an exponential filter to link intermittent surface estimates to profile soil moisture
content (Eq. 4.2).

SWI(tn) =
∑n

i SM(ti )e
−

(
tn−ti
T

)

∑n
i e

−
(

tn−ti
T

) (4.2)

where SWI(tn) is the Soil Water Index at time tn and SM(ti) is the surface soil mois-
ture retrieved from scatterometer data at time ti. T represents the time scale of soil
moisture variation in units of the day. The SWI is calculated if at least one scatterom-
eter measurement in the time interval [t − T, t] and at least three measurements in
the interval [t − 5 T, t] are available.

The positive feedback of the TU-Wien model motivated the implementation of
an operational near-real-time METOP ASCAT processor at EUMETSAT’s H-SAF
project. Here, we present an example (Fig. 4.1) of scatterometer-based soil moisture
product (H-SAF’s H-113 product) for the Betwa river basin in India. From the figure,
we can observe the seasonal and spatial variation in the soil moisture over the basin.
The soil moisture during themonsoon season (June to September), especially in July,
August, and September, is high since the rainfall is concentrated in these months,
resulting in higher values over the region.

4.3.2 Estimation of Rainfall

For every hydrological study, precipitation is the most important climatic variable.
The most accurate source of rainfall data has always been direct measurements using
rain gauges, and acquiring the observed precipitation, whether real-time or historical,
has proven to be rather difficult. The discontinuity in the recorded observations is a
significant restriction in the usefulness of gauge-based observations. In this regard,
satellite-based precipitation products (SPPs) play a crucial role in improving the
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Fig. 4.1 Long-term monthly variation of ASCAT derived soil moisture over Betwa river basin,
India

current hydrologic prediction capabilities (Dayal et al. 2021) as they come with a
high spatiotemporal resolution and global coverage addressing the issues of sparse
and missing data. There are numerous SPPs available in the open-source domain
that has been used for hydrological applications (Himanshu et al. 2017; Dayal et al.
2021; Guptha et al. 2021; Santos et al. 2021).
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Studies have demonstrated that the scatterometer-based soilmoisture observations
have been used to estimate the rainfall (Brocca et al. 2013, 2014, 2019; Wagner et al.
2013). A bottom-up approach (SM2RAIN) has been employed to ASCAT retrieved
soil moisture to create an SM2RAIN-ASCAT rainfall dataset (Brocca et al. 2019).
The SM2RAIN algorithm is based on the soil water balance equation (Eq. 4.3) and
uses in-situ or satellite-based soil moisture data to estimate the amount of water
entering the soil.

nZ
dS(t)

dt
= p(t) − g(t) − sr(t) − e(t) (4.3)

where n, Z, S, t, p, sr, g, and e are soil porosity, soil layer depth, relative soil mois-
ture, time, rainfall, surface runoff, subsurface runoff, and actual evapotranspiration,
respectively. The SM2RAIN-ASCAT rainfall product has been demonstrated to be
very good at detecting daily rainfall events (Dayal et al., 2022). Moreover, this works
well with low rainfall events, but it under accounts for the high rainfall events (Dayal
et al. 2022).

4.3.3 Estimation of River Discharge

Estimating surface runoff or river discharge from a scatterometer is not a direct
but rather an indirect approach. Scipal et al. (2005) made the first such attempt,
which investigated the potential to apply scatterometer data for river discharge esti-
mation. They used the basin water index (BWI), or the averaged wetness condition
over the basin, derived from scatterometer retrieved SWI, as a proxy to model the
river discharge. Equation (4.4) represent the formula for deriving the BWI from
scatterometer-based SWI.

BWI =
∑n

i=1 SWIi (t)

n
(4.4)

where n is the number of pixels in the basin. Equation (4.4) assumes that all points
in the river basin are equally important for runoff generation (Scipal et al. 2005;
Meier et al. 2011). In this approach, the location of each pixel within the watershed
area with respect to the gauging site was not considered. From the study carried out
by Scipal et al. (2005), it was found that BWI is well correlated with the observed
discharge. Based on this, a relationship between BWI and observed discharge was
developed, and those were found to be logarithmic in nature.

Meier et al. (2011) utilized the scatterometer-derived BWI in their conceptual
model. In their study, they observed that the discharge variations are small for low
values of BWI. As the value of BWI exceeds 0.5 to 0.6, the variation suddenly
increases. This necessitates the incorporation of other parameters to model the
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discharge. According to the research, discharge is decoupled from the soil mois-
ture as the soil approaches complete saturation, and decoupling is mainly caused
by rainfall. Therefore, they included the rainfall data in their study, which is more
realistic. They employed simple water balance equations (Eq. 4.5–Eq. 4.10) in their
model, in which it is assumed that a portion of the rainfall is routed to the surface
runoff and the remainder to the subsurface runoff, depending on the BWI value. If the
BWI value is 1, all the rainfall amount is routed to the surface runoff, whereas BWI
value 0 indicates the entire rainfall amount goes to the subsurface. The measured
change in BWI is used to model the change in subsurface storage.

IGW = k1AR(t)[1 − BWI(t)] (4.5)

�SS(t)

�t
= k1AR(t) − IGW − k2SS(t − 1) (4.6)

�SGW (t)

�t
= max[IGW + k3{BWI(t) − BWI(t − 1)}; 0]

− k4SGW (t − 1) (4.7)

QS(t) = k2SS(t − 1) (4.8)

QGW (t) = k4SGW (t − 1) (4.9)

Q(t) = QS(t − �τS) + QGW (t − �τGW ) (4.10)

where IGW is the direct infiltration of rainfall to the subsurface storage,A is the area of
the catchment, R is the average rainfall in the catchment, ki are the model parameters,
SS and SGW are the surfaces and the subsurface storage volumes, respectively, τ S and
τGW are time lags (mostly dependent on the size of the catchments) for surface and
subsurface discharge routing, respectively. A detailed description of the model can
be found in Meier et al. (2011).

Gupta et al. (2019) analyzed the potential of OSCAT and SCATSAT-1 retrieved
backscatter and brightness temperature for estimating the water level and discharge
of the river. The relationship between OSCAT derived BWI and river water levels
was observed to follow a power function (y = axb + c). Figure 4.2 represents model
functions for Satrapur (Godavari River) and Dhubri (Brahmaputra River) gauging
sites. Similar model functions were developed for more gauging sites in different
river basins, and those model functions were applied over the SCATSAT-1 derived
BWI to estimate the river water levels (Fig. 4.3).

Further, Dayal et al. (2021) applied the concept of Scipal et al. (2005) in amachine
learning framework to estimate the streamflow of six river basins of India. They
found that BWI followed the trend of discharge (Fig. 4.4). Based on this, they build
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Fig. 4.2 Model functions for two gauging sites a Dhubri in the downstream Brahmaputra river and
b Satrapur in upstream Godavari river

Fig. 4.3 Water level retrieved over 18 virtual gauging stations using SCATSAT-1 backscatter data
(01–12-2016 to 22–12-2017) a Aditypor b Ghatsila c Tilga d Panposh e Gomali f Basantpur g
Tikarapara hKantamal iPurushottampur jKashinagar kHoshangabad lMandleshwarmBurhanpur
n Satrapur o PG Penganga p Pathagudem q Mancherial and r Polavaram

two different models using an ensemble learning technique (Random Forest). The
methodology for the same is presented in Fig. 4.5.

Dayal et al. (2021) have also compared the results of BWI-based models with
the classical rainfall-runoff model and Global Flood Awareness System (GloFAS).
They found that the BWI-runoff model performed well, but classical rainfall-runoff
outperformed the same. However, the BWI-rainfall-runoff model outperformed the
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Fig. 4.4 Timeseries of ASCAT derived BWI and discharge at Mandleshwar gauging site of
Narmada river basin

Fig. 4.5 Methodology flowchart adopted by Dayal et al. (2021)

classical rainfall-runoff model. A time series plot for the developed models over
Narmada river basin has been presented in Fig. 4.6.
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Fig. 4.6 Time series plot of observed and modeled streamflow from BWI-based models (Model-1:
BWI-runoff model; Model-3: BWI-rainfall-runoff model), GloFAS, and classical rainfall-runoff
model (Model-2) for Mandleshwar

4.3.4 Water Level Estimation in a Forested Catchment

Here, we present a case study of water level retrieval for a small, forested catchment
in Gir National Park (NP), Gujarat. The SWI and BWI estimation technique from
SCATSAT-1 data is similar as presented earlier. Since SCATSAT-1 operates in Ku
band, its signal can be influenced by the forest canopy. However, Gir National Park
is a deciduous forest region, so we can expect some signal of surface soil moisture
being obtained from the backscatter signal. To test this hypothesis, a radar type of
water level recorder was placed along a small catchment in one of the streams of Gir
NP (Fig. 4.7). A steep exponential curve between BWI and water level was observed
(Fig. 4.8), unique to forested regions. With the onset of rainfall, forests initially do
not generate any runoff as they can capturemoisture by infiltration. As thewet season
progresses and soil tends to saturate, runoff increases exponentially, and a sudden
increase in water level is observed. For the post-monsoon period a linear relationship
between observed water level and BWI is observed (Fig. 4.9).

4.3.5 Estimation of Reservoir Water Level

The study of the relationship between BWI and reservoir level is different from the
river discharge estimation. In the case of the reservoir, water accumulated till the
end of monsoon season and thereafter it is released as per the irrigation and other
requirements. Hence two separate models need to be developed for both periods,
i.e., one model for the period of July to November and another one for December
to June. The first step in this is to obtain the cumulative BWI time series. For the
preparation of the cumulative BWI time series, the BWI needs to be added until the
end of the November month starting from July of each year and thereafter subtracted
daily values until June.
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Fig. 4.7 Sensor installed over a stream (Gir national park) measuring water level in the forested
catchment

Fig. 4.8 BWI versus water level relationship for the selected catchment during the monsoon period



110 P. K. Gupta et al.

Fig. 4.9 BWI versus water level relationship for the selected catchment during the post-monsoon
period

In connection with this, a case study for the Ukai reservoir has been carried out.
Cumulative BWI has been plotted against the water level for the period of July to
November of the year 2013 in Fig. 4.10. From the scatterplots, it can be observed
that there is a nonlinear relationship between ASCAT derived cumulative BWI and
water level. The second-order polynomial model functions have been fitted, and
based on the developed models, water level of the reservoir was computed. The
developed models have been validated using the model efficiency parameters. The
results showed that the scatterometer observations performed well to estimate water
levels in the reservoirs.

Fig. 4.10 Scatterplot between cumulative BWI and observedwater level for Ukai reservoir of India
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4.3.6 Identification of Irrigation, Canal, and River Releases
Using BWI

A case study for the identification of irrigation using scatterometer data is carried out
for theGanga river basin.Auniqueobservation from theBWI-water level relationship
for theKanpur gauging site of the upperGanga basinwas the stark difference between
the two variables (BWI and water level) for the post-monsoon period (Fig. 4.11).
The BWI increased without any rainfall, indicating an anthropogenic influence of
irrigation on the backscatter signal. These differences between surface soil moisture
and water level downstream can directly indicate water being used for irrigation
through canal releases from the river in the catchment. SWI maps can also represent
the regions where the farmers have initiated irrigation. For the catchment upstream to
the Kanpur site, SWImaps for the post-monsoon period are shown in Fig. 4.12. Also,

Fig. 4.11 Time series plot of BWI and observed water level at Kanpur site of Ganga river basin

Fig. 4.12 Soil moisture maps of the basin for Rabi (winter) season
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Fig. 4.13 Scatterplot indicating water release to canals and river

due to heavy rain upstream, barrages approach their danger level, which prompts the
release of water from barrages to the main river for flood control/dam protection.
Hence, causing a sudden rise in the river water levels downstream, but not picked by
BWI (Fig. 4.13).

4.3.7 Estimation of Irrigation Water Amount

The majority of irrigation databases are based on statistical surveys or merely
irrigation-equipped regions (Siebert et al. 2015; Salmon et al. 2015) and are usually
valid for a single or multi-year period. Large inaccuracies and subjective judgments
may cause these datasets to fail to represent the spatiotemporal dynamics of irrigated
regions (Deines et al. 2017). In this regard, visible and optical remote sensing has
been widely employed to estimate irrigated areas as an alternative (Ozdogan et al.
2010). While locating irrigated regions has received much attention, quantifying the
amount of water utilized for irrigation is significantly more difficult (Brocca et al.
2018). Technical limits, such as the deployment ofmonitoring systems, and economic
constraints, such as the cost of water and non-legal consumptions, make it difficult
to determine the real water volume utilized for irrigation.

Brocca et al. (2018) exploited the satellite soil moisture information from scat-
terometer data to quantify the amount of water applied for irrigation. To estimate the
total volume of water entering the soil, Brocca et al. (2018) constructed an adapted
version of the SM2RAIN method. The SM2RAIN-derived water flux in irrigated
areas comprises rainfall plus irrigation, and by removing the rainfall signal (e.g.,
obtained from rain gauge observations), they could quantify the amount of water
applied for irrigation. The same approach was further used by Jalilvand et al. (2019),
who obtained good agreementwith ground-based irrigation data in a semi-arid region
in Iran. An alternative method, but based on the same premise, i.e., that soil moisture
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predictions from land surface models do not contain irrigated water, whereas satellite
soil moisture retrievals do, was proposed by Zaussinger et al. (2019), who estimated
the irrigation water use over the Contiguous United States from coarse-resolution
ASCAT data. This approaches the aggregated deviation between the modeled and
satellite-observed soil moisture climatology as an irrigation water use estimate.

4.3.8 Mapping of Inundated Zones

When the soil surface is completely inundated by water, the emissivity decreases,
causing the reduction in Brightness Temperature (BT) measured in microwave
frequencies. The decrease of BT in horizontal polarization is greater compared to
that in vertical polarization (Ulaby et al. 1978). This property of water can be utilized
to detect surface inundation. Many studies have demonstrated the potential of using
high-resolution Synthetic Aperture Radar (SAR) data to map the extent of surface
flooding (Brakenridge et al. 1994, 1998; Gstaiger et al. 2012; Townsend and Foster
2002). SAR sensors have an excellent spatial resolution (of the order of a fewmeters)
but lack the necessary temporal resolution to monitor flood events efficiently. Scat-
terometers can cover large swaths and provide 1–2 day repetivity with coarser spatial
resolution. This offers a unique opportunity to continuously monitor flood events at
a catchment scale and obtain valuable information about the affected regions and the
duration of flooding. Brakenridge et al. (2003) used the SeaWinds scatterometer on
QuikSCAT to develop a flood detection algorithm using the backscatter polarization
ratio. Based on the microwave radiative transfer equation, the microwave index was
first proposed by Pampaloni and Paloscia (1985). Many researchers have demon-
strated the relationship between Microwave Polarization Difference Index (MPDI)
and various soil and vegetation parameters. Singh and Dadhwal (2003) used MPDI
to monitor crop growth, whereas Owe et al. (2001) used MPDI to retrieve surface
soil moisture. It is defined as the normalized difference of Brightness temperature in
V and H polarizations at a given frequency (Eq. 4.11).

MPDI = TbV − TbH
TbV + TbH

(4.11)

where TbV and TbH are the brightness temperatures in V and H polarization, respec-
tively. One major requirement of this equation to be valid is that the incidence
angle must be the same for HH and VV beams. However, this is not the case with
OSCAT/SCATSAT-1. Hence, angle normalized product is essential for performing
these calculations by removing the dependency on incidence angle (Naeimi et al.
2013). Li et al. (2013) analyzed MPDI over different land cover types in northeast
China over the 6 AMSR-E frequencies. Since there are no space-borne radiometers
available at 13.6 GHz, the analysis by Li et al. (2013) provides a good approximation
of expected MPDI values over different land covers.
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Fig. 4.14 SCATSAT-1 derived mean monthly MPDI

Fig. 4.15 Global surface inundation for 21–25 July 2017 using SCATSAT-1

SCATSAT-1 provides brightness temperature data at 13.6 GHz (Ku band) in hori-
zontal and vertical polarization, and the same has been used to detect inundated
pixels. SCATSAT-1 L4 BT product in H and V polarization at 0.02° spatial resolu-
tion for descending orbits are used to compute MPDI over land pixels (Fig. 4.14).
Regionswith an elevation greater than 1500mwere excluded from the analysis due to
the effects of rough surfaces on MPDI. Pixels near the coast were masked to remove
the effect of the sea in the data. Based on analysis by Li et al. (2013), an appropriate
threshold of MPDI >0.05 was used to obtain inundated pixels. To determine the
intensity of flooding within a detected pixel, a flood index was developed which uses
a linear relation with BT in H polarization such that lower BT gives higher flood
index. The range of flood index was set from 0 (no flooding) to 1 (completely flooded
pixel). The algorithm has been used to produce the global surface inundation map
from SCATSAT-1 data (Fig. 4.15).

4.3.9 Monitoring of Drought

Drought is one of the costliest and damaging natural disasters, resulting in reduced
agricultural productivity, water scarcity, and severe heat waves (Hatfield et al. 2011;
Hoerling et al. 2013). In response, drought plans are being created worldwide, with
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a special emphasis on thorough drought monitoring (Hayes et al. 2011). As part
of drought monitoring, precipitation is the most commonly used climatic variable
(Anshuka et al. 2019). On the other hand, soil moisture is frequently utilized to
indicate moisture stress and agricultural drought (Quiring and Papkyriakou 2003). In
connection with this, a scatterometer provides precipitation data (Brocca et al. 2013,
2019) and soil moisture at high temporal resolution (Wagner et al. 1999; Naeimi
et al. 2009) and shows high potential for drought monitoring at a global scale. Soil
moisture retrieved from active microwave sensors can be used to characterize critical
drought factors such as the severity, frequency, and spatial extent of soil moisture
deficiency. Several studies have utilized the scatterometer retrieved soil moisture
product to compute soil moisture-based indicators for drought monitoring (Carrão
et al. 2016; Jung et al. 2020; Potopová et al. 2020; Trnka et al. 2020). Koohi et al.
(2021) used a scatterometer-based rainfall product (SM2RAIN-ASCAT product) to
detect drought events in Iran. They have also suggested that these products could be
very promising for application in data-scarce regions for drought monitoring.

4.3.10 Monitoring of Snow Cover

Regular monitoring and mapping of the snow cover area are crucial for managing
natural resources and determining the impact of climate change on snow cover.
However, estimating the snow cover area in inaccessible locations is one of the most
challenging tasks (Mishra et al. 2009). Optical sensors have been used to map the
snow cover so far (Jain et al. 2008) but in general, those are influenced by cloud
cover and susceptible to interference from environmental factors. In this regard,
the researchers have made numerous efforts to map the snow cover using microwave
data (Nghiem and Tsai 2001; Tedesco andMiller 2007). Several studies have demon-
strated that microwave-based scatterometer sensors may be used to get snow cover
information (Hillard et al. 2003; Oza et al. 2011; Barrand et al. 2013; Bothale et al.
2015).

Previous research has shown the potential to use the Ku-band scatterometer data
in a variety of applications, including snowmelt estimation from QuikSCAT and
OSCAT (Bothale et al. 2015), understanding variations in ice sheets usingQuikSCAT
(Oza et al. 2011), spatiotemporal variations on snow properties (King et al. 2015),
assessing the cryospheric parameters and mapping the snow-covered area using
SCATSAT-1 (Nikam et al. 2017; Oza et al. 2019; Singh et al. 2019), snowpack
changes using POLSCAT (Oza et al. 2019; Singh et al. 2019). The high temporal
resolution of the space-borne scatterometers has been the major advantage over other
datasets for their applicability in snow cover monitoring.
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4.4 Summary

Scatterometry is an established technique that has demonstrated its ability to provide
oceanic wind speeds with exceptional precision and global coverage. Scatterometers
are a type of radar sensor designed initially for ocean applications, but scientists
have applied them for other land applications over time. Scatterometers currently in
orbit or planned for the future, promise a continuous long-term global observation
that will benefit hydro-climatic research. Scatterometers’ sensitivity to the dielectric
properties of the soil water, and vegetation open the way to monitor the moisture
content in the soil surface and vegetation. In connection with this, studies carried out
by researchers over more than three decades have made it possible to develop some
operational products of soil moisture and rainfall, which got tremendous response
among the meteorological community.

In recent years, scatterometers have been used by many researchers for under-
standing the catchment scale hydrological processes. The long time series by scat-
terometers represents a valuable dataset for analyzing the long-term variability in
hydrological components at a large scale. In this study, we have discussed the poten-
tial applications of scatterometer data in the field of hydrology and water resources.
We have also presented some case studies on the same. Based on our observations, we
have listed below somekey highlights about the scatterometers and their applications:

(1) Space agencies have launched several scatterometer missions due to their
potential applicability in various fields.

(2) The sensitivity of the scatterometer measurements to soil moisture has been
a crucial component in using this data for monitoring the land surface as part
of numerous meteorological and hydrological applications.

(3) C-band scatterometers havewidely been used for the estimation of surface soil
moisture, and some operational soil moisture products with good temporal
resolution (revisit time of 1 or 2 days) are also available at a global scale.

(4) Scatterometers have been used for the estimation of rainfall. A bottom-up
approach named SM2RAIN has been applied to scatterometer-based soil
moisture products for developing the operational rainfall product.

(5) Some studies have found the applicability of scatterometer-based wetness
product (SWI) to estimate river water level or discharge. Soil wetness prod-
ucts have also been used in the hydrological model in the data assimilation
framework.

(6) It has also been demonstrated that the scatterometer data may help to estimate
the river water level or discharge of the forested catchment. Although, more
research is needed in this regard.

(7) Scatterometer data have found their applicability in estimating the reservoir
water levels.

(8) Scatterometer data has also been used for the identification of irrigated areas
as well as for the quantification of irrigation water amount.

(9) Scatterometer data can potentially map the flooded zones using brightness
temperatures as demonstrated in the studies.
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(10) With a short revisit time (daily/weekly), it is possible to monitor the snow-
covered area on a global scale.

(11) Scatterometer-derived soil moisture and rainfall estimates are helpful for
drought monitoring at regional and continental scales because of their global
coverage and long-term records.

One of the main advantages of space-borne scatterometers is that they can provide
continuous coverage over broad geographic areas and do not have the same restric-
tions as their multispectral counterparts in terms of light availability and cloud
coverage. However, the capacity of these sensors to penetrate deep soil strata is
limited. Future advances in scatterometry are expected to make this technology even
more useful in investigating hydrological systems and a variety of other exploratory
uses in water resources.
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Chapter 5
Delineation and Monitoring of Wetlands
Using Time Series Earth Observation
Data and Machine Learning Algorithm:
A Case Study in Upper Ganga River
Stretch

Akash Goyal, M. Upreti, V. M. Chowdary, and C. S. Jha

Abstract Wetlands are unique and valuable ecosystems and are the traditional zones
between land andwater. They are considered tobeoneof themost important resources
on the earth. The rapid loss of wetlands during the past decades necessitates contin-
uous monitoring of wetlands with respect to its hydrological changes, vegetation,
soil etc. The Ramsar Convention of wetland conservation plays a significant role in
outlining the internationally important wetlands and the efficient measures for their
protection. The present study focused on the delineation and monitoring of wetlands
situated in the upper Ganga River stretch, a potential Ramsar site in Uttar Pradesh
using Sentinel 2A and Landsat satellite images. Periodical monitoring and change
analysis of Ramsar wetland and its environment was studied at decadal scale during
the period 1991 to 2019. Machine learning-based classification approach Random
Forest classifier was used for extraction of surface water bodies and wetland classi-
fication. The overall accuracy and overall kappa coefficient of the classified data is
nearly 80% or above in all the years of study, while kappa coefficient ranges between
0.77 and 0.92 for all study years. Further, seasonal turbidity of water was assessed
temporally based on the spectral index such as Normalized Differential Turbidity
Index using satellite data. The sewage discharge between Anupsahar and Narora
towns, industrial activities, non-point source pollution of runoff due to fertilizers and
pesticides are some of the important factors that led to increased turbidity levels.
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Further, intensive agricultural practices at the riverbank side and cultivation in the
riverbed areas also act a major cause for wetland loss or degradation in the study
area.

Keywords Wetland · Optical · Ramsar site ·Machine learning · Random forest
classifier · Change detection · Turbidity · Classification · NDTI

5.1 Introduction

Wetlands are the most productive ecosystems in the world and cover nearly 7 million
ha. of the earth (Wania et al. 2013). The varying characteristics ofwetlands aremainly
concerned to size, hydrological conditions, vegetation and its geographical location.
The Ramsar Convention of Wetland Conservation defined wetlands as the “areas of
marsh, fen, peatland or water, weather natural or artificial, permanent or temporary,
with water that is static or flowing, fresh, brackish or salt, including areas of marine
water, the depth ofwhich at low tide does not exceed sixmeters” (Ramsar Convention
Secretariat 2016; Ramsar Convention 1971, Article 1.1).Wetland being an important
environmental ecosystem providing benefits for irrigated agriculture, flood protec-
tion, species habitation, etc. is also the most threatened one for the past decades.
The Assessment Report of the Intergovernmental Science-Policy on Biodiversity
and Ecosystem services reported that nearly 75% of the land area is degraded among
which wetlands have been the hardest hit with the loss of 87% globally in the last
300 years. Protection and continuous monitoring of wetlands have become one of the
major issues for natural resourcemanagement andmitigation of climate change (Guo
et al. 2017; Gallant 2015; Bates et al. 2008). Monitoring of wetland ecosystems at
different spatio-temporal scales requires continuous data on local, regional and global
level, which can be obtained through satellite-based earth observation in an effective
manner (Rebelo et al. 2008). With technological advancements, there is a growing
scope for study of earth resources using geospatial technologies. Various remote
sensing approaches envisage satellite data acquired from different platforms viz.,
aerial photography, multispectral sensors, hyperspectral sensors, Synthetic Aperture
Radar (SAR) and other microwave systems for wetland mapping and monitoring
for conservation purposes along with the implementation of machine learning tech-
niques like Random forest (RF), Support Vector Machine (SVM), etc. for automa-
tion of land cover classification (Mahdavi et al. 2018; Ghosh and Das 2020). Studies
on ecosystem sustenance like phytoremediation of wetlands in order to keep the
wetland pollution free and response of wetlands to anthropogenic activities that are
responsible for degradation were studied in the past (Garg and Joshi 2015; Galbraith
et al. 2005). Remote sensing-based approaches are proved to be helpful for devel-
oping management strategies by the public and private authorities (Mayer and Lopez
2011). The multispectral data that includes near and shortwave infrared bands are
well suited for wetland mapping, ecosystem analysis and also for identifying the
plant and hydrological conditions (Chavez et al. 2009).
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The identification, extraction or classification of riverine wetlands is itself a chal-
lenge and requires a proper hierarchical system based on its hydro-geomorphic char-
acteristics (Sinha et al. 2017). One of the well-known classification systems that was
adopted by the Ramsar secretariat refers to multilevel classification scheme charac-
terized with nearly 40 to 55 wetland types (Cowardian et al. 2005). Murthy et al.
(2013) proposed the wetland classification system for the National Wetland Inven-
tory Project for Indian conditions with the inclusion of wetland classes as per the
Ramsar definition of wetlands. Machine learning-based classification algorithm, i.e.
Random Forest has a high potential and ability to model the complex class signatures
as well as can accept variety of predictor datasets in a non-parametric distribution,
which helps to explore the complexities faced while mapping and classifying the
resources like wetland (Maxwell et al. 2018; Bangira et al. 2019). Relative perfor-
mance of Random Forest algorithm for satellite data classification indicated 10%
higher accuracy as compared to support vector machine and maximum likelihood
classification algorithms (Akar and Güngör 2012) and provides feasible solutions
for automated extraction and classification of waterbodies (Bangira et al. 2019).

A three-level-based classification scheme for extraction of surface water bodies
and wetlands either natural or artificial in nature helps to relate the environmental
conditions developed around the wetland with respect to the land use changes (Khan
et al. 2013). Riverine wetlands are susceptible to the sediments washed down from
the agricultural fields, sand beds, sewage waste etc. and show high turbidity along-
side the river. The water clarity levels can be predicted and analyzed using water-
based spectral indices i.e. Normalized Difference Turbidity Index (Dam 2020).
Thus, the satellite-based monitoring of wetlands has become essential due to their
unsustainable, overutilization, as well as rapid changes in the land use pattern with
the increasing demand to develop the framework for sustainable management of
resources. Thepresent studydemonstrates the exploitationof satellite-based temporal
data and machine learning algorithms for delineation of Brijghat-Narora riverine
wetland and temporal changes occurred over this wetland situated in the upper Ganga
river stretch.

5.2 Study Area

The Upper Ganga River stretch from Brijghat to Narora a potential Ramsar Site in
Uttar Pradeshwith an area of 26,590ha is selected for the present study.The study area
was declared as Ramsar site no.1574 on November 8th, 2005 the only river/stream
wetland type in India based on Criterion 2 and 5 of the Ramsar Convention (Murthy
et al. 2013). The site is bounded by four districts Hapur in north west, Buland-
shahr in south west, Amroha in north east and Badaun in south east. It supports the
threatened ecological communities listed in the Convention on International Trade
in Endangered Species of Wild Fauna and Flora (CITIES), International Union for
Conservation of Nature (IUCN)Redbook as endangered (Ramsar 2005) and supports
20,000 or more water birds regularly.
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Table 5.1 Satellite datasets used

Satellite Data acquisition year/months Spatial resolution

1991 1999 2009 2019

Sentinel 2A Nil Nil Nil April & Oct 10 m

Landsat 8/5 May& Dec April & Dec May & Nov April & Dec 30 m

5.3 Satellite Data Used

The Landsat-8 OLI/TIRS and Landsat-4/5 TM seasonal datasets with 30 m spatial
resolution are acquired for the years 1991, 1999, 2009 and 2019 from USGS earth
explorer for delineation of surface water bodies and wetlands. Sentinel 2A images
with 10m spatial resolution for the year 2019 are used to draw comparison among the
datasets varying in spatial resolution for wetland delineation based on area statistics
and accuracies. Details of the satellite data used in this study are given Table 5.1.

5.4 Methodology

The workflow of the present study that includes processing and classification of
sentinel 2A and Landsat seasonal datasets for wetland studies is given in Fig. 5.1.
Initially, Optical remote sensing data was atmospherically and radiometrically
corrected as a first step. The random forest classifier (Breiman 2001) was used for
three level classification of wetlands using training data from the area of interest.
Subsequently, band rationing technique was used for analyzing the turbidity levels
of the river.

5.4.1 Pre-processing Data

Temporal data of Landsat 5 and 8 and Sentinel 2A with cloud cover less than 10%
are pre-processed using Semi-automatic classification plugin in QGIS software. The
Dark Object Subtraction (DOS) atmospheric correction, a simple stretch function
converting from raw or Top of the Atmosphere (TOA) Digital Numbers (DNs) to
reflectance values (Congedo 2016). The DOS corrected images are consistently
sharper in contrast between wetland and non-wetland features. Multiple spectral
bands (red, green, blue, NIR and SWIR) are stacked to constitute a single image i.e.
false color composite (FCC), which is used for wetland classification. The study area
boundary with a 12 km buffer is used for sub-setting the area of interest from the
entire satellite scene.
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Fig. 5.1 Study area map of wetland site

5.4.2 Classification

The assessment for wetland classification and monitoring should be carried out in a
systematic way. A hierarchical classification system representing three levels helps
in the overall understanding of the wetland environment. Prior to that a general
classification of the surface water was carried out as an important aspect of wetland
ecology. Satellite images are classified into three levels as shown in Fig. 5.2. Level
one classification is performed to distinguish between surface water and non-water
features and to delineate the general wetland boundary of the study area. The output
of level one is used as an input for level twowith the help ofModel Builder in ArcGIS
that classifies the extracted pre- and post-monsoon surface water into seasonal and
permanent water bodies or wetlands in the study area. Level three classification of
wetlands is carried out using the classification system suggested by Murthy et al.
(2013), where wetlands are classified as lakes, waterlogged and riverine wetlands.
The study area is the only river/stream type wetland in the country that is found
adjacent to the river or within the channel fed by river water acting as a major source
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Fig. 5.2 Workflow for wet land classification with turbidity status using remote sensing

of water. This necessitates wetland classification in three levels. The non-wetland
feature includes the remaining land cover classes such as agricultural land, built up
and wasteland etc.

5.4.2.1 Random Forest Classification

Random Forest Classifier (Breiman 2001), a robust classification technique that
works efficiently on large databases with the ability to handle thousands of vari-
ables as input and do not require scaling or normalization while giving estimates
on the variables that are more important in the classification (Rodriguez-Galiano
et al. 2012). It is a machine learning method for supervised classification that creates
multiple decision trees from randomly selected subsets of the training data samples
for classification (Belgiu and Drăgu 2016). The pre- and post-monsoon season satel-
lite data for the study area are used as the input while sample polygons indicative of
wetlands are used as vector training data in the classifier, which extract the under-
lying pixel values from the satellite images. The classification was performed with
200 training samples for level 1 while 300 samples for level 3. The most commonly
recommended nTree parameter to set in the classifier is 500 (Belgiu and Drăgu 2016)
and the number of samples was set to 5000 for each classification that is the number
of pixels within the training polygons selected randomly. Before setting the number
of trees, a trial classification was performed on 100, 200 and 500 trees to identify
optimum number of trees. The output of the classification is further used for periodic
change analysis.
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5.4.2.2 Training Data

The training data are prepared using the optical data with special reference to Google
earth and visual interpretation of satellite imageries. The ground validated wetland
Atlas prepared under National Wetland Inventory project was also considered as an
important reference source while preparing the training datasets (Murthy et al. 2013).
Nearly 100 samples each for water and non-water classes for level-1 and total 300
samples for level-3 classification were prepared. Special attention was given while
identifying training samples for wetlands considering the presence of vegetation,
water and marsh-like conditions that contributed to the development of wetland. For
the validation purpose, nearly 100 reference data for each year are collected using the
multispectral satellite and google earth images for computing accuracy and kappa
statistics.

5.4.3 Turbidity Analysis

The ratio of Green and Red spectral bands was used for computing the Normalized
Difference Turbidity Index (NDTI) that quantifies seasonal water clarity in the study
area. The spectral reflectance values of red and green bands having wavelengths
of 0.61–0.68 µm (red) and 0.5–0.59 µm (green) are used to estimate the turbidity
levels (Bid and Siddique 2019). The reflectance in red is more than green due to
the reflectance of the suspended particles in the turbid water bodies (Islam and Sado
2006). The NDTI values vary from −0.2 to 0.0 for clear water whereas it ranges
from 0.0 to 0.2 for moderately turbid water and values greater than + 0.25 indicate
high turbidity. The Landsat time series data was used for computing the water clarity
of the upper Ganga river stretch and surrounding water bodies in order to evaluate
the effects over the wetlands in the region. The turbidity levels can be shown with
respect to hue as high (blue), medium (green to bluish green) and low (yellow to red)
for better visualization and analysis. NDTI computed using spectral bands of green
and red is computed and reclassified as low, medium and high, where higher value
indicates high concentration of suspended sediments. NDTI is computed as given
below:

NDTI = (Red band−−Green band)/(Red band+ Green band)

5.5 Results and Discussion

The study primarily focuses on the identification, extraction, classification andmoni-
toring ofwetlands inBrijghat-Narora stretch of the upperGanga river basin. The level
1 classification was carried out in order to extract the surface water differentiating
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Table 5.2 Water spread area from level 1 classification data

Landsat Water spread (area ha) Non-water (area ha)

Year Pre-monsoon Post-monsoon Pre-monsoon Post-monsoon

1991 4991.58 5890.05 275,419.98 274,476.42

1999 4750.11 5771.07 275,661.45 275,652.09

2009 4206.51 4123.98 276,205.05 276,287.58

2019 4910.04 5291.73 275,424.39 275,119.83

Sentinel 2A

2019 5088.44 5293.7 275,093.54 274,888.28

from non-water features in the study area for the years 1991, 1999, 2009 and 2019
delineating a generalwetland boundary. The statistical analysis of presence of surface
water is shown in Table 5.2. Analysis indicated that area under water bodies during
study years in the post-monsoon season ranges between 4123.98 ha and 5890 ha.

A slight difference in area of waterbodies in the pre-monsoon can be seen in
both the data sets for the same year, 2019 as the area in pre-monsoon is computed
for sentinel 2 is 5088.4 ha which is more than the area computed with Landsat i.e.
4910.04 ha.

Level 2 classification laid emphasis over the characterization of surface water
bodies in the study area as seasonal or permanent (Figs. 5.3 and 5.4). Permanent
water corresponds to the presence of water that is mostly retained throughout the year
with slight variations, while seasonal water is defined as the water that undergoes
frequent drying phase and last only up to one season. Once the water bodies are
delineated from the satellite data during both seasons, extracted waterbodies were
further classified into either seasonal or permanent water bodies using a logical
criteria set in the ArcGIS model builder. The water present during both pre- and
post-monsoon seasons were classified as permanent water while water present in
either pre- or post-monsoon period is classified as seasonal (Pre-W + Post-NW) or
(Pre-NW + Post-W). Analysis indicated that permanent water shows slow decline
from 1991 to 2009 and increased up to 780.48 ha in 2019. Permanent water shows
inverse fluctuating pattern with increase of 1105.87 ha from1991 to 1999 and then
declined in 2009 which later shows steady increase in the year 2019.

Level 3 classification is performed for extraction and classification of wetlands
in the selected study Ramsar site. The upper Ganga Brijghat-Narora stretch is char-
acterized with the presence of riverine type of wetland which is constituted with the
river or stream channels or stagnant water bodies normally found adjacent to the river
or the areas. The radiometrically and atmospherically corrected images are given as
input into the random forest classifier with 300 training vectors for each year. The
output is reclassified into 10 classes corresponding to wetlands and non-wetlands.
The need for classifying the non-wetland classes is to minimize the possibility of
misclassification as wetlands that are characterizedwith complex spectral signatures.
Further, this also helps to comprehend the influence of other land cover features over
the wetland degradation with regard to the changing pattern of land use.
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Fig. 5.3 Level 2 classification of surface water bodies

Fig. 5.4 Level 2 classification of surface water bodies using Sentinel 2A
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Wetland map of the study area with Level 3 classification with 13 classes is shown
as Fig. 5.5. In the inset of Fig. 5.5, A represents riverine type of wetland, B depicts
waterlogged and C is for lakes and ponds. The similar areas are enlarged and shown
for the years 1991 to 2019 as well as for sentinel 2A 2019 image along with the
wetland boundary.

5.5.1 Accuracy Assessment of Wetland Delineation

The accuracy for level 3 classification is performed for both the datasets (Table 5.3).
The overall accuracy and overall kappa coefficient of the classified data is nearly
80% or above in all the years of study, while kappa coefficient ranges between 0.77
and 0.92 for all study years.

The accuracy of 2019 for sentinel 2A classified image is 92% as compared to 84%
with Landsat 2019 image, which may be attributed to higher resolution data. High
resolution Sentinel data facilitated better identification of features visually thereby
ensuring better training data. Although this data is available in open source domain,
but its availability since 2015 is a major limitation for long-term analysis. Random
forest-based classification ensured higher accuracy as it operates on large number of
uncorrelated trees (models) for better prediction.

5.5.2 Temporal Dynamics and Change Analysis

The output of level 3 classified data is used for monitoring the decadal changes in
wetlands during the period 1991 to 2019. The upper Ganga wetland was declared
as a Ramsar site in the year 2005 based on the criteria drawn by the convention.
However, the existence of wetlands prior to 2005was also studied. Temporal analysis
of wetland and non-wetland features during the period 1991–2019 was presented in
Table 5.4, Results indicated degradation of wetlands along with the positive and
negative impacts over the study period.

Riverine wetlands indicated 7% increase in the area from 1991 to 1999 whereas
reduction by −66% was observed from 1999 to 2009 followed by reduction of −
40% by the year 2019. In case of lakes and ponds, declining trend was observed
during the period 1991–2019 (Fig. 5.6).

Area under waterlogged condition indicated an increase of 9% during the period
1991 to 1999. Subsequently, n reduction of waterlogged area by −55% during the
period 1999–2009 and increase of 9% during the period 2009–2019 was observed.
Further, analysis indicated increase of agricultural and wetland area in the study area.
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Fig. 5.5 a, b, c, d, e Level 3 classification of wetlands form the year 1991–2019
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Fig. 5.5 (continued)

Table 5.3 Accuracy
assessment of wetland
delineation

Landsat (8/5)

year Overall accuracy (%) Overall Kappa

1991 85.18 0.83

1999 79.36 0.77

2009 86.44 0.84

2019 84.39 0.82

Sentinel 2A

2019 92.94 0.92

5.5.3 Seasonal Turbidity Analysis

The study area is dominated with agricultural, industrial and other anthropogenic
practices that contributed to the river contamination thereby ultimately degrading
the quality of riverine wetlands. Turbidity maps at decadal scale generated during
both pre- and post-monsoon seasons for different years were shown as Figs. 5.7, 5.8,
5.9 and 5.10. The inset maps are representing the upper, middle and lower stretches
of the river within the study wetland boundary. The higher NDTI values indicated
higher turbidity values in the study area.

Analysis indicated that the turbidity level during pre-monsoon period is mostly
low to medium during all the study years, it is medium to high during post-monsoon
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Table 5.4 Wetland Level 3 classification statistics

Year 1991 1999 2009 2019

Wetland classes (Area, ha)

Lake/pond 186.3 177.21 80.01 53.55

Riverine wetland 396.18 424.8 143.55 85.85

Waterlogged 210.87 230.13 102.87 112.32

River/canal 5352.66 4239.99 3903.48 5180.85

Non-wetland classes (Area, ha)

Agriculture 110,951.4 75,365.82 104,104 112,938.7

Fallow 77,636.79 106,126 82,151.82 72,141.53

Built up 986.94 1236.51 1277.1 2166.48

Dense vegetation 3758.13 11,455.85 12,598.02 13,880.88

Riverbed 3018.6 2861.37 1292.31 2071.26

Wasteland 10,374.75 10,760.04 7203.96 4259.97

Fig. 5.6 Wetland change
analysis during the period
1991–2019
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season. Higher turbidity levels are attributed to soil erosion in the catchment of the
study region, which if neglected might lead to siltation of wetlands.

The Brijghat-Narora Ramsar wetland site has many ecological, economic and
social values, which is why it is considered as a potential wetland. Inspite of its great
importance, it is also subjected to various threats thatmay act as driving factors for the
wetland degradation (Ramsar 2005). The sewage discharge between Anupsahar and
Narora towns, industrial activities, non-point source pollution of runoff due to fertil-
izers and pesticides are some of the important factors that led to increased turbidity
levels. Intensive agricultural practices at the riverbank side and cultivation in the
riverbed areas also act a major cause for wetland loss or degradation. These are some
of the common threats to the river and the wetlands of the study area. Further, species
supported by wetlands are also facing the threats from poaching, hunting etc. (WII-
GACMC 2017). With the increasing threats to the wetlands Several conservation
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Fig. 5.7 Turbidity levels during pre- and post-monsoon seasons (1991)

Fig. 5.8 Turbidity levels during pre- and post-monsoon seasons (1999)
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Fig. 5.9 Turbidity levels during pre- and post-monsoon seasons (2009)

Fig. 5.10 Turbidity levels
during pre- and
post-monsoon seasons
(2019)

and management measures such as domestic sewage treatment plant near Anup-
sahar were initiated by the government and private organizations (Ramsar 2005).
The active partnership and participation of World Wide Fund for nature (WWF), the
government has banned commercial fishing in both the bank stretch of the area.

5.6 Conclusions

The study wetland, Brijghat -Narora stretch of upper Ganga river, one of 37 Ramsar
wetland sites in India is selected as a case study area in this study. The study area
is the only river stream type wetland and wetlands were delineated in a system-
atic way using temporal satellite data for the years 1991, 1999, 2009, 2019. The
Machine learning-based classification algorithm i.e. Random Forest algorithm was
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used formulti-level classification in order to extract and classify surfacewater bodies,
wetlands and other land cover classes and also to monitor the decadal change in
wetlands. The riverine, waterlogged and lakes and ponds as major wetland types
are classified in level 3. Spectral index, NDTI was useful for analysis of turbidity
status in the study wetland. Temporal analysis indicated that the lakes and ponds
are depleting throughout the study years while increase of riverine wetland in 1999
was observed followed by a negative trend till 2019. Similarly, decline in the water-
logged areas was observed only during 1999 to 2009. Overall analysis indicated
transformation of wetlands either to agricultural or wastelands in the study area. The
water clarity of the river is computed based on the NDTI index method from 1991 to
2019 concluding high turbidity in post-monsoon as compared to pre-monsoon due
to incoming suspended sediments, sewage from industries and agricultural effluents.
Thus, the increasing threats over the wetlands led the Government of India to take up
collaborative initiatives with other institutions like worldwide fund for nature, State
wetland authorities, NGOs etc. for the conservation of wetlands. The wetland rule,
2017 by Govt. of India indicated the complete autonomy to the states for the forma-
tion of State wetland authority that can help in the preparation of efficient plans and
management strategies toward to promote the wetland conservation in flood plain
areas similar to the study area (WWF-NMCG 2019).
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Chapter 6
Geospatial Analysis of Glacial Lake
Outburst Flood (GLOF)

Manish Rawat, Ashish Pandey, and Praveen Kumar Gupta

Abstract TheHimalayan region is a fragile ecosystemwith a steep landscapewhere
natural disasters such as the Glacial Lake Outburst Floods (GLOFs) event have
been frequently observed that cause significant damage in valleys downstream areas.
GLOF is one of the major unexpected serious hazards that can release a large volume
of water with debris cover in a very short interval of time that caused loss of lives,
properties, and severe damage to downstream infrastructures. In the present study,
lake-terminating South Lhonak lake (Lat 27° 54′ 41.88′′ N and Long 88° 11′ 44.65′′
E) is located at an altitude of 5205 m above mean sea level (a.s.l.) in the Teesta basin,
Sikkim has been identified as highest potentially dangerous glacial lake based on the
criteria of area, elevation, slope, distance from the glacier and volume of water held,
with maximum surface area 1.39 km2 acquired on October 2020. Spatio-temporal
analysis of the glacial lake using Landsat 5 and Landsat-8 satellite imagery shows
that the glacial lake has been grown from 0.48 to 1.39 km2 over the past 30 years.
The depth of South Lhonak glacial lake is 39.54 m which has been calculated by
using Huggle’s formula. This study evaluates the one-dimensional hydrodynamic
modeling for GLOF simulation at different downstream sites from the glacial lake.
TheHEC-GeoRAShas been used for the creation of river geodatabase.Consequently,
simulationwas carried out usingHECRASmodel at multiple sections along the river.
The GLOF scenario was revealed due to overtopping failure of the frontal moraine,
producing peak discharge, and releasing water volume of 54.96 × 106 m3. The
result of this study reveals that the predicted peak discharges of the lake have been
estimated for breach widths of 30, 40, and 60 m, and breach formation time has also
been considered as 40, 30, and 20 min, respectively. The estimated flood peak was
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14,658.60 m3/s at the GLOF site, and the same got mitigated to 11,978.77 m3/s at
the downstream end, respectively. The study’s findings will aid in the formulation of
risk management plans and risk reduction strategies in the event of a GLOF hazard.

Keywords South Lhonak lake · Glacial Lake outburst floods · HEC-RAS model ·
HEC-GeoRAS · River cross-section · Flood hydrograph

6.1 Introduction

The global climate variability during the first half of the twentieth century had a
significant impact on the glacier lifecycle in the Himalayan region, resulting in
several glaciers are melting rapidly and forming a large number of glacial lakes.
The formation of different types of glacial lakes in the Himalayan region can be
interpreted as a caution of glacier mass balance changes. The formation of glacial
lakes occurs when the glaciers retreat (Sakai 2012; Zhang et al. 2015; Ahmed et al.
2021). The retreating and melting rate of glaciers are faster than ever, causing rapid
accumulation of ice and snow on the glacier, this results in a prompt increase in the
volume of the glacial lakes. Most of high altitude glacial lakes are surrounded by
moraine dam which is formed by loose unconsolidated material deposited by the
retreating glacier which can be burst suddenly, leading to discharge of huge volume
of water with debris causing potentially devastating hazards that may destroy the
livelihood and other infrastructure and this may also destroy the serene beauty of the
Himalayan region. The water availability in Himalayan glaciers has the potential to
serve India’s vast population in the future decades (Bajracharya et al. 2007).

The Himalayas are not only the world’s highest mountain range, but they also
comprise the greatest freshwater reservoirs in the form of glacial snow and ice, but
due to the effect of global warming, glaciers in the Himalayan region are melting
rapidly, and the rate at which Himalayan glaciers are receding provides a compelling
indication of climate change. In the last 200 years, theGangotri glacier in the northern
Himalayan region of India has retreated 2 km (Bhambri et al. 2012).

The Himalayan glaciers are known to be one of the most susceptible regions to
the adverse effects of climate change. The Himalayan is a fragile ecosystem with a
steep landscape prone to natural calamities such as landslides, avalanche, and glacial
lake outbursts flood have been frequently observed (Singh et al. 2006). The resulting
flood can devastate settlements and infrastructure in low-lying areas. The Himalayan
glaciers employed a substantial effect on high terrain hydrology and provided water
resources supporting the ecological life system in central Asia. Recent studies have
shown that most of the Himalayan glaciers are under intensive shrinkage, offering the
most negative glacier mass balance and indicating the most significant reduction in
length of the glacier (Cogley 2006; Gardelle et al. 2013). The continuous retreating
and thinning of glaciers, leaving the debris mass at the end of the glacier and that end
moraine exposed may lead to the creation of new glacial lakes (Costa and Schuster
1998; Emmer 2017; Harrison et al. 2018; Mergili et al. 2021) thereby increasing
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the risk of the downstream region to glacial lake outburst flood. The establishment
of glacial lakes at higher altitudes growths the risk of catastrophic GLOF events in
low-lying areas. This kind of flood event is frequently accompanied by dam breach
formation and leads to moraine dam failure (Richardson and Reynolds 2000; Worni
et al. 2014). GLOF represents a catastrophic event in the Himalayan glaciers and
poses a potential risk to the downstream hydro-project power plant due to the extreme
river flow.GLOF phenomenon is related to various flow characteristics in both spatial
and temporal scales (Westby et al. 2014).

There are multiple inventories of glacial lakes, and state wide hazard evaluations
are available for SikkimHimalaya (Mool et al. 2003;Raj et al. 2013;Worni et al. 2013;
Aggarwal et al. 2016, 2017; Sattar et al. 2019). Mool et al. (2003) described the first
glacial lake inventory, where mapping 266 lakes with a total area having 20.2 km2,
out of 266 lakes, only14 lakes have been identified as potentially dangerous. South
Lhonak glacier has become one of the fastest receding glaciers in the Teesta basin;
Sikkim and the accompanying proglacial lakes have grown to be themost rapid rate in
the state (Aggarwal et al. 2017). In the last fewyears, theHinduKushHimalaya region
has been witnessing multiple GLOF events that often result in catastrophic flooding
downstream, with major geomorphic and socioeconomic impacts and livelihoods.
Glaciers thinning and retreating phenomenon has been found in most provinces of
the Hindu Kush Himalaya (HKH) (Bolch et al. 2012), which has resulted in the
creation of numerous new glacial lakes. Most of the glacial lakes have been situated
at the snout or ablation zone of the glacier, which is dammed by the end or lateral
moraine, where there is the highest risk of breaching. These kind of lakes might be
potentially dangerous and carry a huge volume of water. To analyze the potential
threats from such lakes, it is essential to identification and mapping of such glacial
lakes that have been categorized based on the number frequency of lakes of different
areas and different elevations.

Regular monitoring of the glacial lakes is essential to prevent the GLOF hazard
and assess the damage thatmay occur in the near future time.Remote sensing andGIS
could play an important role in the identification of potentially dangerous lakes and
proper monitoring of the GLOF events in real-time. The monitoring of glacial lakes
has been carried out by usingmulti-temporal Landsat imagery andmicrowave remote
sensing-based altimetry data (Thakur et al. 2021). One-dimensional hydrodynamic
models were studied to analyze the GLOF event in the Himalayan region (Jain et al.
2012; Thakur et al. 2019).

In previous research, the inventory of glacial lakes was monitored and found to
increase due to climate change and glaciers retreating (Reynolds 2000; Ageta et al.
2000; Benn et al. 2000). A semi-automatic water body extraction method based on
the normalized difference water index (NDWI) was employed on Imja Glacial Lake
by Bolch et al. (2008).

Remote sensing techniques combined with a flood simulation model can assist in
identifying and preventing damage to downstream communities and infrastructure.
The study’s assessment analyzes the potential dangerous glacial lake using remote
sensing technology coupled with HEC-RAS one-dimensional unsteady flow hydro-
dynamic modeling. This study incorporates (i) To estimate the volume of the glacial
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lake usingHuggel formulas, (ii) to evaluate different lateral moraine breach scenarios
based on varying breach formation time and breach width, producing breach hydro-
graphs, (iii) one-dimensional unsteady flow hydrodynamic mathematical modeling
has been used to assess the potential threat of glacial lake, (iv) also study of flow
hydraulic of potential GLOF and its downstream impact at different sites along the
river and creation of flood inundationmap usingHEC-RASmodel andGIS, including
prediction of flow depth, flow velocity, flood travel time, and peak discharge due to
GLOF hazard.

6.2 Study Area

The South Lhonak glacial lake,which is located in theNorth-western parts of Sikkim,
is one of the Himalaya’s fastest-growing glacial lakes. The South Lhonak glacial lake
(Lat 27° 54′ 41.88′′ N and Long 88° 11′ 44.65′′ E) is situated at an altitude of 5205 m
a.s.l. in the Teesta basin, Sikkim. The lake is entirely blocked by moraine-dammed,
which is susceptible in the perspective of GLOF. In the present study, Glacial Lake’s
outburst flood risk assessment has been carried out in the South Lhonak glacial lake.
A temporal examination of the glacial lake using Landsat 5 and Landsat-8 satellite
imagery shows that the lake has been grown from 0.48 km2 to 1.39 km2 in the last
30 years. The maximum lake depth is 39.54 m, and it stores 54.96× 106 m3 of water.
The GLOFs wave has been routed from the glacial lake up to 20 km stretch, as shown
in Fig. 6.1.

Fig. 6.1 The study area for GLOF
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6.3 Dataset and Methodology

The data required to accomplish GLOF modeling are satellite imagery and SRTM
30 m DEM. To carry out GLOF modeling, glacial lake’s analysis has been done by
using HEC-RAS 1D hydrodynamic model and remote sensing techniques, and GIS.
Time series of Landsat imagery has been used to identify potential lake sites and
monitor the spatial and temporal variation in the lake area. Figure 6.3 gives the time
series of Landsat images that show change detection in the glacial lake area from
1990 to 2020. Table 6.1 shows satellite data used in this study for identification of
glacial lake area changes. After the analysis of temporal variation in satellite imagery,
we have found that a glacial lake is formed at lower ablation zones of the mother
glacier, which shows the breaching evidence, and the area of the lake keep growing as
the continuous glacier retreat. Therefore, South Lhonak glacial lake has been found
the most hazardous lake with its maximum area of 1.39 km2, therefore, it has been
selected for GLOF study. Figure 6.2 depicts the overall methodology adopted in this
study.

The Manning coefficient for hilly terrain has a steep slope with no vegetation,
gravel, cobbles, boulder, and bushes on the banks ranging from 0.03 to 0.07 (HEC-
RAS Manual HEC 2010). In the present study, Manning coefficient has been taken
from 0.04 to 0.10 as an input in the HEC-RAS model.

6.3.1 Hydraulic Analysis Using HEC-RAS

HEC-RAS is the most significant hydraulic model used for glacial hazard studies
(Klimes et al. 2011). It is a user-friendly, reliable model that has the dynamic
capability of performing complex flow simulations in the design, management, and
operation of river systems.

In this study, HEC-RAS one-dimensional unsteady flow hydrodynamic math-
ematical modeling has been used to simulate the GLOF occurrence of the South
Lhonak glacial lake in Teesta Basin to evaluate the downstream flood wave due
to potential GLOF. The model is based on one-dimensional St. Venant equations
performing flood scenarios caused by the Glacial lake outburst event. For unsteady
flow simulation, the hydraulic model requires two basic inputs data for flow anal-
yses: geometric and flow data. The pre-processing of the geometric data is done
by HECGeoRAS. The geometric data includes all the layers related to river cross-
sectional station, elevation data, river centerline, bank stations, and flow paths. This

Table 6.1 Satellite data used
in this study for mapping of
glacial lake area changes

Date of acquisition Sensor Spatial resolution (m)

21 September 1990 Landsat 4-5TM 30

22 October 2020 Landsat 8 OLI 30
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Fig. 6.2 Flowchart of methodology

Fig. 6.3 Images showing growth of glacial lake area from 1990 to 2020
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was accomplished by creating a vector layer of the streamline andflowpaths along the
stream at a distance of 1 km. The created geometric layers were imported into HEC-
RAS for unsteady flow simulation. The other input data needed for GLOF modeling
is flow data which requires upstream and downstream boundary conditions. The dam
breach hydrograph is typically used for upstream boundary conditions and down-
stream boundary conditions considered as a channel bed slope. In this study, the
glacial lake has been characterized as a dam failure structure with a certain crest
length and elevation above the invert level. Its breach dimensions were specified
as a simulation time series and considered the corresponding lake was taken into
account. An inline structure known as the Latero-frontal moraine that is entered at
the lower elevation of the lake. The failure catastrophe is modeled by breaching the
inline structure before performing a dam break analysis. For the upper boundary, the
glacial lake was considered a reservoir in the model by its elevation-storage rela-
tionship. The elevation-storage volume is generated based on the total volume and
maximum depth obtained from the Huggel formulas. SRTM DEM has been used to
generate a TIN terrain model for 1-D hydrodynamic modeling. From the terrain, the
minimum elevation of the lake was obtained. The storage capacity at a minimum
elevation of the lake is zero, and at maximum elevation, the total volume of the lake
is obtained. Based on these two parameters, the elevation-storage capacity for the
lake has been generated. These parameters are the inputs required by the empirical
equations that estimate the peak outflow and failure time of the moraine dam breach
event. The Froehlich model requires fewer input parameters for dam break analysis
to estimate peak breach outflow hydrography.

In this study, unsteady flow data analysis was performed for calculating flood
inundation water depths, flow velocity, and flood peak discharge at various sections
downstream of the river flow.

6.3.2 Hazard Assessment of South Lhonak Lake

Glacial Lake volume releases a large amount of water and debris-covered involved
in a GLOF. There is no assessment available to estimate glacial lakes volume in high
altitude rugged terrain in the Himalayan region. However, Huggel et al. (2002, 2004)
provided an empirical equation for calculating glacial lake volume in the Swiss Alps
region. Due to unavailable bathymetric data of potentially vulnerable glacial lakes,
they develop an empirical relationship based on the area to estimate the volume of
glacial lakes. There are several empirical relationships, but the equation developed by
Huggel ismost extensively applied in earlierGLOFhazard studieswhere bathymetric
surveying data were not available. The volume of the lake in this study was estimated
by Huggel et al.’s (2002) equation:

V = 0.104 A1.42 (6.1)



148 M. Rawat et al.

where V is the volume of the glacial lake (m3) and A is the lake area (m2). Using
Eq. 6.1, the lake’s volume was estimated to be 54.96 × 106 m3.

In any dam breach event, estimation of dam breach characteristics is essential to
predict the breach outflow hydrograph. This study employs the 1 HD modeling to
evaluate the lake outburst hydrograph for the GLOF simulation. GLOF occurs when
glacial meltwater cannot freely flow downward, resulting in new glacial lakes. These
water bodies are trapped by the natural dam made by loose glacial moraine called
moraine dam. These moraine dams cannot hold a large volume of water due to the
water’s pressure on the upstream face of dam that exceeds the stabilizing forces like
soil shear and cohesion, resulting in overtopping failure of the moraine dam. The
main breach characteristics that are required as an input of dam breach parameters
such as breach width and breach formation time have been estimated by employing
the empirical equations proposed by Froehlich:

Bw = 0.180Ko(Vw)
0.32(hb)

0.19 (6.2)

T f = 0.002(Vw)
0.53(hb)

0.9 (6.3)

where Bw and Vw in Eqs. 6.2 and 6.3 are the breach width (m) and lake volume (m3),
hb and Tf is the height of breach (m) and breach formation time (h) respectively.
Here, the lake volume calculated using Eq. (6.1) shows the breach width (Bw) as a
function of the volume of the reservoir (Vw) and height of breach (hb). Similarly,
Eq. (6.3) determines the breach formation time (Tf ) based on the same parameters.

The present study, developed various dam breach scenarios based on varying
breach width and breach formation time for producing peak discharge from glacial
lakes to evaluate a potential GLOF event. The failure mechanism as an overtopping
is considered in breach scenarios.

6.4 Results and Discussion

6.4.1 Growth of Glacial Lake

Majority of the glacial lakes in the high mountainous himalayan region are in contact
withmother glaciers but due to constantly increasing of hydraulic pressure on uncon-
solidated and loose moraine material forming the dam like structure surrounding the
lakes, that is considered as an important factor leading to a GLOF event. According
to the previous study carried out by ICIMOD (2011), a total of 1104 glacial lakes
have been reported in the Sikkim Himalayas, compared to 266 glacial lakes in 2004
having an area > 0.01 km2. Based on the satellite imagery, it has been observed that
South Lhonak lake in the Teesta Basin of Sikkim has shown discernible increase in
the last 30 years (Sharma et al. 2018; Aggarwal et al. 2017). It has been identified as
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Fig. 6.4 Glacial Lake areal
expansion in three decadal
period

Table 6.2 Glacial lake area
changes

Year Area (km2)

1990 0.48

2020 1.39

one of the most dangerous lakes with a high risk of outburst (Raj et al. 2013; Worni
et al. 2014). The lake’s area increased from 0.48 km2 in 1990 to 1.39 km2 in 2020.
The expansion of the glacial lake area is shown in Fig. 6.4. The change in lake area
from 1990 to 2020 is given in Table 6.2.

6.4.2 Assessment and Simulation of GLOF

GLOF simulation has been carried out for the South Lhonak lake in the Teesta basin,
with a maximum lake area 1.39 km2 in October 2020. The altitude of the lake is
5205 m. The volume and depth of the lake are calculated using Eq. 6.1, and it comes
out to be 54.96× 106 m3 and 39.54m. A dam-break hydrodynamic simulationmodel
was performed to assess a GLOF occurrence in the glacial lake.

As seen from Landsat imagery, it was found that this unstable moraine-dammed
glacial lake is positioned at the snout of the mother glacier known as South Lhonak
glacier, which has been retreating rapidly in the past few decades that reflect glacial
lake has been expanding. Therefore, it has been chosen for the GLOF study. The
flood routing from the glacial lake to the downstream end (length 20 km) has been
characterized in the model by varying numbers of river cross-sections derived from
SRTMDEMthat has been given as an input in theHEC-RASmodel shown in Fig. 6.5.
Wang et al. (2012) examined impact of DEM data on GLOF modeling in Tibet
and concluded that, whereas flood inundation extent and flow depths are affected
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Fig. 6.5 River Network model setup for GLOF study of South Lhonak glacial Lake

by the adapted DEM, the level of deviation has little significance when predicting
peak-discharge floods. Figure 6.6 depicts the cross-sectional profiles plotted over the
streamflow across the downstream section.

The hydrodynamic model is intimately connected to flow discharge and water
level. The South Lhonakmoraine-breachwas simulated to estimate the breach hydro-
graph, further routed along the downstream channel from the lake. The resulting
GLOF wave due to breach of the frontal moraine dam has been propagated in the
downstream area is simulated using the 1-D unsteady flow HEC-RAS model. The
breach simulations have been executed to analyze the unsteady flow hydrodynamic
model to input the dam-breach parameters (breachwidth and breach formation time).
Therefore, to estimate the breach hydrograph, possible varying breach width (Bw)
and breach failure time (Tf ) of the lake was considered for different worst-case
scenarios, in which breach widths of 30, 40, and 60 m and breach formation time
has considered being as 40, 30 and 20 min, respectively.

Hydrodynamic modeling applied in the Himalayan region is generally asso-
ciated with fraught and uncertainty because there is lack of information about
the various properties of moraine and breach formation process. In GLOF event,
numerous empirical relationship has been established to evaluate peak flows (Costa
and Schuster 1988; Huggel et al. 2002). The initial flow hydrograph is a function of
two important parameters i.e., breach width (Bw) and the breach formation period
(Tf ).Bw andTf are dependent uponmany factors, such as geometry, internal structure
of the moraine dam, and the type and magnitude of the traumatic event (Kougkoulos
et al. 2018).

Figure 6.7a–c show that nine scenarios of 1-D breach hydrograph were performed
with varying breach width (Bw) and breach formation time (Tf ). The results of these
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Fig. 6.6 Cross-sectional profiles with water surface levels at various sections across the river

scenarios are given in Table 6.3. We have considered nine scenarios with varied Bw

= 60 m, Bw = 40 m, and Bw = 30 m with a constant Tf . These different scenarios
were evaluated, and breach hydrograph was estimated.

It is inferred from this study, among the nine different breach scenarios, GLOF
breach hydrograph for 40 m Bw and 30 min Tf , produced peak discharge of 14,658.6
m3/s has been considered as an input for upstream boundary condition, generates
flood routing at different sites along the river flow path, which gives different peak
flood hydrographs and other significant flood wave parameters like flow depth, flow
velocity, and flood peak arrival time.
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Fig. 6.7 a, b, c Showing peak discharge obtained for varied Bw keeping the Tf constant

6.4.3 Assessment of GLOF Hydrograph at Downstream Sites

The assessment of the different magnitude of flood peak hydrographs at various
cross-sections across the river is shown in Figs. 6.8, 6.9, 6.10, 6.11 and 6.12. In
this study, attenuated flood peak hydrographs have been evaluated at five different
locations at a distance of 4.32, 8.13, 12.84, 16.87, and 20 km downstream from the
lake. The estimated flood peak was 14,658.60 m3/s at the GLOF site, and the same
got mitigated to 11,978.77 m3/s at the downstream outlet, respectively. The flood
peak arrival time from lake to the outlet at a distance of 20 km is about 1 h 20 min.
This reflects that the downstream river reach is relatively wide with a gentle slope
compared to that narrow valley of upstream glacial area. As a result, flood water
spreads across a floodplain resulting in a gradual decrease of peak discharge as it
proceeds downstream from the lake, as shown in Table 6.4. In 2013, one of the largest
GLOF events in the Chorabari lake in Kedarnath region of Uttarakhand, which is
a part of the North-Western Himalayas was triggered by hydraulic pressure caused
by massive precipitation and accelerated dam failure, resulting in devastation in a
stretch of 18 km downstream along the river, with 6000 lives lost and a substantial
quantity of property damage (NRSC 2016).
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Fig. 6.8 GLOF hydrograph
at site 1
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Fig. 6.9 GLOF hydrograph
at site 2
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Fig. 6.10 GLOF
hydrograph at site 3
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Fig. 6.11 GLOF hydrograph at site 4
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Fig. 6.12 GLOF hydrograph at site 5

High intensity of rainfall or snowmelt could cause a rise in the water level of
glacial lakes, resulting in lake overflowormoraine collapse (Emmer and&Cochachin
2013). However, temperature patterns and geological characteristics of lake typemay
provide useful information about external trigger causes of GLOF condition. In the
Himalayan region, it has been found that, at least one GLOF event occurs every
3–10 years (Bajracharya et al. 2008), but with increasing temperatures and more
climate variability, the frequency of GLOF events is predicted to rise in the coming
decades. A hydrodynamic model has been performed to compute peak discharges
and flood heights and simulate GLOF repercussions on the downstream section.
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Table 6.4 Routed Peak flood and time of peak at different downstream locations along the flow
path due to GLOF event

Sites Distance
from
Lake
(km)

Peak
flood
(m3/s)

Volume
(1000
m3)

Channel
elevation
(m)

Water
surface
elevation
(m)

Depth
(m)

Velocity
(m/s)

Flood
peak
arrival
time
(HH:MM)

Cross
section 1

4.32 14,078.51 77,748.76 5007.5 5017.28 9.78 9.91 00:40

Cross
section 2

8.13 13,308.19 78,856.02 4870.09 4882.15 12.06 9.26 00:50

Cross
section 3

12.84 12,940.27 81,020.58 4730.94 4738.74 7.8 7.09 01:00

Cross
section 4

16.87 12,470.94 82,738.52 4644.54 4657.26 12.72 2.89 01:10

Cross
section 5

20 11,978.77 82,960.86 4584.57 4603.43 18.86 9.62 01:20

6.4.4 Inundation Simulation

In the present study, one-dimensional unsteady flow routing has been performed
from the lake up to the route of 20 km downstream. The flood hydrograph at just
downstream of the lake and different sites across the river are shown from Figs. 6.8,
6.9, 6.10, 6.11 and 6.12. The total flood peak at the GLOF site from the lake is
14658.62 m3/s, and the flood peak at the outlet site is 11978.77 m3/s, and flood peak
arrival time from the lake site to the outlet at a distance of 20 km is 01 h 20 min,
respectively. The maximum flow depth and flow velocity along the flow path are
22.42 m and 11.29 m/s. Figures 6.13 and 6.14 show the spatial inundation map of
flow depth and flow velocity along the river flow path from the South Lhonak lake to
the routing stretch up to 20 km. The estimated flood depth and flow velocity in the
downstream section varies depending upon the morphology of the river channel.

The figures and tabular data were generated using the finding of one-dimensional
flow analysis. They include profiles of the expected peak flood levels and an estima-
tion of the time from the commencement of the breach to the moment the location
begins. They have profiles of the predicted peak flood levels and an estimation of
the time from the commencement of the breach to the moment the location begins
to be inundated. More hazard reference values such as flow depth, flow velocity,
water surface elevation, and flood peak arrival time are shown in Table 6.4 for the
downstream locations. The flood had created deep canyons, wiped the vegetation in
riverbed, rocks, deposited debris and sediments along the river’s course (Byers et al.
2019).

The analysis shows that the flood routing varies gradually decreases along with
the downstream of lakes. Inundation maps shown in the figures illustrate the areas
subject to flooding from a GLOF.
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Fig. 6.13 Flow depth inundation map showing from glacial lake to the downstream valley

Fig. 6.14 Flow velocity inundation map showing from glacial lake to the downstream valley
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6.5 Conclusions

The current study was conducted with the GLOF condition of the South Lhonak lake
in the Teesta Basin, Sikkim. The glacial lake area expanded by approximately three
times within the past 30 years. The lake was 0.48 km2 in 1990 and 1.39 km2 in 2020.
In this study, cross-section details from the DGPS survey were not accessible due
to rugged terrain with high altitudes. Hence, HEC-GeoRAS was used for automatic
extraction of river cross-sections from an SRTMDEM, and these cross-sections were
modified before being used in an HEC-RAS 1D unsteady flow hydraulic model. The
breach of moraine dams leads to the sudden discharge of a huge volume of glacial
lake water known as GLOF. For the simulation of GLOF outburst and flood propaga-
tion scenarios, the current methodology used dam-break and hydrodynamic models.
The dam breach hydrograph was used as an input parameter in HEC-RAS to simu-
late the GLOF propagation in the downstream section. The estimated flood peak
was 14,658.60 m3/s at the GLOF site, and the same got mitigated to 11,978.77
m3/s at the downstream end. The GLOF hazard findings are promising for prospec-
tive hydrodynamic modeling studies in India, particularly in the glacierized basins
of himalayas. HEC-RAS, a one-dimensional hydrodynamic model, would be very
beneficial for GLOF modeling or flood control studies, as well as the design of
hydraulic engineering structures. One of the key actions identified for the country
is the monitoring of GLOF and disaster risk mitigation (Ministry of Environment
2010).Monitoring and assessment is further suggested for medium and low outburst-
prone lakes, However, it remains a major challenge to enhance and intensify regional
collaboration and coordination in order to manage, preserve, and protect the diverse
and fragile ecosystems (SAARC 2014). The study’s outcomes will aid in formulating
risk management plans and risk reduction strategies in the event of a GLOF hazard
(Clague and Evans 2000, Haritashya et al. 2018, Kaser et al. 2006).
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Chapter 7
Investigating Soil Erosion Status
of Baitarani River Basin Using RUSLE
and Geospatial Techniques

Dhananjay Paswan Das and Uday Pratap Singh Bhadoriya

Abstract Soil erosion is a severe environmental threat accelerated due to anthro-
pogenic activities such as agricultural and industrial intensification. Soil erosion
status information of a watershed or basin using soil loss models can be helpful for
planning and conservation measures. The present study used Revised Universal Soil
Loss Equation (RUSLE) along with the geospatial techniques to estimate the soil
loss in the Baitarani basin located in the eastern India. The Baitarani basin, having a
drainage area of 14,218 km2. The parameters of RUSLE model for Baitarani River
basin were estimated using IMD rainfall data and remote sensing data (LULC, soil
map, DEM). Results highlight the areas which require prioritization whilst imple-
menting the soil conservation and management measures to reduce the soil erosion
in the Baitarani Basin. The estimated thematic inputs vary spatially across the basin.
The computed annual soil erosion of BRB varies from 0.02 to 206.57 t ha−1/yr. Anal-
ysis showed that 94%of the BRB area have soil loss less 5 t ha−1/yr i.e., slight erosion
whereas, only 0.1% area is under very severe soil loss (>80t ha−1/yr) category. Also,
it is evident from the results that 1.2%, 0.33%, and 0.06% area of BRB is under high,
very high, and severe erosion respectively. The findings of this study may help the
planners to focus on the erosion prone regions whilst practically implementing soil
conservation practices to check regional soil erosion.
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7.1 Introduction

Soil erosion is a severe environmental threat, caused bywater or wind agents, leading
to loss of top surface soil enriched with useful nutrients and organic matter. Further,
exposure of more impermeable subsoil layer, thereafter, causes increment in runoff
and subsequently, reduces the water amount accessible to crops/plants. Soil erosion
and its consequent, land degradation poses significant problems worldwide, thus,
various studies are performed to model the soil erosion process (Dabral et al. 2008;
Eniyew et al. 2021; Fayas et al. 2019; Ganasri and Ramesh 2016; Masroor et al.
2021). In mainland India, almost 45% (130 million hectares) of area comes under
degraded land affected by heavy soil erosion, desert, water logging, and wastelands
(Kothyari 1996). Therefore, soil erosion mapping of a watershed or basin in India is
of utmost importance.

Scientific management plans with the help of ground soil surveys can assess the
magnitude and extent of soil erosion hazards on regional levels (Kothyari et al. 1994),
however, these are costly and tedious. On the other hand, modelling erosion process
is a readily available method to estimate soil erosion or sediment yield by using
various observed or satellite derived inputs. Further, soil erosion simulation models
are used to analyse and manage land and water resources at basin scale. Universal
Soil Loss Equation (USLE) model, developed by Wischmeier and Smith in 1965
is the most widely known empirical model for assessing the sheet and rill erosion.
USLE was primarily developed for estimating soil erosion in agricultural land with
gentle slope. However, modifications or corrections are performed in USLE with
time, such as modified (MUSLE) and revised (RUSLE) versions (Wischmeier and
Smith 1978; Remortel Van et al. 2001) are still being applied in various regions
for soil loss estimation. RUSLE model can predict the soil erosion potential based
on the consistent spatial resolution to effectively identify the soil loss in space and
time over a large area. After that GIS may be used to extract and further assess the
locations to determine the role of individual drivers contributing to the soil erosion
potential. However, uncertainty in RUSLE prediction arises due to the multiple scale
and sources of the available inputs. Pandey et al. 2021a, b analysed ASTER, SRTM,
and Cartosat DEMs with various grid resolutions and found that the Cartosat DEM
with a 200 m grid was the best combination to estimate soil erosion.

Soil erosion models are classified into three categories (1) empirical (2) concep-
tual (3) physically-based (Jha and Paudel 2010). Different soil erosion models repre-
sent the physical process with varying level of complexity. USLE and its modi-
fications come under empirical/conceptual model group. Water erosion prediction
project (WEPP) model is a process-based, continuous simulation erosion prediction
model (Laflen et al. 1991; Pandey et al. 2009). SWAT (Soil water assessment tool) is
another widely used model for hydrological and sediment modelling (Arnold et al.
1993; Pandey and Palmate 2019; Pandey et al. 2021a, b). MIKE SHE (Systeme
Hydrologique Europeen) is, further, a comprehensive distributed and physically-
based soil erosionmodel. Some othermodels such as AGNPS (agricultural non-point
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source pollution; Young et al. 1989), ANSWERS (areal non-point source water-
shed environment response simulation; Beasley et al. 1980) are also used by many
researchers.

The combined use of soil erosion models, ground observed data and remote
sensing (RS) data with the geospatial techniques and geographic information system
(GIS) is of the interest future studies (Biddoccu et al. 2020; Boussadia-Omari et al.
2021; Eniyew et al. 2021; Fayas et al. 2019; Ganasri and Ramesh 2016; Gitas et al.
2009; Masroor et al. 2021). Thus, keeping the above-mentioned conditions in view,
the study attempts to use the potential of geospatial techniques along with Revised
Universal Soil Loss Equation (RUSLE) to estimate soil loss across the Baitarani
River Basin located in the eastern India.

7.2 Study Area

The Baitarani River, having a total catchment area of 14,218 km2, is an important
peninsular river flowing the eastern part of India and finally, joining the Bay of
Bengal. Major portion of its catchment area lies in the state of Orissa and a small
region of the upper reach falls in Jharkhand. The Baitarani River basin (BRB) lies
between longitudes 85° 10′ E–87° 03′ E and latitudes 20° 35′ N–22° 15′ N (Fig. 7.1).
Gonasika/Guptaganga (refers to as cownose shaped) hills is the origin of theBaitarani
River. The river is flashy in nature and flood occurs regularly causing loss of life and
livelihood to the inhabitants of the nearby area the river. It has a total length of 355 km,
with a considerable fall in elevation from 367 m at Champua to 28 m at Anandpur.
BRB is adjacent to the Brahmani basin on the South and West, the Subarnarekha
basin on the North, the Burhabalang and the Bay of Bengal on the east. Daily air
temperature in basin varies from 6 °C in winter and 48.5 °C in summer. Annual
rainfall is 1187 mm and almost 80% of this rainfall is contributed by south-west
monsoon.

7.3 Data Processing and Thematic Layers Generations

To prepare the thematic layers of the required model inputs various data were
collected as shown in Table 7.1. The data were preprocessed by using GIS. Land use
and land cover (LULC) of the basin have eight major classes as shown in Fig. 7.2.
Tree cover class covers themaximum area (43.8%)whereas HerbaceousWetland has
minimum area (0.13%). The study area has three main soil texture classes i.e., Loam,
Sandy Loam, and Sandy clay loam as shown in Fig. 7.3. Sandy clay loam occupies
majority of the area (44.4%). Figure 7.4 presents the extent of spatial variation of
average annual rainfall in the basin. Themiddle part of the basin shows higher annual
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Fig. 7.1 Location of the study area along with the stream network and DEM

Table 7.1 Information about the data used in the study

Sl. No Input data Resolution Source

1 SRTM DEM 30 m USGS Earth explorer

2 Soil map 1 km * 1 km FAO soil map

3 LANSAT 8 image 30 m USGS Earth explorer

4 LULC map 10 m https://esa-worldcover.org/en/data-access

5 Rainfall data 0.25 * 0.25° India Meteorological Department (IMD)

rainfall as compared to other parts. Interpolation or resampling of thematic layers
is carried out using ‘Kriging’ method. The slope of the study area mainly is below
4.49°, around 69% of area (Fig. 7.5).

https://esa-worldcover.org/en/data-access
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Fig. 7.2 Land use and land
cover (LULC) of BRB

7.4 Methodology

7.4.1 Estimation of Average Annual Soil Loss

RUSLE (Wischmeier and Smith 1978), commonly used method to predict long-term
soil erosion from a region under various crop and field management practices. The
computed soil erosion only includes the sheet or inter-rill and rill erosion. RUSLE
is a conceptual and empirical erosion prediction model which can be used at both
regional and large scales. Here, the fundamental equation and variables of RUSLE
are the same, however, there have been significant modifications in its factors. For
this study, RUSLE is applied to estimate average annual soil loss. RUSLE parameters
are extensively available through existing databases. In absence of such databases or
to improve the results, these parameters can also be obtained by processing satellite
images (Remote sensing) and DEM. Processing may include preparation of super-
vised or unsupervised LULC from satellite images, slope and aspect estimation from
DEM. These thematic layers could be further processed or overlay to other RUSLE
inputs easily in ArcGIS. The major limitation of this procedure is that it cannot
model the routing process of sediments through the streams, thus, its applicability is
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Fig. 7.3 Soil texture classes
of BRB

restricted to small regions. Thus, applications of this model to larger watersheds are
limited (Nearing et al. 2005). In this study, RUSLE is applied to the Baitarani River
basin by using the ArcGIS 10.5 software representing the basin as square grids of
1 km × 1 km and thus, computing soil erosion for each cell. Numerically, RUSLE
is written as follows.

A = R × K × L × S × C × P (7.1)

where A is estimated average annual soil loss per unit of area (units are relative to
the units of K and time period of R-factor estimation; ton per hectare per year), R is
rainfall-runoff erosivity factor (MJ mmha−1 h−1) per year;K is soil erodibility factor
(t ha−1 MJ mm−1), L is slope length factor; S is slope steepness factor, C is cover
management factor, P is conservation practice factor. C, P, and LS do not have units.
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Fig. 7.4 Spatial variation of
average annual rainfall in the
BRB

7.4.2 Preparation of RUSLE Model Database

The methodology to carry out the analysis work in this study is shown in the Fig. 7.6.
Here, all five input factors of RUSLE are estimated individually and thereafter,
combined to estimate the spatial annual soil erosion status of BRB.

7.4.2.1 Rainfall Erosivity Factor (R)

Rainfall erosivity factor (R) corresponds to the potential of rainfall intensity on soil
erosion. Long-term records of precipitation data are required for its calculation.
R-factor represents or includes the effect of two most important characteristics of
rainfall event viz. rainfallmagnitude andmaximum fall rate occurred during a defined
time period. This also includes the impact of falling raindrops and produced runoff
volume and rate. Often, rainfall intensity data, if available, is used to calculate the
R-factor. Here, we used daily rainfall data of BRB from 2010 to 2020, converted to
monthly scale, is used to calculate the R-factor by using Eq. (7.2).
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Fig. 7.5 Variation of slope
of the BRB

R =
12∑

1

1.735 ∗ 10
(
1.5 log10

(
Pi
P

)
−0.08188

)

(7.2)

where R is a rainfall erosivity factor in MJ mm ha−1 h−1 per year, Pi is monthly
rainfall in mm, P is an annual rainfall in mm.

7.4.2.2 Soil Erodibility Factor (K)

Soil erodibility factor (K) represents the surface soil’s erodibility potential through
detachment and transportation, under the impact of rainfall and generated streamflow.
K-factor is estimated based on the soil textures, physical, and chemical properties
of the top soil layer. Thus, K values may be referred to as the rate of soil loss per
rainfall-runoff erosivity (R) index.

Equation (7.3) can be used to calculate K-factor by using following properties of
soil: soil texture, % silt plus very fine sand, % sand, % organic matter, soil structure,
and permeability.Heavy soils, because of resistance to detachment, have lowK-factor
values. Sandy soils also have low K-factor but because of sediment transportation
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Fig. 7.6 Flow chart of the process followed to estimate soil erosion in the study

capacity of runoff is reduced due to more infiltration. Moderate to high K values are
obtained in silt loam soils because the soil particles detachment and infiltration rate
varies between moderate to low. Generally, silt soils due to their easily erodible soil
crust have the highest K values.

K = 27.66 ∗ m1.14 ∗ 10−8 ∗ (12 − a) + 0.0043 ∗ (b − 2)

+ 0.0033 ∗ (c − 3) (7.3)

where, m = silt (%) + very fine sand (%) * (100-Clay (%)), a = organic matter (%),
b = structure code (1-very structured or particulate, 2-fairly structured, 3-slightly
structured, 4-solid), c = profile permeability code (1-rapid, 2-moderate to rapid,3-
moderate, 4-moderate to slow, 5-slow, 6-very slow).

7.4.2.3 Topographic (LS) Factor

Slope length and steepness, representing the topographical characteristics of area,
highly influence the soil detachment and transportation capacity of runoff or over-
land flow. High length and steepness increase the sediment movement or soil erosion



170 D. P. Das and U. P. S. Bhadoriya

and make the area erosion prone. LS-factor highly governs the transportation mech-
anism of the soil erosion process. First, slope length factor (L) is estimated using the
following equation:

L =
(
Ai j−in + D2

)m+1 − Am+1
i j−in

Dm+2 ∗ Xm
i j ∗ 22.13m

(7.4)

where, Li,j is slope length factor having coordinates (i, j), Ai,j-in is contributing area
(m2) at the inlet of the corresponding grid having coordinates (i, j), and m is the
exponent of slope length factor.

Thereafter, slope steepness factor (S) is calculated using the following equations:

S = 10 sinθ + 0.03 if (S ≥ 9%) (7.5)

S = 16.8 sinθ − 0.50 if (S ≥ 9%) (7.6)

The L and S factors are combinedly known as the topographic (LS) factor
representing the behaviour of topographic impacts on the soil erosion processes.

7.4.2.4 Cover Management Factor (C)

C-factor refers to the crop management conditions of the region or field. Values
of C-factor for all Indian crop conditions are not available in literature and thus
required regional computation. The presence of trees or plant covers or vegetation
helps to reduce soil particles movement in forest or cultivated regions. This canopy
affect varies seasonally with monsoonal climate or crop characteristics. C-factor’s
seasonal variation related to multiple factors such as precipitation, evapotranspira-
tion, agriculturalmanagement practices, crop types etc.C-factor incorporates the role
of crop management alternatives which can also be compared by changing the corre-
sponding C-factor. Near zero values of C-factor refer to as a beat or well-protected
ground cover whereas 1 represents the barren/fallow land. In this study, spatial map
ofC-factor of the study area is prepared on the basis of NDVImap by using Eqs. (7.7)
and (7.8). NDVI map was prepared using the downloaded Landsat 8 image covering
the study area.

NDVI = (NIR − Red)

(NIR + Red)
(7.7)

where, NDVI = Normalized difference vegetation index, NIR = reflectance from
NIR band, Red = reflectance from red band



7 Investigating Soil Erosion Status of Baitarani River Basin … 171

c = exp

[
−α ∗ NDVI

β − NDVI

]
(7.8)

7.4.2.5 Conservation Practice Factor (P)

Conservation practice factor (P), in RUSLE model, accounts for the comparison of
soil loss in a support practice field to the straight-row farming up and down the slope
when no such practice is carried out. It represents the beneficial influence of crop
support practices performed in the field. Control practices reduce the runoff rate and
volume, alter drainage patterns and hydraulic force on soil particle and thus, conse-
quently, decrease soil detachment and transportation. P-factor of a region is allowed
to vary between 0 and 1, where the close to zero values represent good conserva-
tion practices and the values near to 1 indicate unsatisfactory or poor conservation
practices.

7.5 Results and Discussion

7.5.1 Estimation of RUSLE Inputs

The RUSLE parameters are estimated using the procedurementioned above and their
details are mentioned below.

7.5.1.1 Rainfall Erosivity Factor (R)

R factor is estimated for 2010–2020 and its values and annual rainfall information are
shown in Table 7.2. The highest R is obtained in 2013 i.e., 5600.56 whereas 2036.52
is the lowest value. To estimate annual soil loss, mean R is calculated for 2010–2020
as shown in Fig. 7.7. R ranges between 2881 and 4614 and spatially varies across the
basin. Upper basin shows lower R values as compared to lower basin. The southern
parts of lower basin, especially, show higher R values.

7.5.1.2 Soil Erodibility Factor (K)

Figure 7.8 presents the map of the spatial averaged soil erodibility factor (K) esti-
mated using the soil characteristics information. Six distinct classes ofK are obtained
in the basin ranging from 0.124 to 0.160. Class with K of 0.143 covers majority of
the area (44.41). Overall, low and moderate values of K suggest low susceptibility
of soil particles to get eroded.
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Table 7.2 Estimates of the
annual rainfall and annual
rainfall erosivity factor (R)

Year Annual rainfall (mm) Annual R

2010 1146.42 2036.52

2011 1835.08 5925.90

2012 1265.02 2789.67

2013 1945.14 5600.56

2014 1599.07 4396.05

2015 1222.36 3756.12

2016 1405.14 2861.01

2017 1410.80 2820.96

2018 1779.51 3531.83

2019 1573.10 2647.94

2020 1707.60 4499.07

Average 1535.40 3715.06

Fig. 7.7 Estimated rainfall
erosivity factor (R) of BRB
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Fig. 7.8 Estimated soil
erodibility factor (K) of BRB

7.5.1.3 Topographic Factor (LS)

To obtain spatial map of topographic factor (LS) as shown in Fig. 7.9, first, the
slope length (L) map is prepared by analysing DEM using ArcGIS. Similarly, slope
steepness (S) map is prepared. Thereafter, by multiplying both L and S spatial maps
LS factormap ofBRB is estimated. LS-factor ranges between 0.03 and 30.5.Majority
of the area, especially lower basin, shows LS-factor in the range of 0.03–0.5.

7.5.1.4 Crop Cover Management Factor (C)

Figure 7.10 presents the crop cover management factor (C-factor) estimated using
the NDVI map of the study area. Here, the lowest C-factor value is 0.13 and the
highest is obtained as 1.
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Fig. 7.9 Estimated
topographic factor (LS) of
BRB

7.5.1.5 Conservation Practice Factor (P)

The crop practice factor is estimated using the LULC map of the study area and
based on the information from previous studies (Singh et al. 1981, 1992; Rao 1981).
The P-factor map obtained (Fig. 7.11) has seven distinct values based on the various
LULC classes present in the basin.

7.5.2 Annual Soil Loss Estimation

Lastly, using the above estimated spatial maps of all the required parameters of
RUSLE, the average annual soil loss is computed using theRUSLEequation as shown
in Fig. 7.12. Before estimating the soil loss, all the spatial maps were interpolated or
resampled to 1 km × 1 km scale to maintain consistency for soil loss computation.
The estimated annual soil erosion of BRB ranges between 0.02 and 206.57 t ha−1/yr.
Results show that most of the region (94%) of the total basin area have slight annual
soil loss (<5 t ha−1/yr). On the other hand, very severe soil loss (> 80t ha−1/yr) is
obtained in only 0.01% area. The results also reveal that 1.2%, 0.33%, and 0.06%
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Fig. 7.10 Estimated crop
cover management factor (C)
of BRB

area of BRB is under high, very high, and severe erosion respectively. Further details
are given in Table 7.3.

7.6 Conclusion

Local soil conservation project works require prior planning at catchment or basin
scale. Therefore, basin scale soil erosion assessment is a general step before initi-
ating or executing such works. In this study, RUSLE methodology integrated with
geospatial techniques of GIS was used to determine the spatial extent as well as
magnitude of soil erosion prone regions in the Baitarani River basin. Limitation
of conventional soil loss estimation techniques restricts their employment in large
areas. Modern geospatial techniques incorporated in the GIS can overcome their
limitations and give reliable estimates of soil loss rate. Various studies across the
world have used geospatial techniques along with RUSLE to aid the formation of
proper soil conservation and management strategies of a river basin. In this study, we
assessed the potential soil loss per year of a subtropical basin, Baitarani River basin,
in India. All the required inputs of RUSLE were, first, individually estimated using
GIS techniques. R-factor varies spatially between 2881 and 4614 in the basin, with
upper basin showing relatively less R in comparison to lower basin. K-factor showed
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Fig. 7.11 Estimated
conservation practice factor
(P) of study area

six different values; out of which 0.143 covers most of the area (44.41%). Most area
shows LS-factor in the range of 0.03–0.5. The lowest value of C-factor obtained was
0.13. The computed annual soil erosion of BRB varies from as low as 0.02 t ha-1/yr to
as high as 206.57 t ha−1/yr. Results show that 94% of the BRB area have soil loss less
than 5 t ha−1/yr i.e., slight erosion. Furthermore, results indicate that 1.2%, 0.33%,
and 0.06% area of BRB is under high, very high, and severe erosion, respectively and
thus are of utmost importance for planners and decision-makers. Soil conservation
plans in the erosion prone regions of BRB require immediate action and should be
prioritized accordingly. Thus, outcomes of the present study may support or help the
land and water resources planners to take appropriate measures so as to reduce soil
erosion in the potentially severe areas.
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Fig. 7.12 Estimated average annual soil loss (P) of BRB

Table 7.3 Details of BRB area under various soil loss categories

Sl. No Soil erosion Class Area (km2) Area percentage

1 <5 Slight 13,350.49 93.90

2 5–10 Moderate 640.07 4.50

3 10–20 High 171.11 1.20

4 20–40 Very high 46.57 0.33

5 40–80 Severe 8.66 0.06

6 >80 Very severe 1.08 0.01
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Chapter 8
Geospatial Assessment of Turbidity
Along the Ganga River

N. R. Shankar Ram, Anshuman Bhatt, V. M. Chowdary, Khushboo Mirza,
Chandra Shekhar Jha, and Chiranjivi Jayaram

Abstract The Ganga River basin is a lifeline to the millions inhabiting the Indian
subcontinent. Pollution and deteriorating water quality in this ecosystem have been
linked to various anthropogenic activities such as habitation, industrialization, agri-
culture, etc. The estimation and evaluation of water quality levels are essential for
societal and economic development. In recent times, satellite imaging approach is
widely used in diverse environmental applications, including water quality moni-
toring. Turbidity is an indicator of water transparency that is associated with total
suspended sediment concentration and other impurities in the water through the
process of light attenuation. The present study envisaged surface reflectance values
to estimate the water turbidity across the Ganga River system, which is spatially clas-
sified into four different river sections. The Modified Normalized Difference Water
Index (MNDWI) was used to delineate water pixels from the multispectral satel-
lite datasets, while the turbidity was assessed spatially for different river sections
using widely used Turbidity retrieval algorithms. The relative consistency among
the selected algorithms was evaluated using collocated in-situ measurements during
the period 2013–2016. Analysis of turbidity values showed a steady decrease from
upstream to downstream, with turbidity values of >115 NTU and 60–85 NTU in
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the upper and lower sections, respectively. The results indicated that remote sensing
provides a robust alternative for monitoring surface water turbidity.

Keywords Ganga River · Turbidity · Empirical model ·MNDWI · NTU

8.1 Introduction

Climate change has adversely affected the Ganga River basin and its fragile envi-
ronment in the recent decades. Increased rate of glacier melting and accelerated soil
erosion affect the basinwide ecosystem (Ramakrishnan and Rajawat, 2012). Being
one of themainwater resources for the northern plains of the Indian subcontinent, the
GangaRiver faces severe challenges due to climate, anthropogenic and environmental
changes. Further, increasing population exerts a significant demand for fresh water
for consumption and socio-economic development. The key natural factors include
contribution from the hydrological, climatic, and geological domains. Changes to
the natural hydrology of a region such as the draining of wetlands, the establishment
of hydropower units, diversion of river course, etc. disrupt the natural balance in the
ecosystem (Du et al. 2010; Manes et al. 2016). Their adverse effects are severe when
the water quantities available are low and resources are limited. Human intervention
bears serious adversities on the quality of water. In addition to the intensive water
usage, activities such as the discharge of industrial, domestic, urban, or other wastes,
abundant bottom feeders that stir up bottom sediments or algal growth; the chemical
loadings from agricultural lands, either accidental or intentional, result in pollution of
water sources (Dietrich et al. 2014; Das 2011, Guttler et al. 2013; Zhou et al. 2006).
Thus, to check the rampant deterioration, it is crucial to initially assess the levels of
such pollution and further establish a system that monitors its dynamic changes, to
plan mitigation or development activities.

Among the various properties of water, turbidity is an important indicator that
may be used to investigate river water quality. Turbidity, as a factor of water trans-
parency, provides information about the attenuation of light that is associated with
the concentration of total suspended sediments and other impurities present in the
water (Devlin et al. 2008; Mishra and Kumar, 2021; Tian et al. 2009). Turbidity
can also be understood as a presence of different inorganic and organic materials
(particulate or dissolved) in the water. It can also be considered as a measurement of
the relative clarity of water, where higher turbidity levels result in increased murk-
iness of water. Diffusion of light into the water also decreases with the increase of
suspended matter, thereby obstructing the amount of light available for photosyn-
thesis. This decreases the extent of vegetative growth, adversely impacting the food
chain and also resulting in decreased oxygen levels. Increased turbidity levels also
make it difficult for predators that use visual ques to capture their prey (Christian
and Sheng, 2003; Devlin et al. 2008).

The particulatematter that ends up in thewater bodies originates from sources like
soil, plants, animals, industrial effluents, etc. Clay, silt, minute inorganic and organic
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matter, dissolved colored organics, algae, plankton, and other microorganisms are
examples of such substances. Turbidity is an optical characteristic of water and is a
measurement of the quantity of light that is scattered by material in the water when a
light passes through the water sample. It is determined by examining water samples
on-site or in the lab with the in-situ measurements. The higher the intensity of scat-
tered light, the higher the turbidity. It is usuallymeasured in Nephelometric Turbidity
Units (NTU), where the instrument measures scattered light from the sample at an
angle of 90° from the incoming light (Kitchener et al. 2017). Turbiditymeasurements
of rivers involve the understanding the regime of discharge. It is crucial for the inter-
pretation of measurements of water quality, which include various other parameters
viz., flux of contaminants or sediments, suspended sediment, etc. Globally, parame-
ters such as nature of river catchment, its geology, geography as well as climatology
also influence the river discharge. In general, water clarity in the river streams tends
to be clearer during lean flows, resulting in lower turbidity values, usually less than
10 NTU. During a rainstorm, when water levels are high, most rivers become muddy
(brownish) due to suspended sediments from the enhanced terrestrial runoff.

Turbidity is commonlymonitored by field measurements and hydrological station
observations, which are typically time-intensive and are limited to discrete sites.
With the advantage of broad coverage and low cost, remote sensing data provides
an alternative way to monitor turbidity at various spatial and temporal scales. The
integration of remote sensing data and in-situ measurements allows coherent quan-
tification of turbidity changes. Several studies used multispectral and hyper-spectral
remote sensing data for turbidity retrieval (Fraser 1998; Frazier and Page, 2000;
Ritchie et al. 2003; Kuhn et al. 2019). These studies envisaged multiple algorithms
to assess turbidity in riverine waters using different spectral band combinations along
with other variables for turbidity assessment. Liu and Wang (2019) developed a reli-
able turbidity model based on Landsat-8 satellite imagery, while Shen et al. (2021)
carried out regression modeling to derive the turbidity from the Yarlung Zangbo
River, Southern Tibetan Plateau.

Zhou et al. (2021) generated turbidity maps of the Wuhan region in China, and
focused on the turbidity dynamics of this industrial city, for better decision-making
and effective water quality management. The relationships of turbidity and metro-
logical and anthropogenic factors were also examined. The study by Kalele (2019)
focused on the utilization of satellite spectral reflectance measurements for turbidity
retrieval in the Lower Charles River, USA. Similar studies by Allam et al. (2020),
Kapalanga et al. (2021), and Pereira et al. (2018) investigated remote sensing-based
validation of the satellite-derived values with in-situ data over the Ramganga River in
the Ganges Basin, Olushandja Dam, north-central Namibia, and Middle Mississippi
and Lower Missouri Rivers of the USA, respectively. Specifically, Landsat-8 satel-
lite data have been widely used to estimate water quality parameters. These datasets
have been used to examine the spatial and temporal variation of turbidity with the
identification of key issues affecting its patterns in El Guajaro Reservoir, Colombia
(González-Márquez et al. 2018) and depth in Cam Ranh Bay and the Thuy Trieu
Lagoon, Vietnam (Quang et al. 2017). These authors had developed the algorithms
to retrieve the turbidity based on the relationship between in-situ observations and
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the red spectral band of Landsat 8. The study by Surisetty et al. (2018), focused on
utilizing Landsat 8 bands, especially Near Infrared (NIR) and Shortwave Infrared
(SWIR) to derive turbidity values in the Chilika lagoon.

Thus, various studies were conducted globally to measure the turbidity in major
water bodies and river systems using an array of models. The present study compre-
hensively evaluated some of these algorithms available in literature and aims to
identify the most suitable algorithm to effectively retrieve water turbidity across the
river Ganga. The specific objectives of the present study include: (1) Assessment
of turbidity from satellite data using multiple retrieval algorithms (2) Evaluation
of turbidity algorithms using in-situ observations (3) Real-time turbidity mapping
across various stretches of Ganga River.

8.2 Materials and Methods

8.2.1 Study Area

Ganga River Basin (Fig. 8.1) is the largest river basin in India, covering a total area of
861,404 km2, comprising the Ganga River and its tributaries. It is marginally greater

Fig. 8.1 Synoptic view of the study area along with CPCB ground station locations
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than a quarter of the total geographical area of the country. This river, considered
sacred to billions of Indians, runs along the northern part of India and feedsmore than
four hundredmillion people living in the basin area. In total, theGanga basin is spread
in 11 states of the country, namely Bihar, Chhattisgarh, Delhi, Haryana, Himachal
Pradesh, Jharkhand, Madhya Pradesh, Rajasthan, Uttar Pradesh, Uttarakhand, and
West Bengal. The abundance of water resources, fertile soil, and suitable climatic
conditions, across these regions has resulted in an advanced agricultural society with
a total cultivated land area of approximately 44 million hectares and a total irrigated
area of 23.41 million hectares. It has evolved into one of the most densely inhabited
places in theworld. TheGangaRiver has created a basinwith extraordinary variations
in climatic conditions, altitudes, land use, wildlife, culture, and society. The entire
river length was further divided into four river stretches (Fig. 8.1) along the river
basin in this study. These stretches were chosen on the basis of availability of in-situ
datasets and the vicinity of ground station to each other forming a cluster.

8.2.1.1 Climate

The average maximum and minimum temperature across the basin fall in the of
range of 30.3 °C–21.5 °C in summer to 21.1 °C–6.4 °C in winter, respectively. The
pre-monsoon season (March–May) experiences the hottest temperatures in the basin
with an average temperature of ~31.4 °C. The month of January is the coldest across
the whole basin. The annual precipitation across the basin is nearly 1000 mm. The
monsoon season witnesses the highest amount of rainfall (nearly 84% of the annual
total). Of the remainder, 7, 5, and 4% fall during the pre-monsoon, post-monsoon,
and winter seasons with some differences in precipitation between the upper and
lower Ganges basins. Generally, peak flows occur when melting of snow runoff is
reinforced by monsoon rains. The Ganges receives snow-melt from southern flaks
of Tibet as well as the Himalayas from the periods from April, extending till June,
and subsequently, the flow rate of the river commences to decrease when the July
monsoon commences.

8.2.1.2 Topography and Soil Characteristics

The Gangetic plains are generally distributed into the Upper, the Middle, and the
Lower Ganga plains, respectively. Approximately 40% of the total Ganga basin area
falls under the elevation of 50–200 m. It is confined by the mighty Himalayas in the
north, the Vindhyas range and Chotanagpur plateau in the south, the Aravalli range
across the west, and the Brahmaputra ridge in the east. The river basin comprises an
extensive variety of soils.While the highHimalayan soils in the north face continuous
erosion, the Gangetic plain provides a huge depositional platform forming a wide
valley plain, where some soils are highly prone to erosion. The montane and alluvial
soils cover nearly 60% of the total basin area. Of the remaining area, red soils (12%
area) are highly erodible, yellow and red soils, mixed black and red soils (8% area)
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have moderate erodibility, and medium and deep black soils (14% area) have low
erodibility. Lateritic soils and shallow black soils that cover 6% of the basin area
have very low erodibility.

8.2.2 In-Situ and Satellite Datasets Used in the Study

The present study investigated the agreement of satellite-based retrieval of turbidity
with water quality information collected from the Central Pollution Control Board
[CPCB] for the period 2013–2016 (CPCB 2008). A total of 40 ground stations
datasets spanning across the study region, i.e., situated between Indian state of
Uttarakhand (headwaters) to Sundarbans Delta, West Bengal (mouth of the river)
were used in the analysis. The datasets contained turbidity information from in-situ
instruments placed along the banks of the river. In the present analysis, 17 ground
station datasets were selected based on the factors such as concurrent availability
with satellite pass and data quality (Fig. 8.1).

Satellite-based imagery from the Landsat-8 satellite in the Landsat series satel-
lites was used in the present study. The satellite payload has two scientific instru-
ments onboard- the Operational Land Imager (OLI) and the Thermal Infrared Sensor
(TIRS). These sensors deliver periodic coverage of the landmass with a spatial reso-
lution of 30 m across the NIR, SWIR, and visible bands; 100 m across the Thermal
band and 15macross the Panchromatic band (Table 8.1). An inventory of all available
satellite datasets between the year 2013–2016 was generated and concurrent dates

Table 8.1 Spectral bands
and resolutions of Landsat 8

Bands Wavelength (nm) Type Spatial
resolution (m)

1 430–450 Coastal aerosol 30

2 450–510 Blue 30

3 530–590 Green 30

4 640–670 Red 30

5 850–880 Near Infrared
(NIR)

30

6 1570–1650 SWIR 1 30

7 2110–2290 SWIR 2 30

8 500–680 Panchromatic 15

9 1360–1380 Cirrus 30

10 10,600–11,190 Thermal Infrared
(TIRS) 1

100

11 11,500–12,510 Thermal Infrared
(TIRS) 2

100

Source Hansen and Loveland (2012)
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that correspond to CPCB ground station measurement for a satellite overpass were
identified. These datasets have been downloaded from the USGS website (Hansen
and Loveland 2012) and further processed in this study.

8.2.3 Methodology

Landsat-8 images for the four selected stretches were obtained and further processed
by following the methodology as discussed subsequently.

8.2.3.1 Generation of River Mask

The computational intensity to process the satellite datasets was reduced by sub-
setting the datasets into pixels with only the river course. The Modified Normalized
Difference Water Index (MNDWI), which enhances open water features while suffi-
ciently suppressing and removing the built-up land noise as well as soil/vegetation
noise was used in the present study (Xu 2006). The index is derived from the modi-
fication of the Normalized Difference Water Index (NDWI) (Gao 1996; McFeeters,
1996), by substituting the middle infrared band with the Near Infrared (NIR) band
used in the NDWI. The NDWI extracted water area is overestimated as the water
mask obtained from satellite imagery is usually mixed up with built-up land noise.
Hence, MNDWI, helps in contracting and even eliminating the noise of built-up land
and is more suitable for extraction and enhancement of water features with a built-up
dominated land area in background. The formula used to compute the MNDWI can
be computed as follows:

MNDWI = (Green− SWIR)/(Green + SWIR)

Where “Green” is the green band and “SWIR” is the Short Wave Infrared band.
The water pixels are extracted from the generated MNDWI values by applying a
threshold at 0.

8.2.3.2 Extraction of Surface Reflectance for River Mask

The satellite imagery from the four identified river sections was clipped with the
water vector polygon. Pixel values from bands 2, 3, 4, and 5 of the clipped satellite
imageries are converted to surface reflectance values using a multiplicative factor
(0.0000275) as given in the Landsat 8 OLI/TIRS Collection 2 Level 2 Data Format
Control Book (USGS 2020).
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Table 8.2 Turbidity models evaluated across the river stretch

S. No. Retrieval model References

1 T = −74.26 * B2 − 14.84 * B3 +
267.45 * B4 − 126.89 * B5 + 4.21
B2 = Band 2, B3 = Band 3, B4 = Band 4, B5 =
Band 5

Liu and Wang (2019)

2 T = −344.784 * B2 + 398.817 * B3 + 1.045
B2 = Band 2, B3 = Band 3

Kalele (2019)

3 T = −138.2 − 1718 * (B4/B3) + 695.1 *
e(B4/B3)
e = exponential, B3 = Band 3, B4 = Band 4

Pereira et al. (2018)

4 T = 380.32 * (B4) − 1.7826
B4 = Band 4

Quang et al. (2017)

5 Turbidity = 10.26 * (B4 + B5) − 0.18359
B4 = Band 4, B5 = Band 5

González-Márquez et al. (2018)

6 T = 15.31856 − 956.806 * (B2) − 747.376 *
(B3) + 1742.455 * (B4) + 165.173(B5)
B2 = Band 2, B3 = Band 3, B4 = Band 4, B5 =
Band 5

Kapalanga et al. (2021)

7 T = 3.896 − 4.186 * (Band 2/Band 3) Allam et al (2020)

8 T = 23.09 * (r − 0.233/1.28 − r)
r = broadband reflectance ratio of B4/B3

Surisetty et al. (2018)

9 T = (1 − ε) * 2.1170 * (red band) * 2.4880 + ε

* 2.4354 * (NIR) * 2.5673
ε = (NIR band − 0.028)/0.005

Zhou et al. (2021)

10 T = 253.884 + (−558.206 * X) + (0 * X2) +
(399.496 * X3)
X = Band 4/Band 3

Li et al (2015)

8.2.3.3 Turbidity Retrieval Algorithms

Thewidely used strategy to compute turbidity is to establish the relationships between
turbidity and image reflectance based on the calibration of in-situmeasurements from
water samples. In this study, we used multiple models from literature to extract the
best-suited turbidity model for the Ganga River. Table 8.2 catalogs the 10 turbidity
models evaluated in the present study. Each algorithm was implemented over the
river sections and the resulting turbidity values were compiled. The results were
further evaluated for consistency in their range of values in comparison to in-situ
datasets and four models were identified.

8.2.3.4 Performance Evaluation of Turbidity Models

Subsequent to obtaining the outputs of all the algorithms, four algorithms were
shortlisted based on their value ranges for the validation process. The pixel values
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of coordinates falling over the in-situ ground stations and model-based extracted
turbidity datasets were acquired for all four algorithms, following the nearest neigh-
borhood criteria with the in-situ location. The relative performance of these models
is evaluated based on the Root Mean Square Error (RMSE) calculation. RMSE is
the residual’s standard deviation (prediction errors). Residuals measure the distance
of the regression line from the data point, showing the spread. This error metric
is commonly used in climatology, forecasting, and regression analysis to verify
experimental results. The formula to compute RMSE is as follows:

RMSE =
√∑N

i̇=0

(
xi − x̂i

)2
N

N = No. of datasets
xi= in-situ based value
x
∧

i=Model-based value.
Subsequent to the validation of the four shortlisted models of turbidity, the most

suitable algorithm is selected based on the lowest deviation in the values between
in-situ data and observed data.

8.2.3.5 Real-Time Turbidity Mapping Across the Ganga River

Cloud-free satellite datasets across the study area were acquired to compute the
turbidity across the river. These maps may serve as guiding tools to identify turbidity
levels across various stretches of the study area.

8.3 Result and Discussion

Remote sensing and GIS-based technologies were used to retrieve the turbidity of
GangaRiver. Satellite imageryof the studyperiod from2013 to2016wasdownloaded
and the coordinates of the respective ground stations alongwith dataset’s path and row
numbers of the satellite imagery, along with their corresponding dates, are presented
in Table 8.3. The description of various intermediate steps and results that were
carried across these datasets are as described below.

8.3.1 Extraction of Water Pixels and Generation of River
Mask

The MNDWI algorithm was applied onto the Landsat satellite across the identi-
fied river stretches. Figure 8.2a, b, show the False-color composite and the MNDWI
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Table 8.3 Inventory of satellite data availability corresponding to in-situ data with their date of
availability

Year Date Ground
station

Coordinates
(latitude,
longitude)

Path,
row

Landsat 8 Datasets (LC08_L2SP_…)

Section 1

2013 22-May G1 28.2731,
78.3182

145,
41

…145041_20130522_20200913_02_T1

2014 17-Nov G2 28.1897,
78.3959

145,
41

…145041_20141117_20200910_02_T1

Section 2

2014 09-Apr G3 25.4192,
81.9005

143,
42

…143042_20140409_20200911_02_T1

2015 23-Feb G4 25.5023,
81.8554

143,
42

…143042_20150223_20200909_02_T1

G5 25.4192,
81.9005

143,
42

…143042_20150223_20200909_02_T1

2016 01-Jun G6 25.4266,
81.8639

143,
42

…143042_20160601_20200906_02_T1

Section 3

2014 09-Apr G7 25.244,
82.4183

143,
42

…143042_20140409_20200911_02_T1

2016 25-May G8 25.1771,
82.6022

142,
43

…142043_20160525_20200906_02_T1

G9 25.244,
82.4183

142,
43

…142043_20160525_20200906_02_T1

03-Feb G10 25.2894,
83.0064

142,
42

…142042_20160203_20200907_02_T1

G11 25.3199,
83.0366

142,
42

…142042_20160203_20200907_02_T1

Section 4

2014 02-Dec G12 22.4535,
88.1153

138,
44

…138044_20141202_20200910_02_T1

08-May G13 22.4535,
88.1153

138,
44

…138044_20140508_20200911_02_T1

2015 12-May G14 23.4001,
88.3734

138,
44

…138044_20151205_20200908_02_T1

G15 23.0008,
88.4086

138,
44

…138044_20151205_20200908_02_T1

02-Oct G16 22.5497,
88.2961

138,
44

…138044_20151002_20200908_02_T1

2016 07-Dec G17 22.5497,
88.2961

138,
44

…138044_20161207_20200905_02_T1
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Fig. 8.2 Sample section of the river showing a FCC imagery, b modified normalized difference
water index and c river mask

output, respectively across a sample section of the river. Thewater pixels are extracted
by the application of threshold value of 0 onto the MNDWI output. Subsequently,
these pixels were converted to vector polygon so as to generate the river mask
(Fig. 8.2c).

8.3.2 Estimation of Turbidity Using Multiple Turbidity
Retrieval Algorithms

The satellite datasets were clipped and the surface reflectance values were computed
for these datasets across the study region as defined in Sect. 8.2.3. The value ranges
of all these models were computed and four models with their values lying within
the range of values in the in-situ datasets were shortlisted. The algorithms from Liu
and Wang (2019) (Sr. No. 1), Kalele (2019) (Sr. No. 2), Quang et al. (2017) (Sr. No.
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Table 8.4 Shortlisted models for turbidity extraction

Model No Selected model References

A T = −74.26 * B2 − 14.84 * B3 + 267.45 * B4 − 126.89 *
B5 + 4.21
B2 = Band 2, B3 = Band 3, B4 = Band 4, B5 = Band 5

Liu and Wang (2019)

B T = −344.784 * B2 + 398.817 * B3 + 1.045
B2 = Band 2, B3 = Band 3

Kalele (2019)

C T = 380.32 * (B4) − 1.7826
B4 = Band 4

Quang et al. (2017)

D T = 253.884 + (−558.206 * X) + (0 * X2) + (399.496 *
X3)
X = Band 4/Band 3

Li et al (2015)

4), and Li et al. (2015) (Sr. No.10) were taken as Models A, B, C, and D, respectively
(Table 8.4).

8.3.3 Estimation of Turbidity Across River Sections Using
Different Turbidity Models

The shortlisted turbidity models (Models A, B, C & D) were applied to each section
of the river. The values of turbidity across the models over the river Section 1 are
shown in Fig. 8.3. Here, the computed turbidity values indicated values ranging
from 7 to 39 NTU and 26 NTU to 53 NTU for Model A and Model B, respectively.
Model B showed an average turbidity higher than the Model A estimated value. The
turbidity estimates from Model C are observed from 99 to 181 NTU which is the
highest among all the other algorithms. Although there were only few values greater
than 170 NTU, the average values were well over 120 NTU. Turbidity values from
Model D also indicated high values with NTU ranging from 65 to 171 NTU.

Figure 8.4 depicts the computed turbidity for various models across Sect. 2 of the
study area. The turbidity values ranged from6 to38NTU.Thedistributionof turbidity
was seen to vary with lower values in the upper part of the river and increasing toward
the downstream region. Models A and B showed values between 38 and 49 NTU,
respectively. Model B showed not only higher turbidity in comparison to Model
A, but it also showed greater number of stretches with high values. The output of
Model C and D showed turbidity values from 87 to 170 NTU and from 47 to 187
NTU, respectively. Although Model D had the highest maximum value of computed
turbidity, Model C showed the highest average value. Low to moderate values of
turbidity was observed in the upper part and higher values were computed in the
lower part of the river.

The distribution of turbidity across different turbidity models were shown in
Fig. 8.5. The output ofModel A showed that the turbidity values ranged from 03 to 38
NTU. Few regions where minor tributaries converge showed high turbidity values.
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Fig. 8.3 Spatial distribution of turbidity for Models A, B, C & D across Section 1

The turbidity output of Model B (18 NTU to 48 NTU) showed rather low values
along the upper and middle part of the river section with higher values in the lower
part after the tributaries converge. Model C indicated values ranging from 83 to 149
NTU and 47 NTU to 153 NTU, respectively. They showed the gradual increase in
values toward the downstream regions.

Figure 8.6 depicts the turbidity outputs forModelsA,B,C, andDacross the lowest
section (Section 4) of the study region. The output of Model A depicted values that
ranged from negligible to 42 NTU. The pixels values for turbidity ranged from low
to moderate from the upstream toward downstream regions. The output of Model B
(7–70 NTU), showed patterns of the turbidity to be higher in the middle regions of
the river while moderate toward the upper and lower reaches of the river. Models C
(turbidity between 72 and 248NTU) showed similar patterns. Therewere few regions
of the riverwhich showedvalues that exceeded 200NTU.ModelD (turbidity between
16 and 138 NTU) showed low values in the upstream and downstream regions of the
river and regions in the middle showed moderate to high turbidity values.
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Fig. 8.4 Spatial distribution of turbidity for Models A, B, C & D across Section 2

8.3.4 Evaluation of Turbidity Retrieval Models Using In-Situ
Observations

The model outputs for pixels near the spatial vicinity of in-situ observation sites
were extracted considering the dates and satellite data availability. To extract the
model that most accurately represents the in-situ datasets, the RMSE matric was
computed across various sections of the river. Tables 8.5, 8.6, 8.7 and 8.8 show
the RMSE values across various sections of the study area. It was observed that
Sections 2, 3, and 4 were best represented by Model D (Li et al. 2015) with the
RMSE values of 8.27, 24.18, and 62.65, respectively which indicated that it was a
moderately suitable algorithm among these river sections. On the contrary, Model
B (Kalele 2019) showed the lowest RMSE error (12.1) for Section 1 of the study
area, indicating better performance. In the present study, since Model D depicted the
least RMSE value across three different sections, it was selected as the most suitable
algorithm among all the other algorithms for estimation of turbidity across the Ganga
River.
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Fig. 8.5 Spatial distribution of turbidity for Models A, B, C & D across Section 3

8.3.5 Real-Time Turbidity Mapping Through the Best
Performing Model

Satellite datasets of 13-July-2021 were acquired and the water turbidity across the
study area was computed using the most suitable turbidity retrieval algorithm as
proposed byLi et al. (2015) (ModelD) (Fig. 8.7). The upper reaches of the river exhib-
ited higher turbidity (>115 NTU) values in comparison to the downstream sections
(60-85 NTU) after the confluence with its tributaries. During its passage across the
middle reaches, the river confluences with many of its tributaries, creating turbid
waters. The reduction of turbidity values toward its lower reaches may be attributed
to the widening and slowing down of the course of the river, allowing for the settling
of particulate matter, thereby reducing water turbidity in the downstream sections.
The turbidity values retrieved in the present approach may be operationalized to
continually monitor the water quality across the river.
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Fig. 8.6 Spatial distribution of turbidity for Models A, B, C & D across Section 4

8.4 Conclusions

Water quality is influenced by a wide range of human and natural factors. Turbidity is
an important indicator ofwater quality and the hydrological conditions of rivers.With
the advantage of synoptic coverage and low costs, satellite data and remote sensing
techniques have opened up new avenues and provided alternative ways to monitor
turbidity at various spatial and temporal scales. The present study investigated the
turbidity retrieval from satellite datasets using various retrieval models available
across literature. The study further envisaged to identify the most suitable algorithm,
that best represented the in-situ observations across different sections over the Ganga
River. The study indicated that model proposed by Li et al. (2015), best represented
the turbidity concentration in the river waters of the Ganga. However, the model was
unable to represent the in-situ turbidity values across the upstream sections of the
river satisfactorily. Thus, a single model may not be adequate to completely model
the complete extent of large river systems such as the Ganga. Thus, there is scope
for novel models, which may quantitatively best represent different sections of the
river course, with is varying agro-climatic and morphological characteristics.
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Fig. 8.7 Spatial distribution of turbidity across a) middle (moderate turbidity), b) upper (high
turbidity), c) lower (moderate turbidity) and d) middle (high turbidity) river sections using turbidity
Model D
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Chapter 9
Water Quality Assessment from Medium
Resolution Satellite Data Using Machine
Learning Methods

R. Ranith, N. Nandini Menon, K. Ajith Joseph, Chiranjivi Jayaram,
and Lasse H. Pettersson

Abstract Primary productivity expressed as the abundance of phytoplankton
measured by the chlorophyll-a concentration (Chl-a), and water clarity in terms
of suspended particulate matter, are considered as key indicators defining the water
quality of any aquatic system. To maintain the good water quality, it is important to
continuously monitor the spatio-temporal variability of these key indicators. Optical
satellite remote sensing techniques in the visible spectral range are well known for
their cost-effectiveness in estimating the water quality features on sufficient spatial
and temporal scale with better radiometry. To overcome that, level 1C images from
the multi-spectral instrument (MSI) onboard Sentinel 2 (S2), a medium to high reso-
lution satellite sensor, were used in the present study. Even though there has been a
radical improvement in the development of semi-analytical optical algorithms espe-
cially using band ratio methods, they need accurate spectral and specific absorp-
tion characteristics which are challenging to obtain for many inland water bodies.
Machine learning algorithms, on the other hand can statistically derive the spatio-
temporal distribution of chlorophyll-a and suspended matter from explicit optical
relationships without the complexities of conventional empirical or semi-analytical
algorithms. In this study, the best suitable machine learning (ML) algorithm using
S2-MSI data to retrieve (Chl-a) and total suspended matter (TSM) for tropical lakes
and inland waters were identified from the available machine learning models. The
ML prediction models were trained using the surface reflectance together with the
vegetation and water indices that are sensitive to Chl-a and TSM obtained from
Sentinel-2 data. In situ Chl-a values for validation of the machine learning models
were obtained from multiple field surveys conducted along the inland water bodies
(Vellar river in Tamilnadu, and Paleru and Karedu inland tributaries of Krishna River
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in Andhra Pradesh) and a tropical coastal region (Palk Bay) in the south east coast
of India (Palk Bay). From the validation analysis it was evident that Support Vector
Machine (SVM) performed better in deriving the Chl-a (R2 = 0.81; RMSE = 0.19)
and Radom Forest (RF) model performed better in modeling TSM distribution along
the studiedwater bodies (R2= 0.98; RMSE= 1.46). Validation ofML-basedmodels
for optically different water bodies proved the efficiency of the SVM and RF models
in estimating the optical constituents in inland water bodies and tropical coastal
waters with optical complexities from mixed composition of water constituents. The
capability of medium resolution satellite like Sentinel 2 can hence provide means to
establish tools to monitor the biophysical conditions of small inland water system
effectively when coupled with machine learning methods.

Keywords Water quality · Remote sensing · Sentinel-2 · Machine learning ·
Chlorophyll-a · Suspended matter

9.1 Introduction

About 72% of the earth’s surface is occupied by water. Inland water bodies, that
cover merely 3% of the terrestrial biome have critical role in the existence of life
on earth. Global population depends directly or indirectly on these resources as
sources of drinking water, food, irrigation, transportation, recreation etc. Aquatic
systems and the world oceans also act as major sinks of atmospheric carbon and
hence are very important in regional carbon cycle and climate change (Gattuso et al.
1998). Dramatic increase in population and anthropogenic pressures on the aquatic
systems have created unprecedented threat to these ecosystems (Schindler 1987;
Meyer et al. 1999). Increased demands in food resources for the growing population
have led to intensive farmingmeasures with increased use of fertilizers and pesticides
(Nonhebel andKastner 2011). The nutrient run off from terrestrial regions eventually
increases the suspended matter load of the aquatic systems causing eutrophication
(Waller and Hart 1986; Rathore et al. 2016; Mamum et al. 2018). Deteriorated water
quality not only affects the water security, but also impacts the entire aquatic and
marine ecosystem. Combined pressure on the aquatic systems from eutrophication
and climate change associatedwarming events has reportedly increased the frequency
and intensity of algal blooms (Lin et al. 2021). The increasing frequency of harmful
algal blooms (HAB) worldwide is an example of the complex environmental issues
fromdecreasedwater quality (Pettersson and Pozdnvakov 2012;Berdalet et al. 2016).
Intense bloom events can create anoxic conditions by depleting dissolved oxygen in
the water body (Liu et al. 2019). Apart from the ecological loss, HAB events also
reportedly cause mass mortality of fish and shell fish resulting in huge economic loss
(Hoagland et al. 2002; Park et al. 2013; Reis Costa 2016) and at times jeopardize
human health, as some of the blooms are toxic (Su et al. 2019). Therefore, regular
water qualitymonitoring is imperative for sustaining a healthy aquatic ecosystem and
community.Here, Chlorophyll-a (Chl-a), total suspendedmatter (TSM) and turbidity
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are commonly used as the key water quality indicators obtained using remote sensing
(Chen et al. 2004). In the present situation of climate change, the in situ point-based
sampling method to assess water quality is not efficient enough to explain the quality
of water body as a whole (Usali and Ismail 2010). The trophic status of a water body
can be assessed systematically only by evaluating the variability in chlorophyll-a,
turbidity, total suspended matter and other bio-geo-chemical parameters. Systematic
assessment requires information on changes in these parameters at definite temporal
and spatial scales, which are challenging to be attained though traditional in situ
monitoring methods considering the cost of sampling and effort that need to be
invested. Satellite remote sensing is proving to be of increased utility here (Sathyen-
dranath et al. 2020). Synoptic scale estimation of change in water quality using earth
observation (EO) tools could lead to standardized water quality measures for a larger
region and across national/administrative borders. Research works have recognized
the efficient use of EOmethods in monitoring variables like water color, Chl-a, TSM
etc. (Danovaro et al. 2016; Tyler et al. 2016).

Water leaving radiance in the optical and infrared wavelengths (400–900 nm) are
best suitable to study the water quality parameters like water transparency, Chl-a,
TSM etc. (Dekker et al. 2002). Optically active components in water body like Chl-a,
TSM etc. interact with the penetrated solar radiation in the water column by absorp-
tion and scattering based on the characteristic behavior of each constituent (Bukata
et al. 2018). Quantitative information on the distribution of optically active compo-
nents in the water like Chl-a, TSM, colored dissolved organic material (CDOM) can
be extracted from the water leaving radiance. Earlier, empirical models by regressing
in situ measurements of studied variables with that of one of multiple sensor bands
were commonly used. This also includes usage of in situ validation observations
at various spatial and temporal scales. The application of empirical algorithms in
retrieving optically active objects is state of art knowledge. However, being based on
empirical algorithms, their usage is limited to specific area or for particular sensors
(Matthews 2011). Recent advances in data analytics and hardware sophistication
resulted with semi-empirical algorithms like neural networks, which is completely
data driven and is much generalized in deriving optically active components from an
effective training set and statistical relationship irrespective of the sensor (Ceyhun
and Yalcin 2010; Matthews 2011).

Monitoring optically complex systems, especially inland water bodies was diffi-
cult since the advent of space research due to the lack of satellite sensors with
sufficient number of spectral bands to resolve the different optically active water
constituents. Also, the radiometric sensitivity of satellite sensors was lowwith coarse
resolution (Matsushita et al. 2016). One of themost research friendly and easily avail-
able satellite data was the Landsat series of satellites by the National Aeronautics and
Space Administration (NASA), initially designed for terrestrial mapping. However,
Landsat series from 1 to 7 suffered from low radiometric resolution that limited their
use in water quality monitoring. First instrument available for the measurement of
ocean color was the coastal zone color scanner (CZCS) during the year 1978 (Clark
1981). Later in 1997, sea-viewing wide field-of-view sensor (SeaWiFS) was made
available to monitor Chl-a and water clarity (Hooker andMClain 2000). Ocean color
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monitor (OCM) onboard Indian remote sensing satellite and the moderate resolution
imaging spectroradiometer (MODIS) by NASA was introduced by the year 1999
(Carder et al. 2003). Low spectral and spatial resolution of MODIS (nine spectral
bands in the visible and near infrared) made it less suitable for inland water body
monitoring. Recently with the availability of new satellites like Landsat-8, and the
European Sentinel-2, water quality monitoring and mapping has been possible to the
inland region due to its higher spatial and temporal resolution than their predecessors.

The Multispectral Imager (MSI) sensor onboard Sentinel 2 has a swath width of
209 km with spatial resolution between 10 and 60 m. Features that make Sentinel 2
distinctly better than theLandsat-8 sensor are the availability of red edge bands, better
spatial resolution (10 and 20 m depending on the bands) and a comparatively shorter
revisit time and hence a higher temporal resolution (Battude et al. 2016; Forkuor et al.
2018). These features make Sentinel 2-MSI data, the best freely available remotely
sensed data for inland and coastal water remote sensing (Drusch et al. 2012). Many
studies have been using Sentinel-2 images for monitoring water quality parameters
like Chl-a, water color, CDOMandDOC for inlandwater bodies (Toming et al. 2016;
Ansper and Alikas 2019; Menon et al. 2021). Commonly used method to retrieve
water quality information from remote sensing data for water bodies is the band ratio
algorithms using either two, three or four spectral bands (Maytsushita et al. 2016).
But recent studies showed that optical data modeling using data driven machine
learning methods is efficient in retrieving optical components from case 2 optically
complex waters (Peterson et al. 2019).

9.1.1 Machine Learning Approaches

9.1.1.1 Artificial Neural Network (ANN)

Artificial Neural Network (ANN) is the most commonly applied classifier/regressor
tools for modeling environmental and natural processes, including water quality
monitoring etc., (Singh et al. 2009; Maier et al. 2004). The neural networks are made
of three basic layers of data and information called input layer, hidden layer and an
output layer comprising nodes. These layers are inter-connected by weights and bias.
The number of hidden nodes and hidden layers are important as it imparts non-linear
transformations of input datasets. This information is vital for choosing the quantity
of hidden nodes and layers, as over usage of these layers in ANN may lead to model
overfitting. The input layer comprises input variables while the output variable will
have the variable of interest. The input data passes through the hidden layer, which
forms the internal structure of ANN. The data will be multiplied and added byweight
and bias at each layer. A general structure of the ANN is given in Fig. 9.1.
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Fig. 9.1 General architecture of ANN adopted in the current study

9.1.1.2 Support Vector Machine Regressor

General applications of support vector machine (SVM) include classification, regres-
sion and time series prediction (Thissen et al. 2003; Oomen et al. 2008; Liu et al.
2013). The regression application of SVM is mostly used for continuous variables.
The SVR can be expressed through a mathematical equation as:

S(Xi) =
T∑

i=1

Wiϕ(Xi) + b,

where,Wi and b are the coefficients obtained after minimizing the error between the
network output and target variable. Further, ϕ(Xi) is a non-linear mapping function
obtained by the application of a kernel function k (Xi, X) that explains the linear,
polynomial and Gaussian radius (Kwon et al. 2018). The SVM regressor will be
finally developed using parameters viz., box constraint, epsilon and sigma. Box
constraint lets the stringent separation of data by applying a cost to the error. Epsilon
adjusts the number of support vectors and sigma is relevant to the model stability.
More details on the functioning of support vector machines are detailed by Drucker
et al. (1997).

9.1.1.3 XGBOOSTING (Gradient Boosting Algorithm)

Gradient boost belongs to a class of ensemble machine learning models that are
applied for classification and regression-based tasks. These ensembles are made out
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of decision tree models, where trees are added one at a time to the ensemble and
fit, to correct the errors from previous models, called boosting (Chen and Guestrin
2016).

9.1.1.4 Random Forest Model

Random forest model is a multiple decision trees-based ensemble learning method.
Random forest regression creates binary splits and multiple regression trees using
randomly selected training dataset with a Gini Index. Gini index is calculated by
subtracting the sum of squared probabilities of each class from one, that basically
explains the degree of probability of wrong variable classification when chosen
randomly. Based on which, continuous variables will be predicted in the case of
a Random Forest regressor (Breiman 2001). Random Forest regression models are
used in multiple studies with satellite derived datasets (Jang et al. 2016).

For illustration of the capability of Sentinel 2 MSI data in retrieving impor-
tant water quality traits like Chl-a and TSM using the machine learning algorithms
described above, we present below two case studies:

(a) Water quality traits retrieval from three inland water bodies, viz., Vellar in the
state of Tamilnadu, Karedu and Paleru (tributaries of Krishna river) in the state
of Andhra Pradesh on the east coast of India.

(b) Water quality traits retrieval from Palk Bay, a coastal waterbody in the state of
Tamilnadu on the southeast coast of India.

9.2 Case Studies

9.2.1 Modeling Water Quality Variables Using Machine
Learning Methods in the Selected Inland Water Bodies

9.2.1.1 Methodology

In situ sampling was conducted in the Karedu and Paleru waters on January 15th
2020 and in the Vellar waters on May 5th 2020. Corresponding to the field sampling
dates, cloud free Sentinel 2 MSI L1C (Level 1 C processed) images were obtained
from the ESA Copernicus data hub. If cloud free datasets were not available on our
sampling period, satellite imageswere obtained to the closest days of field survey. The
Case-2 Regional Coast Colour processor (C2RCC) package (Doerffer and Schiller,
2007) in the Copernicus SNAP tool box was used to process the ocean optical infor-
mation from the MSI derived data. The C2RCC processor is based on the radiative
transfer modeling of water and the atmospheric vector in the successive order of scat-
tering along with the aerosol optical properties (Lenoble et al. 2007). Water leaving
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reflectance after the atmospheric correction from the S2L1C images is obtained using
a set of neural networks for each sensors using band subset. Absorption and scat-
tering coefficients from the water leaving reflectance are obtained from the Inherent
Optical properties (IOP) net setup.

For improved computational efficiency, a nearest neighbor re-sampling technique
was employed from the 20 m spatial resolution to the 10 m spatial resolution. Vege-
tation indices and the water indices derived from the water leaving reflectance are
reportedly sensitive to chlorophyll-a and TSM respectively, and hence are successful
in retrieving the water quality traits (Saberioon et al. 2020). Therefore, to improve
the prediction efficiency of the ML models employed in this study, different spec-
tral indices were derived from the C2RCC derived water surface reflectance as
shown in Table 9.1. A combination of water reflectance information from eight
bands in the visible region (Band 2 to Band 8) of S2 MSI, five spectral indices
and three band ratio indices were used in training the four ML models. The spec-
tral indices employed in this study are, NDVI (Normalized Difference Vegetation
Index), NDWI (Normalized Difference Water Index), NDTI (Normalized Differ-
ence Turbidity Index), SR (Simple Ratio) and SRWC (Simple Ratio Water Colour),
Chl-a and TSM for random points from the surveyed sites were obtained from the
C2RCC processed IOP parameters of S2L1c data as

Chl − a = iopapig1.04 ∗ 21 where, iopapig is the pigment absorption.
TSM = 1.06 ∗ iopbtot0.942 where, iopbtot is the total scattering.
Before employing the optical inputs into the MLmodel training, correlation anal-

ysis was done between Chl-a, TSM and all 15 optical inputs, in order to understand
the significant drivers that could explain the Chl-a and TSM distribution. Removal

Table 9.1 Spectral indices derived from the Sentinel 2 MSI bands

Sl. No Spectral index Nomenclature in this
study

Formula Definition using
sentinel 2 MSI bands

1 NDVI (McFeeters
1996)

NDVI NIR−Red
NIR+Red

B8−B
B8+B4

2 NDWI (McFeeters
1996)

NDWI Green−NIR
Green+NIR

B3−B8
B3+B8

3 NDTI (Lacaux et al.
2007)

NDTI Red − Green
Red+ Green

B4−B3
B4+B3

4 SR (Birth and Mc Vey
1968)

SR Red
NIR

B4
B8

5 SRWC (Zarco-Tejada
and Ustin 2001)

SRWC Red
Blue

B4
B2

6 Band ratio BR1 B3
B4

7 Band ratio BR2 B5
B4

8 Band ratio BR3 B5+B6
B4
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Table 9.2 Descriptive statistics of Chl-a (mg m−3) from three inland water bodies

Location Mean SE Median SD Var Min Max Count CL (95.0%)

Vellar 0.58 0.006 0.57 0.03 0.001 0.53 0.71 30 0.013

Karedu 0.61 0.003 0.62 0.05 0.002 0.50 0.86 211 0.006

Paleru 0.52 0.004 0.52 0.03 0.001 0.46 0.59 63 0.008

of non-significant optical parameter is presumed to improve the ML models. Correl-
ogram explaining the correlation of Chl-a and TSMwith S-2 bands, spectral indices,
band ratios is shown in Fig. 9.2.

Machine learning models were hence trained for Chl-a and TSM prediction using
the significant optical inputs alone. While, a total of 15 optical inputs were used in
the prediction of Chl-a (p < 0.05), only 13 optical inputs were found valid for TSM
prediction.

Machine learning algorithms were processed using packages neuralnet (Fritsch
et al. 2019), random forest (Law andWiener 2002), XGboost (Chen et al. 2015), caret
(Kuhn 2008) and kernlab (Karatzohlou et al. 2004) in the statistical tool R v.4 (R core
team 2019). The input data for the model were then randomly grouped into training
data (75%) and test data or validation data (25%). All machine learning models were
then constructed with the training data and evaluated with the validation datasets.

Cross-validation was used to evaluate the overall performance of each model
with the validation data. Chlorophyll-a and TSM concentration were predicted for
the validation data using the four constructed ML models. The accuracy of each
model was assessed using coefficient of determinant (R2) and RMSE (Root mean

squared error). The RMSE value was calculated as, RMSE =
√

1
n

n∑
i=1

(
e2

)
i where, n

is the number of data, i represents ith Chl-a/TSM observation and ei is the residual
observed between modeled and measured Chl-a/TSM values.

Descriptive Statistics of Field Recorded Water Quality Traits

Chl-a and TSM concentrations obtained from the in-situ sampling, were used to
derive the descriptive statistical information like minimum, maximum, mean, stan-
dard deviation and coefficient of variation. Inland water bodies as well as the coastal

Fig. 9.2 Correlograms explaining the correlation (r) of Chl-a (upper plot) and TSM (lower plot)
with S2 MSI bands (8 bands), spectral indices derived from C2RCC processing and band ratios
derived (see Table 9.1). Blacked out boxes indicate insignificant correlation at 95% significant level
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regions in general have medium to higher chlorophyll and TSM concentration owing
to the availability of surplus terrestrial inputs.

9.2.1.2 Results

Since the objective of this case study is to compare the capability of four machine
learning methods using sentinel-2/MSI data in deriving Chl-a and TSM concentra-
tions efficiently in the optically complex waters, the time series component of the
data analysis is not discussed here. Tables 9.2 and 9.3 detail the descriptive statis-
tics of Chl-a and TSM from the C2RCC processed datasets. Vellar, Karedu and
Paleru water bodies were recorded with mean Chl-a; 0.58 ± 0.04 mg m−3, 0.61 ±
0.05 mg m−3 and 0.52 ± 0.03 mg m−3 and mean TSM values; 28.08 ± 0.22 g m−3,
29.24 ± 0.54 g m−3, 29.47 ± 0.24 g m−3, respectively.

Nine Artificial Neural Networks (ANN) were initially trained using varying
configurations of number of nodes and hidden layers. The results of cross validation
of the predicted Chl-a and TSM values with the validation data are given in Figs. 9.3
and 9.4 respectively.

Match-ups made between the ANN derived predicted Chl-a concertation with the
validation Chl-a data evidenced ANN model 9 configuration (ANN9) to be the best
in predicting Chl-a with R2 of 0.79. Considering the better performance of ANN9

Table 9.3 Descriptive statistics of TSM (g m−3) from three inland water bodies

Location Mean SE Median SD Var Min Max Count CL (95.0%)

Vellar 28.08 0.07 28.09 0.40 0.16 26.24 28.94 30 0.15

Karedu 29.24 0.04 29.21 0.54 0.30 26.10 31.56 211 0.07

Paleru 29.47 0.03 29.40 0.24 0.06 29.14 30.31 63 0.06

Fig. 9.3 Comparison of
multiple Artificial Neural
Network (ANN) products to
optimize the model with the
best prediction capability of
Chl-a. Bars represent the
coefficient of determination
(R2) obtained for different
ANN models when
matched-up between
predicted Chl-a and Chl-a
from validation data
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Fig. 9.4 Comparison of
multiple ANN products to
sort the best model with
good prediction capability.
Bars represent the coefficient
of determination (R2)
obtained for different ANN
models when matched-up
between predicted TSM and
TSM from validation data

over other ANN configurations, it was used for the raster prediction and assessment
of Chl-a parameter.

Similarly, the results from the TSM modeling using nine ANN model configura-
tions showed that the prediction with ANNmodel 6 (ANN6) gave the best match-up
with validation data (R2 = 0.95) as shown in Fig. 9.4. Considering the better perfor-
mance of ANN6 over other ANN configurations, it was used for the raster prediction
and assessment of TSM parameter. It is important to note that the match-up quality of
ANN6 in modeling TSM (R2 = 0.95) was better than the that obtained for the Chl-a
match-up quality of ANN9 (R2 = 0.79). Although both with explained variance of
about 80% or above.

Similarly, other ML model methods, SVM, Random Forest and XGboost ML
models were also trained tomodel and assess the concentration ofwater quality traits.
The modeled Chl-a and TSM concentrations were then compared with the validation
data to assess the performance quality of differentMLmodels evaluated in this study.
The performance of different ML models in retrieval of the concentrations of Chl-a
and TSM as shown in Fig. 9.5.

Fig. 9.5 Retrieval capability of different ML models employed for predicting concentrations of
Chl-a a and TSM b. Bars represent Coefficient of determination (R2) obtained in the match-up
between water quality trait modeled and validation data. ‘*’ represents RMSE obtained
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Statistically, the overall performance of SVM model (R2 = 0.81; RMSE = 0.19)
and ANN9 model (R2 = 0.79; RMSE = 0.2) were better than RF and XGboost
models in predicting Chl-a. Whereas, the performance of RF model (R2 = 0.98;
RMSE = 1.46) and ANN6 model (R2 = 0.95; RMSE = 1.96) in predicting TSM
was better than SVM and XGboost models. Hence, it is evident from the model
versus validation data that for optically complex waters of the tropical region like
the study area, SVM and ANN9 models outperformed RF and XGboost in modeling
Chl-a. SVM and XGboost models were outperformed by ANN6 and RF models in
predicting TSM concentration.

Spatial Prediction and Validation of Water Quality Traits in Inland Water
Bodies with Trained ML Models

The validation done so far has been between the modeled data and the corresponding
satellite data retrieval of Chl-a andTSMconcentrations, respectively. It is also impor-
tant to compare the performance of the trained ML models to predict the spatial
distribution of water quality traits. All the four ML models for Chl-a and TSM were
applied to the S2 MSI raster images (input spectral variables as given in Table 9.1)
of the study areas to derive the spatial distribution of water quality traits. Chl-a and
TSM concentrations were then extracted from the spatially modeled maps for the
corresponding in situ sampling validation locations. Figures 9.6, 9.7 and 9.8 show
the Chl-a spatial distribution map developed for sampling locations.

For Vellar river, SVM model outperformed statistically the other ML models in
accurately predicting Chl-a distribution with R2 = 0.9, RMSE = 0.01. The perfor-
mance was followed by that of RF (R2 = 0.88, RMSE = 0.012), ANN9 (R2 = 0.85,
RMSE = 0.019) and XGboost (R2 = 0.67, RMSE = 0.028) models.

For Karedu river, SVM model outperformed other ML models in accurately
predicting Chl-a distribution with R2 = 0.92, RMSE = 0.013. The modeling quality
of SVMwas followed by that of ANN9 (R2 = 0.83, RMSE = 0.02), RF (R2 = 0.78,
RMSE = 0.023) and XGboost (R2 = 0.63, RMSE = 0.038) models.

For Paleru river, SVM model outperformed other Ml models in accurately
predicting Chl-a distribution with R2 = 0.82, RMSE = 0.05. The modeling quality
of SVMwas followed by ANN9 (R2= 0.72, RMSE= 0.06), RF (R2= 0.62, RMSE
= 0.06) and XGboost (R2 = 0.16, RMSE = 1.25) models.

Similarly, as discussed above, Figs. 9.9, 9.10 and 9.11 represent the spatial distri-
bution maps of TSM, modeled using the ML models for the three inland water
bodies.

ForVellar river, RFmodel outperformed otherMLmodels in accurately predicting
TSM distribution with R2 = 0.84, RMSE = 0.64. The modeling quality of RF was
followed by that of SVM (R2 = 0.66, RMSE = 1.4), XGboost (R2 = 0.52, RMSE
= 1.85) and ANN6(R2 = 0.52, RMSE = 1.92) models.

For Karedu river, RF model outperformed other ML models in accurately
predicting TSM distribution with R2 = 0.98, RMSE = 0.09. The modeling quality
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Fig. 9.6 Maps of the Spatial distribution of Chl-a using the respective ML models (ANN9, RF,
SVM and XGboost from upper left) along Vellar river. The S2 MSI data processed are from date
05.05.2020. Scatter plot represents the matchup between observed Chl-a and ML modeled Chl-a
for the 30 validation points sampled on the same day

of RF was followed by that of ANN6 (R2 = 0.88, RMSE = 0.31), XGboost (R2 =
0.88, RMSE = 0.31) and SVM (R2 = 0.44, RMSE = 1.07) models.

ForPaleru river,RFmodel outperformedotherMLmodels in accurately predicting
TSM distribution with R2 = 0.88, RMSE = 0.24. The modeling quality of RF was
followed by that of ANN6 (R2= 0.83, RMSE= 0.31), XGboost (R2= 0.81, RMSE
= 0.35) and SVM (R2 = 0.65, RMSE = 0.67) models.
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Fig. 9.7 Maps of the Spatial distribution of Chl-a using the respective ML models (ANN9, RF,
SVM and XGboost from upper left) along Karedu river. The S2 MSI data processed are from date
16.01.2020. Scatter plot represents the matchup between observed Chl-a and ML modeled Chl-a
for the 140 validation points sampled on the same day

9.2.2 Modeling Water Quality Traits Using Machine
Learning Methods in the Coastal Waters of Palk Bay

In situ sampling at Palk Bay region was done on May 15th 2020. The modeling
and validation approach adopted is described in the Sect. 2.1.1. Based on the results
described in Sect. 2.1.2, Artificial Neural Networks (ANN) 9 and 6 were used in
the spatial prediction of Chl-a and TSM respectively along with the other three ML
models; RF, SVM and XG boost.
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Fig. 9.8 Maps of the Spatial distribution of Chl-a using the respective ML models (ANN9, RF,
SVM and XGboost from upper left) along Paleru river. The S2 MSI data processed are from date
16.01.2020. Scatter plot represents the matchup between observed Chl-a and ML modeled Chl-a
for the 64 validation points sampled on the same day

9.2.2.1 Results

This section details the description of in situ Chl-a and TSM values recorded from
the field sampling and the results from the spatial prediction model, assessment and
validation of Chl-a and TSM from the four ML models trained with spatial spectral
inputs as mentioned in Table 9.1.
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Fig. 9.9 Maps of the Spatial distribution of TSM using the respective ML models (ANN6, RF,
SVM and XGboost from upper left) along Vellar river. The S2MSI data processed are from the date
05.05.2020. Scatter plot represents the matchup between observed TSM and MLmodeled TSM for
the 30 validation points sampled on the same day

Descriptive Statistics

Palk Bay coastal region was recorded with mean Chl-a; 0.54 ± 0.04 mg m−3, mean
TSM value; 28.8 ± 0.02 g m−3 respectively (Table 9.4).

Spatial Prediction and Validation of Water Quality Traits in Coastal Water
Body with Trained ML Models

Figures 9.12 and 9.13 illustrate the Chl-a and TSM spatial distribution as modeled
using the four selected ML models for Palk Bay region, respectively. For Chl-a
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Fig. 9.10 Maps of the Spatial distribution of TSM using the respective ML models (ANN6, RF,
SVM and XGboost from upper left) along Karedu river. The S2 MSI data processed are from date
16.01.2020. Scatter plot represents the matchup between observed TSM and MLmodeled TSM for
the 140 validation points sampled on the same day

prediction, the SVM model outperformed other Ml models in accurately predicting
Chl-a distribution with R2 = 0.89, RMSE = 0.013. The modeling quality of SVM
was followed by that of ANN9 (R2 = 0.83, RMSE = 0.017), RF (R2 = 0.81, RMSE
= 0.0) and XGboost (R2 = 0.89, RMSE = 0.302) models.

For TSM prediction, RF model outperformed other ML models in accurately
predicting TSM distribution with R2 = 0.92, RMSE = 0.6. The modeling quality of
RF was followed by ANN6 (R2= 0.83, RMSE= 1.2), XGboost (R2= 0.82, RMSE
= 1.2) and SVM (R2 = 0.63, RMSE = 2.41) models.
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Fig. 9.11 Maps of the Spatial distribution of TSM using the respective ML models (ANN6, RF,
SVM and XGboost from upper left) along Paleru river. The S2 MSI data processed are from date
16.01.2020. Scatter plot represents the matchup between observed TSM and MLmodeled TSM for
the 64 validation points sampled on the same day

Table 9.4 Descriptive statistics of Chl-a (mg m−3) from sampling location

Parameter Location Mean SE Median SD Var Min Max Count CL
(95.0%)

Chl-a Palk Bay 0.54 0.004 0.54 0.04 0.002 0.48 0.65 86 0.008

TSM Palk Bay 28.80 0.02 28.82 0.22 0.05 28.23 29.48 86 0.05

9.3 Discussion

The assessment of the different MLmodel, spatial mapping and statistical validation
results obtained from the present study showed that Sentinel-2 MSI data can effi-
ciently and quantitatively predict the spatial distribution of thewater quality traits like
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Fig. 9.12 Maps of the Spatial distribution of Chl-a using the respective ML models (ANN9, RF,
SVM and XGboost from upper left) along Palk Bay. The S2 MSI data processed are from date
15.05.2021. Scatter plot represents the matchup between observed Chl-a and ML modeled Chl-a
for the 87 validation points sampled on the same day

Chl-a and TSM in optically complex tropical coastal waters as well as from inland
water bodies. The performance of ML algorithms combined with Sentinel-2 MSI
data was successful in the spatial modeling of Chl-a and TSM with good statistical
significance. After an initial statistical screening of nine ANN ML-configurations,
the various ML models showed consistent and statistically robust results. Though
there are reports on usage of in situ parameters like salinity, pH along with spectral
bands in ML modeling (Kupssinsku et al. 2020), our case studies show that ML
modeling of Chl-a and TSM with better accuracy is possible by considering the
interactions of optical properties alone, that can be freely procured from satellites
like Sentinel-2 and Landsat-8.
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Fig. 9.13 Maps of the Spatial distribution of TSM using the respective ML models (ANN9, RF,
SVM and XGboost from upper left) along Palk Bay. The S2 MSI data processed are from date
15.05.2021. Scatter plot represents the matchup between observed TSM and MLmodeled TSM for
the 87 validation points sampled on the same day

The study has conclusively demonstrated that SVM regressor model shows the
best performance in modeling the spatial distribution of Chl-a in both the coastal as
well as the three inland water bodies. Consistency of SVM in modeling Chl-a with
better accuracy as observed from the case study suggests the use of SVM model
under model conditions from this case study, to retrieve the chl-a concentrations of
similar optically complex coastal and inland water bodies. Similarly, the consistent
performance of RF model in retrieving the spatial distribution of TSM both in inland
and coastal waters exhibits the model’s capability in predicting TSM across optically
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complex and inland waters. No earlier published studies are available from these
areas on the same aspect to compare the present results. Quality of ML algorithms,
especially for optically complex regions largely depends on the quality of the data,
which in turn depends on location, weather, size of sample set, regional optical
complexity and environmental conditions (Uudeberg et al. 2019; Kupssinsku et al.
2020). Hence, comparing results from the present study with other ML models from
other global regions may not be feasible.

Even though, machine learning models are reportedly susceptible to dimension-
ality and over fitting errors, selection of most suitable input parameters and cross-
validation are reported to be the best practices in ML modeling (Kuhn and Johnson
2013; Domingos 2012). The statistical correlation analysis in the present study was
performed to assess the quality of the different MLmodels for both the studied water
quality traits. It is therefore suggested that, adopting this ML scheme for predicting
water quality traits in other regions requires an initial validation check for their
regional response of input variables with the water quality traits. This is a case study
that explains the performance capability of ML models when combined with open
access Sentinel 2 MSI data with high spatio-temporal resolution. Machine learning
algorithms with remote sensing data are universal prediction models that reportedly
will allow to use any spectral bands and any spectral ratios from satellite remote
sensing data (Singh et al. 2009; Saberioon et al. 2020). Hence, there are still ways to
extend the research activities to improve thewater quality traitmodeling capability. In
our case study, we have assessed the four most commonly used and widely accepted
machine learningmodels and got statistically significant and consistent results. Other
machine learning models can also be applied and assessed with the same set of input
datasets used in the case study to understand the quality and performance of other
ML models in retrieving water quality traits. More spectral indices and band ratio
combinations can be modeled and cross-validated for better understanding of water
quality retrieval of optically complex water using Sentinel-2 MSI data. As already
mentioned, this study does not deal with temporal trend or variability of water quality
traits. There is still room for improving the quality of ML algorithms by considering
the seasonality and seasonal variability in the relationship between potential input
variables and water quality traits. Because the ML algorithms are fully data driven
methods towork on complex data, it can be applied to other tropical and inlandwaters
of India or other countries that have similar terrestrial and atmospheric conditions.

With the influence of a changing climate and increased pollution and anthro-
pogenic loads on water quality in inland and coastal waters upon which millions of
people depend for their livelihood and drinking water, studies employing high reso-
lution satellite data and ML methods that help to accurately assess the water quality
are gaining importance. Such advancements in science are significant in our efforts
to address the United Nations Sustainable Development Goals, especially SDG 6
(target 6.3 to improve ambient water quality) and SDG 14 (life below water).
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9.4 Conclusion

Machine learning models being fully data driven, turn out to be more suitable for
retrievals in optically complex waters (so called case 2 waters) compared to the
empirical models, where more a priori knowledge of the optical water complexity
is needed. The case study has assessed four commonly accepted ML models (ANN,
SVM, RF, XGboost) to retrieve two major water quality traits for three inland rivers
and a coastal system in India. In situ data from the locations plus the corresponding
Sentinel 2 MSI datasets were respectively used in training and validation of the ML
modeling. From the study, it was evident that irrespective of the region (coastal and
inland waters), machine learning models could model Chl-a and TSM spatial distri-
bution with consistent accuracy, however with some differences in the actual ML
model performance for the two studied water quality traits. This type of applications
of ML model opens a window to use the many data driven methods available for
modeling and assessing water quality conditions and to improve the overall accu-
racy in complex water bodies. Further research is necessary to improve the knowl-
edge in existing spectral relationship and efficiency of different ML algorithms for
various regions with proper validation over longer periods with consecutive available
validation data.
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Chapter 10
Crop Classification in the Mixed
Cropping Environment Using SAR Data
and Machine Learning Algorithms

Akash Goyal, Mohit Kesarwani, N. Neeti, S. Maity, K. Mukesh,
V. M. Chowdary, B. Bimal, and C. S. Jha

Abstract Timely preparation of crop inventory is required to ensure food security in
the region. Conventional methods of crop inventory are time-consuming and costly.
The state-of-art of remote sensing plays vital role in the generation of pre-harvest
crop inventory. Optical remote sensing is typically used for crop mapping. However,
optical remote sensors face serious limitations due to cloud cover, especially in trop-
ical regions, where Synthetic Aperture Radar (SAR) remote sensors can overcome
this limitation with their cloud penetration capability. Traditionally, crop mapping
is carried out using conventional parametric classification approaches that require
several assumptions about the dataset. With the advent of advanced non-parametric
techniques such as machine learning algorithms, it is possible to model non-linear
relationships among variables to identify the pattern in the data. These algorithms
are considered to be more powerful and known to have higher accuracy compared
to traditional approaches. Specifically, time-series remotely sensed (both optical and
SAR) data are used for crop mapping by capturing key phenological crop stages that
differ for each crop type. In this study, kharif (monsoon) maize crop classification
was carried out for a case study area, Kannauj district using time-series Sentinel 1
data, machine learning algorithms (Decision Tree, Support VectorMachine, Random
Forest), and traditional classifier, i.e., maximum likelihood approach. Analysis indi-
cated that out of all the threemachine learning algorithms, RandomForest performed
better for crop mapping during kharif season.
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10.1 Introduction

Agriculture forms one of the main sectors in the world. Its timely monitoring is
required for managing food security in the region. The agriculture sector is a unique
sector as fluctuation in crop production is largely controlled by season. Different
crops have different growth cycles, some are short-duration crops and some are long
duration crops. For example, the most common staple food grain in the world, i.e.,
rice requires approximately 90–120 days for its growth depending on the crop variety
used. Similarly, the largest grown commercial crop, i.e., sugarcane takes about 9–
12 months for production. Apart from the season, the other factors that influence
crop production are less controlled by climatic variables such as rainfall, tempera-
ture, and other important variables viz., evapotranspiration, soil moisture. Different
management practices such as the quantity of fertilizers applied and timely irriga-
tion also play an important role. These factors that control crop growth are highly
variable, both spatially and temporally. Agricultural production is also influenced by
certain unknown factors such as sudden pest or insect attacks or the development
of unfavorable environmental/climatic conditions. Given the variability of the above
factors, monitoring agricultural production becomes difficult.

In India, agriculture is the sector where 58% of Indian population relies on their
livelihood (IBEF 2020). Different crops are grown in India due to the various climatic
zones present in the country. The major crops grown in India areWheat, Rice, Sugar-
cane, Pulses, etc.Ministry of Finance for the year 2020–21 reported that the estimated
contribution of agricultural and allied sectors in the GDP growth was around 20%
(Ministry of Finance 2021), an increase of around 2% from the previous year, i.e.,
2019–20. Given the importance of India’s agricultural sector in the economy, regular
monitoring of agricultural activities is essential.

The agriculture sector is spread over a large area and therefore itsmonitoring using
traditional methods such as field surveys is not feasible. Availability and advance-
ments in remote sensing technologies enabled large-scale mapping of landscape due
to its synoptic coverage. Over the past few decades, the agricultural monitoring
studies using remote sensing data have gained popularity (e.g., Wardlow and Egbert
2008; Kussul et al. 2015; Chen et al. 2018). Earlier studies on agricultural moni-
toring used freely available optical data such as Landsat series (e.g., Congalton et al.
1998; Turker and Arikan 2005; Devadas et al. 2012). The major problem being
faced by these optical sensors is their inability to capture data during cloudy season.
The problem of cloud cover has been overcome by the launch of SAR having that
all-weather capability. Although SAR satellites such as ERS-1/2, RadarSat-1/2, and
TerraSAR-Xwere launched their utility in agricultural monitoring is limited because
of their non-availability in public domain. The launch of Sentinel 1 data has made
the SAR data available to public domain at a medium spatial resolution of 10 m.
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In the recent past, capabilities of SAR have brought interest among researchers in
agricultural monitoring studies using SAR data.

Crop mapping is the most common application of remote sensing in agriculture
domain. Earlier crop mapping studies were carried out using conventional para-
metric such as maximum likelihood, minimum distance to mean, etc. In last decade
or so, researchers employed non-parametric approaches such as machine learning
algorithms (e.g., Duro et al. 2012; Onojeghuo et al. 2018; Feng et al. 2019). The
major advantage of these algorithms is their ability to capture complex patterns
in the data and also to handle high-dimensional data. These studies suggest that
machine learning algorithms-based classification can give higher accuracy in crop
classification compared to traditional techniques.

10.2 Geospatial Data Overview

Geospatial technologies can be simply referred to as the art of acquiring data from
space. Optical, SAR, and hyperspectral data captured by different sensors onboard
different satellites help in carrying out different agricultural applications in agricul-
ture such as crop mapping, yield assessment, health assessment, damage assessment,
etc. The remote sensing data along with ground observations can be highly benefi-
cial in monitoring earth resources with much more precision and accuracy. Remote
sensing operates on the property of an object and its interaction within the different
wavelengths of electromagnetic spectrum. Optical remote sensing uses the visible
(400–700 nm) and infrared (780–1000 nm) regions of the spectrum for object detec-
tion, while the Synthetic Aperture Radar (SAR) data uses themicrowave (1mm–1m)
region of the spectrum. The data acquisition process generally involves measuring
the reflected radiation that is generated by the interaction of different objects with
the incident radiation. The idea is to capture the differential response of different
objects to different wavelength regions. For example, in the case of vegetation cover,
the highest reflectance can be observed in the near-infrared region of the spectrum
while most of the absorption takes place in the visible region. Therefore, maximum
reflectance is observed in near-infrared region andminimum reflectance in red region.
Similarly, water bodies show maximum reflectance in the blue region and bare soil
shows maximum reflectance in the short-wave infrared region. This interaction of
different objects to different wavelength regions can help in distinguishing different
objects. Thus, to capture these differential responses among different earth features,
two types of sensors namely passive and active. Former captures the reflected radia-
tion and the latter is the active sensor that has its own energy source and captures the
energy reflected by the object after the interaction. Hence, different satellites sensors
have been designed based on this principle over time meant for different applications
(Table 10.1).

In general, remote sensing data is characterized in terms of spatial, temporal,
spectral, and radiometric resolutions. The first satellite data product available at a
medium spatial resolution was Landsat 1 MSS (Multispectral Scanner). The spatial
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Table 10.1 List of satellites launched

Satellite Year launched Sensor Agency

Landsat 1 1972 MSS NASA

Landsat 4 1982 TM NASA

Landsat 5 1984 TM NASA

SPOT-1 1986 HRV CNES

IRS-1A 1988 LISS-1, LISS-2 ISRO

SPOT-2 2009 DORIS, HRV CNES

RADARSAT-1 1995 SAR CSA

Landsat-7 1999 ETM+ NASA

Terra 1999 ASTER, CERES, MISR, MODIS, MOPITT NASA

Aqua 2002 AIRS, AMSR-E, AMSR-A, CERES, HSB, MODIS NASA

Resourcesat-1 2003 AWiFS, LISS-4, LISS-3 ISRO

ALOS 2006 AVNIR-2, PALSAR, PRISM JAXA

TerraSAR-X 2007 TOR, SAR-X DLR

RadarSat-2 2007 SAR CSA

Landsat 8 2013 OLI, TIRS NASA

Sentinel 1A 2014 SAR-C ESA

Sentinel 2A 2015 MSI ESA

Sentinel 1B 2016 SAR-C ESA

Sentinel 2B 2017 MSI ESA

Landsat 9 2021 OLI, TIRS NASA

NASA national aeronautics and space administration, ESA European space agency, ISRO Indian
space research organization, CSA Canadian space agency, DLR The German aerospace centre,
JAXA Japanese aerospace exploration agency, CNES national centre for space studies
Source WMO OSCAR (2021)

resolution of the data was 60 m and captures data in four wavelength bands, i.e.,
Blue, Green, Red, and NIR. Over the time, Landsat program evolved with subse-
quent launches of Landsat 4-5 TM (Thematic Mapper), Landsat 7 ETM+ (Enhanced
Thematic Mapper Plus), and Landsat 8 OLI (Operational Land Imager) since 1977.
Landsat 4-5 improved the spatial resolution of Landsat series from 60 to 30 m.
Improvements in the spectral resolution with every subsequent launch of Landsat
satellite were observed for Landsat 1, Landsat 4-5, Landsat 7, and Landsat 8 with
4, 7, 8, and 8 spectral bands, respectively. These Landsat series are widely used in
different applications of agriculture as they provide not only medium-resolution data
but also provide a long time-series data essential for long term analysis since 1982.

The Landsat series has a rich source of data record dating from 1972 to present
with a spatial resolution as high as 30 m (Hawbaker et al. 2017). Although spatial
resolution of Landsat data is 30 m, one of the major limitations with this data is that it
may not provide high accuracy for agricultural monitoring studies in heterogeneous
cropping environments. In the recent times, European Space Agency (ESA) has
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launched its Sentinel series of satellites, where Sentinel 2 is the satellite in this
series, that captures the data in the optical and near-infrared region. The Sentinel 2
satellite has finer spatial, temporal, and spectral resolutions as compared to Landsat.
The spatial resolution of the satellite is 10 m, which can be considered as good
for agricultural applications. In the Landsat series, the data is available at the time
interval of 16 days, i.e., two observations per month. In case of Sentinel series,
the temporal resolution of the satellite is 10 days allowing three observations per
month. The other advantage with Sentinel 2 series is that it includes twin satellites
namely Sentinel 2A and 2B,which further improved the temporal resolution to 5 days
making six observations per month. These multiple observations within short span
help in capturing the crop phenological information of small duration crops with
90–120 days cycle (Cheng et al. 2020). This highlights the capability of Sentinel
satellite to provide at least one cloud-free image per month during the cloudy season.
Further Sentinel satellite has finer spectral resolution with its ability to capture data
in 13 different spectral bands as compared to Landsat 8 having 11 spectral bands.
The spectral configuration of both the satellites is similar in terms of visible, near-
infrared, and short-wave bands. The main advantage of the Sentinel 2 satellite is
that the red band is further divided into three red edge bands. This gives relative
advantage to Sentinel satellite over Landsat satellite as these red edge bands can be
helpful in vegetation monitoring (Delegido et al. 2011). With the launch of Sentinel
mission, the availability of high-resolution multispectral data with high repetivity is
possible. Although the repetivity of Sentinel data is very high with repeat cycle of
5 days, there might be issue with the cloud cover.

Over the years, optical data has gained popularity in different applications. The
only drawback of multispectral optical data is that they are prone to cloud cover and
the reflectance from the surface after interacting with the objects cannot be captured
by the sensors during cloudy season. All-weather capability of SAR is possible
because the wavelength of the SAR data is high, i.e., in cm. These wavelengths are
higher than the radius of the water molecule of cloud cover hence these wavelengths
can penetrate the cloud cover and can be easily captured by sensors. SAR data such
as ERS-1/2 and Radarsat 1 was not available in the public domain. The Sentinel
series has also launched the Sentinel 1 SAR data that acquires data at a high spatial
resolution of 10 m with a repeat cycle of 12 days. Similar to Sentinel 2, there are
twin satellites, i.e., Sentinel 1A and Sentinel 1B that makes the overall repeat cycle
of nearly 6 days.

10.3 Machine Learning Algorithms

The machine learning algorithms capture the pattern in the data from the training
datasets in case of supervised learning and further use this pattern recognition for
regression or classification (Mahesh 2020). The past decade has seen a rise in the use
ofmachine learning algorithms for different applications in thefield of remote sensing
(e.g., Friedl andBrodley 1997;DeFries andChan 2000; Pal andMather 2005; Cooner
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et al. 2016). The major advantage of these algorithms from conventional algorithms
is that thesemethods do not assume linearity in data and can capture complex patterns
in the data. Increase in the data availability in the recent past increased the scope
for envisaging a greater number of variables for analysis. With the advancement in
the sensors, the number of spectral bands increased from eight bands in Landsat 4-5
and 7–11 bands in Landsat 8 and 12 bands in Sentinel 2. Thus, these algorithms
prove to be beneficial for analyzing data with such high dimensionality. Different
machine learning algorithms classify data using unsupervised supervised, and semi-
supervised learning. In unsupervised learning, the training data is not used and the
classes in the data are unknown. The model classifies the data by utilizing the pattern
in the data into different user-defined classes. In the supervised learning, training
data is provided and the model captures the structure of different classes from the
input data. These identified structures are then used further for the classification of
the data. In semi-supervised learning labeled and unlabelled samples make up the
input data. The semi-supervised learning is performed by first classifying the data
using unsupervised learning and then using labeled data, the supervised classification
is carried out.

The supervised machine learning algorithms that have been widely employed in
the field of remote sensing include k-Nearest Neighbor, Artificial Neural Network,
Support Vector Machine, Self-Organizing Maps, and Decision Tree. These algo-
rithms have different approaches for their functioning, for example, SVM uses the
hyperplane to find the optimum fit for the data, and these hyperplanes are adjusted
based on different kernel parameters. In ANN, the data are classified based on
different activation functions such as sigmoid, logistic, tanh, etc. The other form
of machine learning algorithms is known as ensemble algorithms. An example of a
few ensemble machine learning algorithms is Random Forest, AdaBoost, XGBoost,
Gradient Tree Boosting. These ensemble algorithms are being developed by using
base algorithms. For example, the Random Forest algorithm was developed based
on the decision tree algorithms where the majority voting technique is used. A brief
description of different machine learning algorithms is described below.

10.3.1 k-Nearest Neighbor

k-Nearest Neighbor (k-NN) is the simplest form of a machine learning algorithm
(Laaksonen et al. 1996). The k-NN is a supervised learning technique in machine
learning. In k-NN, the datasets are classified based on the distance measure between
the training point and sample point. Further, these sample points are classified into
a class with which the data has less distance based on the distance measure. It is the
simplest machine learning algorithm and requires tuning of only one parameter, i.e.,
number of neighbors.
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10.3.2 Artificial Neural Network

The Artificial Neural Network (ANN) is inspired by the working of biological
systems where several neurons assist the brain the decision making (Lek and Guégan
1999). Similar to the biological system, the input and output are connected by
different neurons and hidden layers in the ANN algorithm. The ANN is a broad
class of algorithms and within ANN, one of the fundamental techniques is feed-
forward technique. In this technique, three basic building blocks, i.e., input layer,
hidden layer, and output layer exist. The hidden layers present in the algorithm are
activated using different activation functions such as sigmoid, tanh function, etc.
The data is then classified into different classes based on the input weights. The
most commonly used activation function is the sigmoid activation function and is
computed using Eq. 10.1.

f (n) = 1

1 − e−n
(10.1)

n, weighted sum of input.

10.3.3 Support Vector Machine

The Support Vector Machine (SVM) is the most popular machine learning algorithm
that has gained popularity in recent times. The SVM algorithm was developed by
Vladimir Vapnik andAlexey Chervonenkis in the year 1963 (Rymarczyk et al. 2019).
Later this approach was further modified by Boser et al. (1992) to implement it
as classification problem. The SVM algorithms function by creating a hyperplane
between the data points in the multidimensional space. This hyperplane is further
modified using different kernel functions such as Gaussian, Radial Basis Function
(RBF), or linear function (Kavzoglu and Colkesen 2009). The data points lying
close to the hyperplane are known as support vectors, which play a crucial role in
differentiating one dataset from the other. The most popular kernel used in SVM
classifier is the RBF kernel and is computed using Eq. 10.2.

K (i, j) = exp−Y |i− j |2 (10.2)

where Y is the gamma function, and |i − j | is the Euclidian distance.
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10.3.4 Decision Tree

The Decision Tree (DT) is another easy way to implement machine learning algo-
rithm. DT functions by splitting the data into different nodes. DT name for the algo-
rithm arises due to its tree-like structure where there are roots, nodes, and leaves.
The structure of DT can be defined as internal nodes representing characteristics of
a dataset, branches representing the rule on which splitting is done, and leaf nodes
representing the outcome. The splitting of the nodes is carried out by examining the
homogeneity of node which is computed using different methods such as entropy
and Gini index (Safavian and Landgrebe 1991). The DT’s main structure consists of
two components, one is the decision node, where a choice is made on how the data
should be split, and the other is the leaf node, where the decision node’s final output
is not further split.

10.3.5 Random Forest

The Random Forest algorithm is the ensemble classifier where different decision
trees are ensembled using majority voting (Breiman 2001). In the DT algorithm, a
single tree is constructed whereas in the RF algorithm these trees from different DT
are ensembled together. As the name of the algorithm suggests it is a forest consisting
of different trees. In the RF algorithm, the outcome is calculated by considering the
majority vote from different DTs. The Random Forest works by using random subset
of data for splitting of each node which is tuned using variable at each split (mtry)
variable. Another parameter in the RF algorithm is the total number of trees to be
constructed. This parameter is tuned using number of trees (ntrees). Generally, it is
considered that better classification accuracy can be achieved with increase in the
number of trees. However, this has limitation as after certain number of trees the
overall accuracy stabilizes (Breiman 2001).

10.4 Remote Sensing Applications in Agriculture

Monitoring agricultural resources is a tedious task as the agricultural fields are spread
over a large area and manual surveys can be very time-consuming and costly. The
advancement in the field of remote sensing has helped in agricultural monitoring at
a large-scale (e.g., Xiao et al. 2005; Liu et al. 2020). The major advantage of remote
sensing data is their ability to capture large areas at a fine spatial resolution and
also provide the data at a fixed interval of time (multi-temporal). Acreage estima-
tion, crop discrimination, yield estimation, and change detection are the major fields
of agricultural application that have received a lot of attention in the past decade.
The use of remote sensing data in agricultural monitoring has advantages over other
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conventional survey techniques. These advantages include large area mapping, rapid
survey, change detection with the available time-series data, low cost with higher
accuracy (Ge et al. 2011). With the advancement in the remote sensing data avail-
ability, researchers used these data sets for different agricultural studies such as
crop mapping (Congalton et al. 1998; Zhong et al. 2014), yield estimation (Rudorff
and Batista 1991; Nuarsa et al. 2012) and crop damage assessment (Yamagat and
Akiyama 1988; Bentley et al. 2002). The remote sensing data has beenwidely used in
different agricultural-related studies. For example, Skakun et al. (2017) used remote
sensing data, i.e., Landsat 8 and Sentinel 2 for crop yield estimation. Pantaleoni et al.
(2007) employed Landsat 5 data for crop damage assessment. The study envisaged
change detection technique to identify the damage to the crops before and after flood
episodes.

The crop classification study is one of the important studies that has been widely
explored using remote sensing data. The crop classification study has been widely
carried out using optical data such as Landsat, Sentinel, MODIS, etc. The earliest
example of remote sensing data utilization in agriculture is by Odenweller and
Johnson (1984) where Landsat data was used for identifying different crops in the
United States based on the spectral profile. In the Indian context, the field size of
agricultural land is not very big and the majority of field sizes are generally below
20 m. There is also heterogeneity in the cropping pattern and different crops are
grown in the adjacent fields. The only homogeneity that can be observed is in case
of crops such as Rice (Oryza sativa) and Wheat (Triticum aestivum) that forms the
major food grain crop in India. Total area occupied by rice and wheat crop is 44
million ha and 29.5 million ha, respectively indicating the high area under cultiva-
tion (Dey et al. 2020). The study of these crops becomes easy as they occupy large
areas and are grown mostly in homogenous environments. The problem arises in
the mapping of other crops such as Pearl millet (Pennisetum glaucum), maize (Zea
mays), Sorghum (Sorghum bicolor), etc. which are grown in the heterogeneous envi-
ronment. The field size of these crops is very small, i.e., in the range of 10–20 m and
sometimes these crops are grown together with other crops. In India, mixed cropping
is practiced in majority of the area. Therefore, to monitor the status of these crops,
the spatial resolution of Landsat which is 30 m may not be feasible.

Currently, due to the availability of free and medium-resolution SAR data, remote
sensing community has explored the utility of SAR data for crop mapping. The
SAR has been found to be more effective in mapping crop types as these datasets
are sensitive to soil water content and also are affected by the height of the crops
(McNairn et al. 2009). The cropmapping requires continuous data to capture different
phenological stages of crops such as onset time, peak time, offset time, area under
curve, greenness, and senescence slope (Conrad et al. 2011). These characteristics are
different for different crops, which can easily help in crop discrimination in a large
area. The time-series required for such analysis requires data during thewhole growth
period, i.e., from sowing to harvesting. If the data gets contaminated by cloud in any
way, gap-filling of these data and extracting correct phenological properties may
become problematic. Therefore, the newly launched Sentinel 1 series data become
handy in crop mapping. The Sentinel 1 data provides data at a high spatial resolution
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of 10 mwhich is ideal for crop type discrimination in the developing countries where
the field size is not that large. Secondly, the Sentinel 1 data is available at a repeat
time of 6 days which makes it suitable for capturing the phenological information
for short-duration crops such as paddy, wheat, maize, pearl millet, sorghum, etc. that
are sown and harvested in approximately 3–4 months duration.

In the recent past, different machine learning algorithms viz., RF, SVM, k-NN,
ANN, etc. have been widely used in the domain of crop classification studies using
Sentinel 1 data. These algorithms have been proved to be more robust in terms of
overall accuracy as compared to conventional techniques (Ghimire et al. 2012).Useya
and Chen (2019) used the time-series Sentinel 1 data and Random Forest algorithm
for crop type classification on different field parcels of Zimbabwe. The study has
demonstrated two major aspects. first is the utility of time-series SAR data for crop
mapping and second is the robustness of machine learning algorithm. This study
indicated the capability of Sentinel 1 data in mapping crop type patterns in the small
landholdings. Different studies have used these SAR data in crop mapping studies
(e.g., Kenduiywo et al. 2018; Singha et al. 2019; Xu et al. 2019).

10.5 Case Study (Kharif Maize Crop Classification)

Maize is one of the most adaptable crops, with the largest genetic yield potential
among cereals. It can grow in a variety of agro-climatic situations. It is grown on
about 190 million hectares in 165 countries with a vast range of soil, temperature,
biodiversity, and management approaches, accounting for 39 percent of global grain
production. Maize is primarily a kharif crop in India, with 85 percent of the land
under cultivation during the kharif season. After rice and wheat, maize is India’s
thirdmost important cereal crop. It accounts for about 10% of the country’s total food
grain production. Thousands of industrial goods use maize as a basic raw material,
including oil, alcoholic drinks, food sweeteners, pharmaceutical, cosmetic, textile,
package, and paper sectors, among others.

A case study has been presented which utilizes of Sentinel 1 time-series data
for discriminating kharif maize crop using machine learning and conventional algo-
rithms. Maize crop is generally grown during kharif season in India, i.e., June to
September month. This season is generally prone to cloud cover most of the time
therefore using optical data for cropmapping becomes difficult. The SAR data comes
in handy in such seasons as they can easily capture land dynamics without getting
affected by cloud. The other advantage of using SAR data is that its availability
during entire crop growing season is of great help for classification. The objec-
tives of the study are (i) to in discriminate kharif maize crop in the heterogenous
growing environment using SAR data (ii) To compare machine learning algorithms
and conventional algorithms for kharif maize discrimination.
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10.5.1 Study Area

This study was carried out in Kannauj district of Uttar Pradesh for kharif season,
2020 (Fig. 10.1). The Kannauj district is located between 26° 46′ N and 27° 13′
latitude and 79° 18′ E and 80° 1′ E longitude.

The study district is at an elevation of 143 m above mean sea level with average
annual rainfall of 795mm. The study district is bounded on the north by Farrukhabad
district, on the South by Auraiya and Kanpur Dehat, on the East by District Hardoi
and Kanpur Nagar, and on the West by Mainpuri and Etawah district. The total
reported area of the district is 209300 ha with major crops grown during kharif
season of 2019–20 are maize (41,129 ha), Rice (20,982 ha), Groundnut (1524 ha),

Fig. 10.1 Location map of the study area
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Bajra (1188 ha), Jowar (537 ha) (Area Production Statistics, Ministry of Agriculture
and Farmers Welfare 2020).

10.5.2 Dataset and Methodology

The current study is carried out using time-series Sentinel 1 SAR data from the June
to September 2020. The time-series data is used as it can capture the phenological
crop information, which can further assist classifier in discriminating different crops.
TheSARdatawas downloaded and pre-processed using speckle filtering, radiometric
calibration, and terrain correction step as highlighted by Filipponi (2019). The time-
series stack generated after pre-processing was used for crop classification. The
field data were collected for different crops during the peak growing month, i.e.,
September in the form of polygons. These field data were further analyzed for any
error and were then split into training and testing polygons in 70:30 ratio. The crop
classification was carried out using three machine learning algorithms namely DT,
SVM, and RF and compared with conventional algorithm, i.e., Maximum likelihood
classifier (MLC). The validation of the classified maps generated using different
algorithms was carried out using different classification accuracy measures. These
measures include overall accuracy, kappa, User’s accuracy, Producer’s accuracy, and
F1-score. The F1-score measure was included in the accuracy measure as this gives
the overall picture of how well the user and producer accuracy are balanced for a
particular class. The F1-score is computed based on the harmonic mean between
user and producer accuracies.

10.5.3 Results and Discussion

Thecrop classificationwas carried out usingDT,SVM,RF, andMLC.Theparameters
used for RF include 1000 ntrees and 2 mtry, while radial basis function kernel was
used for SVM. Maize and Paddy are the most abundantly grown kharif crop in
the district. Spatial distribution of these major crops grown in the study district
identified using different algorithms was shown in Fig. 10.2. Relative evaluation of
these algorithms was carried out using different statistical measures as given in Table
10.2.

Analysis indicated that the overall accuracy achieved was the highest in RF clas-
sifier followed by SVM, DT, and MLC (Table 10.2). Parametric classifier, i.e., MLC
indicated lower overall accuracy relative to machine learning classifiers. The user
and producer accuracies for maize crop were also computed and the result indicated
better performance of RF algorithm. The highest F1-score was also observed in RF
algorithm.

The result suggested that overall accuracy is much higher with machine learning
algorithms is as compared to traditional parametric methods such as MLC. The
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Fig. 10.2 Classified image using a Decision tree b Random forest c Support vector machine d
Maximum likelihood classifier

Table 10.2 Accuracy measures for crop classification in the study district

Classifier DT SVM RF MLC

Overall accuracy 89.53 91.37 94.25 71.69

Kappa 0.77 0.82 0.88 0.57

User’s accuracy (Maize) 88.71 89.73 92.65 84.34

Producer’s accuracy (Maize) 94.72 95.56 97.85 62.56

F1-score (Maize) 0.92 0.92 0.95 0.72

highest accuracy in RF classifier may be due to its ensemble nature, which is
constructed based on multiple decision trees. Therefore, the performance of RF
algorithm is much superior to any other classifier.
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10.6 Conclusions

Agriculture forms the major sector in the world, which is highly volatile to climate
change and other local external factors. The accurate and timely study of croplands
is important not only for better managing the agricultural activities but also helps in
formulating the policy framework regarding the storage, export, and crop manage-
ment. Given the scale at which agriculture activities are carried out, the manual
surveying technique can be time-consuming, costly, and labor intensive. Remote
Sensing data has proven to be beneficial in the agricultural sector as this data can cover
the large ground area and can also provide observations at a regular time interval.
The availability of free medium-resolution satellite data has made agricultural study
feasible. Crop mapping studies have been carried out by different researchers by
utilizing different satellite products such as Landsat, Radarsat, Sentinel 1, and
Sentinel 2. These datasets have evolved over time in terms of their spatial, temporal,
and spectral resolution. The earlier launchedSARdata such asERS-1/2 andRadarsat-
1 and 2 are not freely available in public domain.With the availability of free Sentinel
1 SAR data at a resolution of 10 m has made the crop mapping study convenient.
Several studies have demonstrated that machine learning algorithms are much more
powerful than conventional algorithms. This study envisaged Sentinel-1 time-series
data and different machine learning algorithms for kharif maize crop mapping in the
heterogeneous environment.

Different machine learning algorithms such as DT, SVM and RF was compared
with traditional technique like MLC. Analysis indicated that machine learning algo-
rithms provided better accuracies compared to traditional parametric classifiers. Out
of all the three machine learning algorithms, RF which is an ensemble classifier was
shown to be more robust in terms of overall accuracy for crop mapping during kharif
season.
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Chapter 11
Soil Penetration Depth of RISAT-1
C-Band and PALSAR-2 L-Band Sensors
in Arid Zone of Rajasthan, India

B. K. Bhadra, Ashish K. Jain, Sushilkumar B. Rehpade, Hansraj Meena,
and S. Srinivasa Rao

Abstract The moisture content in the soil is an important indicator of agricul-
tural draught, especially in the arid region of India. Microwave data has the capa-
bility to estimate the soil moisture and soil penetration depth with different sensors
whose sensitivity depends on the frequency and strength of the radar signals. In
the present study, multi-frequency microwave satellite data of RISAT-1 C-band
(5.3 GHz) and PALSAR-2 L-band (1.2 GHz) is used for calculating soil moisture
across the palaeochannel (PC) at Bhimarlai village in Barmer district of Rajasthan.
For this purpose, volumetric soil moisture was measured at Pit-1 (inside PC) and
Pit-2 (outside PC) up to a depth of 120 cm. Inside the PC (moist zone), depth of soil
penetration of L-band is found to be ~11 cm which is higher than that of C-band
(~8 cm). However, the penetration depth of L-band in dry soil (outside PC) is found
to be more (~16 cm) than the moist soil inside the PC. It has been observed that
soil penetration depth with C- and L-bands gradually decreases from surface to a
depth of 120 cm in both the pits, which are commensurate with the measured soil
moisture and derived dielectric coefficient (ε) or backscattering coefficient (σ °) of
the sensors. For cross validation of soil moisture condition in the sub-surface layers,
a resistivity survey has been carried out for 240 m traverse length across the PC. 2D
tomograms show a thin higher resistivity zone (dry sandy layer) overlying a thick
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zone of low resistivity zone (saturated clayey sand layer) that confirms the pres-
ence of the palaeochannel. Thus, a unique method is developed for evaluating sensor
penetration depth with variation in soil moisture.

Keywords Microwave data · Soil moisture · Penetration depth · Palaeochannel ·
Rajasthan

11.1 Introduction

Soil moisture content in the surface and sub-surface layers is of great importance
in agriculture, especially crop sowing and cultural practices. It is highly variable
in space and time and is governed by the properties like surface roughness, soil
texture, soil bulk density, and dielectric constant of the materials (Baghdadi et al.
2006; Das and Paul 2015). In India, soil moisture percentage varied from humid to
arid environments and irrigated to non-irrigated regions. Further, this variation is
attributed to seasonal and climatic changes and the type of soil material. Thus, the
surface soil moisture content in an area is so dynamic that it varies even in day and
night conditions. However, soil moisture is assumed to be constant over a season in
a particular climatic zone.

Physical properties that control the soil moisture are dielectric constant, soil bulk
density, soil roughness, soil texture, and vegetation cover. Each of these parameters is
also governed by the frequency and polarization of the active sensors. Dry or wet soil
is a mixture of soil particles, air, and water around the particles (Barrett et al. 2009;
Zhao and Li 2013). The dielectric constant of any material is represented by the ratio
between the electrical permittivity of thematerial and the electrical permittivity of the
vacuum. Land surface roughness is generally measured in the field by calculating the
root mean square (RMS) of different surface heights along any transact. Soil texture
and roughness mostly affect the backscattering, depending on the look angle of the
microwave sensors. Dielectric constant also depends on soil texture (soil-particle size
distribution), soil mineralogy, and effective salinity of the soil solution (Dobson and
Ulaby 1986; Gharechelou et al. 2015). Due to large surface area, clay soil can hold
more bounded water (higher moisture level) than sandy soils. Similarly, vegetation
cover (crop, scrub, forest, etc.) also affects the microwave radiation either absorbed
or scattered by the vegetation layer over the soil surface. The absorption of incident
energy takes place due to the presence of water content in the vegetation. Active
sensors like C- and L-bands are more affected by vegetation than passive sensors
(Rao et al. 2013; Narvekar et al. 2015; Singh et al. 2019).

Traditionally, soilmoisture percentage ismeasured throughfield sample collection
or in situ measurement through probes which is a laborious and time-consuming
exercise to collect data in a limited area. To overcome the situation, satellite image-
based soil moisture estimation through empirical to semi-empirical algorithms is a
much faster way to cover large areas (Baghdadi and Zribi 2006). Microwave data
are sensitive to soil moisture which depends on sensor parameters (frequency, look
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angle, and dielectric constant) and field parameters (soil texture, volumetric soil
moisture, and bulk density) which are generally used in semi-empirical models. C-
band microwave data is generally sensitive to surface soil moisture which have been
widely used in different parts of the country and elsewhere in the world (Jackson
et al. 2002; Jeu et al. 2008; Rao et al. 2013; Das and Paul 2015).

The penetration depth of any senor depends on the strength of the signal and its
interaction with the soil. It is defined as the depth at which the microwave’s power is
reduced to 37 percent of its value below the surface. Generally, the depth of sensor
penetration is a measure of the invasiveness of the radar signal into a soil medium
through which the reflections occur due to change in the dielectric constant of the
medium (Engman and Chauhan 1995; Owe and Van de Griend 1998; Kafarski et al.
2019). It has been demonstrated that the penetration depth decreases with increasing
soil moisture content (Lv et al. 2018; Singh et al. 2019). Most of the previous studies
on penetration depth are qualitative in nature. However, references of soil penetration
depth ofC andL-band data in dry tomoist soil are rare. In the present study, an attempt
has been made for quantitative estimation of penetration depth using an empirical
formula with soil dielectric constant.

11.2 Soil Type of the Study Area

For soil moisture study across the palaeochannel (PC), an area between Bhimarlai
and Gira villages has been selected in Barmer district of Rajasthan, India (Fig. 11.1).
The average annual rainfall in the study area varies from 141 to 263mm. Temperature
of the area ranges from 46 °C (in summer) to 14 °C (in winter). Surface soil moisture
content is generally found to be very low in arid region (1–5%) which varies rapidly
with time due to harsh climatic condition. Satellite images show a vast stretch of
desertic terrain with undulatory dune features with a few ephemeral drainages. Luni
River swerves around the rocky exposures of Siwana Hills in the extreme south-
east corner of the study area. The study area covers a small part of Barmer district
of Rajasthan which falls under Hyper arid Agro-climatic zone. Soil in the area is
deep yellowish-brown with sandy texture and very low in fertility. The hydrological
property of these aeolian soil shows high permeability and water retention capacity.
Hardpan is also present at varying depths in many places due to gypsiferous layers.

11.3 Soil Moisture Estimation Using Microwave Data

Soil is formed by mixing of soil particles, air with bound and free water (Engman
and Chauhan 1995). With increasing soil moisture, water is able to move more freely
around the soil particles, which causes a dominant effect on the dielectric constant
(ε). Microwave sensors can detect a wide range of soil moisture with large contrast
between the dielectric properties of liquid water (ε ≈ 80) and dry soil (ε ≈ 6).
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Fig. 11.1 Location map of the study area around Bhimarlai showing anastomosing drainages of
Luni River near Pachpadra in Barmer district of Rajasthan

Complex dielectric constant largely depends on the volumetric soil moisture (mv),
which can be used for estimating soil moisture in terms of radar backscattering
coefficient.

To take into account of the various sensor configurations and surface parameters,
many backscattering models have been developed over the past 30 years (Dubois
et al. 1995; Shi et al. 1997; Baghdadi and Zribi 2006). Numerous studies have been
carried out in estimating soil moisture by the relationship between the radar signal
and certain biophysical parameters like surface roughness and vegetation. These
models can be divided into three groups: theoretical, empirical, and semi-empirical.

(a) Theoretical scattering models—These models are based on mathematical
inversion with known values of surface roughness (rms height), correlation
length, and dielectric constant. Integral Equation Method (IEM), Geometrical
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optics model (GOM), Physical optics model (POM), Small perturbation model
(SPM) are the some of the theoretical models which cannot be reversible. As
prior knowledge of surface roughness is required, IEMmodel for soil moisture
retrieval over large areas is time-consuming.

(b) Empirical scattering models—The statistical or empirical models are the
simplest and most widely used one. It requires a huge amount of ground data.
But this model is site-specific and is valid only to the area under investigation.
However, due to limitations in observed parameters like frequency, incidence
angles, and surface roughness, empirical models are not applicable for data
sets other than those used in their development.

(c) Semi-empirical scattering models—The semi-empirical model is a combina-
tion of empirical and physical approaches. In this model roughness and soil
moisture, observations of the target along with the incidence angle and polar-
ization information from radar data are used to retrieve the soil moisture.
Semi-empirical backscattering models have been developed by considering
the complexity of the theoretical models and simplicity of empirical models.
These models are applicable when little or no information about the surface
roughness is available. The main advantage of these types of models is that
they are not site-dependent, as in the case of empirical backscattering models.
The most widely used semi-empirical models are given by Oh et al. (1992),
Dubois et al. (1995), Topp et al. (1980), Dobson and Ulaby (1986), and others.

11.4 Materials Used

11.4.1 Satellite Data

In the present study, optical satellite data (Landsat-8 OLI of 30 m resolution and IRS
P6 LISS-4 of 5.8 m resolution) and microwave satellite data (RISAT-1 C-band and
PALSAR-2 L-band) have been used for geomorphic and palaeochannel mapping.
High-resolution satellite images have also been used to interpret large-scale land
features and the palaeochannels and to locate the resistivity traverses using Web
Map Services of Google Earth. Specifications of the datasets used in the present
study are given in Tables 11.1 and 11.2.

11.4.2 Field Survey

Field verification and soil samples were collected during 22–24 Oct., 2017 at
Bhimarlai village in Barmer district of Rajasthan. For verification of soil moisture,
two pits were dug up to a depth of 1.2 m across the palaeochannels viz. Pit-1 inside
the palaeochannel and Pit-2 outside the palaeochannel. Soil samples were collected
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Table 11.1 Detailed Specifications of optical satellite data used in the study

Optical
satellite
data

Band No Bands Spectral
range (μm)

Resolution
(m)

Swath (km) Date of pass
(dd, mm,
yyyy)

IRS LISS-4
MX

2 B2 0.52–0.59 5.8 23 03.10.2014

3 B3 0.62–0.68

4 B4 0.77–0.86

Landsat-8
OLI and
TIRS

1 Coastal 0.43–0.45 30 185 26.09.2014
13.10.2014
12.10.2014

2 Blue 0.45–0.51

3 Green 0.53–0.59

4 Red 0.63–0.67

5 NIR 0.85–0.88

6 SWIR-1 1.57–1.65

7 SWIR-2 2.11–2.29

8 Pan 0.50–0.68 15

9 Cirrus 1.36–1.38 30

10 TIRS-1 10.6–11.19 30 (100)

11 TIRS-2 11.5–12.51

Table 11.2 Specifications of microwave satellite sensor data used in the study area

Microwave
satellite
sensor

Band
(frequency)

Polarization/incidence
angle

Ground
resolution
(m)

Swath
(km)

Date of pass
(dd, mm,
yyyy)

RISAT-1 C-band
(5.3 GHz)

HH, HV, VV, VH
23–49°

25 115 2.10.2014
15.10.2014

PALSAR-2 L-band
(1.2 GHz)

HH, HV, VV
8–70°

10 70 2.10.2014

with every 20 cm interval. Physico-chemical analysis like texture, EC, pH and volu-
metric soilmoisturewas done in the laboratory.High-resolutionElectrical Resistivity
Tomography (HERT) survey across the palaeochannels was carried out using IRIS
Syscal Pro multi-electrode Resistivity meter on 22 March, 2018.

11.4.3 Methodology

The present study involves palaeochannel mapping using fused satellite data prod-
ucts and penetration depth estimation forC- andL-band sensors using semi-empirical
soilmoisturemodeling. For validation of the subsurface aquifers, resistivity sounding
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was done across the palaeochannel. Detailed methodology of the same is explained
below:

(a) Palaeochannel mapping using satellite data—In this process, fusion tech-
niques have been applied with optical and microwave satellite data (Landsat-
8 with RISAT-1 data and LISS-4 with PALSAR-2 data) for palaeochannel
mapping. Principal Component Analysis (PCA) fusion technique is found to
be useful in highlighting the palaeochannel in the arid region due to having
higher soil moisture content than the surrounding. The delineated boundaries
have been verified in the field.

(b) Semi-empirical modeling for soil moisture estimation—This model involves
forward and backward modeling by using field parameters (soil texture,
volumetric soil moisture, bulk density, and surface roughness) and sensor
parameters (frequency, and look angle).

Initially, soil dielectric constant is derived with the help of Hallikaninen model
(Hallikaninen et al. 1985):

ε = (a0 + a1S + a2C) + (b0 + b1S + b2C)mv + (c0 + c1S + c2C)m2
v (11.1)

Here, ε is observed dielectric constant, mv is volumetric soil moisture, S&C are
volume fraction of sand and clay (% by wt.) in the soil. Derivatives of a, b, and c are
constants at different frequency.

Further, the backscattering coefficient (σ 0) is calculated for different polarization
(HH and VV) using Dubois equation which is applicable for RMS height (s) of
0.32–3.02 cm, Incidence angle (θ) of 30°–60° and Frequency range from 2.5 to
11 GHz.
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σ 0
hh = 10−2.75 cos

1.5(�)

sin5(�)
× 100.028ε tan(�)(ks sin(�))1.4λ0.7 (11.2)

σ 0
vv = 10−2.35 cos

3(�)

sin3(�)
× 100.046ε tan(�)(ks sin(�))1.1λ0.7 (11.3)

Here, σ 0
(HH) is Backscattering coefficient, θ is Incidence Angle (rad), ε is Dielec-

tric constant, λ is Wavelength (cm), and s is RMS height (cm). Once the backscat-
tering values of σ 0(HH) and σ 0(VV) at selected field samples are correlated with the
corresponding values on the actual radar image, then the inversion models (Inverse
Dubois model and Topp model) are applied to generate soil moisture and roughness
maps of the entire study area.

ε′ =
(
log 10

(
(σ 0

HH)0.7857

σ 0
VV

)
10−0.19 cos1.82 θ sin0.93 θλ0.15

)

−0.024 tan θ
(11.4)

Here, σ 0 is the backscattering coefficient, θ is incidence angle (rad), ε is dielectric
constant, λ is the wavelength (cm), and s is the RMS height (cm).

Roughness (ks) is derived by the equation of

ks = σ 0
HH

1/1.4102.75/1.4
sin2.57 θ

cos1.07 θ
10−0.02·ε′ ·tan θλ−0.5 (11.5)

The soil moisture (θ v) is estimated using Topp’s Model

θv = −5.3 × 10−2 + 2.92 × 10−2ε − 5.5 × 10−4ε2 + 4.3 × 10−6ε3 (11.6)

(c) Estimation of Penetration Depth—Penetration depth of microwave sensors is
defined as the depth where the power is reduced to 1/e (e = 2.718) of the
incident radiation. Reduction in power depends on the dielectric properties of
the material. Alternately, penetration depth is denoted by the depth at which
the power density decreased to 37% (approx. 1/3rd) of its initial value at the
surface.Dielectric properties of amaterial are described by the complex relative
permittivity (Von Hippel 1954). Imaginary part of the complex permittivity
(εr ′′) shows higher loss factor and faster microwave energy absorption in the
material. The penetration depth of the electric wave decreases with increasing
frequency. The power density will decrease exponentially from the surface to
the core region. Penetration depth (PD or dp) is calculated by the equation

dp = C

2π f

√
2ε′

[√
1 + (

ε′′
ε′

)2 − 1

] (11.7)
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where, f is the frequency (Hz), c is the speed of light (3 × 1010 cm/s), εr ′ is the real
dielectric constant, εr ′′ is the imaginary dielectric constant εr

′, λ is the wavelength
(λ = c/f ).

Simplified equation of penetration depth (PD) is represented by real dielec-
tric constant (ε′) and imaginary dielectric constants (ε′′) for the corresponding
wavelength (λ) of radar signal.

PD = λ
√

ε′

2πε′′ (11.8)

(d) Ground Validation using Resistivity Survey—Electrical resistivity is one of
the robust geophysical methods which measures electrical potential differ-
ence at any point with subsurface electrical current flow (Dahlin 2001; Loke
2004; Loke et al. 2013). Acquisition of resistivity data is generally done using
different electrode configurations (Wenner, Schlumberger, dipole–dipole, pole-
pole).Depending on the depth of investigation, 2D tomograms can be generated
with advanced IRIS SYSCAL multi-electrode resistivity meter. In the present
study, resistivity survey has been carried out usingWenner-Schlumberger (WS)
array with 72 electrodes configurations (10 m interval) for a traverse length of
710 m. WS method involves two potential electrodes (P1 and P2) at a distance
‘a’ and two current electrodes (C1 and C2) at a distance ‘na’ from the potential
electrodes. Based on the above electrode configuration, apparent resistivity (ρ)
is calculated by the following equation:

ρ = π n(n + 1) a (V/I ) (11.9)

11.5 Results and Discussion

11.5.1 Delineation of Palaeochannels Using Satellite Data

Optical satellite images of Landsat-8 and LISS-4 data show the course of Luni
River, which took 90° bending near Bhimarlai village near Pachpadra (Fig. 11.2a).
At a number of places, the river has been anastomosed with leaving behind moist
zones that possibly indicate old course or palaeochannels. It has been observed that
PCA fused images with Landsat-8 and RISAT-1 C-band provide splay of spectacular
palaeochannels (cyan tone) in and around the Luni River (Fig. 11.2b). A number of
palaeochannels have been marked through online digitization using Arc Map soft-
ware. Two distinct palaeochannels have been delineated in the north of Luni River
such as N-S oriented wide palaeochannel between Dudhawa and Mekarna villages
and a narrow curvilinear palaeochannel at Bhimarlai village. On a high-resolution
satellite image, Bhimarlai palaeochannel is represented by depressed topography
with agricultural land that contains more moisture than the surroundings.
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Fig. 11.2 a, b PCA fused product of RISAT-1 C-band and Landsat-8 MX (October, 2014) showing
palaeochannels (blue tone) and the present day Luni River at Pachpadra in Barmer district of
Rajasthan

11.5.2 Backscattering Profiles for C and L-bands Across
the Palaeochannel

For characterizing the palaeochannels in Bhimarlai area, backscattering profiles have
been drawn along C-D traverse (1.2 km) on RISAT-1 C-band and PALSAR-2 L-band
images. It has been observed that the magnitude of backscattering coefficient (σ 0)
for L-band is much higher (blue line) than that of C-band (red line) sensors across the
palaeochannel (Fig. 11.3). The result indicates that penetration capability for L-band
into the moist zone is more than the C-band. However, the σ0 value is much lower
in the non-moist zones (dry zone) in the surrounding area of the palaeochannel.
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Fig. 11.3 PCA fused product of RISAT-1C and Landsat-8 images highlighting the palaeochannels
at Bhimarlai. Spectral profiles show the variation in backscattering coefficient (σ °) with C and
L-band data across the palaeochannel

11.5.3 Variation in Field Soil Moisture with Depth

Soil profiles in the study area show increasing soil moisture (3.65–12.29%) from
the surface to a depth of 60 cm, followed by gypsiferous soil (impervious layer)
with low moisture (1.02% to 0.59%) between 60 and 120 cm. Below this impervious
layer, soil moisture again increases (8.39–10.87%) in sandy soil up to a depth of
180 cm. For estimation of volumetric soil moisture, two pits have been dug up to a
depth of 1.2 m to collect soil samples at an interval of 20 cm each. Pit-1 was dug in an
agricultural field inside the palaeochannel, and Pit-2 dug outside the palaeochannel
on a dune field (Fig. 11.4). Soil moisture measurements were done by subtracting
weights of wet and dry soil materials in the field. The soil moisture percentage at
Pit-1 and Pit-2 are plotted with increasing depth up to 120 cm. It has been observed
that soil moisture in Pit-1 (within palaeochannel) increases with depth from 2 to 5%
whereas, soil moisture in Pit-2 (outside palaeochannel) is almost constant (1.5%)
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Fig. 11.4 Satellite image shows the delineated palaeochannel (PC) at Bhimarlai. Locations of Pit-
1 (inside the PC) and Pit-2 (outside the PC) are shown on the image with field photographs. Soil
moisture variation with depth (upto 120 cm) is shown for Pit-1 and Pit-2

throughout the depth. Thus, soil moisture in the palaeochannel is expected to be
higher than in the surroundings.

11.5.4 Soil Penetration Depth for C and L-Band Microwave
Sensors

Asmentioned in themethodology, the soil penetration depth ofmicrowave sensors for
C and L-bands can be calculated using derived dielectric constant (ε) using Eq. 11.1
and backscattering coefficient (σ 0) using Eq. 11.2. In the study area, these values are
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calculated for corresponding cumulative soil moisture (SM) in different layers viz.
surface (0), 0–20, 0–40 cm, etc. Each soil pack’s penetration depth (PD) is estimated
using real and imaginary parts of dielectric constant for C and L-band sensors (Table
11.3). The extent of penetration of C and L-band sensors in soil is correlated with
backscattering coefficient (σ ohh) obtained from the corresponding image pixel. Pit-1
(inside the palaeochannel) shows the least penetration depth for C-band (7.336 cm)
and L-band (11.058 cm) respectively (Table 11.3a, b). However, Pit-2 (outside the
palaeochannel) shows the least penetration depth for C-band (~0 cm) and L-band
(15.240 cm) respectively (Table 11.3c, d). Thus, dry soil shows relatively more
penetration depth for L-band sensor. But, C-band sensor shows higher penetration
depth in moist soil than that of dry soil due its sensitivity to moisture. Pictorial
representation of relative penetration depth for C and L-bands in moist and dry soil
is shown in Fig. 11.5a, b.

11.5.5 Validation of Palaeochannels with Resistivity
Tomograms

Palaeochannels generally act as the storehouse of sub-surface groundwater. However,
these paleochannels need to be validated through HERT survey and drilling data. In
the present study, high-resolution resistivity survey has been carried out for 240 m
length along the traverse in Bhimarlai area for assessing the groundwater potential of
the palaeochannels (Fig. 11.6). After alignment of 48 electrodes with 2.5 m spacing,
resistivity data were acquired with Wenner-Schlumberger (WS) method to achieve a
depth of investigation up to 50 m. Interpretation of the tomogram was done based on
the variation in resistivity of different soil materials. At the same time, this tomogram
was validated with the available litholog (drilling) data close to the survey line. It has
been observed that the top layer (~6 m) is mostly dry indicating sandy layer having
high resistivity. However, the bottom low resistivity layer is relatively moist due to
presence of saturated sandy clay layer which may act as brackish to fresh quality
groundwater aquifer zone (palaeochannel).

11.6 Conclusions

The above study shows the potential of microwave data (RISAT-1 C-band and
PALSAR-2 L-band) for soil moisture estimation based on backscattering coeffi-
cient. A uniquemethodology has been developed to estimate sensor penetration depth
across the palaeochannel (PC) in the arid region of Rajasthan. The derived penetra-
tion depth for L-band is found to be higher within the palaeochannel than that of
C-band. However, penetration depth of L-band is more in dry soil (outside PC) than
the moist soil (inside PC). Soil moisture content in the palaeochannel is validated
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Fig. 11.5 Relative penetration depth for C and L-band sensors in Pit-1 (inside the palaeochannel)
and Pit-2 (outside the palaeochannel)

Fig. 11.6 a Litholog data at Varia village, SE of Bhimarlai. b Soil profile at Bhimarlai showing
moist soil at a depth of 5 m from the surface. c Resistivity traverse line across the palaeochannel.
d 2D resistivity tomogram across the palaeochannel at Bhimarlai village
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with 2D resistivity tomograms. The low resistivity zone in the sub-surface possibly
indicates increasing clay content which is characteristic of the palaeochannel.
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Chapter 12
Geospatial Applications in Inventory
of Horticulture Plantations

H. M. Ravishankar, Shivam Trivedi, S. Rama Subramoniam,
J. Mohammed Ahamed, T. R. Nagashree, V. B. Manjula, R. Hebbar,
C. S. Jha, and V. K. Dadhwal

Abstract Horticulture is one of India’s most important agricultural enterprises,
driving the economy’s growth. It is a key component for economic development
in several states of the country and contributes around 30% to GDP of agriculture,
with only about 8.5% of total agricultural area coverage. The lack of an authentic and
holistic database on area and production was the major bottleneck limiting perspec-
tive planning of horticultural development in India. In this context, to realize the
potential use of geospatial technology, several studies were initiated to establish
the feasibility of high-resolution satellite data for discrimination of dominant fruit
orchards and plantation crops using semi-automated object-oriented image analysis.
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The major fruit crops covered were mango, citrus, banana, and grapes, while the
nut crops included coconut, arecanut, oil palm, and cashew nut. Multi-resolution
and temporal high-resolution data, in conjunction with the GPS-guided ground truth
collection, was utilized in these studies. Hybrid semi-automatic classification tech-
niques employing both digital classification and visual image interpretation were
employed for spatial delineation of extent of horticultural plantation crops. It was
concluded that single date high-resolution data corresponding to month of February–
March would be most optimal for delineation of major plantations crops such as
mango, citrus, coconut, arecanut, and cashew nut while for banana and grapes multi-
temporal data was more suitable for successful inventory. The classification accura-
cies mostly ranged between 80 and 90%, depending on various factors, viz., age of
plantation, extent of heterogeneity, plant spacings canopy cover, agronomic practices,
etc. The methodologies for the identification and mapping of various horticultural
plantations are established for selected study regions, mainly in peninsular India.
Based on the encouraging results and successful completion of pilot projects, these
studies were upscaled to regional/national level projects under the auspices of the
Ministry of Agriculture. Fruit crops namely Mango, Banana, Citrus & Grapes, and
a major nut crop, Coconut were successfully inventoried for major regions of the
country. Relevant site-suitability analysis for mango, the king of fruits, has also been
carried out by integrating terrain and pedo-climatic parameters under a GIS environ-
ment. This chapter summarizes the above efforts and achievements for mapping and
monitoring important horticultural crops of India.

Keywords Horticulture · Plantations · Fruits · Semi-automatic classification ·
Object-oriented image analysis · Hybrid approach · Visual interpretation · Ground
truth · Accuracy assessment · Geospatial technology · Deep learning ·
Site-suitability

12.1 Introduction

12.1.1 Importance of Horticulture

India is bestowedwith varied agro-climatic conditions,which are highly favorable for
growing many horticultural crops. Globally, India stands second in terms of produc-
tion of fruits and vegetables (NHRDF 2019). The horticulture crops are an integral
part of food and nutritional security and an essential ingredient of economic security.
Thus, the horticulture sector in the country has been undergoing a sea change, both in
terms of area, production, and productivity. India has emerged as a leading horticul-
tural crop-producing country globally,with a total annual output of 240million tons of
horticulture crops.Areal extent under horticulture in India during 2015–16was statis-
tics indicate the vital role of horticulture in the Indian economy, in terms of generation
of employment, higher farm profitability due to better price realizations, providing
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Fig. 12.1 State-wise area distribution under major plantation crops in India

ingredients for several by-products in food-processing industries under value addi-
tion chain, and stabilizing the country’s balance of trade through export earnings.
More than 95% of plantations are cultivated in the eight major states of India, while
southern four states, Kerala, Karnataka Tamil Nadu, and Andhra Pradesh (including
Telangana), alone contribute more than 75% of the total area and production of plan-
tation crops (Fig. 12.1). Reliable statistical database, both area and production, at
different spatial and administrative hierarchies is the fundamental requirement to
promote growth of the horticultural sector in the country. In this context, geospatial
technology provides an ideal framework for the generation of geodatabase on the
spatial extent of horticultural crops at a disaggregated level.

The existing micro-level information base for horticulture plantations is mostly
non-spatial or generalized spatial format. Requirement of the database on spatial
distribution of major plantations, at large scales, was a felt need during early part of
twenty-first century to meet the operational requirements of different segments of
horticulture at micro to macro levels. Remote Sensing Satellite data with medium
and coarse spatial resolutions have been used operationally for agricultural crop clas-
sification and monitoring (Dadhwal et al. 2003; Murthy et al. 2007). However, orga-
nized feasibility studies for establishing the use of geospatial technology for inven-
tory/mapping of dominant fruit and plantation crops are, thus far, inadequate. Even
though very few discrete studies had been attempted in this direction, a really orga-
nized and institutional effort covering multiple fruit and horticulture plantation crops
did begin only during 2012. As a first step, pilot studies covering important planta-
tion crops to develop operational methodologies for inventory were attempted. These
studies primarily employed a hybrid approach, a combination of semi-automatic
object-based classification and limited manual refinement.

As almost 85% of horticulture plantations, in terms of areal extent, are geograph-
ically distributed in peninsular India, majority of the pilot studies were carried out
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in this region (Fig. 12.1). This chapter summarizes the details of pilot studies for
methodology development initially, followed by the operational execution of these
techniques or methodologies in inventory of dominant fruit and plantation crops,
besides site-suitability analysis, as confined to Karnataka, Tamil Nadu, and Kerala
states.

12.1.2 Role of Geospatial Technology

With recent advances in space technology and the availability of high to very high
spatial resolution satellite datasets and advanced classification techniques, geospatial
technology is expected to play a pivotal role in geospatial database creation on
horticulture crops, apart from facilitating the generation of databases on other related
components. It has to be specifically mentioned here that such efforts have already
covered inventory of commercial plantations, namely tea, rubber, and coffee but were
lacking to fruit and plantations crops (RRSSC-B 2001; RRSC-East 2014; RRSC-
South 2012, 2019).

Conventional per-pixel classifiers have limited utility for identifying and delin-
eating horticulture crops as large spatial heterogeneity limits the realization of reason-
able accuracy (Hebbar and Rao 2002; Srivastava and Gebelein 2007). Object-based
image classification technique is a powerful, promising method for classification
of high-resolution remote sensing data through the conversion of image pixels into
objects using both texture and contextual information. Object-based image classifi-
cation techniques provide more relevant information at multiple spatial scales than
pixel-based classifiers (Gamanya et al. 2007). The main advantage of using object-
oriented image analysis is the flexibility in defining various parameters for image
objects at intended scales, viz. spectral reflectance, object-textures, feature-shapes,
context relationships, apart from integrating both spatial and non-spatial additional
collateral information (Bock et al. 2005).

In the Indian context, first-ever operational inventory was carried out for rubber
plantations using high-resolutionCartosat-1 andLISS-IVdata coveringTripura state,
primarily employing onscreen visual interpretation technique. In the same study,
site-suitability analysis for identifying suitable wastelands for expansion of rubber
cultivation was also carried out (RRSC-South 2012). The utility of a hybrid approach
for delineation of banana orchards using a combination of object-based approach
and post visual classification editing was demonstrated using high-resolution data
(Kasper et al. 2009).

In the background of advancements in space technology, advanced techniques for
classification of available indigenous high-resolution satellite data, need for kick-
starting the generation of hierarchical (macro to micro levels) geospatial databases
on inventory and site-suitability, a series of feasibility studies covering multiple
fruits and plantation crops, with the avowed intention of possible operationalization
to regional/national levels, were initiated.
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12.2 Pilot Studies for Methodology Development

Under ISRO’s Earth Observation Applications Mission (EOAM), Regional Remote
Sensing Centre-South (Bengaluru), of National Remote Sensing Centre, ISROmade
concerted efforts during 2012–15, to study the feasibility of using high-resolution
satellite datasets in association with temporal, multispectral datasets for inventory
of dominant fruit orchards and plantation crops covering representative regions.
Identification andmethodologydevelopment for inventory of four fruit crops (mango,
citrus, banana & grapes) and four plantation crops (coconut, arecanut, oil palm and
cashewnut) was carried out under this EOAM project. Specific study areas covered
represented diversified agro-climatic regimes of India.

Study area details along with selected horticulture crops are mentioned in Table
12.1: (i) Mango: Malihabad taluka, Uttar Pradesh (ii) Citrus: Sivagiri taluk, Tamil
Nadu (iii) Banana: Guntur, Andhra Pradesh (iv) Grapes: Chikaballapura, Karnataka
(v) Coconut: Tiptur taluk, Karnataka (vi) Arecanut: Chennagiri, Karnataka (vii) Oil
Palm:Rajanagarammandal, Andhra Pradesh and (viii) Cashewnut:Mandasamandal,
Andhra Pradesh. High-resolution Resourcesat-1 and 2, LISS-IV MX (5.0 m), and
Cartosat-1 (2.5 m) data corresponding to 2013–14 were used under the study, along
with Resourcesat-1 and 2 LISS-III (24 m) data.

Generalized methodology is depicted in Fig. 12.2. The major steps covered
included (i) Satellite data processing (ii) GPS-guided Field data collection (iii) Clas-
sification (iv) Post classification refinement. Under all the studies, the collection
of relevant ground truth information on crop of interest and competing crops and
other classes was conducted in the selected sites/districts for its utilization in digital
classification and accuracy assessment (Fig. 12.3). The sample sites were identified
based on pre-field interpretation of the satellite data using tone and texture. Informa-
tion such as sample sites and their locations, crop type, and age of crop, along with
geotagged field photos, were organized in a GIS environment for generating a digital
library of ground truth. Basically, a semi-automatic classification approach has been
employed for the inventory of the majority of the chosen crops, and this approach

Table 12.1 Details of pilot study sites for fruit orchards and plantation crops

S. No. Plantation crop
studied

Taluk/mandal District State Average rainfall
(in mm)

1 Mango Malihabad Lucknow UP 963

2 Banana Guntur region Krishna AP 33

3 Citrus Sivagiri Tirunelveli TN 815

4 Grapes Chikkaballapura Chikkaballapura Karnataka 756

5 Coconut Tiptur Tumkur Karnataka 660

6 Cashewnut Mandasa Srikakulam Karnataka 1067

7 Arecanut Chennagiri Davanagere Karnataka 809

8 Oil palm Rajanagaram East Godavari AP 1100
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Fig. 12.2 Overall methodology flowchart for inventory of fruit orchards and plantation crops using
semi-automatic classification approach

Fig. 12.3 GPS-guided ground truth collection in Tipaturu taluk, Tumakuru district, Karnataka for
coconut plantations and other classes

envisaged an appropriate mix of object-oriented classification followed by limited
onscreen visual editing.

The details of the pilot studies carried out for individual fruit orchards and
plantation crops are discussed below.

12.2.1 Mango Plantations

Mango (Mangifera indica) is the king of the fruits with immense economic impor-
tance and is generally an alternate bearer (alternatingly yielding high and low during
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consecutive years), it is found imperative to generate a scientific spatial database of
mango orchards. Toward this end, part ofMalihabad taluk (Lucknow district, UP) has
been taken up for the study. The mango orchards in Malihabad are densely spaced
and contiguously placed, apart from remaining evergreen (despite a dip in NDVI
during dry February) althrough the year. In comparison, the surrounding agricul-
tural crops are mostly harvested, post-monsoon, and the fields remain fallow by late
Rabi/Summer. Owing to above phenomenon, the temporal NDVI response of mango
was distinct from the agricultural crops.

Temporal LISS-IV data (5 dates during 2012–13), covering the study region was
used to study NDVI response for discrimination of mango plantations, in order to
select optimal window of remote sensing data (Fig. 12.4) February month data was
found to be optimal for identification of mango plantations, as most of agricul-
tural crops, barring wheat and paddy, would be harvested by then. Homogeneous,
contiguous plantations could be delineated through object-based classification of
high-resolution data. Mapping accuracy of 89.2% was achieved which could be
further improved to 93.5% through limited onscreen editing by visual interpreta-
tion technique. However, a trial exercise was carried out for mango plantations in a
contrastingly diverse agro-climatic setup in Southern India viz. Srinivaspura taluka
(Kolar district, Karnataka) using temporal LISS-IV data did not achieve satisfactory
results. This has necessitated the exploration of further finetuning of semi-automatic

Fig. 12.4 Phenology study and inventory of mango plantations in Malihabad, UP
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classification techniques for inventory of these plantations cultivated under diverse
agro-horticulture systems, especially with wide inter-tree spacing and for very young
orchards.

12.2.2 Banana Orchards

Banana (Musa spp.) is widely grown in Indiawith great socio-economic significance;
India is the largest producer of bananas in the world. It is well suited for cultivation
from humid subtropical to semi-arid sub-tropics up to 2000m aboveMSL. The banks
of Krishna River in Guntur region have significant presence of banana orchards due
to water availability from the river. Heterogeneous cropping pattern in this area also
consists of chillies, cotton, citrus, paddy, and tobacco. With minimum soil exposure,
banana orchards manifest in bright red tones, owing to dense and lush green canopy.
However, a limited conflict with respect to spectral signatures of cotton and chilli
crops in satellite data of October–November period. This specific spectral mixing
necessitated minimum of two dates’ data for classification of banana orchards. The
intensive/contiguous cultivation of banana orchards, mostly in near proximity to the
river, has favorably limited the temporal datasets to only two dates. Accordingly,
multispectral LISS-IV data corresponding to April and June 2013 were chosen for
the study, in spite of staggered planting of banana orchards.

Object-based classification has been employed here and the results as compared
with field information are satisfactory as the spectral discernability favored improved
classification of banana orchards (Fig. 12.5). Mapping accuracy of 91.4% was
achieved which could be further improved to 94.6% through limited onscreen editing
by visual interpretation technique. However, in places where the banana orchard

Carto-1+R2L4 Apr.2013 

Carto-1+R2L4 Jun.2013

Fig. 12.5 Banana orchards in Guntur, Krishna district, AP
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distribution is scattered and cultivation is not so intensive, two dates’ data might
not suffice. In such scenarios, temporal NDVI profiling might need to be carried out
followed by a decision-rule-based hierarchical classification for better classification
of banana orchards.

12.2.3 Citrus Orchards

Among the citrus types, Acid-lime (Citrus aurangifolia) is the most common type
in Karnataka and Tamil Nadu. In Tamil Nadu state, Acid-lime gardens are dominant
in Sivagiri taluk, Tirunelveli district, primarily cultivated for exports. The soils are
mostly clay loam to sandy clay loam, and these areas fall under rain-fed regions.
Temporal LISS-IV data analysis indicated the sufficiency of satellite data of two
specific periods (corresponding to October and March–April months) were ideal
for identification and delineation of acid-lime (citrus) orchards from other crop and
vegetation classes for achieving reasonable classification accuracy (Fig. 12.6).

Based on the NDVI profile, citrus orchards were distinctly identified as compared
to surrounding crops. However, it is to be specified that the object-based classifica-
tion has shown promising results only in dominant citrus areas coupled with well-
established and managed citrus orchards. Mapping accuracy of 78.9% was achieved
which could be further improved to 90.2% through limited onscreen editing by visual
interpretation technique. On the contrary, in regions with scattered as well as young

April, 2013 

Fig. 12.6 Citrus orchards in Sivagiri taluka, Tirunelveli district, TN
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citrus orchards, and also in situations where citrus is inter-planted with coconut,
classification tends to be less accurate. Thus, it was concluded that this method-
ology needed to be deployed for citrus orchard dominant regions only, in similar
agro-climatic dispositions.

12.2.4 Grapes Orchards

Grape (Vitis vinifera) is a very popular fruit crop cultivated in southern India, espe-
cially Karnataka and Maharashtra. It is a deciduous woody vine crop and its natural
habitat is temperate and subtropical climate. In Karnataka, the cultivation of grapes
is well managed but often restricted to small and medium land holdings, primarily
in the districts of Vijayapura and Chikkaballapura. Chikkaballapura taluka is one of
the major grape cultivation areas. Grape cultivation involves the unique agronomic
practice of biannual pruning during October and April months and lush green leaves
emerge after the pruning. Considering this, two date’s multispectral datasets (LISS-
IV) viz., Nov. and Feb. corresponding to pruning stage and post-pruning lush green
stage (fruiting stage), respectively, were used for delineation of grape vineyards.

Object-based classification for delineation of grape orchards was carried out
employing a total enumeration approach. In addition to the multispectral merged
data corresponding to pre and post-pruning stages, LISS-IV NDVI images of the two
dates were also used for classification. LISS-IV and Cartosat-1 merged data covering
Chikkaballapura taluka and part of the classified image viz. Figure 12.7 depicts the

Carto-1 + R2L4 (22 Nov.2013) merged data 

Carto-1 + R2L4 (26 Feb.2014) merged data 

Pruned stage 

Fruiting stage 

Fig. 12.7 Grape orchards in Chikkaballapura taluk, Karnataka
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distribution of grape orchards in the study area. The hectarage of 1321 ha estimated
through this technique compared fairly well with reported hectarage of 1705 ha
(Dept. of Horticulture), indicating a relative deviation of−29%. This discrepancy is
primarily owing to the fact that many of the fields with vegetable crops have spec-
trally/texturally confused with the greenness pattern of grape orchards during the
pre-post pruning periods and thus resulting in underestimation of grape orchards.

Secondly, many of the grape orchards in the study area happen to be the demon-
stration plots maintained bymany agri-business companies and do not strictly adhere
to the standard temporal windows for pruning. These problems to a large extent can
be overcome usingmultispectral data corresponding to pre and post-pruning stages of
April pruning, in addition to October pruning. A mapping accuracy estimated using
limited ground truth observations indicated an accuracy of just around 75%. Most
misclassified grape orchard locations happen to be categorized as vegetable fields.
It was concluded that the accuracy can be improved through the approach of using
a simple NDVI based hierarchical decision rule-based approach using the above
four datasets would also help in achieving better statistical and spatial accuracies in
addition to object-based classification.

12.2.5 Coconut Plantations

Tipaturu is the cradle of coconut cultivation in Karnataka state and is the major
contributor for edible coconut oil production as well as copra accounting for almost
35% of the total geographical area of the taluka as per conventional estimates.
Coconut plantations in the taluka dot the entire agriculture landscape.AsCoconut tree
is evergreen, minimal temporal NDVI variations were observed. Figure 12.8 depicts
distribution of coconut plantations using LISS-IV and Cartosat-1 data employing
object-based classification techniques. As seen, plantations are spatially denser in
the southern half of the taluka and the extreme eastern portion. The area estimated
through remote sensing-based approach (26,085 ha) compared credibly with that of
Dept. of Horticulture, Govt. of Karnataka (28,012 ha). The % relative deviation has
worked out to a mere −7.39%. This is basically because the coconut plantations in
the taluka are predominantly pure and not mixed with other plantation crops except
in selected pockets. Only in the central region of the taluka, arecanut is found to exist
as an intercrop in coconut plantations.

Even these regions have beenmapped as coconut plantations only.Coconut planta-
tions in certain pockets with shallow gravelly soils and poor groundwater availability
lacked sufficient greenness and thus have gone unclassified under this approach.
The same may however be accounted for through limited visual interpretation tech-
niques. In a nutshell, results clearly demonstrated the use of February–April months
high-resolution data for inventory of coconut plantations. Datasets corresponding to
this period coincide with non-agricultural season facilitating better discrimination



274 H. M. Ravishankar et al.

Merged data 

Classified data 

Fig. 12.8 Coconut plantations in Tipaturu taluka, Tumkur district, Karnataka

of coconut. However, due to intrinsic issues associated with poor spectral signa-
tures from young plantations and poor stands of plantations, the same was not accu-
rately classified. It is also to be noted that remote sensing-based approach does
not account for the isolated individual rows of coconut trees raised along the field
bunds/boundaries. Exclusion of these might slightly influence the extrapolation of
area figures to production estimates.

12.2.6 Arecanut Plantations

Single date LISS-IV and Cartosat-1merged data was used for delineation of arecanut
plantations using object-based classification technique. The entire agricultural land-
scape of taluk has varying degrees of the presence of this plantation. The crop is
generally well managed and grown in medium to large holdings.

In general, the crop is grown asmonocrop, however, it is also cultivated alongwith
several plantations such as coconut, banana, etc. Spatial expanse of arecanut crop in
Chennagiri taluk is depicted in Fig. 12.9. The area estimated through remote sensing-
based approach (16,389 ha), again, as in case of coconut in Tipaturu, compares
credibly with that of Dept. of Horticulture, Govt. of Karnataka (18,032 ha). The %
relative deviation has worked out to −10.02%. The following intricacies have been
noticed during the object-based analysis for arecanut plantations:

• Replanting of arecanut is a temporally continuous phenomenon in the context of
this crop and the taluk is no exception. Those of the very young fresh and replanted
plantations have not been accounted for, during the analysis.
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Carto-1 + R2 L4 (Jan.2014)

Merged data Classified data 

Fig. 12.9 Arecanut plantations in Chennagiri taluk, Davanagere district, Karnataka

• Arecanut being a water-intensive plantation, during the period coinciding with
the date of satellite data acquisition, those of the land parcels where groundwater
had depleted, the plantations exhibited desiccation and thus were spectrally not
discernible.

• Some of the arecanut plantations raised in association with coconut and also
having other annuals as intercrops exhibit different spectral signatures. Although
amajority of these have been delineated under the approach, the area figuresmight
slightly influence the extrapolation of area figures to production estimates.

12.2.7 Oil Palm Plantations

Our country has been plagued with shortage of edible oil production, ever since
independence. Toward mitigation of this perennial problem, the Government of
India initiated various measures to augment the oil-seed production adopting a two-
pronged approach. On one hand, area under seasonal oil-seed crops was enhanced
and on the other, perennial edible oil crops like oil palm were introduced in suit-
able areas, predominantly in the states of Andhra Pradesh and Karnataka. Oil Palm
(Elaeis guineensis) is the highest oil-yielding plant among perennial oil-yielding
crops, producing palm oil and palm kernel oil.

TheWest Godavari, East Godavari and Krishna districts of Andhra Pradesh exten-
sively cultivate oil palm and, in this study, Rajanagram Mandal of East Godavari
district has been considered for oil palm area estimation. Rajanagram Mandal is
also characterized by the presence of two other major horticultural plantation types
viz. Cashewnut and Coconut. A unique methodology has been adopted for classifica-
tion/delineation of oil palm plantations using both object-based techniques as well as
visual interpretation approaches. This was basically adopted to evaluate the spatial
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Fig. 12.10 Oil palm plantations in Rajanagaram, Andhra Pradesh a object-based classification and
b visual interpretation approach

mapping accuracy of the semi-automatic approach in comparison to the standard
interactive onscreen visual interpretation approach.

The object-based classification carried out using LISS-IV data corresponding to
mid-June of 2014 merged with Cartosat-1 data of Nov. 2011 resulting in total oil
palm area of 1939 ha (Fig. 12.10). The classification was facilitated with the unique
crisscrossing diagonal planting pattern adopted for oil palm in this region as opposed
to the normal horizontal-vertical pattern practiced for coconut. Cashew plantations,
owing to their contrastingly different textural patterns did not spectrally/texturally
confuse with oil palm classification. Onscreen interpretation approach for mapping
oil palm plantations resulted in an estimation of the spatial extent of 1886 ha. In
comparison of the maps generated using the two approaches, it is evident that semi-
automatic classification has classified someof the coconut plantations also as oil palm
and missed out on the younger as well as ill-managed oil palm plantations owing to
their different spectral/textural characteristics. But the twin issues were obviated by
adopting the onscreen approach. The very fact that both the approaches have resulted
in near-similar area estimates is a testimony for semi-automatic classification being
highly successful for accurately mapping oil palm plantations.

12.2.8 Cashewnut Plantations

Cashew plantations are predominantly found in parts of Srikakulam district, both
as pure patches and also in mixed plantations (predominantly with coconut trees).
Mandasa taluka, Srikakulamdistrict inAndhraPradeshwas selected as the study area.
Cashew plantations do are not planted in regular and defined patterns and manifest
as irregular patches with rough texture in darker reddish tones on high-resolution
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Delineation of cashew plantations Carto-1+R2L4 (Mar.2014) merged data 

Carto-1+R2L4 (Feb. 2014) 

Fig. 12.11 Cashewnut plantations in Mandasa taluka, Srikakulam district, Andhra Pradesh

satellite data (Fig. 12.11). Additionally, the interspersion with coconut trees/small
plantation patches makes the application of object-based classifiers further difficult.
Thus, the semi-automatic classifier tried out in this region has shown mixed results,
better being in patcheswith cashew nut trees domination and poorer in regions, where
other trees co-existed with cashew nut plantations.

Results of the pilot studies covering few crops have been documented earlier
(Hebbar et al. 2014).

12.3 Upscaling of Pilot Studies to Regional/National Level

The techniques and methodologies developed during successful conduct of the pilot
studies covering inventory of eight different fruit and plantation crops, paved the
way for upscaling of the studies to entire peninsular India. This was under a national
initiative on “Coordinated program on Horticulture Assessment and Management
using GeoiNformatics (CHAMAN)” launched by MNCFC, Department of Agricul-
ture and Cooperation in collaboration with ISRO. The prime objective of CHAMAN
was to realize the potential applications of emerging technologies such as remote
sensing, GIS, and GPS for an inventory of horticulture crops for overall develop-
ment of horticultural sector. During Phase-I of this program, RRSC-South, NRSC,
and RRSC-Central took the lead role in implementing CHAMAN activities for the
Peninsular Indian region with respect to three major fruit crops viz. Mango, Banana
and Citrus (Phase-I). As many as 25 districts were covered for inventory, on an
operational mode, by RRSC-South. During the Phase-II of the CHAMAN program,
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development of techniques for Coconut and Grapes apart from methodology for
site-suitability analysis for mango was taken up in nine districts by RRSC-South.
Deliverables under Phase-I were also hosted on Bhuvan Geo-platform.

12.3.1 Inventory of Mango Plantations and Banana
and Citrus Orchards Under CHAMAN Phase-I

Study areas chosen under CHAMAN Phase-I program for inventory of Mango
plantations and Banana and Citrus Orchards are mentioned in Table 12.2.

Satellite Data Used

Multi-resolution datasets were used in the project for mapping of fruit orchards in
the selected districts in Karnataka and Tamil Nadu states (Tables 12.3 and 12.4).

Methodology

The general methodology followed for hybrid classification approach employed
digital as well as visual interpretation techniques for delineation of spatial extent of
horticultural fruit crops. Themajor steps covered included (i) Satellite data processing

Table 12.2 List of districts selected for inventory of mango plantations and banana and citrus
orchards

S. No. State Crop Selected districts

01 Karnataka Mango Kolar, Tumkur, Ramanagara, Bengaluru Rural, Chikkaballapur
and Dharwad

02 Banana Chamarajnagar, Mysore, Bellary, Ramanagara, and Tumakuru

03 Citrus Vijayapura

04 Tamil Nadu Mango Krishnagiri, Vellore, Dharmapuri, Dindigul and Thiruvallur

05 Banana Tirunelveli, Thoothukkudi, Tiruchirapalli, Erode, Coimbatore,
Kanniyakumari, and Theni

06 Citrus Tirunelveli

Table 12.3 Details of satellite data used under the study

Crop Satellite data used Purpose/role

Mango Single date LISS-IV and Cartosat-1 data Identification and area assessment

Citrus Single/two dates LISS-IV and one date
Carto-1

Identification and area assessment

Banana 3–4 dates LISS-III/Landsat-TM/Sentinel
data
Single/two date LISS-IV data

Phenology study
Identification and area assessment
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Table 12.4 Characteristics of remote sensing sensors used under the study

S. No. Characteristics Cartosat-1 RS-1 RS-2

LISS-III LISS-IV LISS-IV

1 Spectral resolution (µm) 0.5–0.85 0.52–0.59
0.62–0.068
0.77–0.86
1.55–1.70

0.52–0.59
0.62–0.068
0.77–0.86

0.52–0.59
0.62–0.068
0.77–0.86

2 Spatial resolution (m) 2.5 23.5 5.8 5.8

3 Swath (km) 29/26 141 24 70

4 Radiometry 10 7 10 ( 7 bits transmitted)

5 Repetivity (days) 126 24 24 70

6 Revisit (days) 5 24 5 5

7 Stereo Fore/Aft – – –

(ii) GPS-guided Field data collection (iii) Classification (iv) Post classification
refinement (v) Bhuvan Interface.

Classification technique specifically involved the following steps: Hybrid
approach using a mix of digital and onscreen visual interpretation techniques for
delineation of fruit crops depending upon the suitability and intended accuracy.
Object-oriented technique using e-Cognition software was used for classification of
horticultural plantations. LISS-IV and Cartosat-1 were used as source data for multi-
resolution segmentation. Optimizing segmentation parameters viz., scale, shape, and
compactness were carried out iteratively based on visual inspection of the segmented
images for their suitability for delineation of fruit crops. Initially, the segmentation
was carried outwith coarse-scale parameters for creation of cropped areamasks using
hierarchical classification. Second level segmentation was carried out within the crop
mask with a finer scale parameter depending on the heterogeneity. The ground truth
information was used for defining training sets for classification. Image features such
as spectral mean, standard deviation, textural information like homogeneity, and
NDVI were used in Support Vector Machine (SVM) based classification approach
for crop inventory. Further refinement was done using geometry-based parameters
(area, shape, linearity) followed by smoothening. In case of bananas, object-based
classification approach with hierarchical rule sets was used for mapping followed by
minimal interactive visual editing for revising the classified map.

Mango Plantations

Mango is the dominant fruit crop in the study districts, occupying large areal extents
with marked differences in variety, age group, and management practices. Mango
plantations exhibited in dull red color on the merged data with coarse texture due
to wider spacing and partial soil exposure. Coconut is the other dominant plantation
in some of the regions, manifested as dull red color but in clear-cut rows patterns
due to canopy architecture and defined spacing. Typical spectral signature of major
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Fig. 12.12 LISS-IV + Cartosat-1 merge data showing spectral signature of various plantations

plantations as manifested on high-resolution LISS-IV + Cartosat-1 merged data is
depicted in Fig. 12.12.

Object-based classificationwas employed for delineatingmango plantations using
tone, texture, geometry, and vegetation index. Mapping accuracy of about 75–85%
could be achieved using object-based classification approach alone. Incremental
improvementwas achieved through refinement using interactive visual interpretation.
The final results demonstrated mapping accuracies of about 90% for most districts
using a hybrid classification approach, indicating the potential use of high-resolution
data for the inventory of these plantations.

Table 12.5 shows district-wise acreage under mango plantations for 11 major
districts of Karnataka and Tamil Nadu states and comparison with the official esti-
mates of State Horticulture Department. Spatial distribution of the crop in Kolar
district is provided as Fig. 12.13 Higher deviation in few districts could be attributed
to higher proportion of very young plantations which could not be captured using
satellite data.

Intricacies observed with respect to inventory of mango plantations are summa-
rized below:

• Spectral signature of young mango plantations (less than 3–5 years old) is not
very distinct and discrimination of such plantations using high-resolution data is
challenging. Further, at any given period, young plantations of other plantation
types like coconut, areca, citrus, etc. are coexisting in the region resulting in
spectral confusion to some extent.
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Table 12.5 District-wise RS based and conventional acreage estimates under mango

S. No. District RS estimates (ha) Reported area (ha) Relative deviation (%)

Karnataka

1 Kolar 41,489 46,772 −12.73

2 Tumkur 16,198 15,110 6.72

3 Ramanagara 26,017 22,131 14.94

4 Bangalore rural 5414 7030 −29.85

5 Chikkaballapura 11,374 14,147 −24.38

6 Dharwad 9520 10,767 −13.09

Total 1,10,012 1,15,957 −5.40

Tamil Nadu

7 Krishnagiri 31,118 36,009 −15.72

8 Vellore 14,072 13,979 0.66

9 Dharmapuri 8015 7948 0.84

10 Thiruvallur 10,578 10,603 −0.23

11 Dindigul Could not be done due to heterogeneity with mixed plantations

Total 63,783 68,539 −7.36

Fig. 12.13 Spatial distribution of mango plantations in Kolar district, Karnataka
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• Spacing between mango plantations varies widely in the region with large vari-
ations in density, age, variety, etc. Thus, spectral confusion is noticed with the
minor plantations such as sapota, tamarind, and guava, which occupy small fields
and are scattered in these study districts.

• In some areas, the mango trees are along the bunds and marginal lands and cannot
be identified easily on satellite data. Similarly, ill-managed plantationswith higher
mortality rates were also not identified properly.

• Tree density and age of mango plantations are critical inputs for production esti-
mation and rejuvenation of old plantations. Attempts are being made to analyze
the temporal and long-term satellite datasets to establish relative age groups and
tree density broadly.

Banana Orchards

Globally, India stands first in production of bananas with diversified cultivation
practices (with respect to planting periods, varieties, management practices, crop
durations, and crop rotations) across different regions and more specifically between
TamilNadu andKarnataka states.As opposed to highly staggered planting of bananas
in Karnataka, planting within a narrow window of March–May in river flood-plains
and irrigated regions of few Tamil Nadu districts, coupled with staggered planting
in remaining districts is observed. Crop duration ranges between 10–12 months but
will be limited and 6–7 months in case of crop raised for cutting plantain leaves only,
for religious significance, and other commercial uses. Banana as monocrop is widely
cultivated in selected districts of Tamil Nadu occupying large contiguous patches and
growing in the same field for 4–5 years. In Karnataka, RS-based inventory complex-
ities are associated with staggered and mixed planting, periodical cutting of leaves,
understory planting, etc. (Table 12.6)

Phenological studies using temporal multispectral data were carried out and
concluded that minimum of two date’s data of Oct–Nov and Feb–Mar bio-windows,
respectively, are best suited for improved discrimination of banana orchards from
other coexisting long duration crops like sugarcane. LISS-IV data and other datasets
(Tables 12.3 and 12.4) were used to classify banana orchards using a judicious mix
of MXL, RGB clustering, and object-based classification techniques. The mapping
accuracy ranged from 85.0 to 92.5% with an overall accuracy of 86.20%. District-
wise acreages under banana orchards were estimated and compared with the official
estimates (Table 12.5). The analysis establishes the potential use of high-resolution
data for discrimination of banana orchards with reasonable accuracy for districts
havinghomogenous contiguous areas. The lowerRSacreages estimate in fewdistricts
are due to mixed and multi-tier cultivation practices, small field size, and stag-
gered planting, especially in Karnataka and two districts of Tamil Nadu. The spatial
distribution of banana orchards in Thoothukudi district, Tamil Nadu is shown in
Fig. 12.14.

Intricacies observed with respect to mapping/inventory of banana orchards are
summarized below:
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Table 12.6 District-wise RS based and conventional acreage estimates under banana orchards

S. No. District RS estimates (ha) Reported area (ha) Relative deviation (%)

Tamil Nadu

1 Tirunelveli 7015 7176 −2.30

2 Thoothukkudi 7893 8973 −13.68

3 Tiruchirappalli 7214 6913 4.17

4 Erode 7735 9618 −24.34

5 Coimbatore 5530 8115 −46.75

6 Theni 5814 6093 −4.80

7 Kanyakumari 2040 6383 −212.89

Total 43,241 53,271 −23.20

Karnataka

8 Bellary 3016 4993 −65.60

9 Ramanagara 3560 4004 −12.47

10 Tumkur 3624 4572 −26.15

11 Mysore Mapping was not satisfactory due to complex agronomic practices
(staggered and mixed planting, periodical cutting of leaves,
understory planting, etc.)

12 Chamarajnagar

Total 10,200 13,569 −33.03

Fig. 12.14 Spatial distribution of banana orchards in Thoothukudi district, Tamil Nadu
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• Although single date LISS-IV data is found to be fairly useful for delineating
contiguous banana orchards in Tamil Nadu, two date data corresponding to Oct–
Nov and Feb–Mar months are ideally suited for improved discrimination in the
two states. Availability of optimal cloud-free datasets is amajor constraint in some
regions.

• Banana orchards in Karnataka are characterized by staggered planting period
with peak period from June to December requiring temporal satellite data for
identification.

• In general, mixed and two-tier cultivation of banana with coconut/areca plan-
tations is very common, a sustainable farming practice in Karnataka. Mapping
mixed plantations using high-resolution data is challenging and needs further
detailed studies.

Citrus Orchards

Predominant Citrus category fruits cultivated in Karnataka and Tamil Nadu are lime
and lemon. Citrus cultivation in these two states is characterized by small field sizes,
sparse distribution with different age group categories, and distribution across the
study areas. Besides citrus orchards, grapes, pomegranate, and sugarcane are also
cultivated. Identification of citrus orchards is relatively easier in homogenous and
large contiguous areas using single date LISS-IV andCartosat-1merged data.Object-
based classification using spectral and texture informationwas used for delineation of
citrus orchards using Cartosat-1 and LISS-IV merged data. Discrimination of citrus
orchards from pomegranate and grape orchards was difficult to a limited extent and
required minimal visual editing. The results were reasonably accurate for old and
mature orchards with mapping accuracy ranging from 85.0 to 90.5%. The remote
sensing-based citrus crop acreage estimates are compared with the official estimates
and presented inTable 12.7. The analysis clearly showed that theRS estimates closely
match official estimates for all districts. Spatial distribution of citrus orchards in
Vijayapura District, Karnataka is shown in Fig. 12.15.

Bhuvan Interface

The output maps depicting the spatial distribution of the three fruit crops in different
study districts and geotagged photos (collected during Ground Truth Visits) were
hosted on BHUVAN geo-portal for visualization in an exclusive web page for the

Table 12.7 District-wise RS based and conventional acreage estimates under citrus orchards

S. No. District RS estimates
(ha)

Reported area
(ha)

Relative
deviation (%)

Mapping
accuracy (%)

1 Vijayapura,
Karnataka

6936 6499.0 6.3 85.0

2 Tirunelveli,
Tamil Nadu

2024 1747.0 13.7 90.5
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Fig. 12.15 Spatial distribution of citrus plantations in Vijayapura district, Karnataka

CHAMAN program. The same is depicted in Fig. 12.16. (http://bhuvan.nrsc.gov.in/
governance/moa_chaman).

Fig. 12.16 Screenshot of project deliverables in Bhuvan interface

http://bhuvan.nrsc.gov.in/governance/moa_chaman
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Table 12.8 List of districts covered under CHAMAN Phase-II program for coconut plantations
and grapes orchards’ mapping

S. No. Crop State District

1 Coconut Kerala Kozhikode, Malappuram, Kannur, Kasaragodu

Karnataka Tumkur

Tamil Nadu Coimbatore

2 Grapes Karnataka Chikkaballapura (Chikkaballapura taluk)

Tamil Nadu Theni (Uttamapalayam taluk)

12.3.2 Technique Development for Coconut Plantations
and Grapes Orchards’ Mapping Under CHAMAN
Phase-II

With the successful completion of inventory in operational mode for mango, banana,
and citrus crops, technique development studies have been carried out during 2018–
2020 Coconut Plantations and Grapes Orchards’ mapping, at RRSC-South. A total
of eight districts have been covered under this program (Table 12.8), predominantly
using 2.5 m Cartosat-1 + LISS-IV satellite data.

12.3.3 Coconut Plantations

India is the third-largest coconut-producing nation globally, occupying 21.50 M ha
and production of 21,228.2 M nuts with a productivity of 9897 nuts/ha (CDB, 2018–
19). The coconut plantation is cultivated across 17 States and 3 UTs covering diverse
agro-climatic conditions. The four southern states of Kerala, Tamil Nadu, Karnataka,
and Andhra Pradesh are the major coconut-producing states which account for more
than 90% of area and production in the country. Coconut plantations being ever-
green in nature, variation in temporal NDVI are minimal as a pure crop. February–
April months satellite data was found to be best suited for mapping coconut plan-
tations. Coconut plantations in the selected districts occupy large areal extents with
marked differences in variety, age group, mixed cropping patterns, and management
practices. Coconut plantations are manifested in typical spectral signature with row
patterns with coarse texture on the high-resolution satellite data in well managed
orchards (Fig. 12.17). However, coconut is cultivated in multi-tier cropping systems
with other crops like banana, arecanut, etc. Identification of only coconut trees under
such complex cropping systems is quite challenging. Hence, the coconut planta-
tion map and acreage estimates consist of pure coconut stand as well as the mixed
plantations.

Object-oriented classification was found to be the appropriate technique for
delineating coconut plantations using tone, texture, geometry, texture, and NDVI.
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Fig. 12.17 Spectral signature of coconut and other plantations on high-resolution data

Cartosat-1 + LISS-IV merged data and classified maps for few selected districts
are depicted in Fig. 12.18. Mapping accuracy was better than 85.0% for Tumakuru,
Kasaragod, Kannur, and Coimbatore districts, while Kozhikode and Malappuram
showed 81.4 and 78.3%, respectively. Incremental improvement inaccuracies are
possible through limited interactive visual interpretation. The district-level acreage
estimates coconut plantations along with the reported area is depicted in Table 12.9.

a) b) c)  

Fig. 12.18 Coconut plantation maps in a Tumakuru b Coimbatore and c Kasaragodu districts

Table 12.9 District-wise RS based and conventional acreage estimates under coconut plantations

State Districts RS estimates (ha) Reported area
(ha)

% RD Mapping
accuracy (%)

Karnataka Tumakuru 207,000 179,000 13.53 >85%

Kerala Kasaragodu 68,718 67,085 2.38

Kannur 76,002 85,972 −13.12

Malappuram 98,993 105,090 −6.16 78.3

Kozhikode 122,878 112,305 8.60 81.4

Tamil Nadu Coimbatore 81,917 87,000 −6.21 >85%
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The table indicates that the relative deviation ranged from −13.12 to 13.53%. The
lower accuracy in some of the districts ismainly due tomixed crop patterns and young
plantations in the study area. The study indicated the potential of high-resolution
data for the inventory of coconut plantations within reasonable accuracy. The use
of very high-resolution Cartosat-2 series data and the development of deep learning
techniques for mapping coconut plantations are being explored for improvement of
classification accuracy and generation of operational procedures.

The intricacies observed in mapping of coconut plantations are as given below:

• Spectral signature of young coconut plantations (less than 3–5 years old) is not
very distinct and discrimination of such plantations using high-resolution data is
challenging.

• In some areas, the coconut trees are along the bunds andmarginal lands and cannot
be identified easily on satellite data.

• Spatial resolution used in current analysis may not be sufficient for improved
discrimination, especially in heterogeneous and scattered regions and thus very
high, sub-meter resolution data where the coconut trees are clearly discernible
due to their distinct crown structure would be better suited.

12.3.4 Grapes Orchards

Inventory of grape orchards was carried out for two major taluks viz., Chikkabal-
lapura Taluk Chikkaballapura district, Karnataka, and Uttamapalyam taluk, Theni
district of Tamil Nadu using LISS-IV + Cartosat-1 merged data employing object-
based classification. Grape orchards showed bright red color on the high-resolution
data with smooth texture. It was observed that other plantations of the study area
like mango, eucalyptus manifested as deep red color with coarse texture and were
spectrally different from grape orchards as depicted in Fig. 12.19 However, spectral
signature of short duration vegetable cropswasmixingwith grape orchards to limited
extent.

The temporal Sentinel-2 MX data analysis revealed that two date’s data of Nov-
Dec and Feb-Mar bio window are best suited for improved discrimination of grape
orchards from other coexisting short duration crops. Due to the non-availability of
cloud-free high-resolution data, the alternatively available best datasets were used for
the study. The mapping accuracy was about 85% for both the study areas. The lower
accuracy is attributed to mixing of spectral signature of grape and other competing
vegetables crops and accuracy could be improved using two date satellite data. Spatial
distribution of grape orchards of Uttamplayam taluk, Theni district is depicted in
Fig. 12.20. The crop acreage estimates of grape orchards corresponding to Chikka-
ballapur and Uttamapalyam taluks are shown in Table 12.10. The results showed that
the acreage estimates for both study areas were lower compared to the reported area
with a relative deviation of about 11.00%.
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Fig. 12.19 Spectral signature of grape orchards and competing crops

Fig. 12.20 Spatial distribution of grape orchards in Uttamapalyam taluk, Theni, Tamil Nadu

Table 12.10 District-wise RS based and conventional acreage estimates under grape orchards

S. No. Taluk/district RS estimates (ha) Reported area (ha) Relative deviation (%)

1 Chikkaballapur taluk,
Chikkaballapur
district, Karnataka

2250 2500 −11.11

2 Uthamapalyam,
Theni district, Tamil
Nadu

1250 1468 −11.48



290 H. M. Ravishankar et al.

12.3.5 Technique Development for Site-Suitability Analysis
for Mango Plantations

Mango, being a premium export potential fruit, the scope for expansion of mango
cultivation is immense. This has necessitated the current study for site-suitability
analysis for mango plantations using pedo-climatic parameters. Ramanagara district
of Karnataka state was chosen as the study area. This district also has a significant
presence of mango plantations (around 26,000 ha), which facilitates validation of
analysis outcomes with an existing scenario. A major part of the district is occupied
by red sandy texture soil. Ramanagara district falls under single agro-climatic zone,
i.e., Eastern Dry Zone- Zone-5. The maximum and minimum temperature in the
district ranges from 29 °C to 36 °C and 15 °C to 20 °C, respectively.

District receives average rainfall of 822 mm. Apart from mango, the important
horticultural crops of the district include coconut, areca nut, banana, citrus, beetle
vine, and vegetable crops like tomato, brinjal, etc. High-resolution Cartosat-1 and
Resourcesat LISS-IV data were used for identification and area assessment of mango
plantations as detailed under Sect. 12.3.1. Analysis was carried out using a set of
criteria pertaining to pedo-climatic and terrain variables and the list is enclosed in
Table 12.11. Carto-DEM was utilized for generation of slope map and soil map at
1:50 K was used for extracting soil parameters like soil texture, pH, organic carbon.

Applying the soil suitability criteria developed by NBSS&LUP, the land site-
suitability has been evaluated for soil and climatic parameters. Accordingly, three
different categories of suitability under the existing overall land use, exclusively for
the existing mango plantation areas as well as specifically under wastelands, have
been derived. Results of the spatial analysis carried out study the distribution of
existing mango plantations under different suitability regimes are indicated under
Fig. 12.21a. The results indicated that about 60.0% of the existing plantations are
cultivated in marginally suitable lands while only 13% in highly and moderately

Table 12.11 Pedo-climatic variables used for suitability analysis

S. No Data used Parameters Source

1 Soil Map • Texture, depth, salinity
• pH, OC, salinity

1:50 and 1:250 K

2 Weather • Temperature
• Rainfall

MODIS/IMD

3 Soil MOISTURE • Soil moisture availability
• Length of growing days

MOSDAC/NRSC

4 Groundwater • Water depth (point data) Central ground water board

5 LULC map • Waste lands 1:50 K map, NRSC

6 Crop map • Mango plantation map Chaman phase-1

7 Satellite data • NDVI LISS-IV and sentinel

8 DEM • Slope map Carto-DEM
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Fig. 12.21 Site-suitability analysis for mango plantations in Ramanagara a proportion of existing
mango plantations under different suitability regimes and b potential area under wastelands suitable
for mango plantations

suitable lands. About 27.0% of the mango plantations have existed in least suit-
able lands. Similarly, the analysis of wastelands (Open Scrub, Dense Scrub, and
grazing lands) for mango plantation suitability has indicated that significant portion
of the wastelands are only marginally suitable for mango cultivation, with only about
13% of wastelands being moderate to highly suitable (Fig. 12.21b). The approach
adopted under this site-suitability analysis facilitates the identification of suitability
regimes under already cultivated fruit crops, apart from identifying additional areas
for expansion of crop cultivation. This information is very useful for stratifying crop
productivity and production zones.
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12.4 Conclusions

This chapter has covered studies under different programs of ISRO, as carried out at
RRSC-South, of NRSC/ISRO. Initially, concerted efforts were made during 2012–
15, to study the feasibility of using high-resolution satellite datasets in association
with temporal, multispectral data in connection with identification and methodology
development for inventory of four fruit crops (mango, citrus, banana and grapes) and
four plantation crops (coconut, arecanut, oil palm and cashew nut). The techniques
and methodologies developed during the pilot studies’ successful conduct paved the
way for upscaling of the studies to entire peninsular India. This was under a national
initiative on “Coordinated program on Horticulture Assessment and MAnagement
using GeoiNformatics” (CHAMAN). During Phase-I of this program, three major
fruit crops viz. Mango, Banana and Citrus in as many as 25 districts were covered
for inventory, on an operational mode. Deliverables under Phase-I were also hosted
on ISRO’s Bhuvan Geo-platform. During the Phase-II of the CHAMAN program,
development of techniques for Coconut and Grapes apart from methodology for
site-suitability analysis for mango was taken up in nine districts by RRSC-South.

During the first study on methodology development for 08 fruits and planta-
tion crops, the following have emerged: Multi-resolution, multispectral and at times
temporal high-resolution satellite datasets are found to be effective in inventory
of the horticulture crops. Phenological studies using temporal LISS-IV data were
useful in selecting bio-windows for optimum date/dates’ data selection, especially
with respect to mango, banana, grapes, and citrus orchards. A hybrid approach
involving a judicious mix of semi-automatic object-based classifier and need-based
manual editing has been found to be the most effective in achieving better accu-
racies. Plantations crops viz., coconut, arecanut, and palm oil showed promising
results with single date LISS-IV and Carto-1 merged data using object-based clas-
sification technique. However, Cashewnut could not be successfully classified using
the semi-automatic technique. Out of these, oil palm inventory in Rajanagaram was
the most successful showing 92.1% mapping accuracy which further improved to
96.2% through onscreen visual interpretation. Arecanut and Coconut showed lower
accuracy levels of 75.2% and 76.5%, which could be further improved to 87.6% and
88.9%, respectively through limited editing of the classified vector layers. Object-
based classification technique was unsuitable for cashew nut plantations, and visual
interpretation technique was the only feasible alternative for accurate delineation of
cashew nut plantations.

However, with the advent of Deep Learning-based classifiers, fresh attempts can
be made using very high-resolution satellite datasets, for cashew nut plantations.
The fruit crops viz., mango, banana, citrus, and grapes (fruit crops) have exhib-
ited satisfactory results with object-based classifiers. Among the four, mango, in
Malihabad has resulted in 89.2% mapping accuracy, improving further to 93.5% (on
limited visual-interpretation-based editing). Banana orchards alongsideKrishna river
in Guntur region have shown corresponding mapping accuracies of 91.4 and 94.6%.
In both the above cases, temporal multispectral data has been utilized. Similarly, in
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case of citrus plantations in Sivagiri taluka two dates’ multispectral LISS-IV data has
been employed to achievemapping accuracies of 78.9 and 90.2%. In case of the fourth
fruit crop, grapes the agronomic practice of pruning has been utilized for optimum
selection of data corresponding to pre and post pruning stages. This has resulted in
75.8% and 89.0%mapping accuracies, respectively. In all the studies, additional fine-
tunings based on visual interpretation have significantly improvedmapping accuracy.
Thus, this hybrid approach has been adopted during the upscaling of inventory studies
to regional/national levels, taking care of the following intricacies observedduring the
pilot phase. This methodology is most-suited primarily for homogeneous mapping
parcels of plantations but is of relatively limited utility in case of heterogeneous
parcels, apart from fragmented holdings and multi-cropped regions. Also, mapping
of young plantations, plantations under agro-horticultural systems, and mixed crop-
ping systems have also been found to be of lesser amenability. These studies were
limited to smaller regions, thus necessitating further finetuning of hybrid approach
while scaling up for automation of the classification procedure to regional/state levels
for operational applications of high-resolution data.

Under Phase-I of the CHAMAN project during 2015–2018, inventory of three
major fruit crops, namely mango, banana, and citrus, has been carried out in 25
major districts of Karnataka and Tamil Nadu. Multi-resolution datasets were used
in the study for spatial inventory of fruit crops. Single date LISS-IV and Cartosat-1
data of February–March bio window were used for inventory of mango and two
dates’ data for citrus plantations. Multi-date LISS-III/TM/Sentinel data was used
initially for phenological characterization and for selection of optimumdates of high-
resolution data. Best suitable single/two dates’ LISS-IV data was used for mapping
of banana orchards. As in the pilot phase, in-season ground truth information was
carried out in the selected districts for its use in digital classification and accuracy
assessment. Hybrid classification techniques with a combination of object-based
and visual interpretation techniques were used for delineation of fruit crops. About
75–85% accuracy could be achieved using segmentation-based classification and
further improvement in accuracy was achieved using onscreen visual interpretation
for updating omitted and committed classes. After quality checking and accuracy
assessment, district-wise crop acreages were estimated.

The results indicated that single date LISS-IV and Cartosat-1 data were suffi-
cient to delineate mango plantations with reasonable accuracy. Matured and older
plantations could be classified with better accuracy, while the spectral signature of
very young plantations (2–5 years) is not quite distinct and could not be mapped. The
banana orchards could bemappedwith reasonably good accuracy usingLISS-IV data
in the selected districts of Tamil Nadu since the crop is cultivated as monocrop occu-
pying large contiguous areas. However, banana cultivation in Karnataka is diverse
with staggered planting, small field sizes and under mixed agro-horticultural prac-
tices (majorly under coconut, arecanut, etc.) and hence, accurate classification of
banana orchards is still quite challenging. Identification of citrus orchards is rela-
tively easier in homogenous and large contiguous areas using LISS-IV+ Cartosat-1
data. The plantation maps along with geotagged photos were hosted on BHUVAN
geo-portal for visualization.
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Under Phase-II of CHAMAN project, as many as eight districts from Kerala,
Karnataka, and Tamil Nadu have been covered to develop optimum tech-
niques/methodology for inventory of coconut plantations and grapes orchards. The
study showed the potential applications of high-resolution satellite data (LISS-IV
and Cartosat-1 data) for mapping important horticultural crops like grapes and
coconut plantations using an object-based classification approach. In case of coconut,
mapping accuracy was better than 85.0% for four districts but slightly lower for
Kozhikode (78.3%) and Malappuram (81.4%) districts. The crop acreage estimates
were closely matching with the reported area and relative deviations ranged from
−13.12 to + 13.53%. Semi-automatic approach has exclusively proven its ability
to map coconut plantations with reasonable accuracy. However, it is to be noted
that young coconut plantations (less than 3–5 years old), as well as younger plan-
tations of mango, citrus, arecanut and others coexisting in the region, might not be
discernible using this technique alone. In case of grapes orchards, as in case of pilot
study, minimum of two dates data have been found to be appropriate for improved
discrimination from other competing fields and vegetable crops.

Site-suitability analysis was carried out in Ramanagara district, Karnataka, for
evaluation of existing mango plantation areas as well as identification of additional
areas under wastelands for extension of mango cultivation. About 60.0% of the
existing plantations are cultivated in marginally suitable lands instead of a meager
13.0% in highly and moderately suitable lands. Spatial analysis of the cultivable
wastelands has identified about 8600 ha of potential land (highly and moderately
suitable) as suitable for expanding mango cultivation in the district. Integration of
various pedo-climatic parameters showed promising results for suitability analysis
for mango plantations, an important input for crop yield modeling and condition
assessment.

12.5 Way Forward

Significant strides have been made in the field of utilizing geospatial technology as
detailed in this chapter. However, there is still a major scope for covering the gaps in
the already conducted studies as well as taking the applications of high to very high-
resolution satellite datasets and also additionally utilizing latest ML/DL techniques
for the following:

• Better spatial resolution data, preferably at sub-meter level (Cartosat-2 series and
other similar sensors) need to be utilized for better discrimination of major fruit
and plantation crops in order to achieve better accuracies, obviating the need for
incremental editing through visual interpretation.

• Other economically important plantation and fruit crops such as Oil Palm,
Pomegranate, Apple, Guava, Sapota, Ber, Litchi, etc. some of which are
even grown in smaller and scattered plots also need to be inventoried using
semi-automatic classification techniques.
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• Advanced Machine Learning/Deep Learning techniques need to be utilized for
development of appropriate classification models using training samples. These
semantic segmentation models have the proven potential for applicability across
different agro-climatic dispositions for various plantation crops. This approach
would also, in the long run, facilitate generation of a GT library, in the form of
training samples, and can be used periodically for inventory and change mapping.

• All the remaining major areas in the country in which the important fruit & plan-
tation crops are cultivated, also need to be covered in stages. This would facilitate
generation of individual crop maps at different administrative hierarchical levels
(taluk to national level). This is the pressing need for policy decisions at different
levels.

• Individual state and a national level fruit & plantation crop map need to be gener-
ated through integration of the outcomes of all above approaches. This shall form
a basis for assessment of trees outside forests as part of agro-forestry system,
in the country and also frame policies in connection with food and nutritional
security in the country.

• Studies for use of geospatial techniques for crop yield estimation also need to
be hastened up. Toward this end, the site-suitability evaluation studies in the
all the major existing fruit & plantation regions need to be carried out to come
out with production/productivity zones. Additionally, site-suitability analysis for
necessary non-fruit and plantation regions also needs to be carried out for the
possible expansion of cultivation. This is of utmost importance as horticulture
produce have an in-built value addition component and thus area income accretive
to the farming community.

• Sufficient studies need to be conducted to detect andmanaged of pests and diseases
through the application of ML/DL techniques.

• A national level geospatial database on storage and marketing infrastructure is the
need of the hour to supplement the market intelligence, manage demand–supply
scenarios, and minimize the post-harvest losses (especially in case of perishable
produce).
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Chapter 13
Management of Citrus Orchards
in Central India using Geospatial
Technology
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Abstract Citrus fruits rank third in production after banana andmango in India. It is
grown in 1.04million ha covering 26 states. Citrus is grown in subtropical climates of
the world though in tropical zones they incline for cyclic growth. Citrus productivity
in the country is negatively affected by various biotic and abiotic factors as well as
management practices. Citrus farming is overwhelmed with numerous constraints
due to restrictive growing conditions, scarcity of water, and frequent pests, and
diseases. The geospatial technique is a tool to address the growth limiting factors
of citrus orchards, including biotic, abiotic, edaphic stress efficiently. Advanced
geospatial technology is being largely used for mapping and area estimation of
citrus orchards using object-based classification and machine learning approaches.
Another vital areawhere geospatial technology is being usedwidely is identifying the
health status of the citrus orchards, which greatly impacts the overall productivity
of the citrus in the country. Apart from the physiological stress, the biotic stress
created due to the disease and pest is yet another significant area where multispectral
and hyperspectral RS are being widely used. Expanding the area under horticulture
is an important objective under the national horticulture mission. In this respect,
identifying new suitable areas for growing citrus is an important requirement. RS
technology and GIS play a substantial role in the systematic characterization, assess-
ment of several factors that impact the cultivation of citrus orchards and integrated
modeling to finally identify a potential area for citrus orchards. This chapter discusses
the implementations of geospatial techniques for managing citrus orchards covering
various aspects mentioned above.
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13.1 Introduction

Citrus is one of the major variedmembers of the familyRutaceae and is the dominant
tree fruit crop globally. It originated in tropical and subtropical Southeast Asia and
comprised many species of economic importance. The subtropical climate is utmost
appropriate for citrus farming.Availability ofmost suitable land is important for citrus
cultivation and citrus plants are affected by numerous stresses (biotic and abiotic).
Citrus is grown more than 140 countries globally. The world’s leading countries
of citrus fruit production are China, Brazil, the U.S.A., India, Mexico, and Spain,
representing close to two-thirds of global production (FAO 2009). Commercially,
citrus fruits are sweet orange (Citrus sinensis Osbeck), Mandarin (Citrus reticu-
lata Blanco), limes (Citrus aurantifolia Swingle), lemon (Citrus limon (L) Burm.f),
grapefruit (Citrus paradisi Macf.), and pummel (Citrus grandis (L.) Osbeck). In
global scenario, the contribution of citrus species is sweet orange (64%) followed
by mandarins (20%), limes and lemons (10%), grapefruit and other citrus fruits
(6%) (Chaturvedi et al. 2018). In India, citrus acreage is 1.07 million ha whereas
production and productivity are 10.48 million tonnes and 9.78 tonnes/ha, respec-
tively. In India, mandarin production is 3.25 million tonnes with a productivity of
10.16 tonnes/ha and cultivated under an area of 0.32 million ha while limes/lemons
are grown in 0.21 million ha with production of 2.10 million tonnes and productivity
is 9.62 tonnes/ha (De 2017).

In terms of production of fruits, India ranks second in the world and occupies
1st position for mango, banana, sapota, and acid limes (National Horticulture Board
2018). Among several horticultural crops, fruits contributed amajor share in area and
production, followed by plantation and vegetable crops. Maharashtra is well known
for the cultivation of major horticultural fruit crops like citrus and mango. Soil and
climatic properties are important natural factors, and a favorable combination is very
crucial for the production of horticultural crops. The specific requirement of climate
and soil conditions makes the distribution of horticultural crops, especially the plan-
tations, more localized in contrast to other agricultural crops (National Horticulture
Board 2018). The diversified climate ranging from temperate to tropical climate is
unique important factors that influence the production of horticultural crops and is
essential in planning. The fundamental requirements for proper planning in the horti-
cultural sector are the availability of a reliable statistical database regarding area and
production at different spatial hierarchies.

In the last four decades, the cultivated area of citrus and production had increased
around five-fold with average productivity of 8.8 tonne/ha (National Horticulture
Board 2018). In India, citrus is the second principal fruit crop next to mango with
respect to area under cultivation (National Horticulture Board 2018). In 2017–18
citrus was cultivated in around 1003 thousand ha with a production of 12,546 thou-
sand metric tonnes (National Horticulture Board 2018). In India, the average citrus
fruit yield is very low compared to Brazil, Indonesia, USA, and Turkey (22–35
t/ha) (agricoop.nic.in website). Major producing states of lime are Andhra Pradesh,
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Gujarat, Tamil Nadu, Karnataka, Maharashtra, Assam, and Rajasthan with produc-
tion of 21.08 Lakh Tonnes (National Horticulture Board 2011). In India, the commer-
cial varieties of mandarin are Nagpur mandarin (Central India), Coorg mandarin
(South India), Kinnow mandarin (North–West India), and Khasi mandarin (North–
East India). While, the traditionally grown sweet orange varieties are Mosambi
(Maharashtra), Sathgudi (Andhra Pradesh), andMalta and Jaffa (Punjab) (Srivastava
and Kohli 1997). Citrus fruits are sown under diverse agro-ecological environments
i.e., arid & semi-arid of the southwest to the humid tropical climate of northeast
India. The light soils with good drainage capacity are well suited for citrus orchards.
The pH of 5.5–7.5 in deep soils are normally recommended for citrus cultivation.
High concentration of CaCO3 in the feeder root zone may be unfavorable for citrus
growth (Srivastava and Singh 2001).

Maharashtra occupies the largest area under citrus farming in India, whereas the
production is highest in Andhra Pradesh (38.0 lakh tonnes) followed by Madhya
Pradesh (11.8 lakh tonnes), Punjab (10.1 lakh tonnes), and Maharashtra (8.61 lakh
tonnes) (National Horticulture Board 2011). The discrepancy between acreage and
production of citrus in Maharashtra desires attention for enhancing productivity.
Nagpur Mandarine (Citrus reticulata Blanco) is the principal cultivars of citrus in
Central India. Nagpur mandarin is grown in primarily black and red soils in Vidarbha
region, Maharashtra; Chindwara and Betul district of Madhya Pradesh. Citrus culti-
vation has been expanded in last three decades in areas with different type of soils
with varying suitability. Reduced longevity of commercially grown citrus because
of varying limitations of nutrition is one among the important production linked
constraint severely liable for low orchard efficiency (Srivastava and Singh 2008).
Initially high fertile soils established nutrient constraints a variability following the
non-synchronization of demand & supply for nutrients with the advancement of
orchard age. An extensive survey of Nagpur mandarin groves of Central India exhib-
ited huge deficiency of N, P and Zn nutrients, with nearly all sites showing several
nutrient deficiencies (Srivastava and Singh 2005).

Citrus farming in the Nagpur district of Maharashtra may be overwhelmed with
numerous constraints affected by restrictive growing conditions, scarcity of water,
and high prevalence of pests and diseases (Garik 1990). Citrus orchards require
sufficient water at critical stage in the initial years. Light irrigation with frequent
interval is beneficial and the volume of water and number of irrigations depends
on the textural characteristics of soil and growth phase (Das et al. 2009). For the
recurrent growth and development, citrus trees usually require more water than most
of the other sub-tropical fruits.

Geospatial techniques are an important tool to address the growth limiting factors
of citrus orchards, including biotic, abiotic, and edaphic stress. Advanced geospatial
technology is mainly used for mapping and area estimation of citrus orchards using
object-based classification and machine learning approaches. Further, research is
now progressing for yield modeling of citrus adopting integrated multi-parametric
approach using moderate-, high- to very high spatial resolution remote sensing (RS)
data from satellite and UAV platform. Another vital area where geospatial tech-
nology is being used widely is identifying the health status of the citrus orchards,
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which greatly impacts the overall productivity of the citrus in the country. Apart
from the physiological stress, the biotic stress created due to the disease & pest is yet
another significant area where multispectral and hyperspectral RS are being widely
used. RS technology and geographic information system (GIS) play a vital role in
systematic characterization, assessment of several factors that influence the cultiva-
tion of citrus orchards, and integrated modeling to identify a potential area for citrus
orchards finally. This chapter discusses the applications of geospatial techniques for
the management of citrus orchards covering various aspects mentioned above.

13.2 Acreage Estimation of Citrus Orchards

The citrus orchards require specificmonitoring andmanagement to give a good yield.
This monitoring starts at the commencement of the agricultural year and continues
until the harvest period and concerns several parameters that are vital to get good fruits
to yield in terms of quality and quantity. The citrus acreage is assessed by enumer-
ation, whereas the yield is estimated by fruit counting on sample from randomly
selected trees in different orchards at the district level. This method is more time
intense and more erroneous.

Progressive techniques of RS have great potential in horticulture sector and have
opened up new era of enhancing the horticultural database systems in the world.
Sharma and Panigrahy (2007) developed the database of apple grove for Himachal
Pradesh (India) from LISS III and AWiFS (23 and 55 m spatial resolution, respec-
tively) data and were successfully delineated using relatively low-resolution satel-
lite data. The most suitable sites for passion fruit plantations have been identified
and prioritized using the same coarse resolution Indian satellite imageries for the
north-eastern states of India.

In recent years, space-borne RS data is being utilized in the assessment of citrus
orchards due to less time-consuming and more accurate. Shrivastava and Gebelein
(2006) conducted an experiment to demarcate citrus groves from Landsat ETM +
(30 m spatial resolution) imagery for economic assessment in Florida. They found
a significant correlation between RS imagery between citrus production/income and
acreage. Semi-automated classification technique using object-oriented analysis has
been verified and evaluated for delineation of horticultural plantations under diverse
agro-climatic regions (Hebbar et al. 2014). A combination of digital and visual
technique was used for the demarcation of citrus orchards depending on the suit-
ability and classification accuracy. Object-oriented-based classification technique
employing both texture and contextual information like shape, size, shadow, and
spectral information was used for the generation of citrus crop maps. These maps
were fine-tuned, wherever needed, with limited manual on-screen visual interpre-
tation technique. On-screen visual interpretation approach was followed wherever
object-oriented classification is not applicable.

In another study for acreage estimation of citrus plantations in Amravati district
of Maharashtra, multi-resolution LISS-IV and Cartosat-1 images and their fused
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Fig. 13.1 Citrus orchards in Amravati district, Maharashtra, India during 2019

product were used as input in the feature extraction model. LISS-IV derived NDVI,
texture from Cartosat-1 image, and spectral characteristics of fused data were taken
as input for the creation of Spectral Feature Probability (SFP) layer. The description
of the training region for citrus and background pixels is vital for the classification
process. To generate the pixel probability layer, the conversion of the SFP layer to
raster objects on the basis of threshold and clump function is essential. A group of
operators for raster and vector-like probability filter, elimination, size filter and island
filter were applied in the successive stages to generate a thematic map of citrus areas
in vector format.

An area of 712 square kilometers (5.8%) was found under citrus orchards in the
Amravati district out of the 12,235 square kilometers of the total geographical area
during 2019 (Fig. 13.1). The validation of citrus orchards delineated by the semi-
automated classification technique was validated using ground observations with an
accuracy of about 93%.

13.3 Citrus Health Assessment

Citrus trees are affected by several stresses; therefore, it must be taken in all aspects of
plant health for citrus production. Stress is a major concern for the agriculture sector,
as stress leads to the economic losses of cash crops (Mani and Varghese 2018). The
variance in abiotic stress in citrus orchards is mainly responsible for the difference
in the health status of the citrus plants.
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Vegetation stress is considered as an unfavorable condition that affects or blocks
the metabolism, growth, or development of plant. Numerous natural and anthro-
pogenic factors induced vegetation stress (Singh et al. 2003). There is growing atten-
tion/awareness among the citrus cultivators to understand the latest technologies for
the health condition assessment of citrus. Assessing stress on timely basis is the most
effective method to monitor health (Abouatallah et al. 2011). Detection of crop water
stress in different growing seasons is necessary to predict yield conditions and plan
irrigation scheduling (Payero and Irmak 2006). One of the most efficient methods for
stress identification is geospatial technology, which comprises RS technology and
GIS (Mani et al. 2016). Geospatial technology is an effective and efficient method
for monitoring and analyzing citrus crops under stress using multitemporal satellite
images.

A study is carried out for the health condition assessment of citrus groves in
Nagpur district using vegetation health index. To estimate the spatial extent of citrus
groves in Nagpur district, Sentinel-2 data sets were used (https://scihub.copernicu
s.eu/, Accessed 16 February 2021) with less than 10% cloud cover in the years of
2018 and 2019. Multitemporal and multispectral data of Landsat-8 OLI (https://ear
thexplorer.usgs.gov/, Accessed 16 February 2021) were used to assess vegetative
health of citrus orchards using the vegetation health index. The total study period
considered is 7 years, from 2013 to 2019.

Normalized Difference Vegetation Index (NDVI), Vegetation Condition Index
(VCI), Temperature Condition Index (TCI), and Vegetation Health Index (VHI) were
used to assess vegetative health and stress conditions. Land Surface Temperature
(LST) is calculated using the brightness temperature of two bands of TIR (Rajeshwari
and Mani 2014). The VHI is calculated using VCI and TCI as these two indices are
more effective for monitoring vegetative stress than other indices (Table 13.1). VHI
is categorized into three groups such as poor health condition (VHI 0–40), moderate
health condition (VHI 40–60), and excellent health condition (VHI 60–100) as per
Owrangi et al. 2011.

Table 13.1 Different vegetation indices used for assessing vegetative health and stress conditions

Indices Formula Range

NDVI (NIR − RED)/(NIR + RED) −1 to +1

VCI (NDVIi − NDVImin) * 100/(NDVImax − NDVImin) 0–100

LST TB10 + C1 (TB10 − TB11) + C2 (TB10 − TB11)2 + C0 + (C3 + C4W)
(1-m) + (C5 + C6W)�m

Kelvin (K)

TCI (LSTmax − LSTi) * 100/(LSTmax − LSTmin) 0 to 100

VHI 0.5 * VCI + 0.5 * TCI 0 to 100

Where, NIR is near infrared region band, TB10 and TB11 are brightness temperature of band 10
and 11 respectively, W is atmospheric water–vapor content, m is mean land surface emissivity,
�m is difference of land surface emissivity and C0, C1, C2, C3, C4, C5, and C6 are split-window
coefficient values (Skokovic et al. 2014)

https://scihub.copernicus.eu/
https://earthexplorer.usgs.gov/
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VHI values derived based on TCI and VCI show large spatial variation of these
values in citrus orchards of Nagpur district. Northwest region of the district shows
better VHI values for all the years, especially in Kalmeshwar tehsil. Katol tehsil also
exhibits very good health condition of citrus orchards. A major part of the citrus
groves in the district is classified under the moderate health category as per VHI, and
a very less percent of the area was under poor health conditions (Fig. 13.2).

Citrus area under excellent health categories was found to be 47.4% during 2014
whereas it decreased to 2.4% and 1.5% in 2015 and 2018, respectively (Table 13.2).
The area of citrus under the ‘Excellent’ health category drastically reduced from
2014 to 2015 but increased in 2017 to 25.1% and then decreased in the next two
consecutive years. About 70.1–91.9% of the citrus area was found under moderate

Fig. 13.2 Spatial
distribution of VHI of citrus
orchards in Nagpur district
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Table 13.2 Citrus area
(square kilometers) under
different health categories of
Nagpur district

Year Health categories

Poor Moderate Excellent

2013 24.1 (8.5)* 197.8 (70.1) 60.1 (21.3)

2014 4.2 (1.5) 144.0 (51.1) 133.8 (47.4)

2015 30.1 (10.7) 245.2 (87.0) 6.7 (2.4)

2016 13.1 (4.6) 255.8 (90.7) 13.1 (4.6)

2017 2.5 (0.9) 209.0 (74.1) 70.7 (25.1)

2018 18.5 (6.6) 259.2 (91.9) 4.3 (1.5)

2019 12.5 (4.4) 239.7 (85.0) 30.0 (10.6)

*Values in parenthesis indicate percent area under different health
categories

health condition across the seven years except in 2014 where the citrus area under
moderate health condition was 51.1%. The poor health conditions of citrus planta-
tions were at par in the seven years except during 2014 and 2017. Similarly, Du et al.
(2018) also observed that VHI has a high correlation with temperature. Its variability
was statistically described by variations in both rainfall & soil moisture in highly
dynamic tropical Vu Gia Thu Bon catchment in Vietnam.

13.4 Expansion of Citrus Orchards

The depletion and degradation of natural resources cause water logging, increasing
acidity and salinity, decreasing nutrients and productivity. During the last two
decades, around 1.68% of total arable land is diminished, and nearly 47% is under
degradation (FAO 1976). In recent years, demand for food and industrial use of agri-
cultural products is increasing rapidly whereas agricultural productivity and produc-
tive land are decreasing strangely. Land suitability analysis (LSA) is a technique
to estimate the grade of suitability of land for certain use (Hopkins 1977; Collins
et al. 2001; Malczewski 2004) based upon the qualities and requirements of land
(FAO 1976). LSA comprises land capability classification, land irrigability and suit-
ability for crops, plantation, cultivation, industrialization, etc. A wide range of field
observations like physiography, soils, vegetation, water, climatic parameters, and
socio-eco-cultural aspects are required for these analyses. The conventional way
of study, e.g., field work, analysis at laboratory, existing analog maps and data as
records, etc., is time intense, costly, laborious, and not enabling to explain holistic
information (Tahir et al. 2013).

Land users and planners require basic knowledge of soil, understanding the
constraints and potential, and soils suitability for different crops for sustained agricul-
tural production. The information of varied types of soils and their potential to several
crop types on the spatial domain is crucial for planners and scientists in agriculture
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to encourage farmers to practice cropping systems depending on soil capability to
different crop types. Again, sustainable agriculture or farming promotes optimizing
crop production. The concept of sustainable agriculture comprises the production of
quality products in an ecologically subsisting, socially acceptable, well-organized
economy and ensuring optimal utilization of the existing natural resources for effec-
tive production in the agriculture sector. To comply with these ideologies in sustain-
able agriculture, one has to sow the crops in environments where they most suited.
This can be obtained by evaluating the suitability of land. Land suitability (LS) is
a function of crop needs & land properties. Suitability refers the matching of land
properties with crop needs. Evaluation of land suitability has to be done in a way that
local requirements and environments aremirrored properly in the final decisions. The
information of soil in spatial domain and report is an important component for land
suitability analysis. The information of soil and land resource that can be utilized for
appropriate land use planning in agriculture was explained by Dumanski et al. 1987.

One of the most efficient ways to assess site suitability and stress identification
is geospatial technology, which involves the use of RS Technology and GIS (Mani
et al. 2016). RS technology and GIS play an essential role in systematically clas-
sifying and evaluating soil resources (Saxena et al. 2000). RS and GIS have the
capability to delineate landscape units based on spatial variation of soil character-
istics. Classification of land capability (LC) and soil suitability can be done based
on the information of landform, soil, land use and land cover in systematically for
better utilization and conservation of resources for major crops (Solanke et al. 2005;
Shukla et al. 2009). GIS has the potential to achieve a maximum return in the agricul-
tural sector by suggesting a land use strategy for citrus based upon the soil resource
information along with LC and site suitability for citrus. With this in view, an effort
has been employed to find out potential zone for expansion of orange plantations in
Vidarbha region, Maharashtra with RS and GIS-based deductive model (based on
expert knowledge) using landscape and soil properties for orange farming explained
by Likhar and Prasad (2011) (Table 13.3). Deductive or theoretical approaches use
ecological requirements of known species to extrapolate suitable region from the
environment and soil variable layers available within the GIS database (Varghese
et al. 2010). Roy et al. (2020) compared the established criteria of soil suitability and
characteristics of soil for citrus to diminish soil-related constraints using GIS-based
inductive modeling approach in Central India.

The soils are categorized based on the parameters that influence the result of
pedogenesis, i.e., functionality in terms of crop production is considered. The first
step involves identifying broad soil type followed by further classifying the soil
types depending on the variations in soil parameters like depth, texture, slope, pH,
and organic carbon. The broad soil types and the differentiating soil parameters were
classified using geocoded digital LISS-IV and PAN data of Vidarbha region.

The findings of the present study have reported the suitable area for citrus plan-
tations was 35,629 (37.9%) square kilometers followed by 6461 (6.9%) square kilo-
meters of moderate suitable and 22,855 (24.3%) square kilometers of non-suitable
in Vidarbha region (Fig. 13.3).
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Table 13.3 Landscape and soil properties for orange farming in Vidarbha region

Land use requirement Class, degree of limitation, and rating scale

Suitable Moderate suitable Non-suitable

Soil site characteristics

Slope (%) 0–3 3–5 >5

Drainage Well Moderately well Poor, imperfect

Physical soil characteristics

Texture/structure Sandy loam, silty
loam, silty clay loam,
clay loam, sandy clay
loam, loamy sand

sandy clay, fine sand,
silty clay

Clay, massive clay,
massive silty clay

Soil depth (cm) >50 50–25 <25

Soil fertility characteristics

pH 5.5–7.5 7.5–8.5 –

CEC [cmol (p+) kg−1

clay]
>16 <16 –

Organic carbon (%) >0.8 <0.8 –

Soil salinity and alkalinity

EC (dS m−1) 0–3 3–4 >4

ESP (%) 0–8 8–12 >12

Fig. 13.3 Suitable area for expansion of orange orchards in Vidarbha region, Maharashtra
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Table 13.4 Potential area for
expansion of orange orchards
in Vidarbha region,
Maharashtra

District Potential area (square kilometers)

Suitable Moderate suitable Non-suitable

Akola 2684 (51.3)* 812 (15.5) 1171 (22.4)

Amravati 5696 (48.4) 856 (7.3) 1722 (14.6)

Bhandara 2001 (50.1) 63 (1.6) 861 (21.6)

Buldhana 4204 (44.7) 739 (7.9) 3176 (33.8)

Chandrapur 3787 (34.5) 465 (4.2) 3123 (28.5)

Gadchiroli 1899 (13.5) 558 (4.0) 519 (3.7)

Gondia 1431 (28.7) 313 (6.3) 1635 (32.8)

Nagpur 3729 (39.1) 977 (10.2) 2777 (29.1)

Wardha 3048 (50.1) 333 (5.5) 1741 (28.6)

Washim 1933 (39.0) 444 (9.0) 2124 (42.8)

Yavatmal 5212 (39.7) 896 (6.8) 4002 (30.5)

Total 35,629 (37.9) 6461 (6.9) 22,855 (24.3)

*Values in parenthesis indicate percent area over total district’s
area under different suitable categories

Out of 35,629 square kilometers, which was assessed as a suitable area, the largest
suitable area is available in Amravati district (5696 square kilometers), followed
by Buldhana (4204 square kilometers), Gadchiroli (1899 square kilometers), and
Gondia (1431 square kilometers) (Table 13.4). Based on this deductive modeling,
the potential area delineated for expansion of orange groves can be utilized for better
management of orange farming for increasing the area under the citrus plantations
and enhancing overall citrus production from this region.

13.5 Pest and Disease Management

Citrus is grown in subtropical climates of the world though they incline for cyclic
growth in tropical zones. The growth of citrus crop is best between the temperature
range from 13 to 37 °C. Temperatures below—4 °C are harmful to young plants.
High humidity favors the spread of many diseases. Citrus farming is overwhelmed
with numerous constraints due to restrictive growing conditions, scarcity of water,
and frequent pests, and diseases. Biotic stress interacts with the photosynthesis and
physical structure of the plant at several internal and external structural levels and
thus disturbs the absorption and reflectance of light energy. The changes of a pattern
of light energy can be addressed by the RS technique. Citrus trees are susceptible to
a number of destructive pests and diseases that are continuously emerging and can
severely limit a country’s production.

The changes of structural and physiochemical processes in plants because of pest
and disease attacks can be studied scientifically using vegetative spectral reflectance
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characteristics. This is required to formulate an effective pest management strategy.
Pest management or surveillance operation like field scouting is more expensive,
time-intensive, laborious & inclined to enormous error. Timely information on pest
infection over a large region with spatial variability can be evaluated using RS tech-
nology which is non-destructive and non-invasive. Thus, RS can help to plan for
protection advisory in an effective manner. In a recent scenario with the develop-
ment of space technology, there is a lot of opportunities for RS technology for pests
and diseases management.

RS of insect pests of fruit trees was initiated in 1968, detecting sooty mould
incidence in citrus. The host medium for sooty mould fungus are citrus mealybugs
(Phenococcus citri), citrus blackfly (Aleurocanthes woglumi). Citrus foliage appears
black with the occurrence of sooty mould and indicates an evidence for detection of
insects through aerial photography (Reisig and Godfrey 2006). Citrus blackfly and
brown soft scale occurrence was detected using aerial CIR (color-infrared) photog-
raphy andmultispectral videography of citrus orchards (Hart et al. 1973; Everitt et al.
1996).

To distinguish diseased and healthy trees, vegetation indices are useful and
extracted from several bands of multispectral images (Albetis et al. 2017 and
Wójtowicz et al. 2016). The mapping of crop diseases has also been evaluated using
satellite imagery. The feasibility of RS imagery for the detection of Huanglongbing
(HLB) of citrus was examined (Li et al. 2015). In the recent past, unmanned aircraft
have been used to detect crop diseases such as citrus greening (Garcia-Ruiz et al.
2013). Phytophthora foot rot infestation was detected and assessed in citrus groves
using airborne digital multispectral imagery (Fletcher et al. 2001).

Garcia-Ruiz et al. (2013) evaluated the efficiency of HLB or greening disease
of citrus recognition UAV and aircraft-based sensors at different spatial resolutions
(5.45 cm and 0.5 m per pixel). Results reported that trees infected by HLB reflect
strong light in the VIS regionwhile it was weaker than healthy trees in the NIR region
of the electromagnetic spectrum. The classification accuracy was 67–85% and 61–
74% for UAV and aircraft-based sensors, respectively. The findings emphasized that
UAV could detect the greening disease of citrus efficiently.

Qin et al. (2009) demonstrated the recognition of citrus canker through hyperspec-
tral reflectance imaging technique. The findings reported that the citrus fruit canker
and other damages were detected using hyperspectral (Wavelength: 450–930 nm)
images with an accuracy of 96.2%. Smith et al. (2005) reported the red-edge posi-
tion (REP) was strongly correlated with chlorophyll content among all treatments.
The collective effects of strong chlorophyll absorption in the red & weak reflectance
in the near-infrared (NIR) region of the electromagnetic spectrum because the leaf
internal scattering deviates the abrupt reflectance in the red edge (680–740 nm)
vegetation spectra. The peak slope point is referred to as REP, which also represents
the maximum first derivative reflectance (FDR) of the reflectance spectrum (Collins
1978).



13 Management of Citrus Orchards in Central India … 309

13.6 Citrus Yield Estimation

The alternate bearing is the most common phenomenon for tree crops which causes
yield variation of citrus from year to year. The alternate bearing leads to temporal
variability of yields aswell as quality of the fruit of individual plant because of internal
energy reserves dynamics in trees (Isagi et al. 1997; Noguchi et al. 2003; Sakai et al.
2003). Yield estimation of the convectional field-based method mainly depends on
the individual’s perception, leading to subjective differences among evaluators over
a period. Ground-based convectional techniques are laborious and time-consuming.
These techniques also unable to enumerate the spatial variation of yield in groves
spreading over a large area and might be inaccurate due to the small sample size.
The prediction of citrus yield using RS techniques is an effective tool to cover large
areas and help citrus cultivators for optimum use of resources.

In India, yield estimation of field crops has been carried out by many researchers
using RS techniques. However, yield estimation of horticultural crop using RS tech-
niques has been reported by few researchers. Presently, the yield of citrus is declining
in terms of quality and quantity due to biotic, abiotic, edaphic as well as management
factors. To improve the fruit quality by alternate bearing though pruning and thinning
of fruit of selected tree, development of citrus yield modeling is essentially required
using RS techniques.

The successful forecast of crop yieldmainly depended on the capability of sensors
or imagers for detection of different biophysical parameters like leaf area index
(LAI), leaf chlorophyll or leaf nitrogen content, where the individual parameter is
closely associated with crop yield (Chang et al. 2005). Earlier investigations of yield
estimation and mapping were primarily executed for field crops using RS techniques
(Noguchi et al. 2003; Sakai et al. 2003). A scanty of study have been reported
on horticultural crops using RS techniques. Fruit yield of citrus is varied with the
variation in the count of newly emerged leaf and floral buds during the preceding
growing seasons (Noguchi et al. 2003; Sakai et al. 2003).

The potential of reflectance characteristics of various multispectral RS data has
capability to estimate biophysiochemical properties at the canopy level (Hall et al.
2003). The development of the yield model, various vegetation indices generated
frommultispectral RS images were used to assess crop growth conditions in the agri-
cultural field (Zhang et al. 2006). The very high-resolution image frommultispectral
sensors has also verified the capability to detect fruit yield within an orchard. In the
linear calibration model, tree sizes captured by ultrasonically correlated significantly
(R2 = 0.80) with fruit yield using half the data. Validation of actual and predicted
fruit yield was done using the rest half of the data & the result was also significant (R2

= 0.42). The average prediction accuracy, standard error, and root mean square error
was 90.6%, 4.25, and 4.16 Mg/ha, respectively (Zaman et al. 2006). The NDVI has
excellent significance for predicting the yield of individual trees of citrus orchards
compared to other multiple wavebands (Ye and Sakai 2012).
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Biophysiochemical characters of crop are vital for estimating growth and yield
(El-Hendawy et al. 2019). For instance, leaf area, crown volume, crown diam-
eter and LAI of plant canopy are significantly associated with an interception of
light (Bai et al. 2016), production of biomass (Ribeiro et al. 2008), quality of fruit
(Stanley 2016), ecosystem prolificacy (Vyas et al. 2010) and yield (Kucuker et al.
2015). The associations of citrus species and vegetation indices (VIs) fluctuate with
season of growing and orchards (Sankaran et al. 2015). The Hyperion and Head-
wallMicro-Hyperspec (mini-sized and low-cost airborne hyperspectral sensors) have
been utilized to retrieve several biophysiochemical characters of fruit trees. For
example, characterization of citrus canopies was reported by Tumbo et al. (2002)
and citrus yields was estimated by Zaman et al. (2006), Zhuang et al. (2018). Knowl-
edge of yield predictions helped citrus cultivators for optimum use of resources
(Dorj et al. 2017). The management and control measure practices of citrus groves is
dependent on accurate prediction of potential yields (Bargoti and Underwood 2017).
The multiple linear regression models and numerous illustrative variables were not
performed well in the neural network to predict yields (Ye et al. 2008).

13.7 Summary

Citrus farming is overwhelmed with numerous constraints due to restrictive growing
conditions, scarcity of water, and frequent pests, and diseases in India. Geospa-
tial techniques have been found to have great potential for management of citrus
orchards covering various aspects, including estimation of area of existing citrus
orchards, identification of health status of the citrus orchards, assessment of pest and
disease infections, all of which have a great impact on the overall productivity of the
citrus in India. The biotic stress created due to the disease and pest is an important
area where multispectral and hyperspectral RS are being widely used. Identifying
new potential areas for expansion of citrus orchards is addressed based on physico-
chemical characteristics of soil and other physiographic parameters using geospatial
models. RS technology and GIS play a vital role in the systematic characterization
and assessment of various factors that impact the cultivation of citrus orchards. The
scientific approach of geospatial techniques can be used to better plan and manage
citrus cultivation in India to enhance overall productivity and production.
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Chapter 14
Geospatial Technology for Crop Yield
Forecasting-A Case Study of SW
Uttarakhand

Kapil Bhoutika, Arvind Kumar, Dhananjay Paswan Das, and Ashish Pandey

Abstract Crop yield forecasting is important for policy decisions at the national and
regional levels. In the present study, the yield of rice, Wheat, and Sugarcane crops
has been predicted for South-west Uttarakhand. Three major crop-grown districts
of SW Uttarakhand, namely Haridwar, Dehradun, and Pauri Garhwal, were taken
under the study. MODIS-derived Normalized Difference Vegetation Index (NDVI)
and Enhanced Vegetation Index (EVI) parameters were used for crop yield fore-
casting. Stepwise Regression and Least Absolute Shrinkage and Selection Oper-
ator (LASSO) methods were used for forecasting using YIELDCAST-DSS software
developed by India Meteorological Department (IMD) with Indian Agricultural
Statistics Research Institute (IASRI). The meteorological parameters viz. rainfall,
maximum andminimum temperature, the maximum andminimum relative humidity
for the last 20 years (2001–2020)were used. The crop yield forecasting has been done
for F2 stage (vegetative growth stage) and F3 stages (pre-harvest stage). NDVI helps
to provide information about the overall state of vegetation cover and differentiate
vegetation from other types of Landcover. EVI is used to quantify the greenness of
vegetation, and it is more sensitive to dense vegetation cover. The results revealed a
reduction in uncertainties in crop yield forecasting by assimilation of remote sensing
data in the crop model. The study shows a good result of yield forecasted by using
NDVI and EVI as an independent parameter compared to the other climatic variables
without NDVI and EVI. In most models, the EVI outperformed NDVI and climatic
variables alone.
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14.1 Introduction

Rice,Wheat, and Sugarcane are the threemajor crops of Indiawhich are the backbone
of Indian Agriculture. In 2018, agriculture employed more than half of the total
workforce of India and contributed 17–18% of the country’s GDP (Ahmed et al.
2021).

Pre-harvest forecast of crop yield is conducive for Government and Planners in
taking different arrangement choices identifying with the acquisition, stockpiling,
conveyance, promoting, value, trade import, and so on (Agrawal and Mehta 2007).
The weather has a significant impact on crop yield. It is expected that the effects
of weather factors are not independent as crop yield is influenced by the particular
combinations of these factors in which they occur. For example, the impact of rainfall
on yield depends not only on the amount of rainfall at the different phenophases of
the crop but also on the intensity of weather factors that may be associated with it
(Agrawal et al. 1983).

Forecasting Agricultural output using Space, Agro-meteorology, and Land-based
observations (FASAL) is a flagship programme of Mahalanobis National Crop Fore-
cast Centre (MNCFC), Ministry of Agriculture and Farmers Welfare, Govt. of India
under the guidance of India Meteorological Department sponsored by the Ministry
of Earth Sciences, Government of India. FASAL scheme aimed to pre-harvest fore-
casting of crop yield in various growth stages at block, district, state, and national
level (Ray et al. 2014a, 2014b).

There are two fundamental goals in statistical learning—ensuring high prediction
accuracy and discovering relevant predictive variables (Zou 2016) applicable in crop
yield forecasting. Hence, the relevant predictive variables can be climate variables
and the independent remote sensing parameters, which can be used to increase the
accuracy of crop yield prediction. Themost commonly used techniques for crop yield
forecasting are the method of regression analysis. But the major problem in regres-
sion analysis is the significance of parameters. No significant parameters lead to less
accurate forecasts, which are unreliable. Due to this, various regression methodolo-
gies have been used under the study, and the most appropriate regression methods
were identified for the study area. Based on significance tests, the stepwise regres-
sion method is commonly utilized in the research and medical field (Kutner et al.
2005). However, the fundamental issue with the stepwise regression method is that it
searches a wide scale of possibilities, resulting in a high risk of overfitting the data.
LASSO (Least Absolute Shrinkage and Selection Operator) method was formulated
by Tibshirani (1996). LASSO is a strong method that combines feature selection
and regularization to improve the statistical model’s interpretability and prediction
performance (Kumar et al. 2019).

We can use different remote sensing parameters in regression techniques to
decrease the error in crop yield forecasting. MODIS-derived AET (actual evapo-
transpiration) was used in sugarcane crop yield forecasting, which resulted well
(Bhoutika et al. 2022). Time series NDVI has a wide range of applications, including
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crop yield, which it gained immense popularity over the years. AVHRR derived time-
series data of NDVI used for crop yield forecasting since the 1980s (Kastens et al.
2005). Still, this has an enormous scope of research to use as an independent param-
eter in different regression models. But recently, MODIS derived NDVI has been
used over AVHRR derived NDVI because it has a better spatial resolution (250 m)
and radiometric calibration, which helps in more accurate crop yield forecasting
(Doraiswamy et al. 2005; Schut et al. 2009; Mkhabela et al. 2011).

EVI was created to improve the vegetation signal’s sensitivity in high biomass
areas and improve vegetation observation by de-coupling the canopy background
signal and reducing atmospheric influences (Huete et al. 2002; Johnson et al. 2016).

Looking at those asmentioned earlier, the studywas carried out with the following
specific objectives:

I. Yield forecasting of Rice, Wheat, and Sugarcane crops,
II. Comparison of the effectiveness of satellite-derived NDVI and EVI in crop

yield forecasting, and
III. Comparison of Stepwise regression and LASSO methods for crop yield

forecasting.

14.2 Material and Methods

14.2.1 Study Area

The study area lies between 77°20′–79°20′ E Longitudes and 29°30′ N–31° N Lati-
tudes. It covers Dehradun, Haridwar, and Pauri Garhwal Districts of Uttarakhand
State in India (Fig. 14.1). The study area shows four distinct weather seasons viz.
summer, monsoon, post-monsoon, and winter seasons. The summer season ranges
from March to May; the monsoon season starts from June and continues up to
September. The post-monsoon season ranges fromOctober to November. The winter
season starts from December to February (Joshi and Sharma 2008). The annual rain-
fall of the study area varies from 1500 to 2000 mm (Pareek et al. 2019). Rice, Wheat,
and Sugarcane are the major crops in Haridwar and Dehradun districts, while Rice
andWheat are themajor crops in the PauriGarhwal district, and sugarcane cultivation
was negligible during the recent years.

14.2.2 Data Collection and Preprocessing

14.2.2.1 Weather Data

The historical daily weather data for rainfall, maximum and minimum tempera-
tures, maximum and minimum relative humidity during 2001–2020 of the study
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Fig. 14.1 Study area map

area were collected from Agrometeorological Field Unit, IIT Roorkee, and Indian
Meteorological Department (IMD), Pune.

14.2.2.2 Crop Yield Data

The district-level annual yield data for Rice, Wheat, and Sugarcane crops were
provided by the Directorate of Agriculture, Govt. of Uttarakhand during the period
2001–2020.

14.2.2.3 Land Use Land Cover (LULC) Map

The land use land cover (LULC) map for 2020 of the Haridwar, Dehradun, and Pauri
Garhwal districts has been derived from the website https://livingatlas.arcgis.com/
landcover/. The LULC map was generated by ESRI impact observatory. The ESA
Sentinel 2 imagery, which has 10 m spatial resolution, is used. According to the
LULC map, the agriculture area is highest in Haridwar district and least in Pauri
Garhwal district (Fig. 14.2).

https://livingatlas.arcgis.com/landcover/


14 Geospatial Technology for Crop Yield … 319

a)                                                                      b) 

c) 

Fig. 14.2 Land use land cover map of a Haridwar, b Dehradun, and c Pauri Garhwal district

14.2.2.4 NDVI and EVI Data Set

MODISMOD13Q1 V6 16-day interval at 250 m Resolution data for NDVI and EVI
was downloaded for the years 2001–2021 from theGoogle earth engine (Didan2014).
The algorithm chooses the best available pixel value from all the acquisitions from
the 16 days. NDVI is alluded to as the continuity index to the existing NOAA, and
AVHRR derived NDVI. EVI is the second vegetation layer that minimizes canopy
background variations and affects over thick vegetation conditions. The EVI uses the
blue band to remove persistent air tainting caused by smoke and sub-pixel thin cloud
mists. The MODIS NDVI and EVI items were calculated using atmospherically
adjusted bi-directional surface reflectance with clouds, water, cloud shadows, and
heavy aerosols masked off.
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14.3 Methodology

Yield Cast DSS (Decision Support System) for statistical crop yield forecast devel-
oped by ICAR-IASRI has been used for the study. In Yield cast DSS, the Stepwise
regression method can be easily compared, and the LASSOmethod chooses the best
model, which gives the slightest error.

The model selection is based on RMSE (Root mean square error) and MAPE
(Mean absolute percentage error) values. RMSE is the difference between the values
predicted by models and the observed values. In this study, the models are regression
models, and observed values are the historical crop yield data. RMSE is always non-
negative, and a zero value shows a perfect fit for data that is generally never achieved
in practice. A lower RMSE value shows a better model than the higher RMSEmodel.

RMSE =
√∑n

i=1(Pi − Oi )
2

n
(14.1)

MAPE shows the accuracy of prediction in statistics. It measures the percentage
accuracy and is calculated as the average absolute percentage error of observed value
minus predicted value divided by observed value. Lower the MAPE value better the
forecasted model. MAPE is easy to understand because errors are given in absolute
percentage. Also, due to the absolute percentage value in MAPE, the problem of
positive and negative values canceling each other is solved.

MAPE = 1

n

n∑
i=1

∣∣∣∣Oi − Pi
Oi

∣∣∣∣ × 100 (14.2)

where,
Pi Predicted value obtained through different regression method.
Oi Observed values of annual crop yield.
n Number of observations in Year.
NDVI andEVI are the two remote sensing parameters used in the study. TheNDVI

is based on the premise that live plants absorb solar radiation in photosynthetically
active radiation (PAR), which they employ as a dynamic energy source throughout
the photosynthesis process. Plants scatter sunlight in the near-infrared (NIR) region,
which is why they look brighter and darker in the NIR and PAR regions, respectively
(Johnson et al. 2016).

NDVI = ρNIR − ρRED

ρNIR + ρRED
(14.3)

ρNIR and ρRED represent reflectance at the Near Infrared (0.7–1.1µm) and red wave-
lengths (0.6–0.7 µm), respectively (Rouse et al. 1974; Matsushita et al. 2007). The
NDVI ranges from − 1 to + 1, a unit less parameter (Mkhabela et al. 2011).
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Fig. 14.3 Crop yield forecasting using yieldcast DSS

The second vegetation index used is the EVI, which was developed so that in high
biomass regions improve sensitivity to optimize the vegetation signal and improve
vegetationmonitoring through a reduction in atmospheric influences and de-coupling
of the canopy background signal (Huete et al. 2002; Johnson et al. 2016).

EVI = G × ρNIR − ρRED

ρNIR + (C1 × ρRED − C2 × ρBLUE) + L
(14.4)

Here C1 and C2 are coefficients used to correct aerosol scattering in the red band
by using the blue band, ρblue is reflectance at the blue wavelength (0.45–0.52 µm,
and L is the Soil adjustment factor. In general, the value G (Gain Factor) = 2.5, L =
1, C1 = 6.0, and C2 = 7.5 (Huete et al. 1997; Matsushita et al. 2007).

A schematic representation of YieldCastDSS has been depicted in Fig. 14.3.

14.3.1 Results and Discussions

The crop Yield forecasting is divided into two stages, i.e., F2 and F3 stages. The
models using Stepwise Regression and LASSO methods were identified in which
the RMSE and MAPE values were less. For most of the crops and stages, EVI
performed well as compared to the refined models with NDVI parameters.
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Tables 14.1 and 14.2 show that the performance of LASSO method was better
than stepwise regression for Rice crop in Haridwar District. Similarly, the Stepwise
regression method was found as a better model than LASSO method for Wheat
crop at F2 stage with NDVI parameter. In all other cases, LASSOmethod was found
better than Stepwise regressionmethod. For Sugarcane crop, the Stepwise regression
methodwas better thanLASSOmethod at F2Stage, and at F3 stage, itwasVice-versa.

Tables 14.3 and14.4 revealed that theLassomethodwas foundbetter than stepwise
regression method at all the stages for Dehradun district for Rice crop. For Wheat
crop, the Stepwise regression method was found better than the LASSO method
at F2 and F3 stages with NDVI parameter. The Stepwise regression method was
found better than LASSO method for Sugarcane crop at F2 and F3 stages with EVI
parameter. At F3 stage, Stepwise regression method was found better than LASSO
method without EVI and NDVI parameters.

Tables 14.5 and 14.6 show that the performance of LASSO method was found
better than Stepwise regression method for Pauri Garhwal district at F2 stage while
at F3 stage, stepwise regression method was better than LASSO method for all
the models. For Wheat crop, LASSO method was better than Stepwise Regression
method at both the stages, i.e., F2 and F3 stage.

The deviation percentage from predicted and observed values of yields at F2
and F3 stages with different parameters were depicted in Figs. 14.4, 14.5, and 14.6
for Rice, Wheat, and Sugarcane crops, respectively. The results revealed that the
forecasted yield is underestimated than the observed yield, which shows that the
observed yield was increased during the recent years, which leads to the variation in
the forecasted yield.

14.4 Conclusion

The study reveals that using Remote Sensing Parameters like NDVI and EVI
increases the accuracy of crop yield forecasting. In most of the cases in the study
area, the performance of EVI was better than NDVI as an independent parameter in
crop yield forecasting. Using LASSO with Stepwise regression, increases crop yield
forecasting accuracy of Rice, Wheat, and Sugarcane. The models developed reduce
inaccuracy in crop yield prediction having a lower RMSE and MAPE values. As a
result, we may conclude that crop yield can be forecasted successfully using with
remote sensing characteristics like NDVI and EVI. Other remote sensing parameters
can be tested to improve the crop yield forecast in future. The study also demonstrates
that how geospatial technology can be used to forecast crop yield.
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Table 14.6 Forecasted yield for Pauri Garhwal district

Pauri Garhwal

Stages F2 stage forecasted yield (Kg/Ha) F3 stage forecasted yield (Kg/Ha)

Rice Without
NDVI
(LASSO)

With NDVI
(LASSO)

With EVI
(LASSO)

Without
NDVI
(stepwise)

With NDVI
(stepwise)

With EVI
(stepwise)

2018–2019 1327 1332 1329 1287 1462 1287

2019–2020 1387 1386 1380 1327 1302 1327

2020–2021 1476 1472 1464 1414 1386 1414

Wheat Without
NDVI
(stepwise)

With NDVI
(LASSO)

With EVI
(LASSO)

Without
NDVI
(LASSO)

With NDVI
(LASSO)

With EVI
(LASSO)

2018–2019 1277 1232 1263 1392 1356 1476

2019–2020 1394 1340 1373 1346 1474 1657

2020–2021 1350 1295 1308 1625 1392 1577

Fig. 14.4 Deviation (%) in
yield with observed values
for rice crop
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Fig. 14.5 Deviation (%) in
yield with observed values
for wheat crop
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Fig. 14.6 Deviation (%) in
yield with observed values
for sugarcane crop
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Chapter 15
Yield Estimation of Rice Crop Using
Semi-Physical Approach and Remotely
Sensed Data

Mukti Nath Jha, Arvind Kumar, Sunil Dubey, and Ashish Pandey

Abstract Timely and accurate crop yield prediction is vital for agricultural land
management and policymaking. With the advent of satellite sensors, the availability
of large proxy parameters, advanced computing mechanisms, and strong analytical
capability create enormous scope to develop more accurate and reliable crop produc-
tion estimates. In the present study, an effort has been made to use the multi-sensor,
multi-resolution satellite data and crop biophysical parameters to estimate rice crop
yield for the Saharanpur district of Uttar Pradesh. A semi-physical approach, also
known as light-use efficiency or Production EfficiencyModels, has been employed to
estimate rice crop productivity using remote sensing and physiological concepts such
as the Photosynthetically Active Radiation (PAR) and the fraction of PAR absorbed
by the crop. Rice crop map generated using multi-date Sentinel-1 (20 m resolution)
microwave data through Sentinel-1 Toolbox “SNAP”, the accuracy of crop map was
assessed with geotagged ground truth. Pixel level estimates were developed and
accumulated at the district level using an area-weighted approach. The estimated
yield was compared with the actual estimate obtained from the District Agriculture
Department. The result obtained was very encouraging and well within the range
of ±10%. The study reconfirms that the approach can generate the yield at a lower
pixel level aggregated at sub-districts or below administrate units, but percolation
at a lower scale requires more ground-specific information such as intensive ground
truth and other yield proxies.
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15.1 Introduction

Rice is the primary food source in India and one of the most important crops. Before
harvesting crop yield, forecasting is very important in climate uncertain regions. Crop
yield forecasting helps the government plan the import in case of surplus or export in
shortfall. Crop yield forecasting also helps strategic plans for food supply in a famine-
like situation. So crop yield forecasting in crop growth and crop development is very
important (Huang et al. 2013).

Crop yield prediction in India was based on ground-based field visits and reports,
which are conventional data collection methods for crop yield forecasting. These
traditional methods have less accuracy in crop yield and area estimation due to cost,
time, and incomplete ground data collection. In the past few years, with the advance-
ment of remote sensing platforms, especially satellites (both Low Earth orbit-LEO
and Geosynchronous) sensors in optical, thermal, and microwaves domain paved
a new dimension to Earth Observation Systems-EOS (Segarra et al. 2020; Lu et al.
2020; Karthikeyan et al. 2020; Khanal et al. 2020). Improvement in analytics mecha-
nismand rapid advances in cloud andhigh-performance computing equally supported
the EOS activity significantly (Gorelick et al. 2017; Campos-Taberner et al. 2018;
Shakoor et al. 2019). These advancements have become increasingly valuable for
monitoring, evaluation, and adaptive decision making in the agriculture sector, one
of the verticals is crop production estimates. Based on informatics on crop produc-
tion, today’s agricultural policies, strategies, price fixation of crop commodities,
and global trade shape is being determined. Hence, various policy derivatives, i.e.,
export/import, price fixation, storage, marketing, etc. can be easily regulated through
timely, précised, and reliable forecasting.

Due to largely associated variability in the state of crop and phenology, yield
estimation at district/sub-district level is a complex task, especially with point-based
mechanistic models (Porwollik et al. 2017; Leng and Hall 2020). Availability of
Remote Sensing (RS) derived crop phenological parameters like Leaf Area Index
(LAI), Biomass; other biophysical parameters like normalized difference vegetation
index (NDVI), Absorbed Photosynthetic Active Radiation (APAR) at dis-aggregated
scale in frequent time intervals makes the task of crop production easier at lower
administrative scale. Moreover, using RS technologies, crop health status (good,
medium, poor) can be monitored easily in the temporal and spatial domain. Further-
more, Yield maps can be generated at different stages of crops, i.e., mid-season,
peak vegetative stages, and pre-harvesting stages (Singhal et al. 2018; Shafi et al.
2020). RS derived proxies can be used in various ways to estimate the production;
the most common approach is a direct empirical relationship between satellite-based
indicators like NDVI, LAI with historical yield records (Singh et al. 1992; Rao
et al. 2002; Dadhwal et al. 2003a; Hebbar et al. 2008; Dubey et al. 2018). Various
satellite-derived parameters, i.e., LAI, sowing dates, can directly be assimilated into
simulation models along with several climatic and physical observations (Dadhwal
et al. 2003b; Doraiswamy et al. 2005; Sehgal et al. 2005; Tripathy et al. 2013a, b).



15 Yield Estimation of Rice Crop Using Semi-Physical … 333

Most of the crop simulation models relate the various information like cultivar prac-
tices, weather data, soil data in mathematical equations in a computer language to
simulate the crop growth and based on that yield are interrelated with the equation
(Hogenboom et al. 2012). However, themajority of crop simulationmodels are point-
based, which may not capture the entire variability within the administrative unit.
On the other hand, stress factors are not being considered in empirical approaches.
Both Simulationmodels and empirical methods have their pros and cons (Boote et al.
1996; Porwollik et al. 2017).

Most yield models are based on the assumptions that canopy “parameters are
related to the final crop yield”. With the given uncertainties in both empirical
and simulation approaches, an integrated approach called a semi-physical approach
wherein canopy parameters (NDVI), physiological parameters (Photosynthetically
Active Radiation-PAR, Radiation-Use Efficiency-RUE) along with physical (harvest
index) and stress parameters (Land Surface Wetness Index-LSWI and Temperature)
has been combined and extensively used for crop yield estimation. District level
estimates of sugarcane crops have been developed by Chaurasiya et al. (2017) using
physiological concepts such as the photosynthetically active solar radiation (PAR)
and the fraction of PAR absorbed by the crop (fAPAR) using Monteith’s radiation-
use efficiency equation for 75 districts of Uttar Pradesh. The approach was tested for
the wheat crop at the state level (Tripathy et al. 2014) with less than 5% variability,
and again, the approach was scaled up to district level for yield estimates in Punjab
State of India (Tripathy et al. 2013a, b).

During monsoon, the remote sensing data collection with the multispectral sensor
is very difficult due to cloud covers. Therefore, active microwave sensors having
all-weather night and day capabilities in areas that suffer from frequent cloud cover
are used. Time series data from previous studies show that C and X-band sensors
have rice mapping potential, the European Remote Sensing satellites (ERS) 1 and
2, Radarsat, Envisat TerraSAR-X, COSMOSkyMed, and more recently Sentinel-1
(Torbick et al. 2017; Onojeghuo et al. 2018; Nguyen et al. 2015; Son et al. 2014)
Therefore, active microwave sensors having all-weather night and day capabilities
in areas that suffer from frequent cloud cover are employed data can be used in this
study. The main objectives of this study are as follows:

(1) To forecast the yield at the district level using the concept of the Semi-physical
approach (Monteith and Moss 1977).

(2) To estimate rice production (crop acreage + crop yield) for the Saharanpur
district of Uttar Pradesh.

15.2 Materials and Methods

15.2.1 Dataset Used

The details of the dataset used for the present study have been given in Table 15.1.
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Table 15.1 Details of data/products used for the present study

Data/product Satellite/ground Sensor Resolution Source

Daily insolation INSAT 3D Imager 1 km MOSDAC

8 days composite AFPAR Terra MODIS 0.5 km NASA-RIVERB

8-days composite surface
reflectance

Terra MODIS 0.5 km NASA-RIVERB

NDVI and LSWSI during
maximum vegetative stage

Sentinel 2
Landsat 8

MSI OLI 20 m
30 m

ESA NASA

Crop (rice) mask Sentinel-1 SAR 20 m ESA

Crop sowing data Sentinel 1 SAR 20 m ESA

Harvest index Ground data District level Literature

Daily Tmin and Tmax Gridded data 5 km Grid IMD

15.2.2 Data Processing and Computation of Parameters

Multitemporal datasets, MOSDAC (INDSAT 3D), MODIS, SAR (Sentinel 1A) have
been used for the analysis. The present study has applied SNAP, ARCGIS, ERDAS
IMAGINE, and ENVI + IDL software. The MODIS data were converted to Geo
Lat/Long (WGS 1984) from geo-referenced projection. Rice crop mask has been
generated using the Sentinel-1 image of 20 m resolution for further processing of
yield estimation.

15.2.2.1 Image Acquisition and Processing of MODIS Data Product

The 8-day composites MODIS surface reflectance products have been obtained from
https://lpdaac.usgs.gov.the. The images are in HDF format with of 500 m resolution
with a sinusoidal projection. The composite image in the visible and infrared region
contains seven spectral bands of data.

15.2.2.2 Insolation Data Acquisition and Processing

The daily insolation data was downloaded from MOSDAC data (www.mosdac.gov.
in) for the whole cropping season, i.e., from 04 June 2019 to 26 October 2019,
with 1 km spatial resolution. The daily data have been converted into the 8-day
product (Sum) using ENVI + IDL software and converted into 500 m resolution.
From the total insolation value, 50 has been assumed as photosynthetically active
radiation (PAR). The 8-day sum of insolation during 14–21 August has been shown
in Fig. 15.1.

https://lpdaac.usgs.gov.the
http://www.mosdac.gov.in
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Fig. 15.1 The 8-day sum of
insolation (14–21 August
2019)

15.2.2.3 Biophysical Parameter

The MOD15A2H.006 Version 6 MODIS data includes combined Leaf Area Index
(LAI) and Fraction of Photosynthetically Active Radiation (FPAR) product have
been downloaded from https://lpdaac.usgs.gov.

15.2.2.4 Stress Factor

The MOD09A1 product of MODIA has been downloaded from https://lpdaac.usg
s.gov and used for determining the surface reflectance, land surface water index
(LSWI), and ultimately water stress. The cloud and solar zenith decide the pixel
choice. The pixel with the minimum channel 3 (blue) value has been used when
several acquisitions meet the criteria. The image was in HDF format and had 13
scene datasets out of which sur_refl_b02: 500 m Surface Reflectance Band 2 (841–
876 nm) and sur_refl_b06: 500 m Surface Reflectance Band 6 (1628–1652 nm) has
been used for Land Surface Water Index (LSWI).

https://lpdaac.usgs.gov
https://lpdaac.usgs.gov
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15.2.2.5 Land Surface Water Index (LSWI)

The Land Surface Water Index (LSWI) utilizes the NIR and shortwave infrared
(SWIR) regions of the electromagnetic range. There is strong light retention by
liquid water in the SWIR, and the LSWI is known to be delicate to the aggregate sum
of liquid water in the soil and its vegetation background. From LSWI,Water-stressed
zone is identified. The value of LSWI ranges from −1 to + 1. In the early stage of
paddy, the field is saturated, so LSWI may be a significant indicator to map paddy
crops. Equation (15.1) has been used for the estimation of LSWI.

LSWI = (NIR− SWIR)

(NIR+ SWIR)
(15.1)

15.2.2.6 Computation of Water Stress (WS)

Water stress has been estimated to determinewhether the crop is under water-stressed
conditions or not. Since paddy is a high water-demanding crop. Water stress has
a significant impact on the overall yield. Water stress has been estimated using
Eq. (15.2):

WSTRESS = (1− LSWI)

(1+ LSWIMAX)
(15.2)

whereLSWImax is themaximumLSWIwithin the plant growing season for individual
pixels. The simple formulation of Scalars is a linear scalar with a value range of 0–1.

Tucker (1980) reported that the SWIR band (1.6 µm) was discovered touchy
to plant water content. Henceforth, Land Surface Water Index (LSWI) has been
inferred as the normalized distinction between the spectral of NIR (0.78–0.89 Am)
and SWIR (1.58–1.75 µm) for the evaluation of water stress. This list is sensitive to
the aggregate sum of vegetation and soil moisture. The LSWI has been estimated by
using Eq. (15.1). The water stress was calculated by using Eq. (15.2).

15.2.2.7 Temperature Data

Themaximum,minimumandmean temperature of the cropping season has been used
to calculate the temperature stress during the cropping period through the following
Eq. (15.3):

T
stress= (T−Tmin)(T−Tmax)

(T−Tmin)(T−Tmax)−(T−Topt)
2

(15.3)
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where,

Tmin = minimum temperature; Tmax = maximum temperature; Topt = optimum
temperature for photosynthesis (°C); T = the daily mean temperature (°C).

For Rice, Tmin = 14 °C; Tmax = 40 °C and Topt = 30 °C and if air temperature
falls below Tmin, Tstress is set to be zero.

15.2.3 Estimation of Crop Acreage

15.2.3.1 Ground Truth (GT) Data

The ground truth data were collected at different crop growth stages using cellphones
with the geotagging application.Elevation, latitude, and longitudehavebeen recorded
for the crosschecking of the identification of the rice field. Total 13Geotagged ground
truths, covering entire districts, along with crop variability have been used for the
crop mask generation.

15.2.3.2 Land Use Land Cover Map

The Land Use Land Cover (LULC) map has been prepared to identify agricultural
and non-agricultural land using the Landsat eight images. The ground truth data
have been validated using these LULC maps. It is freely available and has been
downloaded from USGS https://gisgeography.com/usgs-earth-explorer-download-
free-landsat-imagery/.

15.2.4 Estimation of Crop Yield

In the present study, the yield estimation is based on the plant biomass from planting
to maturity. The equation developed by (Monteith 1977) has been used to quantify
the fAPAR. The fAPAR is defined as the ratio of absorbed PAR (APAR) to incident
PAR (0 < fAPAR < 1). It ranges from 0 to 1. Where PAR is cumulative intercepted
photosynthetically active radiation. The methodology for yield estimation has been
shown inFig. 15.2 through aflowchart. ThePARhasbeen calculatedusingEq. (15.4):

PAR = Rs× 0.5 (15.4)

where Rs = incoming solar radiation (MJm−2).
The Net Primary Productivity is estimated using Eq. (15.5):

https://gisgeography.com/usgs-earth-explorer-download-free-landsat-imagery/
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Fig. 15.2 Flow chart for the methodology of yield estimation

NPP = fAPAR × PAR× RUE (15.5)

where,

NPP = Net Primary Productivity, i.e., accumulated dry matter (gm−2 d−1)).

PAR = photosynthetic active radiation (MJm−2 d−1);

fAPAR = Ratio of incident PAR to absorbed PAR by the canopy (dimensionless);

RUE = Radiation-use efficiency (g/MJ).
Radiation-use efficiency (RUE) is estimated using Eq. (15.6):

RUE
(
gMJ−1) = Biomass

(
g/m2)/PAR

(
M J/m2/day

)
(15.6)

Equation (15.5) can be remodified using water stress (WSTRESS) and temperature
stress (TSTRESS) as Eq. (15.7)

NPP = fAPAR × PAR× RUE×WSTRESS × TSTRESS (15.7)

The final grain yield is calculated by combining NPP and the Harvest index and
modified as Eq. (15.8)



15 Yield Estimation of Rice Crop Using Semi-Physical … 339

GrainYield =
harvesting∑

sowing

NPP× HI (15.8)

where,
Harvest Index (H.I) is calculated fromCrop Cut Experiment data using Eq. (15.9):

H.I. = Grain Yield(Kg/ha)/ Biomass Yield (Kg/ha) (15.9)

15.2.5 Microwave Data Acquisition and Processing

Sentinel-1 Microwave data (Spatial Resolution 20 m, Temporal Resolution 12 days)
VV polarization mode was used for acreage estimation. Data about seven successive
dates from 07 June 2019 to 30 August 2019 (i.e., the area of rice transplantation
till that date) covering the entire district has been used for crop acreage estimation.
The remote sensing data acquisition dates were as- 07-June-2019, 19-June-2019,
01-July-2019, 13-July-2019, 25-July-2019, 06-August-2019, and 30-August-2019.
These images were layer stacked in the Sentinel application platform (SNAP), and
batch processing was done before the analysis (Fig. 15.3).

Fig. 15.3 Preprocessing
steps of the images in SNAP

Read

Calibration

Multilooking

Speckle Filter

Terrain 
Correction

Linear to DB

Write
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15.2.5.1 Calibration

In this procedure, digital pixel values are converted to radiometrically calibrated
synthetic aperture radar (SAR) backscatter. Sentinel-1 data information is required to
apply the calibration equation; specifically, for simple conversion of image intensity
values into sigma nought values. Calibration involves a constant offset, a range-
dependent gain, and during level 1 product generation reverses the scaling factor the
absolute calibration constant.

In the proposed preprocessing workflow, a LUT to produce sigma nought
values is proposed, for the generation of radiometrically calibrated SAR backscatter
concerning the nominally horizontal plane. The strength of reflection in terms of the
geometric cross-section of a conducting sphere is specified by sigma. It represents
the distributed target of a radar cross-section over an expected area of one square
meter. The sigma nought significantly changes with the wavelength, incidence angle,
and polarization and also with properties of the scattering surface.

15.2.5.2 Multilooking

The process ofmultilooking improves the SAR image quality by reducing the speckle
and allows us to obtain a square pixel on the output image. Subsequent lines are
averaged in range or azimuth direction or both the directions to get a better image.

15.2.5.3 Speckle Filter

Speckle in SAR images appeared as granular noise. The reason behind this is the
interference of waves which is reflected from the elementary scatterers (Lee et al.
1994). The image quality is increased by reducing speckle through speckle filtering.
When such a procedure is done in the SAR data at the early processing stage, speckle
is not propagated in ongoing processes (terrain conversion to dB).

Speckle filtering is not advisable when there is an interest in the small spatial
structures or image texture identification, since in most cases, it removes such infor-
mation. The refined Lee filter can preserve edges, point target, linear features, far
superior texture information, visual interpretation, and single product speckle filters
(Lee et al. 1994). More recently, to reduce speckle, multitemporal speckle filters
have been developed, taking advantage of SAR observations multiple times. The
proposed preprocessing workflow includes a speckle filtering step, which could be
skipped by selecting “None” as the filter type. Currently, one of the following filters
is available in the SNAP single product speckle filter operator: “Median”, “Frost”,
“Boxcar”, “Gamma Map”, “IDAN” “Lee”, “Refined Lee”, “Lee Sigma”.



15 Yield Estimation of Rice Crop Using Semi-Physical … 341

15.2.5.4 Terrain Correction

SAR data generally have a varying viewing angle greater than 0 degrees, resulting in
images with some side-looking geometry distortion. Terrain corrections are intended
to reduce these distortions so that the geometric likeness of the image will be just
about as near as conceivable to the present reality. Range-Doppler terrain correction is
amethodof geometric distortions corrections like foreshortening and shadows caused
by topography, utilizing a digital elevation model (DEM) to rectify the location
of each pixel. In SNAP, the Range-Doppler terrain correction is accessible from
we can easily do the Range-Doppler orthorectification method for geocoding of
SAR scenes in radar geometry from images. This utilizes the available radar timing
annotations, orbit state vector information in the metadata, and the slant to ground
range conversion parameters together with the referenceDEMdata to find the precise
geolocation information (SNAP Software, Help Document 2019).

15.2.5.5 Linear to dB

This is the last step inwhich logarithmic transformation is used to convert the unitless
backscatter coefficient to dB.

15.2.6 Computation of Net Primary Product and Grain Yield

Net primary product (NPP) has been assessed for sowing to harvesting at a time
frame of 8 days for each phanophases with a spatial resolution of 500 m utilizing the
periodical PAR, Wstress, fAPAR, maximum radiation, and T-stress use efficiency as
given in Eq. 15.3. The complete net primary product grain yield per pixel has been
computed using Eq. 15.7. The pixel yield has been calculated to estimate district
level and average yield at the state level.

15.3 Results and Discussion

The rice acreage map has been generated with model-based classification after
preprocessing the images in the SNAP tool. The pre-processed layer stacked image is
presented in Fig. 15.4. From classification of satellite data, it was found that the esti-
mated and reported area of rice was found to be 73,286 ha and 60,473 ha, respectively
in the Kharif season 2019. Thus, the estimated area is 21% higher than the actual
area. The overestimation may be due to the misclassification of the crop as sugarcane
is the major standing crop during the acquisition of images. Other factors may be
the traditional way of reporting areas under crops at the district level. The estimated
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Fig. 15.4 Layer stacked sentinel-1 images

rice acreage map has been shown in Fig. 15.5, where the green color represents the
rice crop area while the white color indicates other than the rice crop area.

The date-wise paddy transplanting is mapped by analyzing the crop mask and
the layer stacked image. Here, in each step, three dates are considered, and changes
in the DN values are recorded, and based on that area of transplanting, between
two days is estimated. Analyzing the date of sowing throughout the transplanting
season,most transplantinghas been completedby thefirst fortnight of July.Maximum
transplanting has been done between June F2–July F1 (Second fortnight of June to
first fortnight of July). The date-wise transplanting has been shown in Figs. 15.6 and
15.7.
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Fig. 15.5 Rice crop mask date-wise transplanting

15.3.1 LSWI and Water Stress Estimation

The Land Surface Water Index (LSWI) was estimated from the MOD09A1 image
over the cropping period using Eq. 15.1. Image of LSWI and the corresponding water
stress map for 8 days (from 13 to 20 August 2019) has been depicted in Fig. 15.8.
A similar map was prepared for every 8 days interval. From Fig. 15.9, it is clear that
the LSWI of the study area ranges from −0.15009 to 0.314357 (Range of LSWI
−1 to 1) of duration 13–20 August. It indicates that most crops were in normal
condition during the period when the crop attained the maximum vegetative growth.
The maximum LSWI values of each 8 days starting from 19th June to 24th October
during the whole cropping period have been shown in Fig. 15.9.

From the LSWI, water stress was mapped for every consecutive 8 days interval
throughout the cropping period. The WS is estimated using the equation. The water
stress was applied up to the panicle initiation stage of the crop growth. WS ranged
from 0.679 to 1 on the scale of 0–1 (0-maximum stress, 1-No stress) of duration
13–20 August. The water-stressed zone was identified using water stress mapping
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Fig. 15.6 Date-wise
transplanting map for rice
crop

Fig. 15.7 Stage-wise
transplanting area of rice
crop 40616
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as shown in Fig. 15.10. This range of values indicates that the crop was growing
smoothly during 13–20 August. The maximum value of water stress obtained in each
8- consecutive days throughout the cropping season has been shown in Fig. 15.11.

Crop yield was computed from the total NPP of the Saharanpur district using the
harvest index. The harvest index ranged between 0.35 and 0.40. The estimated rice
area was 72,273 ha in 2019, while the reported crop area was 60,473 ha. This method
overestimates the rice area by 21.2%. Similarly, the estimated yield is 2.4 ton ha−1,
which is 8.7% more than the reported yield. A possible reason for the variability in
the yield may have resulted from the error in dates of sowing and harvesting of crops.
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Fig. 15.8 LSWI (13–20 August)
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Fig. 15.10 Water stress map
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15.4 Conclusion

In this study, rice acreagemap has been generated throughmicrowave remote sensing
data using the Sentinel-1 image. The result indicates that the estimating area’s
approach was overestimated by 21%. However, the estimated yield variation using a
semi-physical approach was found to bewithin 10%. The study demonstrates that the
crop yield depends on the absorbed photosynthetically active radiation. The product
of harvest index (HI) and radiation uses efficiency (RUE) is also an important param-
eter that helps in estimating the crop’s net productivity. The study shows that this
model could be used to forecast rice yield at the district and block levels. The study
helps in providing the spatial distribution of the Kharif rice yield map and has a
broader area of applications. The forecast would help to take timely and effective
decisions on a regional scale. The key regulations parameters will include revised
estimates of marketable surplus, changes in consumer behaviors, National Food
Assistance programs requirements, and the analysis of the domestic and interna-
tional price transmissions. Accurate crop production forecasting can make informed
food policy decisions and allow rapid response to emerging problems. The impli-
cation of the current analysis would be many folds, but a check has to be placed in
utilizing the methodology in terms of quality. This approach can be further extended
to analyze the yield gap due to adverse climate. The study can be extended to develop
early warning systems for drought/famine alarms and high-end agrometeorological
advisory services at state, district, and block levels.
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Major Natural Disasters in Deserts:
Interventions Using Geospatial
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Abstract Desert ecosystems cover One-third of Earth’s land surface; although the
living conditions in the deserts and desert margin regions are hostile but provide
adaptability and life support systems to numerous species, including humans. Desert
regions are dominated by the cycle of actions resulting due to wind action, erosion,
deposition, water/moisture action (or absence), and salt accumulations. The extreme
weather settings of the Deserts provoke disaster situations like droughts, flash
floods, salt weathering, and strong dust storm events; these events create a dent
in the economy of the region. Similarly, the menace created by the native desert
locust (Schistocerca gregaria) will have devastating effects on food security issues
during the phases of upsurge and plagues. A synergy due to the integration of
advancements in Earth Observation systems and numerically computed climate vari-
ables provides effective management to assess the risk, simulation models, fore-
casting/early warning, monitoring, damage assessment, and prevention/planning
during the aforementioned disasters. This chapter emphasizes the usage of geospatial
technologies to manage desert locusts and dust storms.
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16.1 Introduction

One-third of Earth’s land surface is covered by desert ecosystems; although the living
conditions in the deserts and desertmargin regions are hostile but provide adoptability
and life support systems to numerous species, including humans (Ezcurra 2006).
Deserts exist in all the continents, includingAntarctica and usually, these are the areas
where a severe shortage of moisture persists, predominantly because precipitation
levels are low (Goudie and Seely 2011); however, the majority of world’s deserts like
the Sahara, Arabian, Kalahari, Mojave, Sonoran, Chihuahuan, Thar, and some parts
of Australian deserts are found within the subtropics (near 30 degrees latitudes) due
to the phenomenon of Hadley cell circulations (Whitford and Duval 2019). Desert
regions are dominated by a cycle of actions resulting due to wind action, erosion,
deposition, water/moisture action (or absence), and salt accumulations. A common
factor of deserts is aridity which is defined by the relationship between precipitation
(P) and evapotranspiration (ET) and is expressed as P/ET; the lesser the value of
P/ET, the more the severity of aridity.

A disaster situation causes a community or society-level functional disruption,
whichmay involve impacts on the human at large, environment, economy, and infras-
tructure, during which the ability of the affected region may not able to cope with
the consequences (UNDRR 2021). The extreme weather settings of desert regions
provoke various natural disaster situations like droughts, flash floods, salt weath-
ering, and strong dust storm events (Warner 2008; Mirzabaev et al. 2019; Vaghefi
et al. 2019). Similarly, the arid and semi-arid regions tend to naturally host wide vari-
eties of locust; during favorable conditions of environmental and climatic situations,
certain variants like desert locust—the planet’s most dangerous migratable pest can
raze the croplands leading to food security concerns and affecting the livelihoods of
village communities (FAO 2021).

The process of desertification is itself a disaster leading to persistent negative trend
in land conditions causing long term reduction or loss of biological productivity in
arid, semi-arid, and dry sub-humid areas; the adverse consequences of desertifica-
tion lead to drought, famine, and loss of biodiversity among others (Lambin et al.
2002; Mirzabaev et al. 2019). D’Odorico et al. (2013) mentioned the associated
drivers and major mechanisms of desertification in different areas around the world.
Salunkhe et al. (2018) suggested a set of indicators that can act as inputs for an
early warning system for desertification to identify the areas prone to desertification.
Earlier, Albalawi andKumar (2013) reviewed various remote sensing-basedmethods
to detect, model, andmap the desertification process.Masoudi et al. (2018) suggested
a novel approach for desertification assessment using geospatial techniques.

During a drought—a prolonged period of water shortage that is below the statis-
tical need of a region’s land use will escalate the ecological challenges to the depen-
dent communities, this phenomenon causes a dent in the economy and sustains socio-
environmental losses in many countries (Gupta et al. 2011). The climatic conditions
in the desert region will highly influence the probability of drought periods (Jodha
1969; Olsson 1993) albeit efforts are in progress to develop drought-resistant crops
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(Narain et al. 2000; Bhatt and Sharma 2017). Thenkabail et al. (2004), Khosravi et al.
(2017), Bilal et al. (2018), and Zhao et al. (2021) harnessed the utility of remote
sensing methods to monitor and assess the drought phenomenon by emphasizing
desert regions.

Flash floods in desert regions are unpredictable, infrequent, and short-lived,
resulting in heavy sediment transportation (Reid et al. 1994; House and Baker 2001;
Cohen and Laronne 2005; Moharana and Kar 2013). Flash floods play a vital role in
replenishing the aquifers and groundwater reservoirs but destroys the infrastructure.
Also, the new deposit accumulations in topsoil will change the regions’ geomor-
phology (Schepanski et al. 2012). Schepanski et al. (2012), Mashaly and Ghoneim
(2018), Attwa et al. (2021), and Ding et al. (2021) elaborated on the usage of remote
sensing techniques for mitigating and assessing the impact of flash floods in desert
regions.

The climatic conditions of arid and semi-arid regions are pre-eminently supportive
of the salt weathering process. The daytime relative humidity is usually low, and
temperatures and evaporation rates are significantly high, leading to saline solutions
subjected to evaporation and temperature changes promoting crystal growth (Cooke
1981). Salt occurs fairly ubiquitously in desert environments and damages porous
materials due to various chemical reactions (Doehne 2002). The process of salt
weathering leads to deteriorating heritage buildings, cavern development, aeolian
abrasion, and at certain times the aeolian displacement of salt materials leads to
damaged crops.

In this chapter, two major disasters associated with desert ecosystems, one
being desert locust and the other being dust storms, are envisaged along with their
background information and applicability of geospatial technologies toward their
monitoring and mapping.

16.2 Geospatial Technologies for Desert Locust
Management: Surveillance, Early Warning
and Timely Response

Locusts belong to the family Acrididae, which includes most short-horned grasshop-
pers, and in that, a dozen species pose a threat to global food security (Latchininsky
2013). The primary difference between locusts and grasshoppers is that the former
will change its behavior, physiology, and movement pattern in sync with the changes
in their associated density during certain conditions of the environment and climate
situations. As a coherent unit, swarm formation will take place containing millions
or billions of individual adult locusts, which requires significant control operations
to combat their menace (WMO-FAO 2016). The desert locust, Schistocerca gregaria
Forsk, a species belonging to the African continent, is considered a dangerous insect
and has its natural presence in approximately 30 countries, primarily found in arid
and semi-arid regions (Symmons and Cressman 2001; Dandabathula et al. 2020a).
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Symmons and Cressman (2001) and Latchininsky (2013) elaborated on the aspects
of biology and behavior of locusts in which they will live in two different phases
termed as solitarious and gregarious. During the solitarious phase, they tend to have
less social interactions, exhibit a sedentary lifestyle, and try to hide themselves using
its camouflage appearance, whereas, in the gregarious phase, their color changes,
marching happens as cohesive hopper bands (during non-adult stage), and swarm
formation occurs during the adult stage. The behavioral changes will occur in a high
rapid phase, usually in hours.

The life cycle of the desert locust primarily consists of three stages, viz., egg,
nymph to hopper, and adult; the environment and climatic variables highly influence
all these stages of the life cycles. Initially, the female locust will probe the soil for
required moisture conditions, on successfully determining the favorable conditions
the egg production in a clustered fashion called egg-pods will be started and a single
egg-pod may contain up to 100 eggs (Symmons and Cressman 2001; Latchininsky
2013).Moist-bare sandy soils permitting the female locusts’ oviposition up to a depth
of 2–15 cm is a conducive condition for egg-laying (Piou et al. 2019; Ellenburg
et al. 2021). Figure 16.1 shows the oviposition and typical clustered egg-pods. The
availability of moisture at the root-zone and soil temperature will influence the egg
development rate. Egg developmentmay not take place if the temperature is below 15
°C. Successful incubationmay happen in 10–12 days if the temperature is between 32
and 35 °C. Thus, availability of spatial data with respect to soil type, soil moisture at
the surface and root-zone, air and soil/land surface temperature data are synthesized

Fig. 16.1 a Illustration of ovipositon by desert locust. b A typically clustered egg-pods by desert
locust
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to detect the egg-laying and hatching conditions in a given geographical extent;
however, the field data acts as a guide in performing this mapping.

Emerging nymphs (hoppers) will occur post-incubation period through the froth
plug to the soil surface and thereafter molt to the first instar rapidly. At later stages,
hoppers pass throughfive to six instar stages by shedding their skin (molting) between
each instar stage. During various stages of instar, development hoppers control their
body temperature by basking (during early morning sunshine) or under shade of
plants (during late afternoon). Hoppers usually have limited mobility, usually in
the order 100 m, and their movement depends on locally originated wind direction,
patterns of vegetation, and landscape morphology (Culmsee 2002). Thus, toward
mapping and monitoring hoppers, knowledge of air temperature, vegetation avail-
ability, and wind conditions plays a pivotal role. Occasional rainfalls influence the
region’s vegetation cover and soil moisture conditions, which impacts the duration
of various instar stages of locusts.

Hopper band formation starts while there is an increase in concentrated accumu-
lation of their density where they will get attracted by others; this can happen during
vegetation shelter, early morning basking, feeding, or late evening roosting phase
(Symmons and Cressman 2001). Toward completion of various instar stages, young
adults will emerge with fresh wings during which they will be capable of flying and
reproducing. Figures 16.2, 16.3, and 16.4 show the dominant occurrence of hoppers
at optimal vegetation, soil moisture, and land surface temperature, respectively.

Fig. 16.2 Map showing locations of hoppers between 01-10-2019 and 15-10-2019 overlaid on
8-day composite NDVI data (10–10-2019) in scheduled Thar desert region. Note the occurrence of
hoppers dominated at areas with sparse vegetation. Source of hopper’s location is from Locust-Hub
(2021)
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Fig. 16.3 Map showing locations of hoppers between 01-10-2019 and 15-10-2019 in scheduled
Thar desert region overlaid on soil moisture product of 10-10-2019 from Soil Moisture Active
Passive (SMAP) mission. Note the dominated occurrence of hoppers at the areas with soil moisture
in the range of 11–15. Source of hopper’s location is from Locust-Hub (2021)

Fig. 16.4 Map showing locations of hoppers between 01-10-2019 and 15-10-2019 in scheduled
Thar desert region overlaid on Land Surface Temperature (LST) (on 10-10-2019). Note the domi-
nated occurrence of hoppers at the areas with LST in the range of 31–35. Source of hopper’s location
is from Locust-Hub (2021)



16 Major Natural Disasters in Deserts: Interventions … 357

After fledging, adultwings hardenwithin tendays but remain immature untilmatu-
ration is stimulated by rainfall and other habitat conditions. However, the hardened
wings enable the adult locust to migrate to another area where favorable conditions
exist. Thus, patterns of recent rainfall data are a critical parameter to determine the
start of maturation (Cressman and Stefanski 2016). Moreover, areas with lush green
vegetation with a maximum day temperature of 350c or more can amplify the provi-
sion of providing habitat to the locust and its survival; adults may not survive long
under hot, dry conditions with little to eat, thus the migration process may continue
toward searching the vegetation in which for modeling their migration, there is a
need of wind data (Dandabathula et al. 2020a).

The gregarization process occurs at a rapid phase (usually in hours) once the
aggregation of locusts is brought together; the aggregation process stimulates sero-
tonin at the thoracic-gangalia which is a subsection of central nervous systems and
is responsible for triggering the mechanical sensors associated with the hind femur
(Anstey et al. 2009). Early morning temperature acts as a catalyst to the process
of swarm migration; Gunn et al. (1948), Kennedy (1951), and Weis-Fogh (1956)
emphasized the relationship between locust’s body temperature and air temperature,
which stands to be the main reason for provoking an urge to take-off. Once take-off
starts, they can drift away, and wind parameters will completely orient the drifting.
However, the sustained flight of swarms depends on the wind speed and direction
at 850 hPa atmospheric pressure level, and if any intermediate landing is required,
they prefer vegetated areas (Dandabathula et al. 2020a). Desert locusts are highly
polyphagous, and the list of preferred plant species contains nearly 500, where most
of them are agriculture crops (Latchininsky 2013). A single square kilometer of the
dense swarm may have a population of 50 million adults, and this mass gathering, if
settled on ground can consume a significant amount of fresh vegetation. Symmons
and Cressman (2001) elaborated the details of the locust migration process and its
associated environmental and climate patterns that trigger various migration stages,
including take-off, sustained flights, and landing/roosting at night time. The primary
reason for the long-range swarm migration process is attributed to the winds origi-
nating with cyclones. Richardson and Nemeth (1991) and Lorenz (2009) attributed
the long-range trans-Atlantic swarm migration in 1988 with the Hurricane Joan.
Similarly, unexpected swarm migration of desert locust in the year 2020 from Indo-
Pakistan region border region to various parts of India was attributed to cyclone
Amphan by Dandabathula et al. (2020a). Figure 16.5 shows the number of sightings
about swarm oscillations before and after cycle Amphan originated in the Bay of
Bengal during mid-May 2020.

Currently, an early warning system for desert locust plagues namely Desert
Locust Information Service (DLIS) was developed and is maintained by Food and
Agriculture Organization (FAO); DLIS acts a resourceful web portal for retrieving
locust related information at a global level. Monthly bulletins released under the
aegis of DLIS contains country-wise prevailing situation of locusts along with their
location data, forecast information, and spatial maps depicting the potential habi-
tats/or other significant developments (FAO-DLIS 2021); toward this, field data
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Fig. 16.5 Impact on Swarm oscillations by winds originated due to Amphan Cyclone. a Locations
of swarms were sighted between 01-March-2020 and 15-May-2020 (before Amphan Cyclone) in
scheduled Thar desert region. b Locations of swarms that are sighted between 16-May-2020 and
30-July-2020 (during and after Amphan Cyclone). Note the trajectory of swarm migration has
extended from scheduled Thar Desert region to Indo-Nepal boundary. Source of sighting pertaining
to swarm oscillations is from Locust-Hub (2021)
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from country-specific locust and allied centers will be ingested to DLIS. A dedi-
cated web portal titled FAO Locust-Hub disseminates location-based information in
a variety of formats that can be ported to Geographic Information Systems (GIS) for
further analysis/research; primarily, records of point location (latitude and longitude)
details containing various attributes related to various stages of locust’s life cycle viz.,
hoppers, bands, adults, swarms, ecological conditions, and control operations taken
up by different countries are made available (Locust-Hub 2021).

Country-specific research activities on locusts can be performed with the help
of regional locust warning organizations. Thar Desert region extends Indo-Pakistan
border is predominately spread over Rajasthan state of India. Even though the Thar
Desert is one of the most miniature deserts of the world, it hosts a wide variety of
habitats and biodiversity (Sivaperuman 2009). The Thar Desert, credited as a densely
populated desert, exhibits strong variations in its landscape characters (Chouhan and
Sharma 2009; Kar 2018). The weather settings of the Thar Desert naturally host the
desert locust population and act as summer breeding site (Uvarov 1934; Ramchandra
1942). LocustWarningOrganization (LWO), working under theMinistry of Agricul-
ture and Farmers Welfare, Government of India is entrusted to monitoring, forewarn
and control the locust in scheduled desert areas of India (LWO 2021).

Table 16.1 shows the summary of optimal environment and climatic conditions
that are favorable to various life cycle events of desert locust along with their associ-
ated Earth Observation (EO) or modeled data that can be associated to use for locust
monitoring or surveillance; this list has been prepared after synthesizing the results
from earlier works done by Symmons and Cressman (2001), Latchininsky (2013),
and Cressman and Stefanski (2016). Table 16.2 shows the corresponding sources of
EO/modeled data at the global level and specific to the Thar Desert region available
from current space sensors/agencies. Most of the specified EO/modeled data are
freely distributed by the concerned agencies through their web portals.

The relationship between soil type and its associated properties with respect to
various life cycle events of desert locust were explored by Hunter-Jones (1964),
McCaffery et al. (1998), Van Der Werf et al. (2005), and Ellenburg et al. (2021).
Importantly, the oviposition and egg development conditions are depended on the
soil features like texture, structure, porosity, or permeability, along with the ability
to retain moisture to a depth of 15 cm. Soil resources in the spatial form at global
extent are available as HarmonizedWorld Soil Database with 1 km spatial resolution
(FAO-Soil 2021) and SoilGrids250m data set with 250 m resolution (SoilGrids250m
2017); moreover, for detailed soil context, one can use respective country-specific
data, like for the case ofTharDesert region, ICAR-NBSSLUP(2021)will provide soil
information at various scales. Earlier, Ellenburg et al. (2021) used the SoilGrids250m
database to detect desert locust breeding grounds in Eastern Africa.

The role of rainfall at various stages of locust life cycles was explored by Holt
and Cheke (1996), Symmons and Cressman (2001), Cressman (2016), and Kimathi
et al. (2020) wherein the process like breeding, changes in hopper’s instar stages,
maturation process, adult development, and locust survival are directly related to the
accumulated rainfall. Indirectly, the accumulated precipitation is responsible for both
the variations of vegetation growth and soil moisture conditions; these variables have
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Table 16.1 Favorable environmental and climatic conditions for various life cycles events of desert
locust and associated earth observation data

Phase of Locust’s life cycle Favorable environmental
conditions

Earth
observation-based/modeled
data: environment and climatic
data associated with the events
of locust life cycle

Egg-laying Bare patches of sandy soils
with sufficient moisture
especially at root-zone
Warm temperature
Areas with vegetation
availability
Areas with previous rainfall
(>25 mm/month)

Soil type data along with its
moisture information at
root-zone
Air temperature data
Vegetation status
Previous two months
accumulated rainfall

Egg development
(10–20 days in summer and up
to 2 months in other seasons)

Soil moisture at the root-zone
(nearly 5–12 cm) should be
moist; dry soil makes eggs
desiccate
The optimal range of screen
(air) temperature is 20–35 °C
The optimal range of soil
temperature is 15–35°C; high
mortality occurs if soil
temperature exceeds 35 °C

Soil moisture at surface and
root-zone
Screen (air) temperature data
Land surface temperature data

Hopper
(25–95 days)

Sporadic rainfall supports
vegetation growth in arid and
semi-arid regions; it also,
retains moisture in soil
Optimal range of daily air
temperature is between 24 and
32 °C
Hoppers prefer basking in
early morning. And, during
midday, they prefer taking
shelter under plants
Hoppers usually exhibit
restricted movement during
overcast days
The movement of bands is
usually downwind

Rainfall data
Air temperature data
Vegetation status
Land surface temperature data
and cloud data
Wind direction maps

(continued)

their role in supporting the locust habitation as described in Table 16.1. The vari-
ance of locust abundance is increased by rainfall (Holt and Cheke 1996; Cressman
2016). Heavy rainfall over vast areas can lead to locust upsurge and further can
lead to plagues affecting a continent (Kimathi et al. 2020). The Global Precipitation
Measurement (GPM) is an international network of satellites that provide the obser-
vations of rainfall at the global level (GPM 2021) can be used to model the locust
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Table 16.1 (continued)

Phase of Locust’s life cycle Favorable environmental
conditions

Earth
observation-based/modeled
data: environment and climatic
data associated with the events
of locust life cycle

Adult
(2.5–5 months)

It takes 2 to 4 months for adult
locusts to mature. Rapid
maturation takes place in the
areas where there are
significant rains. (Also, adults
mature slowly in low
temperature or dry habitats)
Prefers high screen (air)
temperature
Take-off 20 min after sunrise
above 20–22 °C and wind
speed nearly 7 m/s
The movement of the adult
locust is driven by wind
direction
Prefers warm temperatures
during day time
Needs vegetation for survival

Rainfall data
Air temperature data
Wind speed and wind direction
Land surface temperature data
and cloud data
Vegetation status

Swarm Early morning radiation from
Sun provides the necessary
warm-up (basking)
Usually, take-off may happen
2–3 h after sunrise; the
preferred direction is
Sun-facing. Screen (air)
temperature needed during
take-off of the range 23–26 °C
Fly preferences: Downwind at
heights up to 1700 m with
ground speed of 1.5 to
16 km/h until 2 h before sunset
or 0.5 h after sunset
Vegetation
Cool and overcast weather
favors stratiform swarms,
while convective updrafts on
hot afternoons promote
cumuliform swarms

Cloud data to detect bask-able
conditions and overshadow
regions
Air temperature data
Wind speed and direction data
Vegetation status

Source Symmons and Cressman (2001), Latchininsky (2013), Cressman and Stefanski (2016),
Dandabathula et al. (2020b)
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Table 16.2 Sources of Earth observation/modeled based environmental and climatic conditions
for locust monitoring; for global scenario and specific for Thar Desert region

Environment and climatic data
associated with the events of
locust life cycle

Sources for earth observation
data (global level)

Sources for earth observation
data (specific to scheduled
Thar Desert region)

Soil data Harmonized World Soil
Database @ 1 km raster
database (FAO-Soil 2021) and
SoilGrids system at 250 m
resolution (SoilGrids250m
2017)

ICAR-National Bureau of
Soil Survey and Land Use
Planning (ICAR-NBSSLUP
2021)

Precipitation data Global precipitation
measurement (GPM 2021)

India Meteorological
Department (IMD 2021)
Meteorological and
Oceanographic Satellite Data
Archival Centre (MOSDAC
2021)

Soil Moisture data and
Root-zone soil moisture

NASA-USDA Global Soil
moisture data at 0.250*0.250
spatial resolution and Level 4
products from (SMAP 2021) at
9 km spatial resolution

National Information System
for Climate and
Environmental Studies
(NICES 2021)

Temperature data CPC Global Daily Temperature
(PSL-CPS 2021)

Meteorological and
Oceanographic Satellite Data
Archival Centre (MOSDAC
2021)

Land surface temperature data Copernicus Global Land
Service—Land Surface
Temperature (CGLS-LST
2021)

Meteorological and
Oceanographic Satellite Data
Archival Centre (MOSDAC
2021)

Vegetation status Copernicus Global Land
Service—Normalized
Difference Vegetation Index
(CGLS-NDVI 2021) or
alternative derivable from
MODIS, NASA/USGS
Landsat program, and Sentinel
2A/B

(MOSDAC-NDVI 2021) and
(Bhuvan 2021) or NDVI
derivable from AWiFS, LiSS
III, LiSS IV

Wind speed and direction data ECMWF Reanalysis 5th
Generation data (ERA5 2021)

Meteorological and
Oceanographic Satellite Data
Archival Centre (MOSDAC
2021)

habitat locations or aid in the locust early warning systems. However, for large-scale
measurements, one can utilize country-specific rainfall measurements. In the case
of countries like India, services pertaining to rainfall information can be requested
from Indian Meteorological Department (IMD 2021), or alternatively, web services
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fromMeteorological Oceanographic Satellite Data Archival Center (MOSDAC) can
be harnessed (MOSDAC 2021).

Soil moisture at the surface and root-zone is a key indicator while studying the
locust habitats from egg-laying activity, egg development, breeding, and survival
(Escorihuela et al. 2018; Piou et al. 2019;Gómez et al. 2020). Currently, the soilmois-
ture data products available at a global scale have a spatial resolution of 9 km for every
3 h, which are disseminated as Level 4 products from Soil Moisture Active Passive
(SMAP) satellites. Gómez et al. (2019) successfully demonstrated the applicability
of soil moisture and its associated data variables from SMAP could aid in locust
detection. Similarly, data related to air temperature and land surface temperature
(LST) can be retrieved from (PSL-CPS 2021) and (CGLS-LST 2021).

Vegetation status in a region plays a pivotal role during the locust life cycle in
hopper and adult stages. Currently, Normalized Difference Vegetation Index (NDVI)
and Leaf Area Index (LAI) are the indices generated from optical remote sensing
sensors that can indicate vegetation. To a global extent, one can utilize the services
from Copernicus Global Land Service to download a 300 m NDVI product (CGLS-
NDVI 2021). An 8 or 10 day composited NDVI product at 240 m spatial resolution is
available from eMODIS collection (eMODIS 2018). Alternatively, high-resolution
NDVI can be derived from optical multispectral data containing red and near-infrared
bands for estimating photosynthetically active vegetation coverage (Yang et al. 2017).
To assess the crop damage caused by the locust, differences from time-series NDVI
can give quantitative information on crop loss (Shao et al. 2021).

A climate reanalysis data gives a numerical portrayal of recent climate states by
synthesizing modeled and observation data. European Centre for Medium-Range
Weather Forecasts (ECMWF) is computing and disseminating the ECMWF Reanal-
ysis 5th generation (ERA5) data at a 0.25° × 0.25° spatial resolution containing
atmospheric parameters at 37 pressure levels (Hersback et al. 2020). Earlier, Ramon
et al. (2019) validated the wind parameters from ERA5 and confirmed that the accu-
racies correlate with real-time data. Wind vectors (speed and direction) at surface
level and nearly at 1500 m from the surface (corresponds to at a pressure level of
850 hPa) are of high importance to trace the adult locust movement and swarm flight
trajectories, respectively (Rosenberg and Burt 1999; Cressman and Stefanski 2016;
Dandabathula et al. 2020a). Heuristic swarm migration prediction can be performed
using the ERA5 data by coupling with the early morning basking conditions. Dand-
abathula et al. (2020a) successfully utilizedwind speed and direction data fromERA5
data to assess the migration path of swarms during and post-Amphan cyclones.

The potential of geospatial technology for locust surveillance and early warning
system was discussed earlier by Hielkema (1981), Tucker et al. (1985), Voss and
Dreiser (1997), Latchininsky (2013), Cressman (2013). The current availability
of satellite imagery and numerically computed weather data enables monitoring
and prediction of the desert locust outbreaks and plagues efficiently (Dandabathula
et al. 2020b; Klein et al. 2021; Schwarzenbacher 2021); Advancements for applying
machine learning techniques toward locust detection and early warning systems is
well in progress (Gómez et al. 2021; Rhodes and Sagan 2021; Kumar and Rahman
2021; Klein et al. 2021).
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However, the lack of very high spatial resolution data in terms of soil mois-
ture critical environmental and climatic variables is one limiting factor for precise
mapping and monitoring of desert locusts (Adams et al. 2021). To compensate for
these limiting factors, one can usemobile-based apps and the Internet of Things (IoT)
to ingest the field level data to the early warning systems (Dandabathula et al. 2020b;
Salim et al. 2021; Cressman 2021). The recent advancements in the unmanned aerial
vehicles (UAVs) or drones might help survey the areas with locust concentrations (to
acquire high-resolution images) and also to aid in control operations like spraying
pesticides (Cressman 2021; Mathews 2021).

Technical innovations, especially in EO systems, numerical weather prediction,
machine learning, and drones, can play an essential role in the effective management
of transboundary pests like a desert locust. Along with the FAO’s successful DLIS,
country-specific initiatives to combat the menace of desert locusts are imminent due
to food security concerns. Mitigating the transboundary disasters originating due to
high mobile desert locusts will be possible with cooperation between locust-prone
countries in their surveillance activities and control operations. Cressman (2021)
has argued that the impact of climate change will induce faster breeding periods,
allow desert locust eggs and hoppers to develop rapidly; consequently, the impact
of desert locusts on food security and livelihood will be at increased stake if it is
not controlled at initial level. For successful mitigation of locust menace and plague
dynamics, country-specific early warning systems coupled with EO systems and
scientific models with machine learning are needed for timely response. Toward
this, the currently available variables from EO sensors and numerically computed
weather parameters will be enhanced in terms of improved spatial resolution.

Considerable progress is made in using Entomological Radars for understanding
flight altitude, population density, displacement direction, displace rate, head orien-
tation, body mass, and wing-beat frequency of migratory insects (Long et al. 2020).
Amarjyothi et al. (2021) has successfully demonstrated the application of Doppler
Weather Radar for the identification and tracking of locust swarms.

16.3 Geospatial Technologies for Dust Storm Monitoring:
Toward Operational Monitoring of Dust Storms Using
Imagery from Geostationary Satellites

Dust/Sand storms are a common meteorological phenomenon in arid and semi-arid
regions, where the loose sediments subsist (Kok et al. 2012). The regional char-
acteristic includes the reversal of mean wind direction during a change of season.
Dust storms occur principally during the dry season months of spring and summer
(Middleton 1986). The negative impact of dust storms includes the reduced activity
of photosynthesis, road traffic, human settlements can become shrouded with sand,
and at a regional level, there will impact the overall radiation budget (Natsagdorj
et al. 2003). The major dust sources are deserts, fallow lands, recently tilled lands,
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Table 16.3 Thresholds of
wind speeds in various
environments containing
different types of sand that
can lift suspended sediments
into the atmosphere

Type of sandy environment Threshold of wind speed
(km/h)

Areas with sand dunes composed
of fine to medium sand

16–24

Poorly developed desert
pavements with high sand content

>32.2

Flat areas in desert containing
fine material

32–40

Lake beds (dried) and/or areas
covered with crusted salt flats

48–56

Desert pavements
(well-developed conditions)

>64

Source UNEP-WMO-UNCCD (2016)

river flood plains, coastal areas, glacial deposits, ocean sediments, and dry lake beds
(Nicholson 2011). The strong and turbulent winds inject the dust into the atmo-
sphere from source regions and are subject to transport. The transportation mode of
particles depends predominantly on their size and wind speed. It includes saltation
(0.1–0.5 mm), suspension (<0.1 mm) and creeping (>0.5 mm).

A dust storm has the potential to occur when strong and turbulent winds blow
over the areas with sparse vegetation cover, surfaces that lack moisture content, or
the areas with top soils vulnerable to surface disturbances (Wilcox 2012). Sand storm
phenomenon takes place relatively close to the land surface (10–50 feet), but fine dust
particles are usually lifted to the atmosphere up to several kilometers; certain times
they even cross continents due to strong winds (UNEP-WMO-UNCCD 2016). Table
16.3 shows the wind speed thresholds in various environments containing diffident
types of sand that can lift suspended sediments into the atmosphere.

Usually, desert soils form a thin cohesive surface crust due to which they are intact
with the ground; thus, they are naturally resistant to wind erosion. This cohesive
surface crust is more prevalent in the regions with high vegetation as it helps to
stabilize and trap the suspended soil particles. Hence soilswith vegetative ecosystems
get protection from thewind (Urban et al. 2009; Steenburgh et al. 2012;Wilcox 2012).
When this cohesive surface crust gets disturbed due to a reduction in vegetation cover,
loosed sediments tend to get carried away through aeolian transport mechanisms.

A soil with high erodible factors influences the susceptibility of soil to erosion.
Regions in deserts with a high erodible factor are primary dust producers. Most
deserts in subtropical regions contain sandy soils with high erodible factors and
provide mobilization of dust due to strong winds (Washington et al. 2003). Deserts
of the United States may provoke dust storms for less than 40 days in a year. In
contrast, in parts of Mongolia, seasons with more than 100 days a year evoke dust
storms (Dagvadorj et al. 2009; NCDC-NOAA 2012). Earlier, Goudie (2009) esti-
mated worldwide dust emission to be in the range of 1000–3000 teragrams per year,
in which the Sahara desert itself is the largest contributor.



366 D. Giribabu et al.

The interaction of dust with other components of earth system has numerous
consequences on the environment, including reduced visibility, loss of nutrient-rich
soil, modifying local climate conditions, and biological and chemical changes in
oceans (Goudie 2009; Santra et al. 2013). Societal impacts include transportation
disruptions, communication line interruption, damage of property, and public health
consequences. Dust also constitutes a significant key parameter in climate-aerosol
forcing studies. Further, these airlifted aerosols act as airborne bacteria carriers (Hua
et al. 2007; Goudarzi et al. 2014). Therefore, a system for comprehensive monitoring
of dust storms is needed to understand the dusting process and enhance the dust
prediction capabilities (UNEP-WMO-UNCCD 2016).

Monitoring dust storms using EO-based images is a feasible solution since imple-
menting and maintaining in situ sensors pose challenges in the harsh conditions of
the deserts. Due to the dynamic nature of the mineral aerosol in emission/reflection,
the ability of space-borne sensors to detect plumes associated with dust storms is
highly reliant. Different algorithms, sensors, spectral bands, and thresholds are to
be identified based on underlying land/ocean surface, presence of water clouds, the
thickness of dust clouds, date and time of image acquisition, and geographic extent
of the event.

Understanding the extent of dust storms’ spread, its timing, and components of
aerosols is a complex phenomenon, and within this, the components of the aerosols
will influence the dust particles to scatter and absorb the radiation (Satheesh and
Moorthy 2005). Chiefly, the aerosol components are sulfates, nitrates, and sea salt
(Parungo 1987; Chandra et al. 2004; Seinfeld 2004; Deepshikha and Satheesh 2005).

Atmospheric aerosol can directly alter solar radiation and earth’s emitted radia-
tion through absorption and scattering processes; this will alter the radiance obtained
using visible (0.4–0.7 µm), middle infrared (1.3–3 µm), and thermal infrared (3–
14 µm) regions (Satheesh and Moorthy 2005). Therefore, the magnitude of differ-
ences in observations between various spectral regions can assist in providing the
signature of dust. Ackerman (1989) investigated that the wavelength region 3.7, 11,
and 12 µm are sensitive to dust. Hence, remote sensing techniques associated with
both the spectral regions, viz., visible and thermal, are appropriate to detect aerosols
in the atmosphere.

Researchers have described various methods to detect dust storms using polar-
orbiting satellites (Roskovensky and Lion 2005; Hong et al. 2006; Hao and Qu
2007; Huang et al. 2007; Prasad and Singh 2007; Zhao et al. 2010; Zhao 2012) and
geostationary satellites (Hu et al. 2008; Mishra et al. 2015). Li et al. (2021) reviewed
the available algorithms that can detect dust storms based on various space-borne
sensors.

Most commonly used dust detectionmethods include the split-window technique,
mid-infrared technique, Normalized Difference Dust Index (NDDI), and Infrared
Difference Dust Index (IDDI). The major challenges in detecting dust using the
imagery are segregation of cloud, snow, bright surface, and water. The Brightness
Temperature Difference (BTD) between various bands is useful for detecting dust
from background pixels (Ackerman 1989). Mehta and Kunte (2014) suggested that
the combination of NDDI and BTD effectively detects dust over land and ocean.
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Table 16.4 Specifications of various bands in INSAT-3D/3DR imaging channels along with their
applicability for dust storm monitoring

INSAT-3D/3DR imager bands and
spectral range (µm)

Resolution (km) Applicability for dust storm monitoring

1. Visible (0.55–0.75) 1 Cloud detection and masking

2. Shortwave Infrared (1.55–1.70) 1

3. Middle infrared (3.80–4.00) 4 Dust detection using brightness
difference with other bands

4. Water vapor (6.50–7.10) 8

5. Thermal infrared 1 (10.3–11.3) 4 Dust load detection and dust detection
using brightness difference with other
bands

6. Thermal infrared 2 (11.5–12.5) 4 Dust detection using brightness
difference with other bands

Source Mishra et al. (2015)

Atmospheric observations on both the land and ocean area are required for various
applications. INSAT-3D/3DR, the geosynchronous duo-satellites with six imager
channels and 19-channel infrared sounder, helps in the identification and setting-up
early warning systems for natural disasters like floods, tropical cyclones, forest fires,
and dust/sand storms.Multispectral images from INSAT-3D and INSAT-3DRwill be
acquired every half an hour, respectively (combining both will yield one data set for
every 15-min interval) that cover the entire Indian sub-continent throughwhich accu-
rate and timely processing of weather parameters can do. Split-window algorithms
can be applied on INSAT-3D/3DR acquired thermal infrared bands for estimating the
temperature profiles similarly, information about various cloud types can be under-
stood from visible bands (ISRO 2016). The product is available at various levels
of processing such as L1 (basic data products), L2 (geophysical parameters), and
L3 (binned geophysical products) (MOSDAC 2021). Table 16.4 shows the INSAT-
3D/3DR data specifications and their usage in dust storms monitoring. Figure 16.6
shows a dust storm that lived from 27–28 May 2018 spreading Baluchistan regions
and parts of western Afghanistan as seen in MODIS Terra and INSAT-3DR images.

The refractive index of various species leads to the spectral signature that impact
radiance observed using satellite in various ways (DeSouza-Machado et al. 2006).
The major constituents of dust storms are quartz, illite, kaolinite, iron oxides, and
fossil diatoms. Various studies stated that light attenuation for clay minerals and
quartz occurs around wavenumber 1000 cm−1 and 1100 cm−1, respectively.

The Brightness Temperature Difference (BTD) between ~11.0 and 12.0 µm
regions of the electromagnetic spectrum yields specific values that can help in iden-
tifying the plumes of volcanic ash in the atmosphere (Prata 1989a, b). Studies done
by Ackerman (1997) concluded that the spectral absorption properties of desert dust
particles and volcanic silicates in the thermal region of the spectrum are similar.
Mishra et al. (2015), while assessing the feasibility of dust detection using INSAT-
3D data highlighted that the major constituent of the sand is silica which in the form
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Fig. 16.6 Sistan dust storm (spread across the Baluchistan region and south-western parts of
Afghanistan as seen in a MODIS Terra and b INSAT-3DR. Both the datasets were acquired on
28th May 2018 at 13:30 and 15:15 h, respectively. The dust plume was born on 27th May 2018 and
lived up to 28th May 2018
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of quartz shows very strong spectral dependency; this feature enables us to detect
dust pixels in the images of thermal infrared region. Usually, for dust pixels, the
differences between brightness temperatures recorded in 10.8 and 12µm region will
yield nearly negative values, i.e., BTD [10.8, 12.0] < 0.

Legrand et al. (2001) proposed an index, namely Infrared Difference Dust Index
(IDDI) while working with Metosat-IR imagery to identify dust load in the arid
zones. Categorically, the impact of dust load on the radiance emitted in the thermal
infrared region is being considered for detecting dust storms. During dust-free days,
the radiance emitted by the surface over days may remain almost constant. As the
dust load infuses mineral aerosol content in the atmosphere, it traps the outgoing
radiation. Thus, IDDI effectively computes the difference between radiance emitted
during dust-free days and dust load periods.Mishra et al. (2015) successfully demon-
strated the applicability of IDDI from INSAT-3D to detect dust storms. IDDI can be
computed using Eq. 16.1 using various brightness temperatures (BT).

IDDI = BTmax − BTob (16.1)

where BTob is the BT obtained from thermal infrared band at 10.8 µm during
the dust load period and BTmax is the maximum BT recorded from the previous
course of days (say for 12 days) at the same thermal infrared band. Figure 16.7

Fig. 16.7 Massive dust storm that lived between 12 and 17 June 2018 and as seen in Suomi
NPP/VIIRS acquired on 14 June 2018. The dust storm spread from Western Thar Desert region to
Indo-Gangetic Plain has deteriorated the air quality beyond the critical levels in the region
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shows a massive dust storm that lived from 12 to 17 June 2018 spanning western
India and Indo-Gangetic Plain and is captured by Suomi NPP/VIIRS sensor on 14th
June 2018; during such type of situations, there will be the reduction of outgoing
long-wave radiation in comparison with dust-free days.

The dust reflects solar radiation at 3.9µm; therefore, the BT is higher than 11µm
during daytime. Computing the differences in BT at these two bands (i.e., BTD [3.9,
10.8]) results in large differences during the dust load sessions, which can act as an
indicator to trace the dust pixels in the satellite imagery. At 3.9 µm the observed
radiance is the result of both solar radiation and earth emission during daytime.
During night time the observed radiance is a consequence of earth emitted radiation
only. Hence, the threshold identified for extracting dust storms during daytime is not
valid for night time.

During the process of dust pixel detection, the process of cloud masking is desir-
able. Toward this, one can take advantage of high reflectance by clouds in the visible
channel. Similarly, the BT values will be less than 273 K at 10.8µm thermal infrared
channels for clouds.

Figure 16.8 shows the detectability of dust storms from INSAT-3D/3DR sensors
using BTD indices from the thermal and mid-infrared region; the examples shown
here are the massive dust storm lived from 12 to 17 June 2018 in the Indian sub-
continent.

There exist limitations in dust detection algorithms. Primarily the determination
of the threshold values depends on the event’s time (day or night) and the region;
to overcome these limitations, researchers proposed threshold-free dust storm detec-
tion index (Jebali et al. 2021) still they are dependent on sensor specifications. The
effectiveness of the dust detection indices can be validated using Aerosol Optical
Depth (AOD) information obtained from other space-borne sensors. Alternatively,
one can validate the efficacy of dust detection algorithms using the aerosols vertical
profiles obtained from space-borne CALIPSO LiDAR data (Chhabra et al. 2021; Li
et al. 2021; Wang et al. 2021).

Researchers have harnessed MODIS data to detect dust storm studies because
of its higher spatial and spectral resolution, but due to the shorter lifetime of dust
storm event (of course due to their large spatial coverage), geostationary satellites
with high temporal resolution that acquires synoptic view of Earth are proven to be
capture variations of dust storms (Li et al. 2021).

For the Indian sub-continent, a combination of data sets from INSAT-3D/3DR
yields to detect variations of dust storms for every 15 min; this enables to detect of
the directionality of dust storms and helps predict the course of dust storms using
relatedmeteorological parameters likewind vectors. Recently, there has been a thrust
to adopt machine learning techniques coupled with space-borne sensors to detect
dust storms (Boroughani et al. 2020; Shi et al. 2020; Ebrahimi-Khusfi et al. 2021).
Similarly, as the first step toward informing the community about the occurrence
of a dust storm, it is important to identify the source of dust storm origin; in this
direction, there exists scope for further research to effectively perform numerical
weather predictions in sync with the EO systems.
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Fig. 16.8 Massive dust storm that lived between 12 and 17 June 2018 and its detection using
INSAT-3D/3DR data by computing various Brightness Temperature Differences (BTD) techniques.
a Dust storm as seen in visible band of INSAT-3D acquired on 14 June 2018 at 11:30 h. b BTD
[10.8, 12.0] showing blackish pixel values corresponding to dust pixels indicating negative values.
c Successful detection of dust pixels using indices generated from BTD [10.8, 12.0], BTD [3.9,
10.8], and Infrared Difference Dust Index (IDDI) with its previous 12 days period
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16.4 Summary

Disasters associated with deserts pose a major threat not only to the dependent
inhabitants but also affect flora and fauna associated with the arid and semi-arid
regions. As such, the process of desertification removes the top layers of soil so
that the usual rangeland species cannot regenerate. The harsh environment and
climatic conditions of arid and semi-arid regions provoke various disasters asso-
ciated with aeolian mechanisms, chemical and biological phenomena. Chiefly, the
disasters associated with the deserts are droughts, flash floods (rarely), salt weath-
ering, dust storms, and insect migrations. Most of the disasters originating from
deserts result in transboundary hazards risks. This chapter discussed two disasters
associated with the desert ecosystems in which the geospatial technologies can take
the lead for implementing successful interventions.

Crop and rangeland damage due to desert locusts with voracious appetites is a
great threat to regional and global food security. Stages of desert locust’s life cycle
include egg, nymph to hopper, and adult; usually spent in two different phases termed
solitarious and gregarious. Understanding the environment and climatic variables
associated with the life cycles stages of desert locusts enables us to map and monitor
the habitat locations, their development, and movement. The availability of these
associated environmental and climatic variables from EO systems and numerically
computed algorithms enables to establishment of early warning systems through
which one can successfully perform control operations to eradicate locusts. Chiefly,
the data associatedwith soil type, precipitation, temperature, vegetation,wind param-
eters, and soil moisture conditions are highly useful during the monitoring of desert
locusts. Similarly, wind parameters like wind speed and wind direction are highly
useful to perform heuristic prediction of swarm migration and thus, regional level
threat maps can be generated. However, for high precision of desert locust mapping
and monitoring, there is need for high-resolution data in terms of soil moisture and
climatic variables. Technical innovations in EO systems, numerical weather predic-
tion algorithms, machine learning, drones, and entomological radars can advance the
predictability of locust habitats and their development.

Dust storms originating from desert regions have several impacts on the environ-
ment, including radiative forcing and biogeochemical cycling by transporting mate-
rial over thousands of kilometers through aeolian-associated processes. Satellite-
based monitoring of dust storms is feasible since ground-based observations are
restricted in space and time. Indices based on brightness temperature differences are
effective in detecting dust pixels. Data from EO systems with high temporal reso-
lution can help us operational monitor dust storms and accordingly disseminate the
information on the directionality of dust storms to the community. Further under-
standing on detecting the origin of dust storms and toward this research activity
based on numerical weather computing and machine learning algorithms has to be
emphasized.
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Chapter 17
Satellite-Based Terrestrial
Evapotranspiration Product for India
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P. Madhavi, K. Abdul Hakeem, P. V. Raju, V. V. Rao, and C. S. Jha

Abstract Evapotranspiration (ET) is the major component of the terrestrial
water cycle. Information on ET will help monitor crop water requirement, crop
phenology & production, and better irrigation water management. Despite its impor-
tance, ET’s near-real-time estimation at a varied spatial and temporal scale is not
available. Different types of instruments are used to measure ET, which includes
simple Lysimeter to more complex eddy covariance flux towers. However, for oper-
ational estimation of ET at a regional scale, methods like crop models or remote
sensing-based techniques provide a reliable alternative. Estimation of ET using the
remote sensing technique uses the various geophysical and biophysical parameters
collected from the satellite platform. The satellite platform enables to estimate ET
over a large area at a frequent time interval with reliable accuracy levels acceptable
for several applications. This chapter discusses the different methods of deriving the
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ET and the justification for adopting the Priestley Taylor algorithm. It also describes
the methodology of deriving the terrestrial ET in a near real-time basis and discusses
the intra-seasonal dynamics and comparison with the field ET data.

Keywords Evapotranspiration · Priestley Taylor algorithm · Net radiation · Land
surface temperature · Vegetation index

17.1 Introduction

Water is a very important constituent for the existence of life on earth. It is very
dynamic by changing its forms from solid, liquid, and vapor during the hydrologic
cycle. Net radiation from the Sun is the major driver of this phase transformation
(Allen et al. 2007). Themajor components of the hydrological cycle are Precipitation
and Evapotranspiration (ET). While precipitation is the downward flux of water, ET
is the upward flux of which is the major and important component of the terres-
trial hydrological cycle (Penman 1948). The flow of energy and water exchange
between hydrosphere, atmosphere, and biosphere is enabled through evapotranspi-
ration process (Priestley and Taylor 1972; Monteith 1973; Sellers et al. 1996). ET
thus becomes quantitatively the second-largest component of the hydrological cycle
after precipitation (Mu et al. 2013; Korzoun et al. 1978; L’vovich and White 1990).
ET is defined as an integrated term involving processes during which surface water
and soil moisture get converted into atmospheric water vapor (Dingman 2002).

Agriculture and forests, which consume most of the global freshwater are the
major contributors of terrestrial evapotranspiration (Biggset al. 2015; Hoekstra and
Mekonnen 2012; Shiklomanov 2000). To monitor crop water requirement, improved
irrigation water management, crop phenology, and production estimation require
information on ET (Glenn et al. 2011). Despite its importance, ET’s near-real-time
estimation at a varied spatial and temporal scale is not available. Different types of
instruments are used to measure ET, which includes Lysimeter, which estimates ET
over a spatial scale from ~1 m and up to ~10–1000 m using eddy covariance flux
towers (Biggs et al. 2015). However, for operational estimation of ET at a regional
scale, methodologies like the crop models or the remote sensing-based technology
provide a reliable alternative. Estimation of ET using the remote sensing technique
uses the various geophysical and biophysical parameters collected from the satellite
platform. The satellite platform enables estimation ET over a large area, at frequent
time intervals with reliable accuracy levels acceptable for several applications (Biggs
et al. 2015; Glenn et al. 2007; Melesse et al. 2008). This chapter describes India’s
derivation of the operational satellite-based terrestrial ET at a spatial resolution of
5.5 × 5.5 km2 on a daily time interval.
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17.2 Theoretical Background

Evapotranspiration is the process by which the water from the soil and vegetation
gets transported from the earth to atmosphere. In this process, the energy also gets
transported from land to the atmosphere. The main drivers for this process are (i)
solar energy, (ii) vapor pressure gradient between the evaporating surface and the
atmosphere, and (iii) the resistance that the land cover offers to the process. The entire
process of evapotranspiration can be defined as the residual of the energy balance
model for the land surfaces

λE = Rn − G − H (17.1)

where

λE is the latent heat flux (W/m2),

Rn is the net radiation (W/m2),

G is the soil heat flux (W/m2) and

H is the sensible heat flux (W/m2).
Theoretically, estimation of ET can be carried out using

• Mass balance methods
• Energy balance methods
• Combination of mass and energy balance methods.

The ET assessment can be derived using field instruments like the Lysimeter, eddy
covariance flux tower, and Scintillometer (French et al. 2012; Petropoulos et al. 2013;
Swinbank 1951). These instruments provide direct measurements of ET. However,
these measurements represent a spatial scale from a few meters in Lysimeter to a
few hundred meters in case of eddy covariance flux towers. The major constraint
with this method is that it is prohibitively costly, requires continuous maintenance,
and may not bring out the spatial variability of ET (Ershadi et al. 2013). To assess
ET at a regional scale, empirical/statistical methods can be used to upscale the point
measured ET to large scales with earth observation proxies (Glenn et al. 2008a, b;
Jung et al. 2011; Nagler et al. 2009). ET estimated using empirical models uses
minimal weather parameters to compute ET (Shahidian et al. 2012). Blaney-Criddle
method (Blaney and Criddle 1950; Brooks et al. 2012; Hargreaves-Samani 1985)
uses just the temperature to estimate the ET. Another way to assess ET at a regional
scale are the physical models which estimates ET as a residual of the energy balance
components (Bastiaanssen et al. 1998a, b, 2005; Overgaard et al. 2006; Ma et al.
2002; Allen et al. 2007). Physical models use the meteorological parameters and
remotely sensed inputs to estimate the energy fluxes. The energy balance approach
is based on the principle that the net energy exchange is considered constant between
water, earth, and atmosphere (Brooks et al. 2013).
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The three coupled equation that governs the energy partitions at the earth’s surface
are

H = ρcp
Ts − Ta

ra
(17.2)

λE = ρcp
γ

esat − e

ra + rs
(17.3)

A′ = Rn − �S − G = H + λE (17.4)

where,

H is the sensible heat flux (W/m2),

λE is the latent heat flux (W/m2),

A′ is the available energy (W/m2),

Rn is the net radiation (W/m2),

G is the soil heat flux (W/m2),

�S is the heat storage flux (W/m2),

ρ is air density (kg/m3),

cp is the specific heat capacity of air (~1.013 kJ/kg/K),

Ts, Ta is the aerodynamic surface and air temperatures (K),

ra is the aerodynamic resistance (s/m),

esat, e is the water vapor pressure at the evaporating surface and in the air (kPa),

rs is the surface resistance to evapotranspiration, which is an effective resistance to
evaporation from land surface and transpiration from the plant canopy.

The psychrometric constant γ is given by

γ = cp × Pa × Ma/(λ × Mw) (17.5)

where

Ma and Mw are the molecular masses of dry air and wet air and

Pa is atmospheric pressure (kPa).
Several operational energy balance-based ET or λE retrieval algorithms have

been developed in the last four decades. The Surface Energy Balance Algorithm for
Land (SEBAL), (Bastiaanssen et al. 1998a), Surface Energy Balance System (SEBS)
(Su et al. 2002), Mapping Evapotranspiration at high Resolution with Internalized
Calibration (METRIC) (Allen et al. 2007), Atmosphere-Land Exchange Inversion
Model (ALEXI) (Norman 1995)and Two Source Model (TSM) (Kustas and Norman
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1999)models are used to estimate ET using the surface energy balance principle. The
basis of these models is either the Penman–Monteith equation or the Priestley-Taylor
(P–T) equations with different assumptions associated with the respective model.

17.3 Study Area and Data Used

17.3.1 Study Area

The entire Indian sub-continent enveloped between 5° and 38° latitude and 66°–104°
longitude is considered for this study. The study area has diverse agro-climatic condi-
tions providing a wide range of precipitation and temperature regimes. The varied
agroecosystem across the country will help us assess the unique evapotranspiration
cycles of a region.

17.3.2 Data Used

The major input data used in this study can be categorized as meteorological data
and satellite data.

17.3.2.1 Meteorological Data

The two main meteorological data required for resolving the energy balance tech-
nique adopted in this study (Priestley-Taylor method) are the air temperature and the
dew point temperature. The temperature data used in this study is from theAutomatic
Weather Station (AWS) network of the India Meteorological Department (IMD).

The temperature data measured across the country by the AWS is then pushed to
the Climate Data Analysis System (CDAS) at the National Remote Sensing Centre
where it is processed, archived, and disseminated. If the IMD stations, which are the
primary source, are non-functional within the Indian boundary, the meteorological
data from the National Centers for Environmental Prediction (NCEP) reanalysis
daily average data is used. The temperature data is lapse rate corrected using the
CARTODEM data. The lapse rate fixed temperature data are interpolated, and the
spatial air temperature and dewpoint temperaturemaps are derived. Table 17.1 shows
the details of the meteorological data used in this study.
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Table 17.1 Details of the air and dew point temperature

Weather data for ET estimation Primary
source

Temporal
resolution

Spatial
resolution

Data
availability

Air temperature Primary
Input

IMD station
point data

Hourly Point data April 2012
onwards

Secondary
Input

NOAA
Gridded data
(CPC)

Daily 0.5 decimal
degree

1979
onwards

Dew point
temperature/relative
humidity

Primary
Input

IMD station
point data

Hourly Point data April 2012
onwards

Secondary
Input

NOAA
Gridded data
(NCEP
reanalysis)

Daily 2.5 decimal
degree

1948
onwards

17.3.2.2 Satellite Data

The satellite data products that are used in the implementation of the P–T algorithm
are

• Insolation (INSAT 3D & 3DR)
• Outgoing Longwave Radiation (INSAT 3D & 3DR)
• Normalized Vegetation Difference Index (NDVI) (Soumi-NPP)
• Land Surface Temperature (LST) (Soumi-NPP)
• Albedo (Soumi-NPP)
• Cloud Mask (Soumi-NPP).

17.3.2.3 Insolation

Solar insolation can be defined as the amount of solar radiation that reaches the earth’s
surface. The solar radiation which reaches the earth’s surface after being attenuated
by different constituents of the atmosphere is the primary form of solar insolation.
The second form of solar insolation is diffused insolation, where the solar radia-
tion reaches earth after scattering. In this study, the insolation product of the Indian
National Satellite System (INSAT) 3D satellite system is being used. The insola-
tion data is downloaded from the Meteorological & Oceanographic Satellite Data
Archival Centre web portal (https://mosdac.gov.in) of Space Application Centre,
ISRO. The insolation product is available at a daily time interval with a spatial reso-
lution of 4 × 4 km with an accuracy of 90%. The detail of the INSAT 3D Insolation
product is discussed in detail in the ATBD (http://www.mosdac.gov.in).

https://mosdac.gov.in
http://www.mosdac.gov.in
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17.3.2.4 Outgoing Longwave Radiation

The Outgoing Longwave Radiation (OLR) is one of the important components of
the net radiation budget. A considerable amount of energy is dissipated through the
longwave radiation from the earth’s surface which is responsible for the temperature
of the atmosphere and earth (Singh 2013). The OLR can be defined as the thermal
radiation ranging from 4 to 100 μ which are emitted through the earth-atmosphere
to outer space (Singh 2013). An algorithm to estimate the OLR from the INSAT-
3Dimager has been developed under the framework of the INSAT Meteorological
Data Processing System (IMDPS). The detailed methodology on the derivation of
OLR product is described in the ATBD document (https://mosdac.gov.in). The algo-
rithm uses the INSAT 3D data to derive the 4 × 4 km OLR products operationally
over the Indian Sub-continent (Singh 2013). The pixel value of OLR product values
ranges from 50 to 400 W/m2 with an accuracy of 3%.

17.3.2.5 Normalized Difference Vegetation Index

The Soumi-NPP’s (S-NPP) Visible Infrared Imaging Radiometer Suite (VIIRS)
instrument daily Vegetation Index (VI) product is used in the analysis. The top of the
canopy reflectance data in the red region (0.6–0.68 μm) and Near-Infrared Region
(NIR) (0.85–0.88 μm) from the Visible Infrared Imaging Radiometer Suite (VIIRS)
onboard S-NPP are used in the derivation of NDVI. The NDVI products for VIIRS
are defined by:

NDVI = ρnir − ρred

ρnir + ρred
(17.6)

where ρnir and ρred are the directional reflectance in the near-infrared and red region,
respectively (Godin, 2014).

17.3.2.6 Land Surface Temperature

The S-NPP VIIRS Land Surface Temperature (LST) gives the skin surface tempera-
ture of the land surface. The brightness temperature of the two thermal bands (10.8,
12 μm), are used in the split-window algorithm to derive LST for each land cover
type. Under most optimal conditions, another dual split-window algorithm that uses
four thermal brightness temperatures bands (10.8, 12, 3.75, and 4.005 μm) is used
to retrieve LST. Under clear-sky conditions, the dynamic range of LST extends from
213 to 343 °K with an accuracy of 1.4 °K (Baker, 2013).

https://mosdac.gov.in
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Table 17.2 Input satellite
data for the Priestley-Taylor
algorithm

Parameter Source Temporal
resolution

Spatial
resolution

Land surface
temperature

NPP Suomi Daily 750 m

Outgoing
longwave
radiation

INSAT
3D/3DR

30 min 4 km

Insolation INSAT
3D/3DR

30 min 4 km

Cloud mask NPP Suomi Daily 750 m

NDVI NPP Suomi Daily 375 m

Albedo NPP Suomi Daily 750 m

17.3.2.7 Cloud Mask

Most optical remote sensing application requires accurate cloud pixel information.
The VIIRS Cloud Mask (VCM) Intermediate Product (IP) has been developed for
use with S-NPP, VIIRS Environmental Data Record (EDR) products. A number of
cloud detection algorithms to determine the cloud pixel are implemented to provide
information on cloud confidence of (i) confidently cloudy, (ii) probably cloudy, (iii)
probably clear, and (iv) confidently clear. It also includes information on the phase
of the cloud, such as (i) water, (ii) supercooled water or mixed phase, (iii) opaque
ice, (iv) non-opaque ice or overlapping cloud (Pavolonis and Heidinger 2004).

17.3.2.8 Albedo

Albedo is defined as the ratio of the reflected radiant energy to the incoming solar
irradiation generally expressed in percentage. It is an important parameter in the net
radiation budget, weather prediction models, and climate change studies. The net
short wave incoming radiation is a function of albedo, and hence it is an important
parameter in the estimation of ET. In this study, the Land surface albedo (LSA),
derived from VIIRS using the dark pixel sub-algorithm (DPSA) and the bright pixel
sub-algorithm (BPSA), was used to retrieve the LSA.

Table 17.2 gives the consolidated details of the satellite-based input parameters
used in the derivation of ET.
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17.4 Methodology

Priestley Taylor’s algorithm is a simplification of the Penman–Monteith equation
(Priestley and Taylor 1972). The P–T method reduces the parameterization of aero-
dynamic and surface resistance and only uses the air temperature and dew point
temperature without decreasing the accuracy of the AET estimates (Fisher 2008; Jin
2011; Priestley and Taylor 1972; Yao et al. 2015).

17.4.1 Priestley-Taylor Algorithm

In this study, the Priestley-Taylor algorithm has been used. The Priestley-Taylor
algorithm for estimating the latent heat flux under saturated surface under conditions
of minimal advection (λEPT) is given by

λEPT = α

[
�

(� + γ )

]
(Rn − G) (17.7)

Under the saturated soil moisture conditions, the Priestley-Taylor coefficient (α)
takes a value of 1.26 (Ai and Yang 2016; Priestley and Taylor 1972; Parlange and
Katul 1992). However, several studies have indicatedα varies over thewhole growing
season for different crops and soil moisture conditions (Castellvi et al. 2001; Diaz-
Espejo et al. 2005; Kustas et al. 1996; Lei and Yang 2010; Zhang et al. 2004). Under
dry & hot weather and strong wind conditions, advection is common (Brutsaert
1982). Under such conditions, α is expected to increase from 1.6 to 1.8 (Castellvi
et al. 2001; Flint and Childs 1991; Pereira 2004). Although 1.26 has been reported
universally for open water surface, those values have not been necessarily obtained
over bare soil or vegetated surface with unlimited soil water supply (Priestley and
Taylor 1972).

Several studies, however, have used the thermal region of the electromagnetic
spectrum to assess the crop stress, ET, and soil moisture deficiency (Carlson et al.
1994; Jackson et al. 1981; Jiang and Islam 2001, 2003, 1999; Moran et al. 1994;
Price 1990). If the area under study is large enough to accommodate variability in
the soil moisture and vegetation cover condition, the Surface Temperature (Ts) and
Vegetation Index (VI) triangle space could provide better information on surface soil
moisture status and crop water stress (Gillies et al. 1997; Nemani and Running 1989;
Price 1990).

In the LST—VI triangle space given in Fig. 17.1, the LST is negatively correlated
to VI along the upper boundary of the triangle space, which is called the dry edge,
while the lower boundary is parallel to x-axis, which is called the cold edge (Sun
et al. 2012). The LST—NDVI space interpretations elaborately dealt in (Sandholt
et al. 2002). The triangle shape of the LST—NDVI space is influenced by Frac-
tional vegetation cover, Evapotranspiration, Thermal properties of the surface, Net
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Fig. 17.1 Conceptual plot of LST-NDVI triangle

radiation, Atmospheric forcing, and surface roughness and interaction among these
factors (Sandholt et al. 2002). The cold edge represents that there are potential evap-
otranspiration conditions with unlimited water supply while the warm upper edge
represents that there is a limitation in water supply resulting in lesser evapotranspi-
ration and more energy is available as sensible heat (Sandholt et al. 2002; Sun et al.
2012).

The Priestley-Taylor coefficient α is replaced by a coefficient αe which accounts
for a wide range of aerodynamic and crop resistance (Jiang and Islam 2001; Kalma
et al. 2008). Using the scatter of LST andNDVI, under the full ranges of soil moisture
availability and varied vegetation cover, αe is derived. Here αe overcomes the param-
eterizations of aerodynamic and surface resistance without decreasing the accuracy
of the AET estimates (Fisher 2008; Jin 2011; Priestley and Taylor 1972; Yao et al.
2015). The LST-NDVI scatter plot is used to derive the αe value using simple linear
interpolation between the warm and cold edge of the triangular distribution. The
parameterization of αe in this study has the same assumption of Jiang and Islam
(2001), which is (Kalma et al. 2008):

αe max = 1.26 for the densely vegetated andwell - watered pixel and

αe min = 0 for the driest bare soil.

Hence the estimation of actual αe value for each pixel using a NDVI image and
its corresponding LST image is given by

αe = αemax[ LSTmax − LSTi ]/[LSTmax − LSTmin] (17.8)
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where the LSTmax and LSTmin are the value of LST in the warm and cold edge for
the corresponding NDVI which corresponds to the lowest and highest evaporation
rates, respectively.

LSTmax = a + b NDVImax (17.9)

LSTmin = a′ + b′ NDVImin (17.10)

where NDVI is the normalized difference vegetation index, a and b are the intercept
and slope of the linear warm edge and a′ and b′ are the intercept and slope of the linear
cold edge. The values of a, b, a′, and b′ are estimated over the study area with soil
moisture ranging from field capacity to wilting point and vegetation density ranging
from sparse vegetation to dense vegetation.

17.4.2 Net Radiation

Earth’s net radiation is the sum of the net shortwave radiation and the net longwave
radiation and is given by Eq. 17.11.

Rn = RS↓ − RS↑ + RL↓ − RL↑ (17.11)

where, RS↓ denotes the incoming shortwave radiation (W/m2), RS↑ denotes the
reflected shortwave radiation (W/m2), andRL↓ andRL↑ are the incoming and outgoing
longwave radiations (W/m2), respectively. These are the four components of net radi-
ation. Net radiation can also be defined as the difference between the total upward
and downward radiation fluxes. The net energy available at the earth’s surface can
be termed net radiation.

The four components of net radiations are explained in the following sections.

17.4.3 Net Shortwave Radiation

The net shortwave radiation is defined as the difference between the incoming and
outgoing shortwave radiation (RNS = RS↓ − RS↑).

RNS = Rsi(1 − α) (17.12)

where RNS is the net shortwave radiation, α is the shortwave band albedo estimated
from the reflectance data of NPP-Suomi data as given in Liang (2001). Rsi is the
solar insolation which is solar radiation that reaches the earth’s surface directly
without being attenuated by different constituents of the atmosphere likewater vapor,
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ozone gas, aerosol particles, other air molecules, cloud, and fog. This study uses
the insolation product derived from the Indian National Satellite System (INSAT)
satellite system. The detail of the data and the algorithm used to derive the insolation
product is given in the ATBD document (Bhattacharya 2015).

17.4.4 Net Longwave Radiation

The difference between incoming and outgoing longwave radiation is net longwave
radiation, and it is expressed as:

L∗ = L↓ − L↑ (17.13)

17.4.5 Incoming Longwave Radiation

The downward longwave radiation is influenced by the atmospheric condition. The
major atmospheric parameters that influence the downward longwave radiations are
atmospheric temperature, atmospheric humidity, and the presence of other gases.
Longwave radiation occurs due to water vapor, aerosol particles in the 3–100 μm
bands. Prata (1996) developed a parameterization scheme for downward longwave
radiation using vapor pressure and air temperature. The procedure for estimating net
longwave radiation is given in Eqs. 17.14–17.20. This approach is valid for clear-sky
conditions only.

RL ↓= εa .σ.T 4
a (17.14)

where,

εa = (1 − (1+ ∈) exp(−(1.2 + 3ε)0.5 (17.15)

ε = 46.5 ∗ e0
Ta

(17.16)

∈a—Air emissivity

Ta—Air temperature

σ—Stefan-Boltzmann Constant,5.67 × 10−8 W
m2K4 .

The screen level vapor pressure is estimated from Clausis-Clapeyron equation for
vapor pressure given in Eq. 17.17.
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e0 = 6.11 exp

(
Lv

Rv

(
1

T0
− 1

Td

))
. (17.17)

Latent heat of vaporization,Lv = 2.5 × 106 J/Kg
Gas constant for water vapor, Rv = 461 J/KgK

T 0—Mean air temperature

Td—Mean dew point temperature.
Air temperate and dew point temperature data is corrected with lapse rate data as

given in Eq. 17.18.

θa = Ta(Po/Pz)
R/mCP (17.18)

where,

Pz = Po[Tb/(Tb + λz)](mg/λR) (17.19)

θa—Sea Level Potential Temperature (°K)

Ta—Air Temperature (°K)

Po—Sea level pressure (1.0 × 105 (Pa))

Pz—Air pressure at elevation z (m)

R—Gas constant (8.3143 J/mol°K)

m—Molecular weight of dry air (0.02897 kg/mol)

Cp—Specific Heat of dry air at constant pressure (1005 J/Kg °K)

Tb—Sea level temperature (300 °K)

Z—Station elevation (m)

λ—Assumed temperature lapse rate (−0.0065 °K/m)

g—Acceleration due to gravity (9.80616 m/s2).
The air temperature and the dew point temperature were used from the Climate

Date Analysis System which processes and archives the weather data received from
the IMD automatic weather station network across the country.

17.4.6 Outgoing Longwave Radiation

The emitted thermal radiation between 4 and 100 μm from the earth’s surface
and atmosphere into outer space is defined as the Outgoing Longwave Radiation
(OLR). The outgoing longwave radiation is also estimated using Stefan-Boltzmann
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law considering earth emissivity and land surface temperature (Singh 2013). The
energy absorbed by the earth’s surface during daytime is radiated back to the atmo-
sphere in the form of longwave radiation (L↑). The OLR radiated back to the atmo-
sphere depending on the temperature of the radiating surface. The OLR is defined in
Eq. 17.20.

L↑ = σεsT
4
s (17.20)

where,

L↑—Outgoing Longwave Radiation (OLR) W/m2

σ—Stefan-Boltzmann constant

εs—Calculated surface emissivity

Ts—Land Surface Temperature (LST), Kelvin.
The OLR data product from Meteorological Oceanographic Satellite Data

Archival Centre (MOSDAC) was used in this study. The net radiation is estimated
for the clear-sky condition. Instantaneous radiation for each satellite time pass is
estimated, and daily average net radiation product is derived for each pass. A daily
average net radiation value varies across the country and mainly depends on the
season and latitude.

17.4.7 Soil Heat Flux

Several empirical models have been proposed which estimate soil heat flux from
biophysical parameters like NDVI, albedo, and LST (Sun et al. 2013). The different
empirical methods are used to estimate the soil heat flux iteratively. Soil Heat flux
is empirically estimated using as a function of LST, albedo, and NDVI (Sun et al.
2013). Different iterative methods are studied to determine the soil heat flux over
Indian region and the methodology adopted by Bastiaanssen et al. (1998a) is used
for the estimation of soil heat flux in this study.

G

Rn
= TLST

α

[
0.0032α + 0.0064α2

][
1 − 0.98NDVI4

]
(17.21)

where,

G—Soil heat flux

Rn—Net radiation

TLST—Land surface temperature (°C)

α—Land surface albedo
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NDVI—Normalized Difference Vegetation Index.

17.4.8 Slope of Saturated Vapor Pressure Curve

The saturation vapor pressure (e°(T)) is the pressure at which equilibrium is reached
between the water molecules escaping and returning to the liquid phase. The slope
of the saturated vapor pressure curve is a function of the temperature. At low temper-
atures, the slope is milder while at higher temperatures, the slope is large for a small
change in temperature. The saturation vapor pressure curve slope is an important
parameter in describing vaporization and is given in Eq. 17.22 (Allen et al. 1994).

� = 2503.058

(237.3 + T )
exp

{
17.27T

T + 237.3

}
(17.22)

where

�—Slope of saturated vapor pressure at a certain air temperature T.

17.4.9 Psychrometric Constant

Psychrometric constant is the ratio of specific heat of moist air at constant pressure,
Cp to Latent heat of vaporization (Campbell 1977). When atmospheric pressure is
expressed in terms of elevation, γ can be estimated as a function of elevation and air
temperature (Kotoda 1986). The psychrometric constant, γ is estimated by Eq. 17.23.

γ = CpP

ελ
= 0.665 × 10−3P (17.23)

where,

γ—Psychrometric constant (kPa/°C)

P—Atmospheric pressure (kPa)

L—Latent heat of vaporization, 2.45 (MJ/Kg)

cp—specific heat at constant pressure, 1.013 × 10−3 (MJ/Kg °C)

ε—Ratio molecular weight of water vapor/dry air = 0.622.
When atmospheric pressure is expressed in terms of elevation, γ can be calculated

as given in the equation (Kotoda 1986)

γ =
[
1005

(
1013.25 − 0.11986E + 0.000005356E2

)]
[622(2501 − 2.3T )]

(17.24)



396 K. Chandrasekar et al.

where

γ—Psychrometric constant

T—Air temperature.

17.4.9.1 Estimation of Latent Heat Flux

After incorporation of the Priestley-Taylor parameter (αe) Eq. 17.25 will be

λETPT = αe

(
�

(� + γ )

)
(Rn − G) (17.25)

where

λET PT is the latent heat flux,

αe is the Priestley-Taylor parameter,

� is the slope of the saturation vapor pressure curve,

γ is the psychrometric constant,
Rn is the net radiation and.

G is the surface soil heat flux.
While determining the dry edge and cold edge in the NDVI-LST triangle space,

care should be taken to satisfy the following condition in selecting points for the
triangle space. A complete range of surface conditions (extreme dry to extreme wet)
is ensured on the selected domain. Contaminations of clouds and atmospheric effects
have to be removed. Figure 17.2 shows the overview of the Priestley-Taylor algorithm
for deriving the operational ET product.

17.4.9.2 Instantaneous Values to Daily Average Flux Value Estimation

The instantaneous values of the latent heat flux estimated from the satellite platform
are integrated into the daily average values for the estimated fluxes. For the daily
estimation of instantaneous fluxes, the sinusoidal model is used (Bisht et al. 2005)
as given in Eq. 17.26.

DAV = 2INV

π sin
((

toverpass−trise
tset−trise

)
π

) (17.26)

where,
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Fig. 17.2 Process flow diagram for operational ET product generation

DAV—Daily Average Variable

INV—Instantaneous variable

toverpass—Satellite overpass time

trise—1 h after local sunrise time

tset—1 h before local sunset time.
For operational product generation, sunset and sunrise time for each pixel is

estimated from the procedure given in NOAA manual (GML 2020).

17.5 Results and Discussions

From themethodology presented in Sect. 17.4, P–T parameter (α) and energy balance
components are estimated over the Indian region at a grid resolution of 5.5 km2. An
automated NDVI and LST scatter plot was used to define the warm and cold edge
to estimate the αe. Latent heat flux and other surface energy balance components are
estimated for the daily satellite passes.
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Warm edge 

Cold edge 

Fig. 17.3 Warm and cold edge derived from Suomi NPP NDVI and LST data

17.5.1 Intra-Seasonal Variations of Warm and Cold Edge

The P–T parameter (α) is sensitive to the warm and cold edge, and hence the accurate
estimation of the warm and cold edge is essential. The warm and cold edge derived
for a different time period of the year was used to derive the P–T parameter and
evaluated. The warm edge is determined with best fit line of maximum LST values,
and cold edge is determined with mean of minimum LST values in the given NDVI
range in Fig. 17.3. The NDVI greater than 0.2 is considered for fitting the cold edge
as values below 0.2 NDVI indicates non-vegetative features. Figure 17.4 shows the
one-year intra-seasonal dynamics of warm edge (slope & intercept) and cold edge.
The warm edge slopes are negative and have a higher degree of slope during the
summer months from March to June and a milder slope during the cooler months.
The intercepts also have higher values during the summer and lower values during
the winter. The dynamics of the cold edge indicate that the cold edge values increase
during the summer months and decrease during the cooler months of the year.

17.5.2 Seasonal Variation of AET Over India

Figure 17.5 shows the monthly AET over India during the year 2019. The derived
products observe seasonal transitions in AET values throughout the year. The AET
values of the northern plains of India are higher during January to March. These
regions grow the rabi (winter) crop, and hence the AET was higher in these regions.
During the months of April, May, and June the AETwas elevated in North-East India
and the Western coast of India. These are due to the many thundershowers received
over the forested regions of these parts of the country. From July to October, the AET
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Fig. 17.4 Intra-seasonal variation of warm edge (slope & intercept) and cold edge

is observed to be higher throughout the country due to the Kharif (summer) cropping
season. During November and December, the southern peninsular of India, which
receives North-East monsoon and its coinciding unique cropping season, results in
higher AET in this region. The low level of AET is consistently observed in the
Western Rajasthan and parts of Maharashtra due to the sparse vegetation there. The
analysis shows that the derived AET follows the country’s established cropping
seasons and rainfall pattern (Fig. 17.6).

To analyze the dynamics of AET with different Land Use Land Cover (LULC)
classes, the mean and standard deviation of the AET for each of the LULC classes
was derived. The 1:250 K LULC map derived under NR Census program of NRSC,
ISROwas used in this analysis. The major LULC classes considered for this analysis
are (i) Kharif crop, (ii) Rabi crop, (iii) Double/triple crop, (iv) Plantation, (v) Ever-
green forest, (vi) Deciduous forest, (vii) Degraded/scrub forest, (viii) Grassland and
(ix) Shifting cultivation. Figure 17.6 shows the box plot of the monthly average AET
for each LULC class of India. It can be observed that during kharif cropping season,
the AET increased from June and peaked during the month of August/September.
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Fig. 17.5 Monthly dynamics of AET over the Indian region during 2019
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Fig. 17.6 Box plot of monthly average AET for different LULC classes over India
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The yearly AET profile of kharif cropping season exhibited unimodal curve. The
AET profile of Rabi/double-cropped area exhibited two peaks, the first one during
February/March and the second peak during August/September. Zaid land cover
shows maximum AET obtained in summer and monsoon months. Over plantation
land cover, AETgradually increases fromwinter tomonsoon and decreases gradually
until winter. Evergreen forest AET is less in winter while other seasons are almost
constant. Deciduous forest and scrubland AET values show an increase during the
monsoon months only. While the deciduous forest AET decreases from the peak are
more gradual, the scrubland AET decreases sharply. Grassland and shifting cultiva-
tion shows a gradual increase in AET values from winter, reach a peak in monsoon
season, and gradually decrease again. Data showsminimumAET values are obtained
in the winter months, while AET estimates are higher in monsoon and post-monsoon
season. The seasonal dynamics of satellite-based AET estimates are in line with the
seasonal rainfall and vegetative phenological changes experienced over India.

17.5.3 Statistical Comparison of Spatial Estimates
for Crop-Specific Land Covers in India

To assess the accuracy of satellite-derived P–T AET estimation, the results are vali-
dated using open-path eddy covariance measurements of the Central Institute for
Cotton Research (CICR), Nagpur. It has a cotton-jowar cropping system under a hot
sub-humid climate system. CICR is situated at 303 m above sea level and has a hot
sub-humid climate system with an average height of canopy of 1–1.25 m.

For comparison with model estimates, half-hourly measurements from Eddy
Covariance (EC) tower are integrated over day length.Model estimates are compared
with ground measurements for cloud-free days between April 2019 to March 2020.
Figure 17.7 shows the time series plot of EC measured AET and the P–T estimated

Fig. 17.7 Temporal variation of measured and estimated AET at CICR Nagpur
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Fig. 17.8 Scatter plot
between 10 days average EC
and P–T estimated AET

AET. It can be observed that the P–T AET is closely following EC AET except
during the senescence phase of Kharif crop.

Figure 17.8 shows the regression analysis was carried out between the P–TAET is
closely following EC AET. There is an excellent linear agreement between EC AET
and P–T AET values. There is a marginal underestimation of P–T AET values when
compared to EC AET. This may be due to larger footprint of the satellite-derived
AET. There are also uncertainties associated with the eddy covariance measurements
due to instrument calibration, post-processing of data, and confined fetch area of the
instrument. It is planned to validate P–T AET with more flux tower observations
spread across different agro-ecosystems in the future.

17.6 Summary

Actual ET estimates are required for many water resource and agricultural sector
applications. Although it is a critical parameter, the availability of regional level
estimation over a daily time scale is very limited. The surface energy balance-based
Priestley Taylor method is used to estimate the daily AET for India. The major
advantage of this methodology is that it avoids the parameterizations of aerodynamic
and surface resistance without decreasing the accuracy of the AET estimates. The
P–T model-derived AET captured the seasonal dynamics of the cropping season
across the country. Comparison of the model-derived AET with the EC tower data
shows a close match. The 10-day average P–T AET shows a strong relation (R2 =
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0.77) with the field observation. In this study, though the AET was estimated at 5.5
km2, efforts are being made to derive AET at the S-NPP resolution of 750 m by
deriving the insolation and OLR at 750 m instead of using coarser INSAT products.
To overcome the contextual nature of the triangle method, attempts will be made to
parameterize the EF or model the LST-VI triangle to improve the warm and cold
edge estimation. The current model results are valid for clear-sky conditions with
minimal advection and terrestrial features, excluding water and snow. All-sky AET
will address the cloud parameters to retrieve the radiation. It is planned to improve
model parameterization and address the complex areas where the deviations between
the estimated and ground measurements are large.
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Chapter 18
Improving Quality of Digital Elevation
Models Derived from Satellite Stereo
Images Using Geospatial Techniques

D. S. Prakasa Rao, Ashish Jain, G. Sreenivasan, S. Srinivasa Rao,
and C. S. Jha

Abstract Deriving Digital Elevation Models (DEMs) from satellite stereo images
are the standard in geospatial studies world over, as it is pragmatic, practically
feasible, economically viable and technically sound. Specific satellite missions were
put and stereo data has been acquired in these missions. Techniques have been devel-
oped globally by many institutes for the utilization of this data for image matching
and DEM generation. During the last couple of decades, automatic DEM genera-
tion has been taken up at global and regional levels, SRTM global DEM, ASTER
GDEM and CartoDEM being some examples. The quality of a DEM measures how
accurate the elevation is at each pixel (absolute accuracy) and how accurately the
morphology is presented (relative accuracy). However, the DEMs produced auto-
matically from satellite stereo images suffer from the problems of sinks/spikes, non-
uniformity of elevation over water bodies, ill-conditioned along streams and rivers.
The quality of DEM could be improved either at the process level or at the product
level. There, will not be any manual intervention in the automatic DEM produc-
tion chain and hence has to be dealt with at the product level. The quality of such
DEMs can be improved interactively by applying custom tools/methods/algorithms.
Multi-temporal satellite stereo data comes in handy to improve absolute accuracy and
produceDEMs at super resolutions (whichmay not be feasiblewith single-date data).
This article discusses methods of spike/sinks correction, hydrological conditioning,
combining multi-temporal DEMs into a single DEM, and also DEM production at
super resolutions.
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18.1 Introduction

A digital elevation model is a digital representation of the Earth’s relief consisting of
an ordered array of elevations. The termDEM is used here to describe a raster data set,
representing the elevation of the terrain surface as a two-dimensional array or matrix
of height values (Wood 1996). The terms DEM and DTM are used interchangeably.
Some use DTM for any model of the elevation of the terrain surface (Carrara et al.
1997; Heywood et al. 1998). Another term, Digital Surface Model (DSM), is more
commonly used to describe a model of an upper surface that includes vegetation and
buildings. Numerous ways of representing terrain in digital form are explained by
Li et al. (2005), as shown in Fig. 18.1.

18.1.1 Data Sources for DEM Generation

Several techniques are suitable for DEM extraction like digital aerial and terrestrial
Photogrammetry, airborne and terrestrial laser scanning, Global Positioning System
(GPS) and active and passive remote sensing, with optical and microwave satellite
imagery (Fraser et al. 2002). A digital photogrammetry is a powerful tool in elevation
model generation extracting high-resolutionDEMs using automated imagematching
techniques (Farrow and Murray 1992; Heipke 1995; Mitchell and Chadwick 1999;
Schenk 1999). Different techniques are in vogue for DEM extraction using the topo-
graphic data obtained fromGround surveys, Topographical maps, Global Positioning
Systems (GPS), Remote Sensing (Aerial Images/Spaceborne images: Optical and
Microwave), InSAR, and LIDAR.

Fig. 18.1 Digital representation of Terrain ( Adopted from Li et al. 2005)
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Table 18.1 Available global
DEM datasets

Dataset Coverage Horizontal Posting

GTOPO30 Global 1 km

US LEVEL 2 DTED Global 30 m

SRTM 60° N to 54° S 30 m

ASTER GDEM 83° N to 83° S 30 m

ALOS WORLD 3D
(AW3D & AW3D30)

Global 5 m and 30 m

18.1.2 DEM Generation: Global Scenario

For decades, conventional surveying and aerial images were the only sources
of generating DEM. The emergence of GPS facilitated conventional techniques.
However, limitations such as large time required, reach to inaccessible areas, high
expenses were still remaining. Finally, the possibility of using satellite stereoscopic
images for global digital elevation data was commenced with the first SPOT series
satellites in 1986. Details of available Global DEM datasets are presented in Table
18.1.

18.1.3 DEM Generation: Indian Scenario

With the launch of IRS 1C and 1D satellites, which have across-track stereoscopic
capability, attempts have been made to generate medium to coarse resolution DEM.
With the launch of Cartosat-1, an along-track stereoscopic imaging mission of the
Indian Space Research Organisation (ISRO), possibilities for operational availability
of high-resolution stereo-imagery from space for remote sensing and cartography
user communities have emerged (Srivastava et al. 2007). The high-resolution stereo
data beamed from twin cameras onboard Cartosat-1 mission facilitates topographic
mapping up to 1:25,000 scale (Srivastava et al. 2006). An initiative to generate a
database of seamless, homogeneous DEM, named CartoDEM and associated ortho-
image tiles at the country level, has been undertaken by ISRO (Srivastava et al.
2007).

18.2 DEM from Satellite Stereoscopy

As already stated, DEMs can be based on a ground survey, aerial images, airborne
laser scanning, space images, and interferometric synthetic aperture radar (InSAR)
from air and space. The ground survey is time-consuming and economically not
viable for large areas. Stereoscopic aerial and satellite images are a standard method
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for the generation of height models along with airborne laser scanning. In a number
of countries, aerial images and laser scanner data are unavailable, expensive, or not
available at the national level.Because of these problems, space-borne remote sensing
techniques provide a viable alternative to DEM generation for many applications
(Sefercik et al. 2010). Many experiments have been conducted to evaluate remote
sensing data as a new alternative for generating DEM (Jacobsen 2002; Toutin and
Cheng 2002; Fraser and Hanley 2003; Amato et al. 2004). The base-height (B/H)
ratio of 0.6 or greater that is possible with the present-day sensor configurations
make them significant alternatives for generating DEMs and 3D views (Sadeghian
et al. 2001; Nikolakopoulos 2020).

18.2.1 Satellite Stereoscopy

For 3-D mapping, stereo pairs are required. To obtain stereoscopy with images from
satellite scanners, three solutions are possible (Toutin 2001):

• Adjacent-track stereoscopy from two different orbits;
• Across-track stereoscopy from two different orbits; and
• Along-track stereoscopy from the same orbit using fore and aft images.

In recent years, a large amount of research has been devoted to efficient utilization
of these high spatial resolution imagery data, involving different sensor modeling
and image orientation (Baltsavias et al. 2001; Fraser et al. 2002; Fraser and Hanley
2003; Grodecki and Dial 2003; Jacobsen 2003; Eisenbeiss et al. 2004; Poli 2005).
Several researchers have worked on automatic DTM/DSM generation using satellite
stereoscopy (Jacobsen 2004; Poli et al. 2004; Toutin 2004; Toutin et al. 2004; Zhang
and Gruen 2004).

18.2.2 DEM Generation

DEM generation from stereo satellite imagery involves the following steps (Gopala
Krishna et al. 1998; Jacobsen 2004; Poli et al. 2004; Toutin 2004; Toutin et al. 2004;
Deilami and Hashim 2011). A DEM generation workflow is depicted in Fig. 18.2.

• GCP collection (for determination/refinement of satellite orientation parameters)
• Image matching (Identification of conjugate points)
• Filtering and interpolation (surface fitting)
• Three-dimensional coordinate determination by space intersection method
• Height interpolation to compute heights of regularly spaced grid points.
• Checking and editing of the DEM (quality control and quality assessment).
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Fig. 18.2 DEM generation workflow (after Deilami and Hashim 2011)

18.3 DEM Quality Assessment

The literature reveals two broad approaches to assessing DEM quality—Qualita-
tive and Quantitative. Qualitative methods include visual quality assessment, DEM
walk throughs, Studying the elevation profiles drawn across different features, ortho-
graphic displays, etc. Quantitative involves measurements with respect to higher
accuracy reference data and computation of statistical measures like RMSE, LE90
and CE90 etc. to ascertain the quality of the product in question. Additionally, a
second variable or data set can be draped over the surface to assess the quality of a
DEM (Fig. 18.3). The realism of a hillshade map or aerial photograph draped over
an orthographic DEM display can take advantage of the ability of the viewer to make
visual sense of images and therefore reveal parts of the surfaces that differ from the

Fig. 18.3 Satellite image draped over an orthographic DEM, example of Nashik area, Maharashtra
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expected (Wood 1994). Additionally, renderingDEMderivatives can also give useful
information on the quality of the product.

One of the standard procedures to assess the quality of a DEM is to compare with a
reference DEM. A differential DEM to the reference DEM could be prepared, which
gives locations of DEM inaccuracies for refinement. The color-coded differential
DEM has been proposed by many authors, including Krishna Murthy et al. (2008).

18.3.1 Quality Issues of Automatic DEMs

Using themethodologymentioned in Sect. 18.2.2,DEMcould be generatedmanually
or fully automatic methods. In manual methods of generating a DEM, a photogram-
metric operator can place the floating mark to the requested location and can collect
elevation points and a continuous image can be produced using interpolation tech-
niques. This is not possible by the automatic functions widely in use now for
economic reasons (Jacobsen 2001).

To generate error-free DEM from stereo imagery, there is a requirement of post-
processing techniques like solutions for filling gaps in DEMs, filtering process or
manual editing such as adding breaklines and editing mass points in 3D stereo
editing environment (Toutin 2002; Reinartz et al. 2010). Manual editing of the DEM
consumes time (Wild and Krzystek 1996; Lee et al. 2003; Yuan et al. 2011), and the
resultant quality of the DEM depends on the human operators’ efficiency.

Key attributes of good DEM data are its homogeneity and consistency. Automatic
DEM extraction procedures may induce certain inconsistencies; the challenge is
to remove these inconsistencies and preserve the quality of DEM through the post-
processing/finishing process. Accordingly, quality improvement has to be an iterative
and interactive process.

18.4 Geospatial Solutions

After a closer look at some of the DEMs produced using automatic techniques, it
has been observed that there are certain discrepancies over water body regions, and
the water body is not homogeneous in terms of elevation values. The automatic tech-
niques also produce certain artifacts like sinks/spikes and mosaic-related distortions
at certain places. In the subsequent sections, geospatial solutions to address these
issues are discussed.
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18.4.1 Waterbody Flattening

It is often noticed that the DEM over large water bodies looks uneven. This is due
to non-availability of match points over water bodies or wrongly correlated match
points. Such cases are detected visually by a simultaneous display of ortho-image and
DEM during Quality verification. DEMs are viewed on interactive editing systems to
identify and correct blunders and systematic errors. DEMs are verified for physical
format and logical consistency at the production centers before archiving.

Hydro-flattening of DEMs is predominantly accomplished through the use of
breaklines, and this method is considered standard. Maune (2007) provide the
definitions related to the adjustment of DEM surfaces for hydrologic analyses.
‘Hydro-Conditioned’ and ‘Hydro-Enforced’ are important and valuable modifica-
tions, which result in surfaces that differ significantly from a traditional DEM. A
‘hydro-conditioned’ surface has had its sinks filled andmay have had its water bodies
flattened (NGP 2010).

A color-coded version of the DEM over the regions of water bodies is presented
in Fig. 18.4a. The boundary of the water body delineated from the corresponding
ortho-image is overlaid on this DEM. The variations in the color shades indicate the
non-homogeneity of elevation values over these regions. The same is confirmed by
the elevation profile drawn across the water body, as shown in the inset of Fig. 18.4a.

Fig. 18.4 DEM over the regions of water bodies a Color-coded DEM over water body regions;
b Mass points overlaid on the stereo model; c Interpolated mass points on the stereo model with
contours; d Editing of mass points and breaklines
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COTS software like Leica Photogrammetry Suite can be used for preparing DEM
in an automatic manner. This software has a sub-system for interactively editing
DTMs. This interactive system operates on a data structure called LTF (Leica TIN
Format), which is an enhanced version of TIN. An LTF is a type of TIN that can
serve elevation data from hundreds of millions of irregularly spaced points.

A snapshot of the stereo model from the terrain editing system of LPS software
showing mass points is depicted in Fig. 18.4b. As it is seen, a number of points
with varying elevation values are present over the water body regions. This is further
verified by the interpolation of these mass points depicted as contours overlaid on the
stereomodel, as illustrated in Fig. 18.4c. The ideal solution to flatten the water bodies
is to manually delete all the points present over the water body regions and draw
breaklines demarcating the water bodies’ boundaries, keeping intact other points
present on the regular terrain. A sample of this exercise is shown in Fig. 18.4d
indicating the editing requirements in such areas.

The approach implemented in this case is delineatingwater body regions assigning
suitable elevation values to the regions. Haibo et al. (2011) analyzed multiple
methods, including unsupervised classification, supervised classification, single-
band threshold, inter spectrum relationmethod, decision treemethod; andwater index
methods such as normalized difference water index (NDWI), modified normalized
difference water index, new water index, and assessed their relative performance for
extracting water information.

Region Growing Approach: This approach is implemented to delineate waterbody
regions in this study. Region growing algorithms cluster pixels starting from a limited
number of single seed points (Adams and Bischof 1994). Region growing is a simple
region-based image segmentation method. It is also classified as a pixel-based image
segmentation method since it involves the selection of initial seed points. Region
growing is a procedure that groups pixels or sub-regions into larger regions. The
simplest of these approaches is pixel aggregation, which starts with a set of seed
points and grows regions by appending to each seed point those neighboring pixels
with similar properties, such as gray level, texture or color (Gonzalez 2002). For
delineating each water body, a seed point is marked; further, in an interactive editing
environment, the seed point is used to delineate the water body.

Flattening Process: After delineating the water body using region growing or any
other approach, then the height values of the pixels covered by the region are exam-
ined in the DEM image, and appropriate value is decided, and this height value is
assigned to all the pixels in the DEM covered by the water body region.

Customized open source software makes the process automatic, fast, and simple,
especially when the study area is very large or when improving the quality of a
National level DEM. One such software is developed for water body flattening
to improve the quality of CartoDEM, a national DEM developed by ISRO using
CARTOSAT-1 stereo pair data. The custom software that is developed implement
the region growing process and subsequent flattening process automatically in the
process chain of DEM generation. The software operates on the input image based
on the user options and output image contains the region of the water body. The water
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Fig. 18.5 Delineation of water body region using automatic open-source software. a DEM over
water bodies; b ortho-image of the corresponding region; c water body mask overlaid on ortho-
image; d color-coded DEM showing variation of elevation values in the water body

body thus extracted will be used for flattening the water body region in the DEM.
Figure 18.5a shows DEM over a water body, and Fig. 18.5b shows the corresponding
ortho-image. Figure 18.5c shows the waterbody extracted using this approach and
Fig. 18.5d shows the extracted color-coded image of the waterbody, which clearly
shows the non-uniformity of elevation values over the region. The DEMbefore water
body flattening and after water body flattening is presented in Fig. 18.6a, b, respec-
tively. The effect of flattening is very clearly seen in Fig. 18.6b.A profile drawn across
the water body region depicting the effect of flattening is presented in Fig. 18.6c.
As it is seen from Fig. 18.6c, the undulations in the water body are removed, and a
uniform height value is assigned to the region of the water body.
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Fig. 18.6 Quality improvedDEMbefore and after water body flattening developed using automatic
open-source software. a DEM before waterbody flattening; b DEM after waterbody flattening; c
profile drawn across the water body region

18.4.2 Sink/Spike Correction

Automatically derivedDEMs often contain depressions that result in areas referred to
as sinks or pits. Sinks are identified by noting impediments to a flow direction surface
derived from aDEM.A number of methods have been described for identifying sinks
(Lindsay andCreed 2006). Several methods have been described for eliminating such
sinks, or depressions in DEMs (O’Callaghan and Mark 1984; Jenson and Domingue
1988; Hutchinson 1989; Jenson 1991; Rieger 1998; Martz and Garbrecht 1999;
Lindsay and Creed 2005; Zhu et al. 2013). Commercial software like ESRI ArcGIS
uses an algorithm based on the D8 single flow direction flow routing method.

One of the most widely used DEM data sources is the elevation information
provided by the Shuttle Radar Topography Mission (SRTM) (Coltelli et al. 1996;
Farr and Kobrick 2000), and has been one of the most important publicly available
spatial data sets in recent years. Earlier versions of this data suffered from the artifacts
like spikes, pits, and voids. Different methods that addressed solutions to these issues
can be found in Reuter et al. (2007).
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Fig. 18.7 DEM with sink region and corresponding elevation profile. a DEM with sink region; b
elevation profile across the sink

Some of the solutions implemented by commercial software packages assume
that all depressions are due to underestimating elevation in the sink, rather than
overestimating surrounding cells. Applying these algorithms to the area of the entire
DEM may produce spurious results. The best way to address this issue is to view
the DEM in an interactive editing system and solve the problem. The area of a DEM
containing a sink is depicted in Fig. 18.7a and the area around the sink is encircled in
‘red’. Whether it is really a sink or not can be judged by drawing an elevation profile
across the sink. The elevation profile across the corresponding sink area is presented
in Fig. 18.7b.

As can be seen from the profile, the region encircled is indeed a sink. The sudden
drop in elevation values, indicated in ‘red’ in the profile, suggests that it is a sink.
The ideal solution for solving this problem is stereo viewing and editing at a mass
point or TIN level to detect floating/digging of points and adjust them. As described
in the previous section, the mass points responsible for this sink have to be removed
or adjusted.

In the generation of DEM in an automatic process chain, there is no provision for
stereo viewing and hence no provision for editing the mass points in a stereo envi-
ronment. Local update or enhancement operations (restricted only to some portions
of a dataset) or integration of heterogeneous DEMs is a field of research where
no definitive solutions have been found yet (Papasaika and Baltsavias 2010). New
research and development of tools are, therefore, necessary to address these prob-
lems. Accordingly, a solution in 2-D environment has to be arrived at using the data
available in the DEM itself. Marking a boundary around a sink and applying an
algorithm to replace values in the sink region may be thought of as one solution.
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18.4.2.1 Application of Available Algorithms

A walk through the ortho-image and DEM tiles will enable the identification of sink
regions. They will appear relatively low in contrast compared to surroundings in the
DEM. Sometimes even long triangles can be seen in the region due to interpolation
of spurious data. A sample sink region is shown in Fig. 18.8. After spotting a sink,
a boundary encompassing the sink region can be drawn, as shown in the figure for
processing.

While working on the DEM data, the DEM/pixel values of the boundary drawn
are used as input. These values are available as x, y, and z values. In the conventional
approach, this coordinate stream is converted as a vector and imported into the
commercial software, and then processed through any of the well-known algorithms
such as Inverse Distance Weighted, Kriging, Natural Neighbor Interpolator, Thin-
Plate Splines or Multi Quadrilateral, for assigning new elevation values for the sink
region.

It is observed that there are certain drawbacks of this process. As the pixels
constituting the sink boundary are used for interpolation, a new surface is created,
not consistent with background. Therefore, after interpolation, the sink boundary is
seen very clearly in the output.

These limitations have prompted for development of a new algorithm and
software-based solution, which is simple easy to use in an interactive editing environ-
ment yet not compromisewith the quality of the result. The only operator intervention
required would be drawing a sink boundary. The approaches used, the final outcome,
and the comparison of the outputs of different interpolation techniques are illustrated
in the following sections.

Fig. 18.8 A sink region in
DEM, boundary drawn
around it
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Fig. 18.9 8-connected
approaches for deriving the
new elevation value of the
sink pixels, P (X, Y ), in a
DEM for correction of sinks

18.4.2.2 8-Connected and N-Connected Algorithms

Using the inputs of the sink boundary and underlying elevation values, many
configurations have been experimented toward developing an algorithm and the
solution.

8-connected: For each pixel P (x, y) within the sink region, the line passing through
the pixel is extended to touch the boundary of the region, in horizontal vertical and
along with diagonal directions, in either direction (total 8 directions) to identify the
DEM values on the sink boundary. The corresponding length of the line segments in
eight directions is used as weights, and the value at P (x, y) is calculated as weighted
from the eight boundary pixel values, as shown in Fig. 18.9.

N-connected: For each pixel P (x, y) within the sink region, the distance of the pixel
in question with respect to all the pixels on the boundary is calculated and used
as weights, and the value at that pixel is calculated as a weighted average of the
boundary pixel values.

18.4.2.3 Analysis of Results

An analysis of the outputs of different algorithms mentioned in Sect. 18.4.2.2 is
carried out. The output of 8-connected distance weighted average and that of other
interpolation algorithms explained in Sect. 18.4.2.1, are compared in Fig. 18.10. The
outputs are analyzed graphically with the help of profiles. Figure 18.10a compares
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Fig. 18.10 Comparison of 8-connected algorithm with other interpolators. a comparison between
original DEM and sink corrected DEM generated using 8-connected, IDW and Natural Neighbor
algorithms; b comparison between original DEM and sink corrected DEM generated using 8-
connected, Multi Quadrilateral, and Spline algorithms
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the profiles of the original sink, 8-connected, IDW, and Natural Neighbor interpo-
lators. Figure 18.10b compares the profiles of the original sink, 8-connected, Multi
Quadrilateral, and Spline interpolators for the same sink region.

As it is evident from these illustrations, the 8-connected algorithm fared well
and produced results comparable to that of the established complex interpolation
algorithms discussed earlier in Sect. 18.4.2.1. Apart from this, not much difference
is observed between the 8-connected and n-connected outputs. Accordingly, the 8-
connected algorithm is chosen for implementation into an interactive DEM editing
system.

18.4.3 Bias Distortion Correction in Preparation of DEM
Mosaics

The availability of free and open-sourceDEMsat local and global levels has increased
their application potential (Nuth and Kaab 2011). To address these applications, the
elevation data sets have to be combined to produce regional or global scale prod-
ucts. Mosaicing is the process of combining multiple images into a single seamless
composite image (Jensen 2005). It is the process of combining adjacent or overlap-
ping raster layers/images. Papasaika and Baltsavias (2009), Papasaika et al. (2008,
2009, 2011) and Schindler et al. (2011) have used the term ‘fusion’ while combining
DEMs captured with different acquisition techniques or from different times. The
fusion of digital surfaces, their optimal combination into a new single dataset, is a
crucial topic in the geomatic sciences (Papasaika et al. 2009). The objectives of fusion
are fusion of DEMs produced by different technologies, update of existing DEMs
and change detection, DEM accuracy improvement, filling of gaps, and preparation
of DEM mosaics.

In an automated DEM production chain using satellite stereo imagery, there were
two possibilities so far. First, as implemented in ASTER GDEM, all the available
stereo pairs are processed, and individual scene-wise DEMs are produced (Fujisada
et al. 2012). Second, as implemented in CartoDEM, long stereo strips of 500 km are
processed using Stereo Strip Triangulation (Srinivasan et al. 2006), and strip-wise
DEMs are produced. In both cases, either we have a scene-wise DEM or a strip-wise
DEM. When it comes to producing DEM at regional or even at a map sheet level,
the required elevation data sets have to be brought together, mosaiced and a product
has to be prepared.

While generating mosaics in an automated way or while fusing DEMs produced
from two different sources, there is some bias (offset) present in the DEM in some
areas. This is called as ‘bias distortion’. An example is shown in Fig. 18.11a, in which
a DEM with bias distortion along the mosaic cutline is clearly seen. This is caused
due to the bias in elevation values (in this case, relatively less values) compared to
the surroundings. The amount of positive or negative bias that has to be added can
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Fig. 18.11 DEMwith Bias distortion, a showing the DEM image with bias distortion and b Zoom
of the area shown within red colored box in (a); c elevation profile drawn across the mosaic cutline,
with red circles indicating sudden drop in the elevation values due to the bias distortion

be estimated by drawing a profile across the region, as shown in Fig. 18.11b. The
corresponding elevation profile is shown in Fig. 18.11c.

The presence of the bias is confirmed by the sudden drop in elevation values
(Fig. 18.11c). It is seen very clearly here that the variations present between
the encircled regions of the profile are genuine local variations and have to be
maintained/preserved even in the final DEM.

18.4.3.1 Proposed Solution for solving Bias Distortion

The underlying idea of the proposed solution is to estimate the amount of bias present
in the region compared to the surroundings in an interactive way by interpreting
elevation profile and accounting for it. This idea is implemented in a stand-alone
interactive editing software developed inMicrosoft Visual Studio environment using
Visual C++Language andGeoTIFF image format libraries. TheDEM inTIFF format
is the input for this software. The overall process flow for solving this problem
involves the following steps.

1. Displaying the DEM image in overview (compressed mode)
2. Identifying the region having mosaic distortion in 1:1 resolution
3. Drawing a line across the distorted region to study the elevation profile
4. Applying the Bresenham’s (1965) algorithm to find the pixels covered by the

profile line
5. Extracting the DEM values of the pixels under the profile line
6. Displaying the 2-D elevation profile.
7. From the DEM profile, estimating the amount of bias to be added
8. Drawing a region of interest (ROI), where this bias has to be applied
9. Adding the amount of bias to the DEM values in the ROI
10. Feathering to remove the discontinuities
11. Producing another DEM image incorporating these bias adjusted DEM values.

The result of this procedure applied on a DEM is seen in Fig. 18.12a, where the
bias is estimated by raising elevation values, and the profile is adjusted, accounting
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Fig. 18.12 Application of bias correction. a Bias estimation by raising of the elevation profile. The
original profile is displayed in blue, the profile after applying the estimated bias is shown in red; b
the resultant DEM after correcting for the bias distortion

for the bias present but still maintaining the genuine local variations in the elevation
values between the two abrupt drops in the profile. The resultant output DEM is
free of bias distortion, and the elevation value is seamless along the mosaic cutline
(Fig. 18.12b).

18.4.4 Hydrological Conditioning of DEM

Hydrologic conditioning refers to modifying topographic data in a raw or ‘bare
earth’ DEM through a series of GIS processing steps to more accurately represent
the movement of water across the landscape. Hydrological conditioning, as also
called as ‘hydro-flattening’ of DEMs, is predominantly accomplished through the
use of breaklines. Maune (2007) provide the definitions related to the adjustment of
DEM surfaces for hydrologic analyses. ‘Hydro-Conditioned’ and ‘Hydro-Enforced’
are important and useful modifications, and they both result in surfaces that differ
significantly from a traditional DEM.A ‘hydro-conditioned’ surface has had its sinks
filled and may have had its water bodies flattened (NGP 2010).

If the DEM is produced using manual methods, the editing system will have
functionality to incorporate breaklines etc. But this process is highly labor-intensive
and time-consuming, thereby increasing the cost of production. The DEM gener-
ated using fully automatic processes will have issues with hydro-conditioning. One
such issue of surface water body flattening is explained in Sect. 18.4.1. This section
illustrates how the elevation values can be adjusted in the case of streams/rivers as
post-processing operations.

The process includes enforcing drainage connections such as culverts, storm
sewers, and known tile drainage. In normal DEM, Flow accumulation lines from
DEMs do not match vector stream lines. Reconditioning of the DEM is necessary
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so that all cells drain toward the stream and downstream. Drainage enforcement
algorithms are implemented in COTS tools using 3 methods, namely,

(a) ANUDEM (Hutchinson 2006)
(b) AGREE (Hellweger and Maidment 1997) and
(c) IDDEA (Inverse Distance Drainage Enforcement Algorithm).

To perform hydrological conditioning along streams and rivers, custom software
is built which performs the following steps, and the same is depicted in the flow chart
(Fig. 18.13), and elaborated step by step below.

1. Clipping river polygons inside of original DEM extent.
2. Splitting of river line features inside river polygons.

Fig. 18.13 Methodology for Hydrological Conditioning of DEM using river polygon network
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3. Dissolving of river line features whose lengths are greater than 250 m into
single feature.

4. Generation of a series of random points (intermediate distance 10 m) along
with river line features.

5. Assigning value of DEM elevation to these random points.
6. Sorting the elevation points, so that elevation values are in descending order

while iterating through points.
7. Buffering of the elevation points with buffer distance of 200 m and clipping

using river polygon network.
8. Merging of the clipped shapefile into a single shapefile.
9. Implementing buffering of 5 m to accommodate smoothness to river banks.
10. Conversion of the buffered file into raster image.
11. Mosaicing of the resultant raster image with original image to produce a

conditioned DEM.

For evaluation of processed DEM, elevation profiles are generated along and
across river polygons to assess the hydrological conditioningof theDEM(Fig. 18.14).

Fig. 18.14 Elevation profile of original and processed DEM for selected river segment



428 D. S. Prakasa Rao et al.

18.4.5 Role of Multi-temporal Stereo Data

18.4.5.1 DEM Accuracy Improvement

Traditionally Photogrammetric data processing has been labor-intensive with lot of
manual intervention. However, some amount of automation also has been built into
the system for processing voluminous data. As remote sensing stereo data can be
acquired many times for the same area, these rich data sets could be put to use for
improving the quality of DEM. ASTER has implemented this kind of idea in the
preparation of ASTER GDEM by processing millions of stereo pairs (Fujisada et al.
2012).

As more stereo pairs are at our disposal, multiple DEM datasets for the same
area can be prepared, these DEM datasets can be used to remove the outliers at
each pixel, and appropriate elevation can be assigned at that location. The ASTER
methodology has been improved further with the incorporation of more algorithms
for outlier removal and fixing candidate elevation value at a pixel.

The improvedmethodology for the removal of outliers and improving DEM accu-
racy has been tested in two sites near Mahabaleshwar and Pachmadi. For each
site, stereo data pertaining to 11 dates have been processed using the traditional
photogrammetric approach using DGPS-based control points without doing any
manual editing. All the 11 produced DEMs were stacked to form one single image
stack so that at each pixel 11 elevation values are available.

Four different approaches have been implemented to filter the outliers and
assigning elevation values at each pixel through a custom-developed open-source
software.

1. Median-based: outlier elimination and an average of remaining pixels at each
pixel (Fujisada et al. 2012).

2. 1-Sigma Based: at each pixel, the mean and standard deviation (SD) of elevation
values are computed. The DEM value at each pixel is computed as average of
pixel values falling in the envelope of (mean – SD) to (mean + SD) as shown
in the process flow chart (Fig. 18.15).

3. Median+ -:Median at a pixel value of the stack is computed. The DEMvalue at
each pixel is computed as an average of median value, values above and below
the median value.

4. Average of best DEMs: This is a two-step process. In the first step, median
filtering as applied byFujisada et al. (2012) is used. In this process, it is important
to keep track as to how many times elevation values from a particular DEM
channel has contributed to the output and not got eliminated in the median-
based outlier elimination process. Based on this count output value at a pixel is
produced as an average of the best ‘n’ channels, ‘n’ being the value of a number
of channels between 1 and the number of channels in that stack.

A sample image produced using one of the above techniques is presented in
Fig. 18.16.
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Fig. 18.15 Process flow for implementation of I-sigma-based filtering of outliers for improving
DEM accuracy

18.4.5.2 Producing Super Resolution DEM

Generally, the posting interval/grid spacing in a typical DEM that can be produced
using a particular stereo dataset is of the order of 3GSD (GroundSamplingDistance).
For instance, if a satellite stereo pair data with 2.5 m spatial resolution data is used
to generate a DEM, the best possible posting interval would be 10 m. The process
of producing a ‘super resolution’ DEM considers 4 × 4 pixels of one of the images
of the stereo pair, and the typical mass point generation algorithm will pick the
best possible pixel (based on a criteria). Then conjugate point in the other image of
the pair is found using epi-polar geometry and image matching. If multiple stereo
pairs are used, the interesting point and subsequent mass point location may change
(Fig. 18.17). By applying this process to multi-temporal stereo datasets will result
in elevation samples at better resolution. This idea can be extended to produce a
higher/super resolution DEM.

This process is easily automated through a custom-developed software. A blank
output image, with the resolution of user’s choice is prepared as an input to this
software. A resampling process is employed working from the output coordinate
system. For each pixel in the output, the candidate input pixel is found, and the
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Fig. 18.16 Output of the process of DEM accuracy improvement using I-sigma-based filtering of
outliers by using multi-temporal stereo data. Example of Mahabaleshwar area, Maharashtra

stack of pixel values from the input is extracted. The elevation values are filtered
for outliers. Suppose there are ‘n’ channels in the stack, ‘k’ outliers are eliminated,
remaining (n − k) pixel values are used to estimate the elevation at that output
position. At every pixel location in the output, (n – k) random numbers between 0.1
and 1.0 are generated, whose sum equals 1.0. These random numbers are used as
weights to produce the output elevation value at that location. The advantage of this
technique is it uses more sample values to produce elevation value at a particular
location, instead of doing simply resolution resampling.

18.5 Conclusion

DEM Quality is a complex issue, and there are many factors to it. The quality of the
automatically derived DEMs could be improved by applying Geospatial technology
tools and custom-built methodologies/software.

Non-uniformity of elevation values over water bodies is one of the issues in auto-
matically derived DEMs. As a solution, the water body flattening algorithm is devel-
oped and successfully implemented in the automatic processing chain of National
Level CartoDEM development. Sinks/spikes are commonly seen in automatically
created DEMs as a result of improper point matching or result of errors during
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Fig. 18.17 An example of use of multiple stereo pair in generation of a super-resolution DEM,
showing the possible location of the interest points

interpolation. Automatic identification of such regions may result in further anoma-
lies. Different candidate algorithms are analyzed to solve this problem. 8-connected
distance weighted average algorithm is found more accurate for filling such sink
regions in an interactive way and has been successfully implemented in generating
national level DEMs such as CartoDEM.

When DEMs are mosaiced, there may be some regions where the elevation is
inconsistent with the surrounding region, having bias distortion. A technique suitable
for an interactive editing environment is designed and developed,wherein the amount
of bias distortion can be estimated based on editing the elevation profile. That bias
can be applied, and improved quality DEM mosaics are generated for regional area
products. Automatically derived DEMs are generally ill-conditioned along drainage
lines and rivers, unfavorable for hydrological applications. Custom solutions have
been developed for addressing this issue, and hydrologically corrected improved
DEMs are generated. Multi-temporal coarser DEMs datasets-based algorithms have
been developed for the generation of super-resolution DEMs, which provides an
alternate method of producing DEMs at finer resolutions, which are needed for
several developmental planning applications at the micro-level.
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Chapter 19
Assessment of Urban Dynamics Using
Geospatial Techniques

Sudha Ravindranath, Shivam Trivedi, S. Rama Subramoniam,
T. R. Nagashree, V. Poompavai, A. Vidya, H. M. Ravishankar, R. Hebbar,
and C. S. Jha

Abstract Bengaluru, the capital of Karnataka state and IT capital of India, is well
known globally for its affable weather and greenery. During the last few decades,
Bengaluru has witnessed phenomenal growth due to various factors, including rapid
urbanization, unprecedented population expansion, and Spatio-temporal changes in
vegetation cover and lakes. Reliable quantitative information about urban dynamics,
especially in terms of vegetation cover and the lake system, is extremely crucial
for preserving the quality of life in cities, suburbs, and periphery of metropolitan
areas. A detailed geospatial study was carried out using satellite to understand the
decadal changes in the vegetated regions and other land use/land cover classes
in Bruhat Bengaluru Mahanagara Palike (BBMP) area to understand the decadal
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changes in the vegetated regions and ancillary datasets. An overall decrease of 4%
area under vegetation cover was observed during 2006 and 2019. However, areas
under other classes, mainly buildings, transport networks, and other urban cate-
gories, increased from 43.9 to 55.3%. A change map highlighting both positive
and negative vegetation change areas and the vegetated areas with nominal changes
was prepared for 198 BBMPwards. Karnataka Lake Conservation and Development
Authority (KLCDA) requested a systematic spatial–temporal change detection study
of drainages and lakes falling within the BDA limits. Under the project, lakes which
required to be conserved, preserved, rejuvenated to prevent further deterioration the
lakes, were identified using satellite and ancillary data. The study revealed that within
the Bengaluru Development Authority (BDA) limits, about 500 lakes existed as per
the cadastral map inventory, which decreased to 408 as per the inventory of 2017
satellite image. A prioritization of lakes analysis was carried out using the EMPRI’s
field support which indicated that 8.0% of lakes required revival and 46.0% of lakes
required immediate action. The detailed database of lakes generated under the project
is of immense importance to chalk out conservation and lake revival plans for a few
lakes aimed at restoring the lake system of Bengaluru. This chapter highlights the
findings of the studies undertaken for assessment of urban dynamics of Bengaluru
city using geospatial techniques.

Keywords Bengaluru · Urbanization · Vegetation · Lakes · BBMP · BDA ·
Geospatial

19.1 Introduction

Bengaluru city (earlier known as Bangalore) has witnessed phenomenal population
growth, especially during the last few decades. Several factors have contributed to
urban sprawl of Bengaluru, primarily its pleasant climate with good infrastructure,
presence of large technical manpower and skilled labor, comprehensive scientific
and industrial base, and Information Technology (IT) in recent times, being the
prime driving force, responsible for further city growth. Bengaluru, also known as
‘Garden-city of India’, encompassing a large area under tree cover, mainly as large
number of small and large parks, over 400 lakes and thick vegetation patches in few
forested regions along with good vegetation cover in cantonments and many PSUs,
Government and research institutions.

Bengaluru city also experienced a lot of industrial growth during the past few
decades with the setting up of factories like Hindustan Machine Tools (HMT),
Hindustan Aeronautical Limited (HAL), Indian Telephone Industry (ITI), Bharat
Electronics Limited (BEL), etc. Additionally, in recent times, Bengaluru has become
major software hub with many software technology parks located in various loca-
tions of the city. Economic growth has had a significant impact on ecosystems and
biodiversity. The city was once known for its tree-lined wide avenues, historic parks,
and expansive water bodies. The influx of growth has led to the encroachment and
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pollution of water bodies, the felling of thousands of trees, and large-scale conversion
of open areas into commercial, industrial, and residential settlements. According to
Census, Bengaluru had a population of 12.07 lakhs in 1941, which increased to 29.22
lakhs in 1981 and 84.26 lakhs in 2011. The current city population is about 128.2
lakhs (BBMP 2019). Some of the ill-effects of this phenomenal growth of population
due to natural causes andmigration, as well as urban expansion led to deterioration of
biodiversity, water scarcity and epidemics, consequent impacts on human health and
well-being, decrease in vegetation cover, development of slums, unplanned growth,
pressure on the infrastructure for sewerage, water supply, garbage disposal, traffic
jams, urban flooding, air, and water pollution, etc. within the city.

Globally, urbanization and urban sprawl are causing rapid changes in the
ecosystem (Wratten et al. 2013). Behera et al. (1985) studied Bengaluru city growth
from 1912 to 1985 utilizing SOI topo maps, as well as Landsat-MSS (1973) satellite
image of 80m spatial resolution and Landsat-TM satellite image of 30m spatial reso-
lution (1985). Land use land cover included major classes like built-up, agriculture,
plantation/parks, scrub, waterbody, rock outcrop, and non-green area, highlighting
that the growth of the built-up area was at the cost of surface water bodies and agri-
cultural land. The urban sprawl and developmental activities happening at a very fast
pace in Bengaluru City have taken a toll on both the urban vegetation and urban lake
system.World Health Organization has recommended a minimum green space of 9.5
m2/person, considering the goods and services (oxygen, moderation of microclimate
etc.) of an urban environment (Ramachandra et al. 2014).Urban vegetation represents
more significant heterogeneity in the form of green spaces, including parks, avenue
trees, home gardens, office complexes, plantations, and urban forests. For main-
taining a better quality of life in urban regions, tree patches andgreen lung spaces have
been extremely essential as they provide numerous benefits; hence detailed informa-
tion about urban green cover in the suburbs and the fringes of metropolitan areas is
a prerequisite (Dimitrov et al. 2018). Lakes/tanks are an essential part of the urban
ecosystem for the conservation of water, recharging groundwater, and maintaining
the biodiversity of the region. Due to the rapid urbanization of Bengaluru, many
lakes have been slowly altered to layouts, buildings, parks, playgrounds, stadiums,
bus stands, industrial sheds etc. and the rest of the surviving lakes have turned into
cesspools as a result of indiscriminate discharge of industrial sewages and unre-
stricted discarding of solid wastes. Further, deterioration of the lakes may lead to
water scarcity and reduce groundwater recharge, which would adversely affect the
wetlands ecosystem of the city.

In view of the developmental activities in Bengaluru city, such as road-widening,
metro-line construction, expansion of built-up areas as new lay-outs and high-rise
buildings, increasing population, various integral components of urban dynamics
and Spatio-temporal changes needs to be understood. Geospatial techniques provide
excellent tools for carrying out these studies due to the multi-temporal and synoptic
coverage of satellite imagery and amenability for digital image processing. Thus, an
in-house research initiative on assessment of vegetation cover change was carried out
(RRSC-South 2019), and the lake inventory was carried out as a user project, titled
‘Spatio-Temporal Analysis of Lakes of Bengaluru’ (S-TALAB) in collaboration with
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KLCDA, Bengaluru (RRSC-South 2018). The present chapter discusses the results
of these two studies.

19.2 Study Area

Bengaluru, the capital city of Karnataka state, India, is among the rapidly growing
cities of the world and is located in the southern part of the Deccan Plateau.
Bruhat Bengaluru Mahanagara Palike (BBMP) limits of Bengaluru is the study area
for assessment of temporal changes in vegetation cover, land use, and land cover
(Fig. 19.1a). BBMP jurisdiction covers the majority area of the Bengaluru urban
district and lies between 77°25′ to 77°48′ E longitude and 12°50′ to 13°10′ N latitude.

Due to its elevation, Bengaluru enjoys a pleasant and equable climate throughout
the year. The averageminimum temperature range during winter is 10–15 °C, and the
maximum summer temperature range is between 30 and 38 °C. Bengaluru receives
about 970 mm of rain annually, the wettest months being August, September, and
October.

Bengaluru City is drained by two minor rivers Vrishabhavathi River, a tributary
of Arkavathi, which flows for a small stretch on the west side, and the other one is
Dakshina Pinakini or South Pennar, which flows in the eastern region of the city.
Hebbal, Koramangala-Challaghatta, and Vrishabhavathi are the three major valley
systems. The city is situated at an elevation of 920 m above Mean Sea Level with
undulating topography of hills and valleys. Bengaluru is unique, where the lakes form
into a group of reservoirs in each of the three valley systems. It is seen that, the ridge
top in each valley gives birth to small streams. Due to the natural flow, the streams
merge to form a major stream system. Thus, one finds that all the lakes of Bengaluru
are located in the valleys interconnected with a group of series of chains of lakes,

Fig. 19.1 Location of the study areas a BBMP region for vegetation cover assessment and b BDA
region with a catchment area of surrounding watersheds
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giving a Cascading effect to the drainage system. For the S-TALAB project, catch-
ment area falling mostly in Bengaluru Urban and Rural districts falling in Cauvery
and Dakshinna Pinakini basins has 7 major watersheds. However, the results of the
analysis are limited to BDA boundary within the catchment area (Fig. 19.1b).

19.3 Satellite and Ancillary Data Used

For vegetation cover assessment, satellite data of 2006 (IRS-1D PAN+Resourcesat-
1 LISS-III merged data), 2019 (Resourcesat-2 LISS-IV, MX) and ancillary datasets
were used. Ancillary datasets from different sources, which were utilized directly or
as a reference, during the study, include Cartosat-1-based Digital Elevation Model
(10 m) for ortho-rectification, legacy data on vector layers on parks, playgrounds,
lakes, roads, rail, administrative, and ward boundaries, etc. sourced from BBMP,
BBMP ward-wise statistics, Reference Topomaps, Reserved Forest boundary, geo-
tagged field photographs and relevant image processing and GIS Software packages,
available with the center.

The inventory of lakes within BDA was carried out by using both optical and
Synthetic Aperture Radar (SAR) data. Multi-resolution cloud-free optical data viz.,
merged product of Cartosat-1 + Resourcesat LISSIV (2017) along with Corona
Black andWhite data of 1965was the primary data for delineating the lake boundary.
As when required, Sentinnel-2 optical data was also processed and used, whereas
the Sentinel-1 satellite SAR data pertaining to monsoon months corresponding to
the non-availability of cloud-free optical data the water spread area. Information
collected by EMPRI on various characteristics of the lakes viz., its name, lake
code, location details, administrative details etc. has also been incorporated. The
existing thematic layers which were created under various national/regional projects
were collected and updated using HRS (High-resolution Satellite) data. Collateral
information was collected from various related organizations and suitably utilized.

19.4 Methodology

19.4.1 Vegetation Cover Assessment in Bengaluru City

Primarily focussing on the status of vegetation cover, these changes were assessed for
the years 2006 and 2019 within the BBMP area. Additionally, all other major Land
Use/Land Cover classes have also been classified. Both satellite datasets pertaining
to years 2006 and 2019 were digitally classified. Information on 730 Ground Truth
locations, along with geo-tagged field photographs, was collected, covering diverse
areas of vegetation components with density classes, non-vegetated urban regions
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and areas under other major classes. The classified outputs were refined using AOI-
based corrections using high-resolution satellite data. Linear features (road, rail)
were overlaid after creating appropriate buffers, while the polygon-based features
(parks and playgrounds) were overlaid as vegetation and open land suitably. The
overall classification scheme was divided into 3 major categories, namely, (a) Vege-
tation areas comprising of dense vegetation, moderately dense vegetation, and sparse
vegetation, (b) Lake areas consisting of water, vegetation in lake, weeds in lake and
dry lake/tank area, (c) Others include the non-vegetated part of the study area, viz.
built-up, major transport network (road, rail) and other classes (open-land, plot/sites,
open area in parks, playgrounds, fallow land, wastelands, etc.).

Area statistics corresponding to different vegetation and other land use land cover
classeswere generated for both periods (2006 and 2019). These statisticswere further
analyzed to compute relative deviations and area percentage changes using year
2006 as reference. Ward-wise statistics were also computed for 198 wards of BBMP.
Additionally, statistics for 34 prominent areas showing good tree cover were also
computed separately and analyzed.

19.4.2 Spatial and Temporal Change Analysis for Lakes
of Bengaluru City

Multi-date high-resolution satellite datasets were analyzed along with collateral data
like cadastral maps, DEM, toposheets etc., for carrying out spatial and temporal
change analysis of lakes for the purpose of generating an inventory as well as moni-
toring the lakes. Thematic layerswere developed for the entire study area (4000 km2).
However, the Spatio-temporal analysis has been carried out for the lakes within BDA
limits. The lake jurisdictional boundary as per the survey numbers, was created for
lakes greater than 3.0 acres using cadastral maps. The location information of lakes
provided by EMPRI served as a reference for lake identification.

19.5 Results and Discussion

The findings and observations of the present study are presented in two sections
below, namely (i) Assessment of vegetation and other land use land cover categories
(ii) Assessment of spatial and temporal changes in lakes.
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19.5.1 Assessment of Vegetation and Other Land Use Land
Cover Categories

19.5.1.1 Vegetation Cover Change Analysis

Ortho-rectified IRS-1D PAN merged with Resourcesat-1 LISS-III satellite data was
used for classification for the year 2006. It was noticed from the classified output
that the vegetation cover was relatively lesser in most of the core urban areas in
comparison to the peripheral area. It was also observed that the core city region
had a densely built-up area, whereas the peripheral region infrastructure was still
developing.

Resourcesat-2 LISS-IV (MX) ortho-rectified satellite dataset was used for clas-
sification for 2019. Vegetation cover in Bengaluru was estimated to be 18,572.2 ha
(26.1%) in 2019, while in 2006 it was 21,414.9 ha (30.1%), suggesting overall
decrease of 4% in vegetation. Similarly, the area under built-up, major transport
network, and other urban categories increased from 43.9–55.3% during 2006 and
2019 within BBMP region. Built-up areas were spreading in radial pattern toward
the periphery.Numerous high-rise buildings have contributed to vertical growth along
with horizontal growth due to new layouts, mostly in the peripheral region of the
city.

Increase and densification of vegetationwere observed inmost government/Public
institutions/campuses, Defense lands, and parks. Vegetation cover in some of the
forests region viz. Thurahalli, Ibbaluru, Bannerghatta has become denser. Increase
of vegetation cover was observed in stabilized residential layouts also. Reduction
in vegetation was observed mainly in developing/newly developed lay-outs, areas
close to infrastructure development (like ring roads, road-widening, metro rail, etc.)
In general, decrease in vegetation cover was noticed in the core city area and periph-
eral wards. Figure 19.2 gives the status of the vegetation as of 2019 overlaid on ward
boundaries and satellite data. Table 19.1 depicts the status of total vegetation cover
in 2006 and 2019 with reference to a geographical area. At one hand reduction in
vegetation has occurred due to construction activities, while at the other (Figs. 19.4
and 19.6), densification and increase in vegetation cover is conspicuously witnessed
(Figs. 19.3 and 19.5). Therefore, the overall impact due to negative changes in vege-
tation cover at specific locations is minimized due to the positive changes and density
improvement in vegetation cover at various other locations, within the city.

19.5.1.2 Vegetation Change Analysis at Ward Level Within Bengaluru

There are about 198 wards within the BBMP region whose geographical areas vary
from a minimum of 32 ha to a maximum of 2847 ha (Fig. 19.7). Based on their
area, these wards have been divided into five categories for carrying out a detailed
analysis of vegetation status during two time periods. It is seen that wards greater
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Fig. 19.2 Status of vegetation and lakes of Bengaluru in 2019. (Overlaid on 2019 LISS-IV FCC,
with BBMP wards boundaries)

Table 19.1 Vegetation change area estimates across 2006 and 2019

Year Area under vegetation (Tree cover) in ha % Contribution wrt total BBMP
geographical area

2006 21,414.9 30.1

2019 18,572.2 26.1

Overall change − 4.0

than 500 ha or 1000 ha are mostly located in peripheral regions, while the smaller
wards are mainly located in the core city area.

Out of the total 198 wards of BBMP, 82 wards exhibited a positive trend with
vegetation increase, 54 wards showed a negative trend with a decrease in vegetation
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Fig. 19.3 Positive changes—Densification of vegetation in Ibbaluru forest;Agara lake rejuvenation
is also seen

Fig. 19.4 Negative changes—Dense plantation patch converted to construct high-rise buildings in
Konanakunte

cover, and 62 wards showed minimal changes in terms of vegetation cover with
respect toward area (within 2%).

Urbanization is on the rise inwards located in peripheral region viz. ward numbers
1, 2, 3, and 11 in Yelahanka (toward north), due to location of International Airport
and Aerospace zone; ward numbers 53, 54, 55, 81, 83, 84 and 85 in Mahadevapura
(eastern side) due to presence of Information Technology Park Limited (ITPL) and
other software technology parks andward numbers 159 and 198 inRRNagara (south-
west toward Mysore road) due to upcoming residential lay-outs and construction of
houses. Within wards in the core city, many old buildings have been dismantled to
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2006                         2019

Fig. 19.5 Positive changes in Thurahalli Forest (mainly densification)

build new multi-storey apartments, contributing to vertical growth. Detailed ward-
wise vegetation change analysis for these wards reveals trends to significant positive
and negative changes in their vegetation cover during 2006 and 2019.

Within the core city, Shivajinagar, Chikpete, and Padarayanapura wards have just
about 2% area under vegetation, as these areas are highly congested, with unplanned
built-up regions and roads. On the contrary, Jalahalli with defense and public sector
establishments has about half the area with vegetation cover. Hagdur, Varthur, and
KuvempuNagarwards in the periphery have less built-up andmore area under vegeta-
tion, possibly due to building activities, yet to pick up.Based on assessment of percent
vegetation area with reference toward area, it was noticed that Jalahalli, Varthuru,
Armane Nagara, Kuvempu Nagar, Hagadur, and Sampangiram Nagar wards have
greater than 50% ward area under vegetation cover. A study of the actual vegetated
area in 2006 indicates that vegetation cover was as high as about 1200–1400 ha
in Varthuru and Hemmigepura wards, whereas in core city wards and commer-
cially dominant wards, it was less than 2 ha viz., Chickpete, Kempapura Agrahara,
Padarayanapura, Shivajinagar, Kushal Nagar wards etc. A similar trendwas observed
in 2019 in core city wards. A significant decrease in vegetation cover was noticed
in Varthuru (1447–957 ha), and a slight decrease in Hemmigepura (1247–1218 ha)
was observed.
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2006      2019

Fig. 19.6 Negative changes in R V Road and surroundings (construction of metro line)

Several wards indicated significant positive changes, while others indicated nega-
tive changes, and fewothers also showed amixed category of changeswithin different
ward regions. For example, positive changes such as densification of vegetation were
very evident in the eastern part of HSR Layout ward (ward no. 174, with 705 ha total
area), which contains part of Ibbaluru forest. Additionally, Agara lake rejuvenation
is another positive change in the northern part of this ward resulting in the increase
of water spread by about 10 ha and clearing of weeds from 25 ha area within the lake
(Fig. 19.8).

19.5.1.3 Change Assessment Within Densely Vegetated Areas of City

Several important areas of Bengaluru with dense tree cover have also been analyzed
separately to assess the changes in vegetation cover (dense to moderately dense)
within these locations for two time periods, viz., 2006 and 2019 (Fig. 19.10). These 34
locations include various vegetation niche areas in parks (Cubbon park and Lalbagh);
public sector areas (such as HAL, BEL, ITI, HMT); defense areas (such as CMP,
MadrasRegiment, BSF); research/academic institutes (such asBengaluruUniversity,
GKVK, IISc, IIM); and forest areas (such as Thurahalli, Ibbaluru, Doresanipalaya
forests). The boundaries of these prominently vegetated areas have been interpreted
from satellite imagery based on the compound wall and roads and do not necessarily
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Fig. 19.7 Geographic area-wise distribution of wards

represent the actual administrative boundaries. In many locations, the surrounding
areas were also included for assessing the changes in vegetation cover. Locations of
these areas are depicted in Fig. 19.9, and the statistical results are presented in Table
19.2. The numerals depicted in Fig. 19.10 and the serial numbers in Table 19.2 are
to be referred to together.

It was observed that there was an overall increase of 261.1 ha in the vegeta-
tion Cover indicating an increase of 5.4% in dense and moderately dense vege-
tation cover within these locations. In forest areas alone, there is an increase of
177.3 ha vegetation (Thurahalli and Ibbaluru forest areas mainly). Most public
sectors, academic/research institutes, and defense areas have increased their vege-
tation cover, thereby contributing to an overall positive change in vegetation status.
Percentage-wise positive change greater than 50% with respect to 2006 is seen in
DRDO and surroundings, HAL-Part 3 and Kadugodi-Part 1, further densification of
dense and moderately dense vegetation was noticed.

However, a reduction of about 108 ha of vegetation cover in the GKVK campus
contributed to a negative change of 29.4%. It could mainly be attributed to the
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Fig. 19.8 Comparison of vegetation cover and water-spread in HSR Layout (Ward no. 174)

conversion of densely vegetated areas into agricultural research plots, resulting in
decreased vegetation. About 12–13% decrease in vegetation cover was also observed
inNallurhalli, Pattandur Lake, and surrounding areas in the eastern part of city, where
construction activities have taken place. Also, in both Cubbon and Lalbagh parks, a
marginal decrease in vegetation cover was observed due to minor construction activ-
ities within the parking area. Therefore, change analysis of prominently vegetated
areas of the city gave a good idea about the status of urban vegetation in the city,
with an overall increase of 261.1 ha in vegetation cover within these areas.

19.5.2 Spatio-Temporal Assessment of Long-Term Changes:
Natural Drainage Systems and Lakes

Using 1965 Corona satellite data and recent 2017, a geospatial database of lakes and
drainages was created for a study area falling within BDA bounds. The surface water
spread area of lakes was mapped using temporal SAR data. Long-term changes of
lakes and drainage pattern in terms of water spread area, inventory, modification of
drainages, prioritization of lakes were attempted.
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Fig. 19.9 Densely vegetated areas of Bengaluru city (Numerals in the figure represent the serial
numbers of locations, refer to Table)

19.5.2.1 Delineation of Watersheds in the Catchment Area

A geospatial database was created for a catchment area of 4000 km2 surrounding
Bengaluru. The catchment area was further divided into 481 micro-watersheds with
a geographical area ranging from 2500 to 15,000 ha (approximately). These micro-
watersheds were further grouped into 86 urban, 105 semi-urban, along with 290 rural
watersheds depending on the percentage of urban areas within them. The micro-
watersheds are depicted in Fig. 19.10.

19.5.2.2 Inventory of Lakes and Its Spectral Properties

The urban lakes showed spectral and tonal variations when examined on LISS-IV
data. Based on the field knowledge, the status of the lakes could be identified as
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Urban
Semi urban
Rural

Fig. 19.10 Depicting the Micro watersheds based on its location—urban, semi-urban and rural

whether it is deep, shallow, turbid, polluted or filled with weeds or dry lake bed.
The digital number of different lakes was plotted in Fig. 19.11. The figure depicts
lesser DN values for clear water when compared across the three bands of LISS-IV
data. However, the DN value was higher for turbid water. Similarities were observed
between the spectral signature of aquatic weed and vegetation (bright red to pinkish
in color) and dry lakes and open land/fallow lands. These spectral characteristics
of water and surrounding land use patterns are used to demarcate the lake extent as
manifested on HRS data for creating geospatial database on lakes.

The inventory of lakes has been done using both Corona 1965 satellite data and
LISS IV satellite data of 2017. It is quite difficult to delineate the actual jurisdictional
boundary of the lakes using satellite data alone. The ancillary data viz., cadastral
maps, toposheets, drainage system DEM etc. have also been used to interpret lakes
and their extent.

The village cadastralmapswere used to inventory lakeswithin theBDAregion and
attribute information such as lake-ID, name of the lake, geo-location, area, admin-
istrative hierarchy (village, hobli, and taluka), and survey numbers were added for
the creation of baseline database. Georeferenced cadastral maps covering the BDA
region available at Survey and Land Records department were used in the study for
the creation of a comprehensive database on lakes. Cadastral maps for 16 villages in
the core urban areas were not available; hence the lakes falling in the core urban area
were digitized from 1965 satellite data. Collateral data from EMPRI, SSLR ground
survey data, toposheets were also used for improving the quality of the database.
Figure 19.12 gives the spatial distribution of lakes as in 1965 and 2017.
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Table 19.2 Details of change analysis for densely vegetated areas of Bengaluru

S. No. Location of prominently
vegetated area important
areas

Vegetation area
(ha)

Change Area (ha) % Change
(wrt 2006)

2006 2019

1 Cubbon Park 106.7 102.4 − 4.3 − 4.0

2 Lalbagh 62.5 59.7 − 2.8 − 4.5

3 Vidhan Soudha and
Surroundings

40.6 59.7 − 3.3 − 8.1

4 Golf Course 24.0 22.5 − 1.5 − 6.3

5 Thurahalli Forest Part 1 174.7 219.9 45.2 25.9

6 Thurahalli Forest Part-2 173.2 225.1 51.9 30

7 Doresanipalaya Forest 42.7 44.5 1.8 4.2

8 Ibbaluru Forest 190.4 268.6 18.2 41.1

9 Bengaluru University and
Surroundings

352.2 398.5 46.3 13.1

10 Indian Institute of
Management

30.2 32.3 2.1 7.0

11 Defence Research and
Development Organisation
(DRDO), CV Raman Nagar

93.5 102.2 8.7 9.3

12 DRDO and Surroundings 32.6 53.7 21.1 64.7

13 Gandhi Krishi Vignana
Kendra (GKVK) Campus
and Surroundings

369.1 260.6 − 108.5 − 29.4

14 University of Agricultural
Science (UAS) Campus at
Hebbal and Surroundings

70.5 61.0 − 9.5 − 13.5

15 National Government
Electrical Factory (NGEF)

124.7 144.5 19.8 15.9

16 Indian Telephone Industry
(ITI)

149.1 165.9 16.8 11.3

17 Bharat Electronics limited
(BEL), and Hindustan
Machine Tools (HMT)
Surroundings

1006.2 962.0 − 44.2 − 4.4

18 National Dairy Research
Institute (NDRI)

18.9 20.1 1.2 6.3

19 National Tuberculosis
Institute

7.3 7.5 0.2 2.7

20 Defence Area and Indian
Institute of Science (IISC)

313.4 312.0 -1.4 − 0.4

21 Madras Regiment Area,
Halasuru

255.0 300.8 45.8 18.0

(continued)
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Table 19.2 (continued)

S. No. Location of prominently
vegetated area important
areas

Vegetation area
(ha)

Change Area (ha) % Change
(wrt 2006)

2006 2019

22 Airforce, Yelahanka 51.1 72.2 21.1 41.3

23 Defence Area Near old
airport

406.3 441.7 35.4 8.7

24 Corps of Military Police
(CMP)

72.9 78.6 5.7 7.8

25 Kadugodi Part 1 13.3 23.1 9.8 73.7

26 Kadugodi Part 2 29.7 29.5 − 0.2 − 0.7

27 Kadugodi Part 3 57.7 61.5 3.8 6.6

28 Nallurhalli and
Surroundings

41.7 36.4 − 5.3 − 12.7

29 TV Tower and Surroundings 121.6 136.2 14.6 12.0

30 Pattandur Lake and
Surroundings

44.9 38.8 − 6.1 − 13.6

31 Palace Grounds and
surroundings

81.3 96.9 15.6 19.2

32 Hindustan Aeronautics
Limited (HAL)—Part 1

228.4 215.4 − 13 − 5.7

33 HAL—Part 2 41.7 42.2 0.5 1.2

34 HAL—Part 3 27.8 43.0 15.2 54.7

Total 4855.7 5116.7 261.1 5.4

Fig. 19.11 Spectral Pattern of Urban lakes
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Fig. 19.12 Distribution of Lakes a as in 1965 and b as in 2017

19.5.2.3 Spatial and Temporal Changes in Lakes

Spatio-temporal changes have been carried out for the lakes fallingwithinBDA limits
to understand the changes within the urban area. The details of the lakes with their
temporal changes are given in Table 19.3 and spatially represented in Fig. 19.13. A
cursory analysis reveals that out of 500 lakes as per cadastral maps within the BDA
limits, lakes were present during 1965. This number was further reduced to 408 lakes
as per satellite data analysis of 2017. This is an indication of change in land use over
the past 50 years. From the statistics, it is evident that about 86 lakes were converted
from waterbody to different land uses. A positive indication is that 10 lakes have
been newly formed after 1965.

Uncontrolled urbanization and haphazard growth of the city is the main cause
for the degradation of lakes within the BDA limits and changes observed within the
lakes. Some of the observations about the land use of lakes are given below and
represented in Fig. 19.14

• Lake footprint has reduced, which is reflected from the reduction in the
geographical area of the lake.

• Partial infestation of lakes with aquatic weeds

Table 19.3 Details of
number of lakes within BDA
limits

S. No. Details No. of lakes

1 Cadastral maps (1850s): lakes delineated 500

2 Corona Space Image: lakes delineated 484

3 L4 + Cartosat-1 image: lakes delineated 407

4 Non-existing lakes prior to 1965 16

5 Converted lakes between 1965 and 2017 86

6 New Lakes constructed after 1965 10
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Fig. 19.13 Spatio-temporal changes of lakes within BDA limits

• Land use changes observed where some lakes have been partially transformed to
built-up areas or parks or vegetated patches, etc.

• New lakes have been constructed within the Bannerghatta Reserved Forest area

19.5.2.4 Surface Water Spread Area of Lakes Within BDA

Bangalore received an annual rainfall of about 1600 mm (approx.) in 2017, while
the average annual rainfall over the last few areas was 859 mm. However, it was
observed that maximum rain was observed in 2017 during the monsoon months. The
maximum water spread area of the lakes was observed from mid-August to October
2017. Sentinel SAR data in VV and VH polarization corresponding to peak rainfall
periods from August to November 2017 was used for delineating the water spread
area. The results have been validated using optical data of November 2017.
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Partly converted to urban, 
Banaswadi kere

Converted to Golf Court,  
Chellaghatta kere

Partly converted to Park, Doo-
danekundi kunte

Converted to vegetation, Vaderapalya

Newly constructed Laggere lake         Newly constructed Muppattu 
Kaval Sakari

Fig. 19.14 Typical spatio-temporal changes: 1965–2017

From the Sentinel SAR data using thresholding algorithm based on valley
emphasis method, water spread area within each lake was extracted using the
backscatter values (Fig. 19.15). Weeds and surface vegetation exhibited higher
backscatter when compared with water. This trait was used to interpret the spread
of water within each lake. The lakes were grouped into five groups based on the
percentage of the geographical area covered with the spread of water (Fig. 19.16).
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Fig. 19.15 Water spread area extracted for different periods from SAR and optical data

% Water 
Spread to Geo-
graphical Area

No. of 
Lakes

0  - 15 44

15 - 30 41

30 - 50 86

50 - 75 144

75 - 100 51

Fig. 19.16 SAR Image and Proportion of water spread area to Geographical area of lakes

Even during a very wet monsoon season, nearly 85 lakes were dry or completely
covered with weeds/vegetation, and a total of 171 lakes have only about 50% of their
geographical area underwater. This reflects the status of the filling up of lakes even
during the monsoon.
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Drainage net-
work

Drainage network

Fig. 19.17 Typical drainage network in urban area as interpreted from satellite data

19.5.2.5 Drainage Network

Visual interpretation methods were adopted for interpreting and generation of
drainage network from satellite data on a 1:10,000 scale using collateral data also
(Fig. 19.17). The drainage network was delineated as lines from the Corona Space
Image of 1965, which was generated and updated using 2017 satellite data.

As drainages were fully or partially covered with weeds/vegetation or lined with
trees on both sides or, in some cases, fully coveredwith concrete, delineating drainage
from satellite data was very difficult as it was not clearly interpretable on satellite
data. Sometimes, roads were confused as drainages while interpreting drainages
due to its similar spectral nature. The drainages, especially first-order streams and
drains, which were not clearly seen on the satellite data, have been analyzed from
toposheets and DEM. Spatially depiction of the changes in the drainage pattern is
given in Fig. 19.18. Due to rapid urban development and construction of many indus-
trial establishments, large apartments, layouts, etc., drains’ length has significantly
changed from 1965 to 2017. The total drainage length from the interpreted drainage
layer showed a loss of 325.4 km of drainage network in Bengaluru city as observed
from 1965 to 2017.

19.5.2.6 Characterization and Prioritization of Lakes

Characterization and prioritization of lakes were carried out by EMPRI by a system-
atic collection of field information of 78 parameters and adopting the Battelle method
suitably modified for Indian condition, and lakes have been prioritized based on the
importance of action required. From their study it emerged nearly 210 lakes need
urgent revival and care for its existence.
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Fig. 19.18 Changes in drainage network between 1965 and 2017

19.6 Conclusion and Recommendations

This chapter presents a summaryof twomajor studies involving assessment of various
components of urban dynamics of Bengaluru city viz., vegetation, land use/land
cover, and lakes, using geospatial techniques.Based on the total area ofBBMP, spread
across 711.59 km2 (consisting of 198 wards), the total change in the vegetation status
of Bengaluru citywas estimated to be a reduction of about 4%between the years 2006
and 2019 i.e., decrease of vegetation cover in Bengaluru from 30.1% (21,414.9 ha)
in 2006 to 26.1% (18,572.2 ha) in 2019. For this estimation, densely vegetated areas
and moderately vegetated categories were considered, as they represent the main
component of vegetation (consisting of tree cover). Area, representing vegetation of
seasonal nature especially the grasses, herbaceous vegetation on vacant sites/plots,
fallow land, scrubland etc. grouped under sparse vegetation class was not considered



460 S. Ravindranath et al.

for change analysis. A detailed vegetation change map was prepared (between 2006
and 2019). Ward-wise detailed analysis of vegetation indicated that out of 198 wards
withinBBMParea, the vegetated area increased in 82wards, vegetated area decreased
in 54 wards while 62 wards showed nominal changes in vegetated areas or almost
similar status. Additionally, an exclusive vegetation change analysis for importantly
vegetated 34 areas of Bengaluru city (such as Lalbagh, Cubbon Park, etc.) indicate an
increase in vegetation cover by 261.1 ha (accounting to 5.4% increase), suggesting
a total positive trend in vegetation cover in terms of area and density under these
locations.

Most BBMP wards have numerous green parks, apart from historically present
and recently planted avenue plantations. Defense campuses established since the pre-
independence era and non-built up spaces inmany government institutions/campuses
within the city also have a very large presence of intact vegetation cover, undisturbed
by the uninhibited pace of urbanization. The greenery in such locations is func-
tioning as real lung spaces for the local populace. Urbanization is observed to be
spreading toward the peripheral region in a radial pattern. The negative changes
observed in multiple locations have not impacted the overall density of vegetation in
a negativemanner. To improve the vegetation cover of Bengaluru city, the recommen-
dations/suggestions based on the present study are: (i) protecting the existing vege-
tation (ii) further densification of vegetated areas (iii) replacement of dead, dying,
and diseased trees (iv) compensatory planting at other areas or in the neighborhood
for road-widening/metro lines (v) Selection of appropriate plant species (vi) Trans-
plantation of trees (vii) Seeding using seed balls (viii) Vertical/Terrace gardens (ix)
Enhancing the existing vegetation by plantation drives (x) Kitchen Gardens/Indoor
vegetation (xi) Growing more trees around Lakes/Playgrounds/Open spaces (xii)
Densification of Parks and (xiii) Rain Water Harvesting.

The unplanned urban expansion and creation of urban infrastructure have incurred
a loss of natural drainage network and the conversion of lakes in Bengaluru. The
results of the spatial–temporal analysis of lakes within BDA limits are emphasized.

• Lakes with size > 3.0 acres: The interpretation of cadastral maps, Corona 1965
image, and Cartosat1 + LISS 4 image of 2017 have yielded that from 500 lakes
as per cadastral maps have been converted and reduced to 484 during 1965 and
further reduced to 408 during 2017. Thus about 86 lakes have been converted
from lakes into different land use after 1965. On the positive side, about 10 new
lakes were also constructed especially in the Bannerghatta park area of the city.

• Drainage pattern: The total loss 325.24 km drainage length has been observed due
to urbanization within BDA Area. Total length of the natural drainage network
was estimated as 1647.5 km (in 1965) and 1295.1 km (in 2017).

• Surface water spread area: SAR data analysis has shown that 212 lakes out of the
existing 408 lakes depicted more than 50% area under surface water-spread (2017
monsoon season). 113 lakes depicting area under 25% water-spread, though with
goodmonsoon season during 2017, require immediate attention for protection and
conservation. The remaining lakes were dry and completely occupied by weeds
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in spite of the heavy rains showing a possible loss of drainage connectivity and
flow of water into these lakes.

Lake inventory and its present status and loss of drainage network are valuable
inputs to prepare an integrated action plan for the conservation of the lakes. Some of
the immediate actions required are conservation of lakes which have been covered
with aquatic weeds; improve the drainage connectivity between lake series and also
the clear the drainages which are covered with vegetation, garbage etc. and ensure
smooth flow of water, desilting of lakes, setting up of STPs and treating the drainage
water before letting it into the lakes, preventing the various forms of solid, liquid and
other bio-medical wastes being dumped into the lakes. Apart from this, integrated
development of lakes requires further studies on the impact of urbanization, status
of pollution, computing run-off estimation, and flood inundation.
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Chapter 20
Mobile GIS Applications for Spatial
Planning at Grass Root Level

Khushboo Mirza, Vinod K. Sharma, N. R. Shankar Ram, V. M. Chowdary,
and C. S. Jha

Abstract Spatial planning in rural areas is crucial in order to have well-designed
rural communities, economic progress, sustainable growth, and improved quality
of life. Spatial planning activity is traditionally done using High-resolution satellite
date along with the thematic datasets on natural resources and infrastructure. The
spatial planning activity becomes more meaningful when it is augmented with field
survey data collected through mobile GIS applications. This study introduces the
implementation and use of real-time field survey data using Smart phone-based GIS
applications. Real-time field survey data and ground truth information were made
readily available for spatial planners while a survey team was reporting from the
field through a mobile device. All these data combined together with high-resolution
satellite data and the thematic datasets form the basis for the planning activities at the
Gram Panchayat level across the country. Both geographic data and geo-referenced
remotely sensed image data are used for the planning exercise. Such applications help
to understand the relationship between geo-information and governance. Such data
collection aided by mobile GIS applications aims to create more logical planning of
land use and the linkages between them and strike a balance between the need for
development and the need to safeguard the environment while achieving social and
economic objectives. This study brings further awareness about such technologies to
spatial planners as they could benefit from using dedicated applications developed
for mobile devices. Such applications could enrich workflow, accuracy, and quality
of data, which can help to achieve better results for the planning exercise.
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Keywords Field mapping ·Mobile GIS ·Mobile apps · Location-based ·
Governance · Spatial planning

20.1 Introduction

Developmental planning is a multifaceted process of decision-making based on
the resource information, socio-economic conditions, and institutional constraints.
Development plans for a Gram Panchayat (GP) provide a framework that enables
more effective utilization of available resources. Spatial planning in rural areas is
essential for economic progress and sustainable growth. Reliability of the spatial
and non-spatial databases is therefore crucial for the success of developmental plan-
ning. Therefore, understanding several elements of Gram Panchayat and their inter-
relationship for ecological planning is necessary for spatial planning. The ability of
space technology for obtaining systematic, synoptic, swift, and repetitive coverage
in different windows of the electromagnetic spectrum, and over large areas has made
this technology unique and powerful. Further, local knowledge of the area plays a
vital role in the preparation of the development plans. This knowledge, combined
togetherwith high-resolution satellite data alongwith the thematic datasets on natural
resources and infrastructure, helps to prepare the spatial development plans. Integra-
tion of this information with field survey data aids the development planning process
and makes it more meaningful. Non-availability of spatial information at the local
level leads to difficulty in prioritization of developmental schemes, and poor decision-
making. Field survey of households carried out spatially using a GIS-based mobile
app has proven to be an important tool for spatial planning activity. Although, the use
of mobile devices and dedicated applications for field surveys has increased in recent
times, limited attention was paid in the literature (Nowak et al. 2020). The success
of a mobile-based GIS application mostly depends on three factors, viz. spatial func-
tions, user interface design, and system performance (Charland and Leroux 2011; de
Abreu Freire and Painho 2014; Roth 2017). Web GIS integrated with data collected
from mobile apps and geospatial resources delivers powerful information analysis
for end-users through geo-visualization or animation with interactive web portals
(Yang et al. 2007).

This chapter highlights the potential of Mobile GIS for spatial analysis of
the current household data at GP level which in turn helps for conceptualization
and generation of developmental plans that account for the aspirations of Gram
Panchayats for the future. The field survey data collected throughmobile applications
cover a wide range of socio-economic, geographical, and other relevant parameters
of the households.
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20.2 Mobile GIS Applications

Advancements in technology show no parity between rural and urban India. Rural
India is transforming rapidly through interactions with its urban counterparts and
the government’s creation of amenities and services. However, the growth among
the villages in rural areas is not uniform. Villages in urban fringes are developing
faster when compared to interior villages. It is also observed that the development in
fringe villages is not inclusive. To enable inclusive growth among these fringe Gram
Panchayats, an appropriate development plan generation taking into account the
current status and the requirements in the future needs to be developed. Spatial devel-
opment plan facilitates multi-criteria analysis and enables understanding of issues
from a spatial perspective. Traditionally manual surveys are carried out to assess the
gap in the development of Gram Panchayats. However, traditional surveys are labo-
rious and time consuming. A mobile app-based field survey using GIS capabilities
of mobile phones proves to be helpful in such scenarios.

Mobile GIS is a technology framework that allows mobile devices to access
geospatial data and location-based services. With the advent and convergence of
GPS, Internet, and wireless communication technologies, mobile GIS has a lot of
promise to help in the data collection process and validation in the field (Pundt
2002). The field data collected through mobile applications can be visualized and
analyzed in a GIS environment. Since spatial planning plays a key role in providing a
framework for the development-related activities of a region, Spatial field survey data
can be correlated geospatially with other related data available at Gram Panchayat
(GP) level for the gap analysis and planning exercise.

20.3 Material and Methods

20.3.1 Study Area

The mobile app-based Household (HH) survey was carried out by thirteen partner
institutions (PIs) in 23 GPs spread across 11 states. List of the Gram Panchayats
(GPs) identified for HH survey is shown in Table 20.1. The location map of selected
GPs in this study is shown Fig. 20.1.

20.3.2 Methodology

Gram Panchayat Spatial Development Plan (GPSDP) generation necessitates the
collection of data fromhouseholds situated in theGramPanchayat. The data collected
through the household survey in this study includes 175 attributes pertaining to
land holdings, socio-economic conditions, employment details etc. Collection and
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Table 20.1 GPs selected for
House hold survey analysis
across India

State name District name GP name

1 Haryana Ambala Mullana

2 Haryana Ambala Patrehri

3 Uttarakhand Haridwar Belda

4 Uttar Pradesh Lucknow Bakkas

5 Andhra Pradesh Krishna Paritala

6 Andhra Pradesh Krishna Telaprolu

7 Tamil Nadu Tiruchirapalli Navalurkuttapattu

8 Tamil Nadu Thiruvallur Sembarambakkam

9 Tamil Nadu Thiruvallur Morai

10 Tamil Nadu Tiruchirapalli Gundur

11 Karnataka Udupi Shankaranarayana

12 Karnataka Udupi Uppunda

13 Madhya Pradesh Sehore Bilkis ganj

14 Madhya Pradesh Vidisha Murvas

15 Maharashtra Nagpur Gondkhairi

16 Maharashtra Nagpur Mansar

17 Maharashtra Pune Belhe

18 Maharashtra Pune Rajuri

19 Chhattisgarh Surguja Udaipur

20 Chhattisgarh Durg Jhit

21 West Bengal West Medinipur Aguibani

22 Jharkhand Bokaro Kandra

23 Jharkhand Ranchi Neuri

analysis of this household data is the starting point for the planning exercise in the
Gram Panchayats. A cross-platform mobile application is developed for carrying
out the field survey. The app’s design is based on the survey questionnaire, which
covers a wide range of attributes ranging from household information, family data,
land holding details, services availed by the household, health, livestock to energy
sources information, etc. The app with a simple GUI was designed in such a way
that anyone can use it without the need for formal training.

The methodology involves the integration of geospatial and mobile app-based
surveys, household data collection, sampling, and analysis. It also includes cross-
referencing through historical data to ascertain environmental concerns such as eco-
sensitive zones, brick kilns, quarries for building material, etc. The GPSDP outlays a
vision to guide the growth and development of rural areas for the next 20 to 30 years
by utilizing the latest geographical information system (GIS) technology. The proper
integration of sector planning and productive information resources into the master
plan of the GPs not only provides orderly and protective development but also helps
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Fig. 20.1 Location map of selected GPs

in the maintenance of infrastructure strengthening the local identity of the Gram
Panchayat and its people.

20.4 Architecture of Mobile Application

A mobile application, sometimes known as an app, is a type of software designed
to run on a mobile device. It consists of a mobile client where the application is
installed, while back-end application and the databases are hosted in the web server.
A typical architecture of mobile application is shown in Fig. 20.2.

The Mobile client-side often includes GPS-enabled mobile terminal and software
(i.e., a mobile app) deployed on the mobile terminal to access the system features.
The mobile terminal could be various mobile devices, e.g., smartphones, pocket
PCs, PDAs, tablets, laptops etc. These devices are commonly equipped with display,
memory, and central processing units and they can be developed based on different
operating systems, such as Android and iOS. Android is the most popular operating
system used nowadays. A cross-platformmobile app can work on different operating
systems like android or iOS, and offers the similar kind of interface and features
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Fig. 20.2 Architecture of mobile GIS application

irrespective of the OS used in the mobile phone. A mobile app with offline mode
allows users to do crucial tasks even when they are not connected to the Internet by
accessing locally stored datasets on the mobile device’s storage.

The server side typically consists of server-side applications and the database
engine. The server-side script parses the request received from the mobile app and
queries the database. The database processes the query and in turn, returns a response.
This response is sent back to the mobile client after the request processing. The
data transfer happens over the internet provided by mobile network and uses HTTP
protocol, which specifies the format of response and requests.

20.5 Cross-Platform Mobile App for Household Survey

A cross-platform mobile application is developed to facilitate the household (HH)
survey in various Gram Panchayats across the country. Mobile app (Fig. 20.3) is
compatible with android & iOS Operating systems and was developed using the
react-native framework. It has 12 different forms (Table 20.2) for data collection
with information on 175 attributes. The mobile app was envisaged for conducting
household surveys in the 23 gPanchayats (GPs) in the country.Data collected through
mobile app can be sent to the server in real time. The app also has the facility to store
the survey data in case network connectivity is not available. Provision is also made
for a secure login access that ensures authorizeduse of app.Thedata collected through
the mobile app is uploaded to the GIS portal through mobile internet services. This
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Fig. 20.3 Mobile app for household survey

Table 20.2 Categories under
which data collection is done
through mobile app

12 category of forms for data Collection

1 Household

2 Family

3 Land holding

4 Built up

5 Services

6 Toilet

7 Monthly expenditure

8 Health

9 Livestock

10 Other assets

11 Energy source

12 Other (suggestions, feedback etc.)

data is organized in a relational database for query and retrieval purpose. This data
helps planners in the preparation of the spatial plans for the Gram Panchayats.
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Fig. 20.4 Dashboard for visualization and analysis of household survey data

20.6 Analysis of Household Survey Data Collected
Through the Mobile App

Adashboardwas developed to visualize and analyze the survey data collected through
theMobileApp (Fig. 20.4). The dashboard has 3 components integratedwith a spatial
viewer for visualization of the survey data onto a 2D map viewer. The components
of HH dashboard are View, Analyze, Download, and prepare GP plan.

Dashboard facilitates visualization and query of survey data based on user-defined
queries such as ownership status, poverty status, education level, occupation, and
facilities like toilet, drinking water etc. Results of queries can be visualized in graph-
ical form on the map viewer. The results can be easily visualized using different
colors indicating the category type. Individual HH records can also be viewed under
the view tab. The facility to download the HH data (.csv format) for a date range is
provided under the download tab (Fig. 20.5).

20.7 Case Study-House Hold Survey Data Analysis
for Mullana GP, Haryana

MullanaGP is situated inSahaMandal ofAmbala district ofHaryana,with population
of ~4956 (census 2011). Geographically it covers an area of 12.96 km2. GP has
good road connectivity with district head quarter. Agriculture is the main source of
income in this GP. HH survey was successfully carried out by Chandigarh College
of Architecture using the mobile app. The survey was carried out for 15% of the
population. The data was submitted from the ground and hosted geospatially on GIS
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Fig. 20.5 Facility to download survey data on the dashboard

portal for further analysis. Surveyed data overlaid on very high-resolution satellite
data is shown in Fig. 20.6. Data was analyzed based on several socio-economic
parameters, and the maps were generated.

20.7.1 Distribution of House Types in Mullana GP

Distribution of house types such as kachcha, pucca, semi pucca houses, and others in
the Gram Panchayat was spatially analyzed and represented graphically (Fig. 20.7).
Majority of the houses (79%) in GP are pucca houses.

20.7.2 Residents of Kachcha Houses with BPL Cards
in Mullana GP

Availability of BPL card among the residents staying in Kachcha house was analyzed
(Fig. 20.8). The houses were categorized as BPL card available, non-available and
no input provided. The majority of residents of kaccha houses (68%) doesn’t have
BPL card.
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Fig. 20.6 House hold surveyed locations on very high-resolution satellite data

Fig. 20.7 HouseHold data distribution ofMullanaGPbased on house types on very high-resolution
satellite data
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Fig. 20.8 House Hold data distribution of Mullana GP based on BPL card availability in kachcha
houses

20.7.3 Water Availability and Their Sources in Mullana GP

Water supply sources in the GP were analyzed and categorized as a hand pump,
borewell, well, public tap, private tap, submersible, and no water available. Spatial
distribution based on the water availability is shown in Fig. 20.9. Private tap is the
source of water in the majority of houses (69%).

20.7.4 Distribution Based on Residency Period of Habitants
in Mullana GP

HH data is analyzed to derive the information of residents based on their length of
stay in GP. HH data based on field ‘resident since’ is categorized in different time
frames as shown in Fig. 20.10. The majority of residents are staying for more than 3
decades in the GP.
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Fig. 20.9 House Hold data distribution of Mullana GP based on the water supply source

Fig. 20.10 House Hold data distribution of Mullana GP based on ‘resident since’ highlighting
kachcha houses
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Fig. 20.11 House Hold data distribution of Mullana GP based on house height

20.7.5 Analysis Based on House Height/floor in Mullana GP

Distribution of house types such as kachcha, pucca, semi pucca houses, and others in
the Gram Panchayat was spatially analyzed and represented graphically (Fig. 20.11).
Half of the houses in the GP are multi-story, where 45% of the places have G + 1
floor, and 5% have G + 2.

20.7.6 Distribution of Houses Based on Liveable Conditions
in Mullana GP

The distribution of houses based on house conditions is categorized into good, live-
able, and dilapidated and is shown in Fig. 20.12. The majority of homes in GP are
either in good (67%) or liveable (24%) condition.
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Fig. 20.12 House Hold data distribution based on house condition of residents of Mullana GP

20.7.7 Solid Waste Disposal Facility in Mullana GP

Analysis of facilities available in GP for solid waste disposals was carried out. The
facilities are categorized into collection cart, composite, open disposal, and not avail-
able. Detailed distribution of solid waste facility is shown in Fig. 20.13. The majority
of residents (82%) use collection cart for solid waste disposal.

20.7.8 Toilet Availability and Type in Mullana GP

The houses based on toilet type are categorized into a private toilet, public toilet,
community toilet, open defection, and not available. Spatial distribution is shown in
Fig. 20.14. The majority of houses (97%) have private toilets in the GP.

20.7.9 Spending Pattern of Residents of Mullana GP

Spending patterns for the residents were analyzed by preferences of expenditure
during the survey. Details on spending on food, education, health, transport, rent,
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Fig. 20.13 HouseHold data distribution based on solid waste disposal highlighting kachcha houses
in Mullana GP

Fig. 20.14 House Hold data distribution based on toilet availability to residents of Mullana GP
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Fig. 20.15 Expenditure analysis of residents of Mullana GP

and leisure as a first priority were collected and analyzed (Fig. 20.15). A major
portion of earning is spent on education by the majority of residents (36%) in GP.

20.8 Results and Discussion

Household survey data collected through the mobile application for 23 GPs was
analyzed based on the socio-economic parameters such as house height, availability
ofBPLcard, ration card, toilet availability etc. Relative distribution ofKaccha, Pucca,
and Semi Pucca houses among all GPs is given in Fig. 20.16.

Morai GP of Tamil Nadu, Bilkis Ganj of Madhya Pradesh & Mullana GP of
Haryana shown the highest percent of Kaccha, Semi-Pucca, and Pucca housing,
respectively.

Height of houses in all GPs in terms of Ground (G), One storey (G+ 1), and more
than one storey is shown in Fig. 20.17. Paritala GP of Andhra Pradesh, Gundur GP
of Tamil Nadu, and Jhit GP of Chhattisgarh show the highest percentages of G type
house with values of 95%, 94.5%, and 94%, respectively, while Aguibani (52%) and
Shankaranarayana (57%) GPs show the highest percentages of G+ 1 and more than
G + 1 type house height, respectively.
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Fig. 20.16 Comparison of GPs based on house type

Fig. 20.17 Comparison of GPs based on houses height

Comparative analysis of GPs based on the BPL card and ration card availability
was represented for all GPs in Figs. 20.18 and 20.19. Morai GP of Thiruvallur
district and Navalurkuttapattu GP of Tiruchirapalli district in Tamil Nadu have the
highest and the lowest percentage of BPL cardholders, respectively. The distribution
of availability of ration cards across the GPs indicated that all GPs have greater than
73% of its household.

Biogas availability drastically varied among the households where Shankara-
narayana GP of Karnataka indicated the highest value of 85.8%, while Paritala GP
of Andhra Pradesh indicated the lowest value of 1% (Fig. 20.20).
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Fig. 20.18 Comparison of GPs based on availability of BPL card

Fig. 20.19 Comparison of GPs based on availability of ration card

The distribution of solar equipment among the households in GPs was analyzed,
and large variations exist among all GPs. 87% of Households in Shankaranarayana
GP of Karnataka had this facility, while Paritala & Telaprolu GPs of Andhra Pradesh
showed the lowest value of 1.5% and 1%, respectively (Fig. 20.21).

Residents’ health among GPs in terms of vaccination (Fig. 20.22) and prominent
diseases (Fig. 20.23) were analyzed. Jhit GP (5.1%) of Durg, Chattishgarh &Kandra
GP (5.7%) of Bokaro, Jharkhand indicated the lowest percentage of vaccination
whereas Morai GP (95.7%) of Thiruvallur, Tamilnadu, and Agubani GP (91.8%)
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Fig. 20.20 Comparison of GPs based on the availability of biogas in houses

Fig. 20.21 Comparison of GPs based on the availability of solar equipment’s in houses

of West Medinipur, West Bengal showed the highest percentage of vaccinated
households.

Expenditure by households among all GPs toward food, education, transportation,
and health were analyzed (Fig. 20.24). The Jhit GP & the Udaipur GP of Chhattis-
garh showed the highest (98.5%) and lowest (8.2%) expenditure toward food. The
Bilkis Ganj GP (48.6%) of Madhya Pradesh and Morai GP (0.3%) of Tamil Nadu
reported the highest and lowest expenditure toward education, respectively. Udaipur
GP (14.6%) of Chhattisgarh and Navalurkuttapattu GP (27%) have reported the
highest expenditure toward transportation and health, respectively.
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Fig. 20.22 Comparison of GPs based on vaccinated households

Fig. 20.23 Comparison of GPs based on the presence of prominent disease to residents

20.9 Conclusions

Gram Panchayats prepare annual plans to develop their region and more effec-
tive utilization of available resources. Particularly integration of geospatial tech-
nologies such as remote sensing and GIS with mobile-based field survey data can
help to achieve sustainable development goals. The use of spatial planning for self-
governance at the grass-root level, aided with technology can ensure transparency
and accountability in the functioning of GPs. With the aid of GIS, satellite imagery,
and mobile technology, a detailed record of the available resources and facilities can
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Fig. 20.24 Comparison of GPs based on their relative expenditure toward food, education,
Transport, and Health

be visualized in a simple and cost-effective manner. This information becomes a
backbone for planning different activities in the Gram Panchayat. The analysis of
other GPs based on available resources compares GPs in the field of various domains
like; health, education, infrastructure, etc. Thus the planners can identify and prior-
itize the development activities in the Gram Panchayat based on the data. It enables
the user to make better decisions based on geographical data. There is a need to
have objectivity in the planning process by acquiring relevant data and performing
planning at the GP level using geographic data for sustainable development. Mobile
GIS-based field data can increase the credibility and acceptability of the Panchayat
Raj Institutes among its stakeholders.
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Chapter 21
Geospatial Technologies for Development
of Cadastral Information System and its
Applications for Developmental Planning
and e-Governance

Subrata N. Das, G. Sreenivasan, S. Srinivasa Rao, A. K. Joshi,
A. O. Varghese, D. S. Prakasa Rao, K. Chandrasekar, and C. S. Jha

Abstract Space-basedgeospatial technology, because of timely availability of infor-
mation derived from remote sensing data on the desired scale, along with the Infor-
mation and Communication Technology (ICT) including Geographical Informa-
tion System (GIS), has accelerated the process of developmental planning and e-
Governance initiatives in the country. With the advancements in satellite remote
sensing technology,which is providing datawith the best spatial resolutions,mapping
has been possible at larger scales, progressing to the cadastral level (~ 1:4000). This
rightly caters to the requirement of current Government programs to provide plan-
ning at village and gram panchayat levels. High-resolution satellite data is considered
the ideal operational source for georeferencing the village cadastral maps. Overlay
of the georeferenced cadastral maps on the high-resolution satellite data helps in
carrying out detailed natural resource mapping to characterize each land parcel to
understand their potential and limitations in terms of various natural resources and
terrain characteristics. These include surface and groundwater availability, soil and
land capability, geology, lineaments, and rock formations, geomorphology and the
terrain characteristics, present land use including agriculture, forest, wastelands,
water bodies, and the available infrastructure. Integration and geospatial modeling
of these parameters facilitate cadastral level planning, development, andmanagement
for several applications. These include management of agricultural and horticulture,
forest, land resources, surface water conservation, groundwater development and
recharge, reclamation of wastelands, planning industrial corridors, planning for new
and self-sustained townships, and several other infrastructure and amenities plan-
ning. Information and planning maps derived through the Remote Sensing data at the
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cadastral level, along with the ICT including GIS, are used in various e-Governance
services in the country. Apart from providing online village-level services, it caters
to the use of ICT for strategic village-level development planning, thus reaching
the development goals of the government. This chapter discusses the geospatial
techniques and methodologies for the generation of georeferenced village cadastral
systems and presents some of the main applications of georeferenced cadastral maps
for developmental planning and e-Governance with case studies from Chhattisgarh
and Maharashtra.

Keywords Cadastral · Cadastre · Gaothan · Chak · Tippan · Village maps ·
Remote sensing · GIS · ICT · Cadastral georeferencing · Cadastral level planning ·
Developmental planning · e-Governance ·Mobile applications

21.1 Introduction

For integrated developmental planning, the timely and reliable inflow of informa-
tion is a prerequisite. Satellite remote sensing, with large synoptic coverage, timely,
accurate, and cost-effective data with Geographical Information System (GIS), an
ideal tool for managing spatial data, forms a spatial information base. The pragmatic
action plans for land resource and water resource development are prepared with due
consideration of conservation and development of natural resources (Rao et al. 1995;
Krishna Murthy and Adiga 2000; Sreenivasan and Krishna Murthy 2018). Further,
to meet the people’s requirements and imbibe local wisdom in the action plans, inte-
gration of the information available at the parcel level with spatial information base
is a prerequisite (Sreenivasan and Krishna Murthy 2018).

The main thrust is to accurately generate the largest scale land database which is
efficient, reliable, cost-effective, scale-independent, capable of adopting information
from various sources, and compatible with the other information systems. The Land
Information System (LIS) system should address an individual farmer with a parcel
number as the unique identity. The parcel number and the information on the record of
location, extent, value, and ownership of land are derived from the “Cadastre” or the
Cadastral Information System (CIS), which is integrated with the natural resources
information using Geographical Information Systems (GIS) to develop a LIS. The
planning system thus based on the LIS should act as a planning and developmental
tool addressing all the issues faced during local level planning, implementation, and
subsequent monitoring of the impact of developmental activities (Gopala Rao 2000;
Williamson et al. 2000).

Developing an efficient LIS requires accurate, up-to-date, and standardized CIS
comprising the cadastral maps in the digital environment, with a proper geodetic
control framework for linking the cadastral data to GIS, high-resolution satellite
data, and the thematic maps (Sreenivasan and Krishna Murthy 2018).
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21.2 Geospatial Technology

GeospatialTechnology, commonlyknownasgeomatics/geo-informatics, refers to the
technology used for capture, measurement, visualization, and analysis of features or
phenomena that occur on the earth (surface, underground and aboveground). Geospa-
tial technology includes three different technologies that are all related to mapping
features on the surface of the earth. These three technology systems are Remote
Sensing (RS), Geographical Information Systems (GIS), and Global Navigation
Satellite Systems (GNSS).

21.2.1 Remote Sensing

Remote Sensing technology is the technics of identifying an object by exploring
and measuring its reflecting and transmitting characteristics in the electromagnetic
spectrum either in passive or active mode. Satellite remote sensing is used mostly to
sense the surface object characteristics in various electromagnetic bands as images.
The images come in various resolutions (special, spectral, radiometric, and temporal)
and are georeferenced with the earth referencing system (projection, datum, and
coordinates) for ingestion into various national importance projects using GIS.

In recent times, high-resolution (usually considered from 30 cm to 2.5 m) satellite
images to very high-resolution (usually considered from 1 to 10 cm) (https://www.
satimagingcorp.com/) earth images (Fig. 21.1) are acquired and processed using
the photogrammetry techniques. Using this geoprocessing a planimetric accurate
base earth image is generated which is commonly known as orthoimage or ortho-
corrected image. These types of data form the base for any cadastral level mapping
and generation of the action plan for development.

Fig. 21.1 a Satellite data (50 cm), b UAV data (5 cm)—high-resolution data form the base of all
land property records and their uses

https://www.satimagingcorp.com/
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21.2.2 Global Navigation Satellite System (GNSS)

GNSS generally constitutes a constellation of medium earth orbiting (MEO—5000–
20,000 km) satellites to provide autonomous geospatial earth surface positioning.
The GNSS device receives the electronic radio signals from multiple satellites to
determine their location (longitude, latitude, and altitude/elevation) to high precision
(sometimeswithin a few centimeters tometers depending upon the observation time).
The system is used for providing position and navigation (track shifting receiver
location).

A satellite navigation system with global coverage may be termed a global
navigation satellite system (GNSS). As of September 2020, the US Global Posi-
tioning System (GPS), Russia’s Global Navigation Satellite System (GLONASS),
China’s BeiDou Navigation Satellite System (BDS), are some of the existing GNSS
systems. The Indian Regional Navigation Satellite System (IRNSS) is for the Indian
subcontinent and plans to expand to a global version in the long term.

The GNSS receivers are used in various applications viz. military, satellite and air
navigation, automotive navigation, survey and mapping, and for all location-based
services (LBS).

The mapping grade GNSS receivers use the carrier wave data from only the L1
frequency but have a precise crystal oscillator that reduces errors related to receiver
clock jitter. This allows positioning errors on the order of a few meters or less in
real-time. With a differential GNSS signal received using a separate radio receiver.
By using the carrier phase measurements and then differentially post-processing the
data, the positioning errors can be reduced to the order of 10 cm. Thus, the GNSS
receivers used for surveying land and land-based objects use the signal from both
the L1 and L2 GPS frequencies (dual frequency). These receivers are mostly used
for the cadastral level survey where a high level of accuracy is needed. The mapping
grade GNSS receivers are used for various mobile-based instruments for various
applications within the GIS environment.

21.2.3 Geographic Information System (GIS)

GIS is a tool (software) that facilitates the collection and management of spatial
(thematic) and non-spatial (attributes) information having spatially referenced
coordinates.

GIS is utilized in multiple technologies, processes, techniques, and methods.
GIS and location intelligence applications are at the foundation of location-
enabled/location-based services, that rely on geographic analysis and visualization.
Locations and extents that are found in the earth’s spacetime, can be recorded through
the date and timeof occurrence, alongwith x, y, and z coordinates; representing, longi-
tude (x), latitude (y), and elevation (z) on the earth. All earth-based, spatial–temporal,
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location and extent references, should be relatable to one another, and ultimately, to
a real physical location or extent.

Geoprocessing is a GIS operation used to manipulate spatial data. Common
geoprocessing operations include geographic feature overlay, feature selection and
analysis, topology processing, raster processing, and data conversion. Geoprocessing
allows for definition,management, and analysis of information used to formdecisions
(Wade and Sommer 2006).

GIS-based analysis in e-governance is the most popularly used analysis consid-
ering the importance of location-based services requirements in GIS-based applica-
tions. All spatial-based analytical tools use the GIS tools as the back-office manage-
ment for bringing in the newauthority and transparency in the business of governance,
sometimes also termed as “spatial intelligence”. New internet-based methods and
procedures are being developed along with the encapsulated database to encourage
the use of more geographic information with better social objectives. Geospatial
intelligence, based on GIS spatial analysis, has also become a key element for secu-
rity. Cadastral geodatabase today uses most of the advanced geospatial technologies
with advanced geodatabase type, structure, and encryption procedures.

For dissemination and e-governance of cadastral-based information, geoportal
is used. A geoportal is a type of web portal used to find and access geographic
information (geospatial information) and associated geographic services (display,
editing, analysis, etc.) via the internet. An effective geoportal has a GIS running
in the background. Geographic information providers, including government agen-
cies and commercial sources, use geoportals to publish their geographic informa-
tion descriptions (geospatial metadata). Geographic information consumers, profes-
sional or casual, use geoportals to search and access the information they need. Thus,
geoportals serve an increasingly important role in the sharing of geographic informa-
tion and can avoid duplicated efforts, inconsistencies, delays, confusion, and wasted
resources. Geoportals access data from multiple sources and provide easy-to-use
operational applications.

21.3 Cadastre or Cadastral Information System

The dynamically changing relationship of humankind to land has a great influence on
the development of land administration systems (Gopala Rao 2000). The relationship
in short is depicted in a system called a “cadastre”. The cadastre is a public record of
location, extent, value, and ownership of land in a district for taxation. The cadastre
evolved in response to the demands from society (Ting and Williamson 1999a). The
evolution of cadastral maps is described in different phases of society’s evolution,
i.e., agricultural, feudal, industrial, and information revolution which has defined
the cadastre in content and meaning. A typical cadastral map of a village and city
cadastral map is shown in Fig. 21.2.

The cadastre or the cadastral information resides with two departments viz. Land
Record Department (LRD) and the Inspector General of Registration (IGR). One
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Fig. 21.2 A typical cadastral map: A village cadastral map, example of Hodnar village from
Chhattisgarh state, B city cadastral map or city survey map, an example of Kolhapur, Maharashtra

department maintains the land record in physical map form and the other manages
the land ownership and transactional details. There is a global trend over the last
two decades to migrate from paper-based information systems to digital information
systems to improve efficiency and accessibility of information (Borzacchiello and
Craglia 2012). This is realized in the modernization of cadastral, land information,
and land administration systems.

Land information refers to physical, legal, economic, or environmental infor-
mation or characteristics concerning land, water, and sub-surface resources. The
International Federation of Surveyors (FIG 1996) defines Land Information System
as: “a tool for legal, administrative and economic decision-making and aid for plan-
ning and development. A land information system consists, on the one hand, of a
database containing spatially referenced land-related data for a defined area and,
on the other, of procedures and techniques for the systematic collection, updating,
processing, and distribution of the data”. The information has been used in a variety
of systems over the years, from the register of the deed, tract indexes to surveyors’ tie
sheets or soil surveys (Holstein 1990). Today, many organizations are moving land
information into Geographic Information Systems (GIS) and encrypted complex and
intelligent digital geodatabase. Land Information System (LIS) is mainly focused on
land records information. Land information becomes an integral part of government
and private sector development activities. The LIS techniques advance broader social
purposes by helping to make more effective decisions for using natural resources in
a more optimal way (Barnes 1990).

The emphasis shifted from the physical ownership of land to the wealth for the
mobility of assets. Cadastral records, including deeds, served as documents of owner-
ship that establish the owner of the piece of land and provide the authority and trust
to transact the sale of land (Dhal et al. 1994; Ting and Williamson 1999a).

The Torrens System of registration of ownership suited 19th-century paradigms
of countries such as India and Australia with large tracts of un-surveyed and untitled
land (Ting and Williamson 1999a; Raja Rao and Rajsekhar 2000). In short, cadastre
then existed to facilitate land transfers, as it is a record of ownership and land taxation.
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As today’s society faces continuing resource scarcity, the imperative to better
planning of land use gained urgency. The information revolution has a great poten-
tial to support the complex decision-making demands of sustainable development
(Williamson 1986; Ting andWilliamson 1999b; Dhal 1999). Multipurpose cadastres
are expected to increase the interoperability of data sources to fulfill their fiscal, land
transfer, and land management roles.

The growth of adjacent towns and villages with higher-density of populations and
housing has increased the importance of the infrastructure to sustain the population
with better urban planning. Reservation of land use by the urban planner with the
community is aimed at providing public amenities, minimizing spillover effects on
contiguous land, and increasing efficiency by guiding the development of land (Ting
and Williamson 1999a; Raja Rao and Rajsekhar 2000). The cadastre, as the record
of land parcels and registry of ownership, acts as useful information for the city
planning and allotment of the various functional land use for utilities as prescribed in
the URDPFI guidelines, 2014. The cadastral data also provide the legal reservation
under different notifications of the government from time to time.

Also, the Government of India has brought in 73rd and 74th amendments to
strengthen decentralized planning and to enhance the participation of local people
in the planning process (GOI 1985; Behar and Kumar 2002). The 73rd Consti-
tutional Amendment Act strengthened the role of the Panchayati Raj Institutions
(PRI), the rural local bodies as institutions of self-governance responsible to plan and
manage rural development (GOI 1985). Thus, institutions of local self-governance
can become the basis for the elaboration and strengthening of civil society in the
country (GOI 1985; Planning Commission 1989). For such grassroots level plan-
ning and development, georeferenced cadastral maps and the Cadastral Information
System (CIS) form the base.

The CIS addresses each parcel at 1:8000–1:4000 scales. The GIS addresses the
developmental plans generated at 1:50,000–1:10,000. The LIS developed based on
cadastralmaps andhigh-resolution satellite data bridges the gap between the planning
and subsequent implementation and monitoring activities (Krishna Murthy et al.
1996a, b, 2000). LIS is visualized as a tool that facilitates pragmatic developmental
planning at the micro-level (Sreenivasan and KrishnaMurthy 2018), implementation
of developmental plans through stakeholders and individual farmers participation,
monitoring the impact at parcel level and implementation and linking the various
government schemes and the beneficiaries.

Broadly, there are two ways in which spatial data has been organized in the
country. In certainStates/UTs, villagemapswith parcel boundaries are used,whereas,
in certain other states, ladder data on individual land parcels or tippans or field
measurement books (FMBs) or gat maps are used. In most parts of the country, the
land parcels depicted in cadastral village maps are covered in one or more sheets,
depending upon the scale of mapping and area of the village. These cadastral village
maps/sheetswill be considered as the basic input for digitization andmosaicing of the
cadastral maps in these States/UTs. However, in the other States/UTs, where ladder
data or gat maps/tippans/FMBs are used, the same will be taken for digitization and
furthermosaicing of themap. The cadastral map for each village is available on larger
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scales like 1:4000–1:8000. These maps depict the survey boundaries with survey
numbers, cultural features like transport networks, and natural features like drainage,
etc. These cadastral maps have been prepared using plane table surveying and chain
surveying. These maps have to be brought under a standard projection/coordinate
system for effective linkage of the plans generated in the G1S environment.

In the development of CIS, a comprehensive data design provides a robust archi-
tecture for the database to be viewed in its entirety and evaluated how the various
aspects of it need to interact. A good design results in awell-constructed, functionally
and operationally efficient database. Database standards are an important element
of database design. Standards enable applications and technology to work together,
they encourage efficiency and effectiveness, help reduce costs, protect investments in
data against technological change and lead to the availability of accurate, complete,
and current data. Tools, applications, and data affect each other, and standards are
established with this condition.

21.4 Development of Cadastral Information System (CIS)

The basic requirements for the creation of CIS are to have accurate, up-to-date, and
standardized cadastral maps in a GIS environment with a geodetic control frame-
work. The digital database prepared under such conversion forms the base for all
future planning and development processes of the authority. The Revenue Depart-
ment is the state government authority that maintains and manages all land infor-
mation and its present status. The department manages the land and revenue data
(Record of Rights—RoR), its spatial dimensions and geometry, maintain the history
of the transaction, its values, and updation. Formaintaining such records (both spatial
and no-spatial) a strong nation/state standards need to exist that are based on the
latest geospatial technologies, to facilitate future operation and maintenance of the
records. Robust database management technology is adopted and across the board,
a national standard is formulated. Broadly, the database construction for the devel-
opment of a CIS can be divided into four major components. These components of
CIS development are described in more detail in the following sections.

21.4.1 Digitization of Cadastral Maps

Different entities of the database are generated as the approved database standards.
The institute/vendors/agency/service provider must ascertain that the digitization is
per the prescribed standards. The outputs of each stage are put through stringent
tests, scrutiny, and quality checking procedure to achieve maximum accuracy and
correctness.

The reconstruction of an immaculate digital database with correct geometric and
topology is the prime and the complex task uponwhich the usefulness of the database
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Fig. 21.3 Flowchart depicting the digitization of the cadastral village map and quality assurance

lies. Two important aspects need to be considered which creation of the digital
database they are (a) the actual geographic standard data to define the physical piece
of land or the shape and size of the land with its location, and (b) the unique identifier
to link the attribute and transaction data of the land. The digitization process is the
technical process of conversion of analog or tabular data (khata data) into spatial
and non-spatial digital data. The process has to follow systematic steps of conver-
sion, quality evaluation, and correction as depicted in the flowchart (Fig. 21.3), and
described in the following sections.

21.4.1.1 Collection of the Cadastral Village Maps and Tracing
of the Analog Maps

The first step of the digitization process is the procurement of the paper cadastral
village map sheets. The physical condition of the map needs to be ascertained to
facilitate the proper scanning procedure. The map should be clear, readable, and
up-to-date concerning the mutation.

During the quality checking process (DQC-1) one needs to check the condition of
the map with no folds or no tear or cloth mount behind it. The control tics or the grid
of SOI should be visible, if not, need to be highlighted. The features of the map viz.
line, symbols, the text should be clear and easily distinguishable. The parcel number
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(khasra number) should be inked and all field control points (stone symbols) should
be properly visible with a distinct symbol. Once all the basic parameters are found
appropriate, the sheet is indexed with the unique number (preferable to the village
codewith other administrative codes) and set aside for the next procedure—scanning.

In case the sheet is found not fit for scanning, it is sent back to the land record
department (LRD) for redrawing or tracing on mylar film (75–100 GSM) with all
features and proper dimensions.

21.4.1.2 Converting Analog to Raster Cadastral Images

The cadastral maps, passing the DQC-1, are converted into digital data by the process
called scanning using an A0 size wide format scanner either a drum scanner or a
flatbed scanner. The selection of a proper scanner is an important step while consid-
ering its stability, repeatability, linearity, resolution, and skew adjustment. The scan-
ning resolution is an important parameter and should be scanned at an appropriate
DPI (Dots per inch). The recommended resolution is around 100–200 DPI for black
and white sheets (8-bit gray tone) considering the density and quality of the map.
Sometimes, for the denser and the colored features, the scanning resolution is set
to 400 DPI. The scanning is done by allowing the map to roll on the drum slowly,
or if the flatbed scanner is used it is flattened, pressed with the glass to remove the
wrinkles/bulging, and scan.

Once the scanning of the analog map is completed the quality checking (DQC-2)
of the scanned (*.tiff) file is performed. The digital file is cleaned andmade noise-free
(removing speckles, if any) by applying the de-speckling in the image processing
software. The file is then checked for the relative distance between the tic points or
the grid lines against any skewing or wrapping. If the grid size or the tic locations
vary in the scanned and original document by ± 0.1% of the distance, then the map
is rejected and sent for rescanning. Also, it needs to be ascertained that all the texts,
lines, and symbols are properly visible in the scanned document.

21.4.1.3 GRID Correction of Scanned Cadastral Map

Even after performing the quality check of the scanned document, there can be some
inherent error that may creep in due to the instrument specification and scanning
techniques. There can be some manuscript (raw map) internal distortion due to wear
and tear and shrinkage/expansion. If these errors are not corrected at this stage, then
the error will be carried forward and beyond repair.

To remove these irregular errors and make the map planimetrically accurate, the
digital scanned map is registered to the predefined mathematically accurate vector
grid. The grid is prepared based on the defined scale and the distance as depicted
on the map. Generally, the old maps of 16 in. = 1 (one) mile, i.e., 1:3960 scale,
the grids are generally of 10 zaribs (= 50.8 cm or 2.00000008 in.); whereas, the
SOI grid (1:4000 scale) has a grid system of 25 mm apart. The old maps have 10
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Fig. 21.4 a Standard cadastral sheet prototype and b the grid rectified cadastral raw sheet

× 14 grid blocks and the SOI maps have 20 × 28 grid blocks. The scanned sheet is
registered with these grid blocks and then rectified to match the grid (Fig. 21.4). High
accuracy with low RMS error is expected in this registration to remove any warping
effect in the sheet. The quality check is performed on the rectified scanned image by
overlaying the grid and seeing the matching of the grid tics at the intersection. This
process is defined as DQC-3, and if the errors are within the expected level of shifts,
the scanned sheet is sent for the process of feature extraction.

21.4.1.4 Feature Extraction From the Grid Corrected Scanned
Cadastral Images

Feature abstraction process may be defined as the process of capturing the geometric
entities of the map by drawing and storing them as GIS entities of point, line, and
polygon features. These are captured and stored as vectors; the text as an annotation.
The grid corrected raster image is either opened in the CAD or GIS environment and
one by one the features are drawn in the same environment. The environment of the
software is pre-set before the extraction process concerning the various tolerances
(snap, grain, etc.). The attributes about the feature are also captured and are attributed
to the respective features. During vectorization, care should be taken to follow the
centerline with appropriate zooming; auto-vectorization should be avoided. The
output should be within the permissible limit of the digitization errors viz. coor-
dinate movement tolerance, weed tolerance, coordinate unit, fuzzy tolerance, etc.
Feature connectivity and adjacency should be ensured. The features concerning their
topological relationship should be ascertained. Sliver polygon tolerance should be
set and cleaned if any.

Included in the standard document prepared for the digitization process, a prede-
fined template is prepared with the standard names and symbols. The names and the
symbol refer to the various features on the ground like bunds as parcels, roads, canals,
rivers, etc. The location of point features that are shown as symbols is defined as it
is in the form of digital points symbols. The template maintains uniformity among
all digitized maps for future integration. The templates will have all the major map
elements viz. headings, legend, index map, grids, north arrow, etc. and are approved
by the competent authority. The texts are generally written in the local state language
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in the UNICODE system. The template may vary from state to state, as the different
states may follow a different map depicting and approval procedures.

The feature extraction or the feature digitization process will create GIS/CAD
entity layers and resemble the paper map with all features in it. The layers are all
topological corrected and checked for the attributes. The map will be a part of the
template and will be printed on the template map, with all standardized components
and elements, for physical checking with the original map. (Fig. 21.5).

The DQC-4 is performed at this stage. The digitized features are overlaid on the
rectified scanned sheet and are checked for extraction of all features and annotation
(text). This will ensure that features are true to-its-type, accurate in location and
attributes. The features/ attributes which are not extractable are sent for clarification
to the LRD and are incorporated after duly resolved.

Fig. 21.5 Cadastral map grid referencing, vectorization, mosaicking, and GIS format conversion
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21.4.1.5 Hard Copy Printing for Evaluation

The digital features extracted from the rectified scanned raw cadastral maps are
organized on the predefined and approved sheet template with all map elements. The
template with the digitized features is converted into a Portable Document Format
(PDF) file and then printed true to the inherent scale. Good quality paper should be
used (75–100 GSM) for printing. This is named as the first draft copy of the sheet and
is sent to the land record department for verification. At this stage, 100% validation
is performed by the department and is assigned as DQC-5 in the process flow of
digitization of land records. The outputs first checked for village name, patwari
name/number, revenue inspector circle, and taluka name along with the adjacent
villages on themap. The features inside themap are checked for the physical location
of the parcel, orientation, dimension, adjacency, and attributes. All symbolswith their
attributes are thoroughly checked. All parcel numbers are checked and the missed-
out numbers are assigned with the number at this stage. Any bifurcation/updates in
the parcel are also incorporated at this stage. The corrected draft copy is duly signed
by the authority and sent for the digital alteration and incorporation if any.

21.4.1.6 Incorporation of Correction Suggested by LRD

The corrected and signed draft hard copy once received by the agency incorporates
the necessary correction in the digital file layer-wise. The data once incorporated is
run for the topological errors and clean and accurate data is generated. Likewise, if
there are multiple sheets for a village, in each sheet the corrections are incorporated
and sent for the mosaic at the village level.

21.4.1.7 Sheet Mosaicing of a Village

On most occasions, the village area is divided into sheets with overlaps or joining
controls. The features are extracted and corrected sheet-wise. Since the village is a
single entity having the features and parcel numbers in continuity, the sheets need to
be mosaiced. The sheets are mosaiced by matching the feature edges with the refer-
ence grid control. The continuity of the features is seen and merged in the GIS/CAD
environment. The duplicate annotation/attributes are also merged and fresh topology
is run. The topology will ensure the completeness, contiguity of the features. Dupli-
cate features, especially the sheet control symbols, should be deleted and cleaned.
Finally, a topologically corrected single GIS/CAD layer will be generated with all
features for the entire village for further quality checking and approval. This process
is termed DQC-6 to ascertain the feature continuity and attribute carry forward.
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21.4.1.8 Conversion of the Digitized Data into a Topologically Correct
GIS Data Format

Once the DQC-6 is performed, the digitized and sheet mosaiced village cadastral
data is rechecked for the topology and converted into topologically corrected GIS
data. This can be a propriety data format (ESRI geodatabase) or an open data format
(shapefiles). The GIS data has separate point, line, polygon, and annotation layers,
and together they are topologically linked and spatially related. The annotation or
the attribute are related to the spatial layers through spatial relationships. The basic
objective of bringing all features under the GIS environment is for the establishment
of the spatial relationships between various layers/features concerning the shape,
size, containment, location, proximity, contiguity, adjacency, and intersection. The
relational database standard and structure is being followed to generate the primary
and foreign key for integration with the external database system for linking and
querying. At this stage, the uniqueness of the primary key and the foreign key is
checked, the completeness or redundancy in the data concerning the other attributes
is checked and error files are generated. This forms part of the DQC-7 procedure.
The error report concerning the duplicate or null values are generated and sent to
the land record for validation. As suggested by the land record department the errors
are checked and incorporated. The data, both spatial and attribute, are again checked
and evaluated. Wherever the errors could not be incorporated, a flag in the database
is generated. The data, thus generated is finally ready for the georeferencing with the
ortho-corrected high-resolution satellite data.

21.4.1.9 Final Deliverables (Hard Copy Print and GIS Data
for Geocoding)

The final GIS data, correct in all aspects, is converted into village-wise PDF files with
all feature symbols and overlays in the prescribed format. Also, sheet-wise outputs
are generated in PDF format. For archival, the hard copy output may be printed
on a relatively good quality thick paper (150 GSM). The GIS data are maintained
in one directory as the unrectified village cadastral mosaic file which will be used
for georeferencing with the high-resolution satellite data for adding the geographic
coordinates.

The georeferenced cadastral matches with the satellite data and have a refer-
ence to the earth’s location. These data are useful for identifying the beneficiary
(farmers/owners) related to various e-governance procedures of the government.
The georeferenced cadastral maps help in demarking the planning and developing
areas, finding out the affected areas during the disaster, prioritizing the constraint
area, and using the cadastral information for achieving the various sustainable
development goals (SDGs) efficiently. The geocoded cadastral data, being digitally
integrated, can be disseminated on the web geoportal and used for development
activities by the Ministry of Panchayat and Rural Development through different
government-recognized schemes.



21 Geospatial Technologies for Development of Cadastral … 499

21.4.1.10 Metadata Preparation

The cadastral data are one of the largest scale data and are generally in volumes.
These are the legal documents and describe the ownership of a piece of land. Often,
searching for such data from the database consumes a lot of time. Metadata is the
information about such voluminous data and helps in quick searching of the data. It
represents the who, what, when, where, why, and how of the resource data (FGDC
2016). So, for speedy access and retrieval of the data, good metadata is essential with
well-defined standards. Well-maintained metadata allows the organization to main-
tain the data with all required information of the database creation, alteration, and
updation. It defines the access procedures and the security of the data, provides data
catalogs, format, currentness, and procedures of the data handling and manipulation.

Themetadata standards of the cadastralmapwill facilitate understanding the avail-
ability of the data, its access protocol, how it can be used, and its transfer protocol.
The metadata has the identification information describing the data with keywords
definitions. It also describes the GIS data entity format and the attributes information
in it. Metadata reveals the information about the data quality, spatial data referencing
(coordinates system and projection), and its database organization. Metadata also
describes the period (time) and contact information. Thus, all information regarding
the cadastral data can be accessedwithout actually calling the data from the system. It
is designed to store information about the cadastral village layer, and in the future, it
should be designed to store the updation rate, history, and time of the land transaction.

21.4.1.11 Linkage of the Spatial Data with RoR

Through the title deed, every citizen attains rightful ownership over a particular
property or land. All legal transaction and other transaction of the government is
based on this deed. The RoR (Record of Rights) is the primary record of land that is
mentioned in the title deed and holds information of property transactions. Though,
the property under consideration, finds a mention of location and sketch map in
the deed and the RoR, the actual integration with the georeferenced cadastral is
not always available. Thus, textual information of the land is integrated with the
geospatial data of the property.

The linkage of the spatial georeferenced cadastral will facilitate the online upda-
tion of the records, both in terms of records and spatial data. The spatial data is either
bifurcated or amalgamated or reconstructed. In all the cases, the procedure of integra-
tion will help the process of geospatial changes and the registration of records at the
same time. This will facilitate to access online information of the property regarding
its status. Integration of the spatial data with the government records improves the
credential of the maps and provides all types of online queries. Linkage also helps in
themanagement of the various government activities/projects, helps in understanding
the ownership and the status of the land in question.
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21.4.1.12 Quality Assurance

Data quality is one of the prime concerns in database creation and transfer. The
quality control standards should be well-defined and strictly followed at each step.
The measurement of the accuracy is based on the allowable limits either as a physical
or logical accuracy.

In the process of data conversion, many errors can creep in due to the instrument,
drawing procedure, projection, transformation, and sometimes software accuracy.
Which the software, used to extract the feature, the tolerance setting plays a major
role. This decides how the feature are located on the map with respect to each other.
The GIS entities of points, lines, and polygons are affected by the tolerance setting
and are maintained within the spatial data structure. In other words, it describes
how the feature is constructed. For point feature, how best it is located within the
prescribed distance limits; the line is represented by the vertices length segment, its
direction, and overall length, whereas in polygon the number of the lines that make
the polygon, its perimeter, and area confined. On the other hand, logical accuracy is
described by the correctness and completeness of the data concerning their attributes.
Logical accuracy comes into playwith the spatial and attribute query for the selection
of the right entity in the data. Thus, maintaining the proper quality data will help in
better data fidelity and help in taking the right decision at the right time.

21.4.2 Preparation of Reference Satellite Image Base

The cadastral map at the village level is available on larger scales of 16 in. = 1 mile
(1:3960) in the older FPS system and 1:4000 in the new metric system of measure-
ment. The cadastral maps are generally prepared using plane table surveying and
chain surveying. These maps are drawn to a true area projection or Cassini projec-
tion. For using such maps for development purposes, the maps need to be brought
under a proper referencing system that describes the coordinates, projection, and
datum of the data under the GIS environment. The following methodology has been
developed for establishing a one-to-one correspondence with the ground coordinates
through the satellite data.

The early phase of the digitization and georeferencing of the cadastral maps
initiated with the use of the IRS 1C/1D satellite data, available in four spectral
windows of 23.5 m resolution and panchromatic data of 5.8 m resolution with stereo
capability. With the advancement in satellite-sensor technology, currently, better
resolution satellite data are available and the meter to sub-meter resolution satellite
data aremore appropriate for generating the ortho-correctedmosaic satellite base data
for the state. A list of a few satellites’ sensors providing sub-meter spatial resolution
data is given in Table 21.1.

The satellite images depict many natural features such as the field with bunds,
roads, and tracks, streams, and nullahs besides the settlement, tanks, and other trans-
port features like rails and roads, which are advantageous in identifying ground
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Table 21.1 List of satellites’
sensors providing sub-meter
spatial resolution for CIS

Satellite Sensor Spatial resolution (in m)

IRS CARTOSAT-3 PAN 0.65

GeoEye-1 PAN 0.46

GeoEye-2 PAN 0.34

WorldView-1 PAN 0.46

WorldView-2 PAN 0.46

WorldView-3 PAN 0.31

Pleiades-1A PAN 0.50

Pleiades-1B PAN 0.50

KOMPSAT-3 PAN 0.70

QuickBird PAN 0.65

IKONOS PAN 0.82

Planet Lab SkySat-C PAN 0.50

SkySat-2 PAN 0.90

control points (GCP) for developing transformation model for an image-vector
tie-down.

The digital image processing algorithms are used for merging of high spatial
resolution data of panchromatic and moderate to low spatial resolution multispec-
tral data. The panchromatic data is registered with available GCP acquired through
the process of survey and triangulation or GPS survey. Sometimes Survey of India
(SOI) toposheet is used for an image-to-map transformation model. The multispec-
tral band data is enhanced to the panchromatic pixel size and then merged with the
panchromatic image to generate a high-resolution multispectral image base with all
the sharpness and resolution of PAN and the color/hue of the multispectral bands.
The panchromatic image is merged with the multispectral bands to bring more infor-
mation into the satellite data. The techniques used often are the high pass filtering
technique, IHS transform-based image fusion, Wavelet transform image fusion, etc.
The cadastral features match the features of the satellite data.

With the high-resolution stereo data, aerial photographs, or UAV data, the
photogrammetry technique is used for registering the stereo data with GCPs and
Tie-points, thus generating the Digital Elevation Model (DEM). The DEM is used to
perform the terrain correction of the satellite data generating ortho-corrected merged
satellite data.

The satellite data of the late rabi season or summer season (generally during
the months from February to June) are found suitable for satellite data acquisition
and generating the merged product. The images should not have any clouds and are
corrected from the atmospheric haze. The sequence of steps for preparing the satellite
data for georeferencing of cadastral maps is described in the following sections.
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21.4.2.1 Coordinate System Definition

The cadastral maps at the village level are generated on paper without any projection
or in some places used Cassini projection. The area of the village is small and hence
the curvature of the earth has little or no impact in assuming that the earth is flat in a
single village area.Mathematically this assumption causes very little or no significant
error in dimensions of the plotted area. However, when amosaic of several villages at
taluk or district is being created, the assumption that the earth is flatwill fall wayward.
This assumption will induce errors when the study area is large. In turn, the process
of making a mosaic of several villages will face several shortcomings. To avoid the
shortcomings, the coordinate system is required with proper projection to project
the curved surface onto a two-dimensional flat surface (ESRI 1995). The projection
designed at the state level facilitates a seamless mosaic of databases originating from
different scales and area extents (Snyder 1987; Srivastava 2001; Srinivasa Rao et al.
2002). The reference system may be a transformation of the geodetic coordinates
(latitude and longitude) or it may be a mathematically related rectangular system as
that of SOI (Polyconic projection-based system). The type of map projection applied
depends upon the location, size, and shape of the study area and acceptable tolerance
limits in terms of angular, linear, and area distortions (Snyder 1987; Srivastava 2001).

The projections relevant to India are Polyconic, Lambert Conformal Conic,
Mercator, Transverse Mercator, Universal Transverse Mercator, and Cassini
(Agrawal 1998; Rajak et al. 2002; Srinivasa Rao et al. 2002). Srinivasa Rao et al.
(2002) have carried out extensive studies on coordinate systems for generating seam-
less databases and have developed the “Indian State Plane Coordinate System”. This
coordinate system is validated by geodesy experts across India and adopted for the
generation of a digital database for all the projects at the state level including LIS.

21.4.2.2 Gridbase Generation

Construction of image-to-map transformationmodel is a time-consuming and tedious
job, and the accuracy of the registration is dependent upon the GCP characteristics
and their distribution. To facilitate betterGCP acquisition and tomaintain satisfactory
GCP distribution, a technique is used to generate referencing scheme for the entire
State, i.e., gridbase. The regional referencing scheme, i.e., gridbase is generated
consisting of latitude and longitude of 5 min intervals (depending upon the scale of
the satellite data). The gridbase is generated to register the scanned maps with high
accuracy. The inputs needed to generate gridbase are upper left corner coordinate
(dd-mm-ss), lower right corner coordinate (dd-mm-ss), grid interval (dd-mm-ss), and
pixel resolution. The gridbase is generated in the form of the raster image, with the
vector grid contained in the file.
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21.4.2.3 MAPGRID Generation

In this approach, themaps, containing information of cultural features, notified forest
boundaries, elevation contours, and drainage on 1:50,000 scale or 1:10,000 scale are
scanned and registered with already generated gridbase. This output facilitates the
accurate collection of GCPs. The MAPGRID will become a standard database of
topographic information and this information is readily available forGCPacquisition.

21.4.2.4 GCP Network Generation

Generally, it is advised to generate a network of well-controlled surveyed GCPs
for any area. Geodetic GPS surveys are the best-recommended technique for estab-
lishing GCPs. These GCPs are surveyed under a set plan and controlled environment
constituting iconic, primary, secondary, and tertiary GCP points. Different levels of
points have different accuracy levels and control the next level points in the network.

All GCP points must be identifiable on the imagery. GCPs used must meet
certain distribution and quantity requirements. Ground control points must be well-
identifiable on the image as well as the ground. Sharp intersections or corners of
features are selected for planimetric control (e.g., the sharp corner of road/track/field
bund junctions are selected instead of the center of road intersection). Well, identi-
fiable points on a flat surface and preferably at ground level are selected as vertical
control.

GPS observations are made by the approved network plan. Use of well-
conditioned figures in the network plan is essential. The network should contain
figures of braced quadrilaterals or simple triangles. If more than 4 GPS receivers are
used for observations in nearby locations simultaneously, it is important to use only
the vectors as per the approved network plan during computation. A sketch relating
to the identification of the GCP on the image with a proper format is required for the
official record. This is sufficient to correctly access the GCP later on by some other
person to identify the GCP on the field.

The density (GCP grid distance and level) of the GCPs will be dependent on the
strip size of the satellite data. It is recommended to have more than 3 (Three) GCPs
per image for registration. The GCPs, if monumented, can be stored as GCP image
chips and can be used for any future geo-registration of the images.

21.4.2.5 Georeferencing of High-Resolution Image or Ortho
Registration of Stereo Data

The high-resolution image is rectified using the GCPs from the satellite data and
the corresponding ground coordinates are derived from the MAPGRID image or
GCPs. A second-order transformation model is established between the image and
the GCPs. The threshold set for the transformation model are (a) the residual error
at each GCP is less than two pixels in each direction and (b) the RMS error for the
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entire model is less than one pixel in either direction. These thresholds will ensure
good planimetric accuracy of the rectified satellite data.

High to very high-resolution stereo satellite data are used to generate a terrain
corrected image base. The photogrammetry process increases the accuracy through
state-of-the-art photogrammetric and image processing algorithms for automatic
point measurement, triangulation, and orthophoto generation. This maximizes
productivity with automated algorithms, fast processing, and a tight focus on work-
flow. The workflow generally consists of the creation of block files, measure-
ment of GCPs/Tie-points, block adjustment, generation of DTM/DEM/DSM, feature
and edge matching, and generation of orthophoto. Various such orthophotos are
edge matched and a single ortho-corrected image is generated. Sometimes, the
merged product (as raw processed image) is used to generate the orthoimage, and
the subsequent procedures of multispectral data registration and merging are not
required.

21.4.2.6 Registration of Multispectral Data of Coarse Resolution

The multispectral data is registered using rectified panchromatic data or orthoimage
as the reference image. A second-order transformation model is established and the
thresholds are set as per the standards depending upon the image resolution.

21.4.2.7 Merged Product Generation

The multispectral satellite data is registered with rectified high-resolution satellite
data using the image-to-image transformation model. The multispectral data is digi-
tally enlarged by a factor of 4 (four) in both directions to generate a pixel size similar
to the high-resolution data (this may vary depending upon the data used for merging).
These results are smoothened with a 3 by 3 low pass filter to eliminate the blockiness
introduced by the four times enlargement. The Hue-Intensity-Saturation method is
used to merge the information contents of both data sets. The resultant output is a
high-resolution, edge enhanced, a color composite image depicting the natural and
manmade boundaries like river/stream/nullah, transport network, canals, tanks, field
bunds, and notified forest boundaries. The survey boundaries on the cadastral maps
perfectly match these features.

21.4.2.8 Assessment of Geometric Accuracy

Geospatially referenced ortho-rectified imagery offers photographic information
combined with accurate geodetic models to support the compilation of scaled
mapping themes. In general, the accuracy of fewer than two pixels of residual error
and standard deviation, and RMS error of less than one pixel for the entire model
is achieved during the process of ortho-rectification of satellite data when the study
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area is generally flat and good control points are available on the satellite data with a
rational polynomial coefficient (RPC) at acquisition. In extreme circumstances like
highly undulating terrain and lack of good control points, an error of 2–3 pixels is
tolerable with CE90 less than 2 m. For example, if high-resolution satellite data of
0.5 m is used as a reference dataset for georeferencing, then high accuracy GCPs
(having accuracy of 50 cm) is required to derive a residual error of less than 0.5 m,
however, an overall accuracy of less than one (1 m) will be acceptable. Wherever
possible, better resolution referencemapsmay be used for achieving better geometric
accuracy.

21.4.3 Georeferencing of Cadastral Maps

21.4.3.1 Need for Georeferencing of Cadastral Maps

Since in most states of India, the cadastral map does not have the earth referencing
system (i.e., geodetic coordinates), the use of these maps becomes limited to refer-
ence only and cannot be used in conjunction with Geographical Information System
(GIS). Large volumes of information are generated by many organizations using
conventional techniques and/or remote sensing techniques in a GIS environment.
Lack of geodetic coordinates information refrains the use of cadastral maps for use
in development activities.

Once a cadastral map is georeferenced, it can be linked to district and state-
level maps to finally establish a micro and/or macro level LIS. The georeferencing
process enables deriving geodetic coordinates for each map and in turn for each
node of the cadastral map. The georeferencing will help the Revenue Department
to update and standardize the cadastral database by using state-of-art technologies
like Remote Sensing, GIS, and Global Navigation Satellite System (GNSS/GPS) and
facilitates linking of cadastral maps to the National Natural Resources Information
System (NRIS),National SpatialData Infrastructure (NSDI),NaturalResourcesData
Management System (NRDMS), Bhuvan and other spatial databases (Dhal 1999;
Gopala Rao 2000; Krishna Murthy and Adiga 2000; Srinivasa Rao et al. 2003).

21.4.3.2 What Is Georeferencing?

“The process of defining the position of geographical objects relative to a standard
reference grid is known as georeferencing” (Bernstein 1983). It is performed to assign
the geographic coordinates to the lines and column image data for making the data
amenable to GIS analysis and to facilitate viewing in conjunction with other maps.

Rectification can be defined as the process of transforming the data from one
grid system (image row and column or cartesian coordinates) into another (map
coordinate system) using an nth order polynomial (Bernstein 1983). The pixels of the
new grid may not align perfectly with the pixels of the original grid, so resampling
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is needed. Resampling is the process of extrapolating data values for the pixels
on the new grid from the values of the source pixels (Lillesand and Keifer 1987;
Mather 1987; Jensen 2000). The geometry of an image area is made planimetric
by rectification (Haralick 1973; Castleman 1978; Davidson 1986), relating Ground
Control Point (GCP) pixel coordinates (row and column) with their corresponding
map coordinates. This is the most precise geometric correction since each pixel
can be referenced not only by its row and column in a matrix after rectification is
completed, but it is also rigorously referenced in degrees, feet, or meters in a standard
map projection. Geometric rectification is essential for the accurate area, direction,
and distance measurements (Bernstein 1983; Friedman et al. 1983). This is often
referred to as image-to-map rectification.

There are two techniques to correct the various types of geometric distortions
in digital data. One is to model the nature and magnitude of the sources of distor-
tion and use these models to establish correction formulas (Richards 1994). This
technique is effective when the types of distortion are caused by systematic errors
(Jacobsen 1998; ERDAS 2003). The second approach is creating a mathematical
coordinate relationship model between the pixels of the image and the coordinates
of the geodetic maps (resembling coordinates of the ground). These relationships
generate the coefficients and are used to correct the image concerning its geometry
and location on the earth irrespective of the analyst’s knowledge of the source and
types of distortion (Bernstein 1983). The second approach is used for georeferencing
of the cadastral maps (Krishna Murthy et al. 2000; Srinivasa Rao et al. 2003). The
georeferencing process can be divided into two processes viz. registration and recti-
fication. Image registration is a mathematic algorithm transformation model that is
used to relate the target image space to the reference image space, and the rectification
process is the application of the transformation model to rewrite/resample the image
into a new coordinate system. An example of georeferencing of the city cadastral
maps with land use development plan rectified on the high-resolution panchromatic
satellite data is shown in Fig. 21.6.

Fig. 21.6 A sample digitized city survey cadastral map with land use attributes and satellite data
overlay
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21.4.3.3 Data Sources for Georeferencing

The process of georeferencing requires location information as Ground Control
Points (GCPs). These GCPs should be in the real-world coordinates with high accu-
racy as prescribed. The geographic coordinates of the GCPs are obtained through an
on-field survey using the DGPS instrument as iconic, primary, secondary, and some-
times tertiary points. The source ofGCPs can be from the ground control survey, topo-
graphical maps, and coordinates of GNSS (Srinivasa Rao et al. 2003). The secondary
sources consist of aerial images or high-resolution satellite images as described in
Sect. 21.4.1 of this chapter.

The lack of compatibility between the scales and currency of available topograph-
ical maps and the cadastral maps may influence the error budget in the locational
accuracy of the georeferenced cadastralmaps. Theother source of deriving real-world
coordinates directly is through the Global Navigation Satellite System (GNSS) as
described in Sect. 21.2.2.

21.4.3.4 Approaches for Georeferencing of Cadastral Maps

There are six major approaches for georeferencing of cadastral maps depending
upon the primary source of geodetic control (Topographical Maps or GPS) and the
secondary sources, i.e., via media used for better identification of parcel bound-
aries (aerial photos or very high-resolution satellite data or direct method). The six
approaches are as follows.

(a) Topographical Maps (1:50,000/1:25,000 scale) and cadastral maps (Direct
Approach)

(b) Topographical Maps (1:50,000/1:25,000 scale), aerial photos and cadastral
maps

(c) GNSS GCPs and cadastral maps (Direct Approach)
(d) GNSS GCPs, aerial photos and cadastral maps
(e) GNSS GCPs, very high-resolution satellite data, and cadastral maps
(f) Topographical Maps (1:50,000/1:25,000 scale), very high-resolution satellite

data and cadastral maps.

Of the above methods, to increase the accuracy of georeferencing of the cadas-
tral map, the method of deriving the real-world coordinates from the GCPs using
GNSS/GPS is followed first. Using these geodetic coordinates, the high to very high-
resolution satellite data are rectified. This forms the base for georeferencing of the
cadastral maps which are generally in cartesian coordinates. The cadastral maps are
georeferenced using the feature-based GCPs of the rectified high-resolution satellite
data. The high to very high-resolution satellite/aerial data has the potential to collect
a well-defined large number of feature-based GCPs for achieving good accuracy
(Srinivasa Rao et al. 2003).
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21.4.3.5 Methodology

Themethodologymainly comprises of two broad steps—First, is the vectorization of
the cadastral maps, and second, is GCP Collection, Georeferencing, and Validation
of Model Accuracy and Product Accuracy.

Cadastral Maps Generation in Vector Mode

The process of generation of cadastral maps in vector mode is explained in
Sect. 21.4.1. The main tasks involved in this process are the acquisition of cadastral
maps, scanning, and digitization of cadastral maps, and generation of vector data
about the parcel’s entity and its related attributes.

Georeferencing of Cadastral Maps

The georeferencing of digital cadastral maps consists of the following steps.
Acquisition of ground control points: Sufficient numbers of GCPs are identified

on the vector cadastralmap and themerged product, for generating the transformation
model. The spatial and radiometric resolutions of the satellite data play a major role
in identifying the GCP with good geometric definition. The characteristics of the
GCPs are corners of water tanks, the intersection of parcel boundaries, intersections
of river/streamwith parcel boundary, the intersection of roadswith parcel boundaries,
and the intersection of roads and rivers. The GCPs should spread uniformly in the
entire map and be of good quality to generate an accurate transformation model. The
GCPs are labeled uniquely for identification in similar coordinate-based surveys.

Transformation model assessment: Usually a second-order polynomial model
or affine transformation model has applied for georeferencing the cadastral map for
obtaining the best results. The area of the village, number of sheets covered in a
single village, condition of the cadastral map sheets, number and characteristics of
GCPs collected and terrain conditions influence the order of the polynomial model.
The transformation model is assessed by the values arrived for residual error at each
GCP and root mean square error for the entire model. The RMS error contribution is
ensured to less than one pixel in either direction. The threshold value for the residual
error at each GCP is 2–3 pixels in either direction (Srinivasa Rao et al. 2003). The
transformation model is accepted when the actual rms and residual errors arrived are
less than the threshold values.

Georeferencing of cadastral maps: Once the transformation model is accepted,
the vector cadastralmap is georeferenced in theGIS environment using a rectification
tool, and the output georeferenced cadastral map is generated (Fig. 21.7). New vector
files are generated for the polygon, line, and point features. The outputs are further
validated both visually and mathematically.

Validation of Georeferenced map, in isolation: Output product validation is an
essential element in the development of CIS. The georeferenced vector file of each
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Fig. 21.7 Georeferencing of cadastral map—a Vectorized and attributed village map with tie-
points, b georeferenced village on the satellite data, and c mosaiced multiple villages cadastral
maps on satellite data

village is validated with reference to the high-resolution satellite image (reference
image). The georeferenced vector file is overlaid on the reference image and initial
validation is carried out through visual checking. If the parcel boundaries coincide
with the image features and deviations/displacements are not observed, the georef-
erencing is successful. The displacement is measured as the distance between the
image point and the vector point. If the shift is more than allowable limits, georef-
erencing is carried out once again. Feature matching is checked in the following
order of priority; tanks, water bodies, tank bunds, ponds; road, rail, canal; stream,
nala, river; field bunds; forest boundary/vegetation boundary; abadi (village settle-
ment), for matching in all eight directions within tolerance. The feature matching
error tolerance in the controlled region is one pixel and in the uncontrolled region it
is around two pixels, it may be considered as successful georeferencing.

Validation of Georeferenced map, with the neighborhood: This validation is
carried out to ensure that the village boundary is matching with all adjoining village
boundaries. The following precautions are taken for the purpose.

• Ensuring continuity of feature as well as attributes
• Preservation of all parcels in the area of overlap
• Ensuring feature matching as well as boundary matching within tolerance.

The boundary should match perfectly. However, following the terrain conditions,
the boundary (overlap/underlap) error tolerance in undulating terrains is kept around
2–3pixels and 3–4pixels in hilly areas (SrinivasaRao et al. 2003). In case of boundary
mismatchbeyond error tolerance, the concernedvillagefile is rejected, andonce again
GCPs are taken for georeferencing to ensure the quality of the product.

Georeferencing of Tippans/FMBs

In a few states, individual land parcels or tippans or fieldmeasurement books (FMBs)
or gat maps are available. These maps are generally on a 1:1000 scale showing the
vertices length and angle of all field and subdivision boundaries. The measurements
are solved to generate a graphic sketch of the parcel geometry. The individual parcel
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Fig. 21.8 Tippan/FMB solving, vectorization, georeferencing, and mosaic to create a village
cadastral map

is then georeferenced with the high-resolution satellite base. Likewise, all individual
parcels with their subdivisions are converted and georeferenced. The parcels are later
mosaiced to form a village cadastral map (Fig. 21.8).

21.4.4 State-Level Cadastral Database

After georeferencing the cadastral maps to the required accuracy standards, several
maps are mosaiced at the next higher administrative level. Mosaics of polygon, line,
and point features of cadastral maps are generated at the Halka, RI, and taluk levels.
The village boundary maps are generated up to taluk, district, and state levels. While
mosaicing, feature continuity as well as attribute accuracy is maintained. These are
the final products of georeferencing of cadastral maps and the development of CIS.
These products are directly linked to LIS and GIS databases.

Important guidelines and accuracy standards are considered for the generation
of state-level cadastral databases. The high-resolution satellite image is displayed
in the backdrop during the edge matching process. The boundary feature that best
fits the image is taken as a reference. The boundary feature that is underlapping,
or overlapping on the fitting feature is adjusted using the background image as the
reference. If the displacement is more than the upper limit of the tolerable locational
accuracy of 2–3 pixels then that feature is not edge matched and an entry of the same
is made in the comment section of metadata for that village. After edge matching, the
duplicate boundary is eliminated to keep only one single boundary. The features that
meet this boundary are adjusted and cleaned so that dangles, overshoots, or slivers
are eliminated and feature geometry and unique coding scheme are maintained.
Along the boundary of the tehsil, the edge matching is done with a reference tehsil
boundary cover, which is provided by District/State administration. If the village
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boundary overlaps or underlaps the tehsil boundary by more than the upper limit of
the tolerable locational accuracy of 2–3 pixels then the boundary is not adjusted and
an entry of the same is made in the metadata comments section. In the edge matching
process, the shapes of the features are maintained. The relative position of features
on both sides of the boundary should be the same. Care is taken where the boundary
is a river/road feature so that the double line is edge matched without any slivers or
gaps. The edge matching is carefully tracked and recorded in the metadata for each
village for solving the edge matching problems.

21.4.4.1 Mosaics at Taluk, District, and State Level

After the edge matching process at taluka, the taluk maps are mosaiced into one
single district layer. Another GIS layer containing only the village outer boundaries
along with a label of the village code is created separately by extracting the outer
boundaries of villages from the mosaiced layer. The feature ids for this layer are
maintained for further linking. Thus, an accurate district-level village boundary is
generated with is very accurate both with respect to its extent and area.

The district-level maps may be further mosaiced to generate a state-level cadastral
map. However, the database is mostly maintained and managed at the taluka level
for linking with LIS and utilization in developmental planning.

21.4.5 Dissemination of the Cadastral Database

In the digital world, it is often discussed that who is authorized to view and down-
load the data, especially the spatial data. Cadastral data, being the largest scale
spatial government data, falls under the restricted category, especially when it is
geocoded/georeferenced. On the other hand, the cadastral maps are supposed to be
public data and the information should be available in the public domain, without
restriction. Sometimes, the digital copy (PDF format) of the data is available in a
saleable form for the public. However, the digital format of the data is always avail-
able with the government organization for various development plan generation and
e-governance programs of the government.

The new technologies of web geoportal dissemination of the data have enhanced
the utility of the cadastral database on the web. There is a growing trend of private
companies processing government data and at times partnering with the city and
other governments agencies for development and governance activities.

The digital data forms the base of various mapping projects at the cadastral level.
The online available data can be now be analyzed on the fly to derive various statis-
tical views and maps. This helps in making a quick decision and the implementation
of the project is also expedited. The dissemination techniques should be such that
people may feel it convenient to operate and use by browsing the website. The appli-
cation should be people-centric and achieve e-governance goals. The dissemination
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procedure “will make the citizens more powerful and the authorities more account-
able” (Jeremy et al. 2018). It brings transparency and the currentness of information
in the system.

The data dissemination is a useful starting point to answering the various FAQs.
They employ user-friendly interfaces that require little knowledge of technology and
no mapping expertise. But the digital divide still exists; not everyone has access to
computers or smart devices, and not everyone knows how to productively search the
internet, what to search for, and how to use the results. However, the government
is making all efforts to go digital and encouraging digital transactions with various
initiatives.

Metadata creation (as explained in Sect. 21.4.1.10) is an absolute necessity for the
data which are going to be distributed (open/freely accessed) because they provide
valuable information necessary for their evaluation. Good metadata of the spatial
digital cadastral data will stimulate fast search and retrieval of the information, thus
driving the system to efficiently.

21.4.6 Government Initiatives

The Digital India Land Record Modernization Program (DILRMP), previously
known as the National Land Record Modernization Program (NLRMP), was
launched in 2008 by the Government of India with the purpose to digitize and
modernize land records and develop a centralized land record management system.
The official land records information will enable the owner and the government
to have quick and authenticated access to the information for various development
purposes. The DILRMP is the amalgamation of two projects: Computerization of
Land Records (CLR) and Strengthening of Revenue Administration and Updating
of Land Records (SRA and ULR).

The main aimwas to adopt the latest ITC technologies to digitize the various form
of cadastral maps and FMBs and to georeferenced the same to make it GIS-ready
and usable over the web. The digital georeferenced cadastral will modernize the land
record management system of the country. Up-to-date land data will provide the
status of the land, information about the disputes, if any, ad facilitate transparency
in the transaction and deal of the land property.

The four basic principles of NLRMP is to provide (i) a single window to manage,
monitor, transact and update all form of land records and their textual records, (ii)
to maintain a mirror of the cadastral data and record with the ground reality, (iii)
to ensure that the record of title is a true representation of the land on the ground
and the ownership status, and when mutated following the process of registration
automatically maintains the history of the transaction, and (iv) insurance of title
deed, thus guarantee the maintenance of digital record in the event of loss arising
from calamities.

Major components of the NLRMP Program are (i) digitalization of all forms of
land records with periodic mutations, (ii) digitization of cadastral analog maps and
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integration of textual with spatial data, (iii) facilitate the department in survey/re-
survey and updation of the original land information using latest ITC technologies,
wherever needed, (iv) Integrate and link the computerized registration process with
the spatial land record data, and (v) build a web-based geospatial information system
with knowledgeable manpower.

Once the system is in place the benefits of the NLRMP Project are:

• Build amodern, comprehensive, and transparent land recordsmanagement system
in each state.

• Provide a one-stop solution for access of land records, including maintenance
and updating of textual records, maps, survey and settlement operation, and
registration of immovable property.

• Maintains currency of land data—up-to-date land records information, and
provide them in government geoportal for people to have quick access at ease.

• Development of integrated land records information system and land administra-
tion.

• Land value assessment by Inspector General of Registration (IGR).
• Preparation of field-level soil health cards.
• Land-based smart cards for farmers to facilitate e-governance and e-banking.
• Project base land acquisition and rehabilitation.
• Field crop assessment and insurance.
• Grant of agricultural damage and drought subsidies.

21.5 Applications of Cadastral Database

“The vocation of the cadastre for all countries has become multipurpose: serving
administrative mandates, maintaining an up-to-date database, assigning values for
taxation, calculating subsidies, addressing rural development and agrarian manage-
ment, and providing products and services to citizens and companies” (ESRI 2005).
The GIS-based cadastral information system extends more benefit by extending
its purposes. The central, state, and local governments can use the land valuation
models applied to the cadastre database to support land market values and assess
taxation fees. Cadastral data forms the base of any planning, detailed project report
(DPR) preparation, development, management, and monitoring of most of the land-
related projects. In cities and towns, the city survey cadastral map forms the basis of
all location-based services, property management, taxation, and facility and utility
mapping and management. Some applications of the cadastral database utilized in
various projects and e-governance services are mentioned in the subsequent sections.
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21.5.1 Cadastral Thematic Database

The development of any country depends upon the efficient utilization of natural
resources. Often the exploitation and non-utilization of resources in a sustainable
way cause the resources to degrade, thus causing erratic and unbalanced growth
in the society. Knowledge of the natural resources with details and accuracy will
pave the way for achieving sustainable development goals and bring overall growth
to the country. This can be achieved by creating effective thematic maps at a very
large-scale using modern geospatial technologies.

In India, major initiatives have been taken to generate the various thematic maps
at different scales under the IMSD, NRIS, NNRMS, NSDI, NR Census, and SIS-
DP projects of the government. The thematic maps were generated by interpretation
of the satellite data directly, or in some themes, the in-situ information need to be
added to arrive at the desired thematic maps. The maps which are directly generated
from the satellite data are land use/cover, transport, drainage and water body, etc.
The layers like soil, geology, groundwater, etc. require exhaustive ground truth and
ancillary information to prepare the thematic maps. The preparation of the thematic
maps at the level of cadastral scale needs very high-resolution satellite data and the
legacy data is updated for the project. An example of thematic layer generation at
the cadastral scales is depicted in Fig. 21.9.

21.5.2 Cadastral Level Development Planning

The advent of new technologies like high-resolution remote sensing, GIS,
GNSS/GPS, etc. has led to an overall change in the planning process. Information
about the natural resources such as soil, hydrogeomorphology, slope, groundwater,
and land use-land cover is generated at regular intervals using remote sensing tech-
niques. Based on this information, the prevailing socio-economic conditions, and
the government developmental policies/priorities, the management plans for natural
resources development are generated.

The prime concern of the planners is that when plans are generated over a large
area, i.e., across district or state it ignores the locale-specific problems and potentials.
It is because the planning point and the candidate site are not connected in a spatial
context. The second concern is the level of planning. If the planning is considered for
a large area, the scale of the thematic maps is generally at 1:50 K/25 K which does
not address the micro-level problems, thus, the resultant planning does not always
effectively address the local issues. These limitations are overcome by decentralized
planning in many projects (Planning Commission 1989; NRSA 2002). For decen-
tralized planning at a gram panchayat level, a cadastral map forms the base of all
developmental plans.

Action plans for sustainable natural resource development essentially deal with
area-specific and locale-specific measures. Watersheds of about 500–4000 ha with
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Fig. 21.9 Cadastral level thematic map generation—propagation from 1:50 K/10 K to 4 K

village cadastral boundary overlay facilitate the easier location of the field boundary,
thus the beneficiaries, for generation of an implementable action plan. Themaps help
to plan sustainable agricultural growth with appropriate soil and water conservation
measures at the micro-watershed or village level depending upon the land conditions
and needs of the area (Jeyaram et al. 1996; NRSA 1995, 2002; Sreenivasan and
Krishna Murthy 2018). Cadastral data plays an important information resource in
this management planning—it provides information about the beneficiary.

Apart from the preparation of plans for land and water resources development,
the cadastral database is being utilized currently for developmental planning in
many other fields such as forest and wildlife management, crop assessment for cess
collection, micro-irrigation management, crop insurance disbursement, infrastruc-
ture planning like delineation of suitable electrical transmission lines, railway lines
and roads, management of specific ecosystems, etc. A few use cases of cadastral
database applications are illustrated in the following sections.
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21.5.3 Case Studies/Use Cases of Cadastral Database
Applications

21.5.3.1 Decentralized Planning Using Georeferenced Cadastral Maps
and High-Resolution Satellite Data—A Case Study of Holistic
Watershed Development Program

Decentralized planning requires planning at grass-root levels—either a
watershed/micro-watershed, gram panchayat, or village levels at a very large-
scale. Decentralized planning benefits from upscaling the natural resources’
thematic information into large-scale and integration into Cadastral Information
System (CIS). Watershed management is an important endeavor for agricultural and
rural development in rainfed areas of India. Holistic watershed development and
management is an effective means for the conservation and development of land and
water resources and enhancing the socio-economic status of the constituent villages.
Holistic watershed development and management, is an interdisciplinary approach,
integrating the biophysical and technological as well as the socio-cultural and
economic aspects of development. Watershed supports a holistic framework which
means the combined application of technologies on soil and water conservation with
improved crop varieties, farming systems, and agronomic management, taking into
account both arable and non-farm land.

The technological innovations over the last few decades, especially the advances
in remote sensing technology in terms of the availability of very high spatial resolu-
tion sensors, had an impact onwatershed development, especially in the planning and
implementation process. The current availability of high- to very high spatial reso-
lution remote sensing data, from the satellite platform or UAV platform, has enabled
the generation of cadastral level databases on land use, geomorphology, hydrology,
soils, groundwater, etc. This helps in understanding the potential and limitation of
natural resources at the parcel level, modeling various natural processes occurring
in the watershed, toward scientific planning, and suggesting alternate strategies for
land and water resources development at the micro-level (Sreenivasan and Krishna
Murthy 2018).

Holistic watershed interventions combined with livelihood support activities have
been taken up in Maharashtra for 36 village clusters/watersheds covering 90,000 ha
in the districts of Akola, Amravati, Buldhana, Yeotmal, Washim, and Wardha. This
initiative is with the support of the National Bank for Agriculture and Rural Devel-
opment (NABARD). Under this program, it was proposed to treat 15,000 ha per
district on a cluster basis, covering 2500 ha per cluster consisting of 2–3 mini water-
sheds encompassing 6–7 villages. Four Resource Support Organizations (RSOs)
supervised and guided the 27 Project Implementing Agencies (PIAs) selected for the
field implementation of the program. NABARD decided to use advanced geospatial
techniques for the planning and development of these clusters. With ISRO’s help
the baseline natural resources database for these watersheds at the cadastral level,
including the action plans, was generated with cadastral overlay.
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The thematic maps on land use-land cover, soil texture, soil depth, land capability,
geomorphology, and groundwater prospects of 1:50Kwere updated to 1:10,000 scale
using high-resolution satellite data and field inventory data on the cadastral map
(Fig. 21.10). The land and water resources action plans were generated using the
thematic knowledge and the local needs of the cluster by the PIAs (Fig. 21.11). The
entire program was envisaged to enhance the capabilities of RSOs/PIAs in utilizing
the satellite data and related GIS output and information for watershed development
projects.

21.5.3.2 Rationalization of Great India Bustard (GIB) Sanctuary
Boundary

The Great Indian Bustard (GIB), a threatened and endemic species to the Indian
subcontinent, is under tremendous threat in its last strongholds and sliding inextri-
cably toward extinction. It is listed in Schedule-1 of the Indian Wildlife Protection
Act (WPA) and considered Globally Endangered by BirdLife International (2021)
and IUCN (2014).

Formerly, GIB was widely distributed in Indian semi-arid grassy plains and open
scrubs but presently is restricted to a few pockets with fragmented and decreasing
population, attributed to the destruction of its habitat.

TheGIB sanctuary inMaharashtra is one of the last refuges of the bird constituting
an area of 8496 km2 spread over in seven taluks of Solapur andAhmednagar districts.
GIB boundary is not based on species and their habitat requirements; the major
portion of the sanctuary (94.3%) consists of privately owned lands under a variety of
economic vocations and a large number of villages and townships. Given the legal
restrictions relating to Protected Area under the Wildlife (Protection) Act 1972, the
inhabitants of villages and townships faced a very difficult situation regarding the use
of their lands, the development of properties, and deriving benefits fromplanned local
and regional development. This entailed the intervention of the Honorable Supreme
court and it constituted an Expert Committee to rationalize the boundary.

Geospatial technology has been used in a binary deductive habitat suitability
assessment and derived areas that are important for the GIB and excluded areas
that are not important in the sanctuary (Varghese et al. 2016). Habit and habitat of
GIB, slope, minimum patch size, and disturbance sources are the main parameters
considered for the assessment (Rahmani 1986). Based on ecological and realistic
management criteria (fragmentation, contagion, patch size, and juxtaposition) the
rationalized GIB wildlife sanctuary was demarcated on the georeferenced cadastral
data (Fig. 21.12).

Out of necessity, the new sanctuary is a patchwork of isolated blocks of important
habitats scattered through portions of two tehsils of Ahmednagar District and four
tehsils of Solapur District. Although the areamay be in patcheswith dendritic shapes,
the boundaries can easily be identified and demarcated in the field by parcel gat or
cadastral numbers. The realigned boundary derived using georeferenced cadastral
data, remote sensing image and GIS tool have been accepted by Honorable Supreme
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Fig. 21.10 High-resolution satellite (HRS) image and the cadastral level thematic database for a
few themes generated using HRS image for a village cluster under NABARD supported holistic
watershed development program
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Fig. 21.11 Cadastral level land resources development plan (a), and water and soil conservation
plan (b) for a village cluster under NABARD supported holistic watershed development program

Fig. 21.12 Use of cadastral and satellite data, GIS tool to demarcate rationalized GIB WLS area

Court of India after referring to The Committee on Rationalization of boundaries
of National Parks and Sanctuaries and National Board for Wildlife (NBWL—18th
meeting of the standing committee).
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Fig. 21.13 Sugarcane mapping and use of cadastral data for irrigation cess collection

21.5.3.3 Crop Assessment and Cess Collection in Western Maharashtra

Sugarcane is a cash crop in the irrigated areas of western Maharashtra, especially
controlled by the sugar factory in the area. Since the irrigation is provided by the
Water Resource Department (WRD), Government of Maharashtra (GoM), it needs
to assess the actual area under the crop and who is growing how much area.

Remote sensing techniques of multi-temporal data are used to identify the crop.
The georeferenced cadastral data is overlaid on the sugarcane classified data to assess
the area of the crop under each cadastral khasra. Accordingly, the cess is calculated
for each cadastral and collected from the landowner (Fig. 21.13). This technique has
increased the revenue collection of WRD, GoM through water cess by three folds.

21.5.3.4 Crop Disaster and Insurance

Often it is noticed that due to climate change lots of disasters such as floods, drought,
hail storms, cyclones, etc. are frequently happening. After the disaster, it becomes
difficult to quickly assess the damage and find out the affected people. The technolo-
gies of remote sensing, crowdsourcing, GIS, and the georeferenced cadastral map
help in quickly and accurately locating the disaster-affected area and finding out the
disaster-affected beneficiaries.

For the disaster-related analysis, pre and post-disaster satellite data are procured
and analyzed. The output is overlaid with the georeferenced cadastral data. The
changes about each cadastral are carefully noted and the disaster-affected lands and
areas are reported. Thus, with the georeferenced digital cadastralmap, a quick assess-
ment is made to find out the extent and severity of the damage. Hence, for providing
compensation at the right time to the right person, geospatial technology, and the
CIS generated using this technology can be a great help. An example of hail storm
damage in the Chichondi village in the Latur district of Maharashtra is shown in
Fig. 21.14. Crops like grapes, chili, tomato, banana, sugarcane are damaged due to
the storm, and compensation has been paid to the affected farmers.
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Fig. 21.14 Hail storm damage in the Chichondi village, Latur district—satellite data shows
cadastral area devoid of vegetation post the storm

21.5.3.5 Demarcation of Corridor and Erection of New Transmission
Line in Chhattisgarh

Chhattisgarh state has immense potential for thermal power generation and has
surplus power in the state. To move the excess power a network of the high-power
transmission line was laid for connecting the power grid. Also, to develop the
Naxal affected areas, redundant power supply line construction was envisaged. For
suggesting the suitable corridor for the transmission line, without doing the recon-
naissance field survey, the available GIS database was used along with the cadastral
maps for finalization of the transmission line route. The following criteria, prescribed
by the government, was used for the demarcation of new transmission line:

• Minimum of forest area is disturbed.
• Nearer to the road for easy maintenance.
• Away from the settlement/abadi (populated area).
• The transmission line should have minimum bends (maximum of 60°).
• Minimum crossings over major rivers and crossing of the river should be at the

minimum span.
• Transmission line should cross the road, rail, and river/stream in a more or less

perpendicular position.
• Should be at least 5 km away from the airport, Reserve Park/National Park

boundary.
• Avoid mining areas (active mining, dumps, etc.).

After performing theGIS analysis, suitable transmission line routes, with alternate
options, were delineated and submitted to the department (CSEB—Chhattisgarh
State Electricity Board) for finalization. The department after doing the detailed
survey finalized the route with minor changes and the pillion/tower location was
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Fig. 21.15 aDemarcation of the high-voltage transmission line inChhattisgarh state using thematic
criteria, b extraction of land use/cover along the transmission line, c use of cadastral data for tower
construction and execution after due permission and approval

marked. The line along with the tower was overlaid on the cadastral map. The land
onwhich the towerwill be constructedwasmarked for land acquisition/compensation
(Fig. 21.15). The path cadastral maps and report were then generated with the line,
tower, and land detail, and submitted to the department for approval and further
implementation.

21.5.3.6 Coastal Mangroves Management in Maharashtra

Mangrove forests form one of the primary coastal ecosystems in the tropical and
subtropical regions of the world. However, mangrove ecosystems are very sensitive
and fragile, and have great importance as a source of carbon storage, apart from other
benefits like protection against floods, acting as a natural barrier against violent
storm and coastal erosion, providing a livelihood for coastal people, a breeding
ground for fish and marine fauna, etc. In recent years, the pressures of increasing
population, and the resulting expansion of agricultural land and industrial and urban
development, have caused a significant reduction of the mangrove resource. For the
coastalmangrovesmanagement andmonitoring, themapping of themangroves using
high-resolution satellite data for coastal areas of Maharashtra on a 1:4000 cadastral
map was taken up by the Chief Conservator of Forest, Mangrove Cell, Maharashtra
Forest Department.
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21.5.3.7 Coastal Mangroves Management in Maharashtra

Mangrove forests form one of the primary coastal ecosystems in the tropical and
subtropical regions of the world. However, mangrove ecosystems are very sensitive
and fragile, and have great importance as a source of carbon storage, apart from other
benefits like protection against floods, acting as a natural barrier against violent
storm and coastal erosion, providing a livelihood for coastal people, a breeding
ground for fish and marine fauna, etc. In recent years, the pressures of increasing
population, and the resulting expansion of agricultural land and industrial and urban
development, have caused a significant reduction of the mangrove resource. For the
coastalmangrovesmanagement andmonitoring, themapping of themangroves using
high-resolution satellite data for coastal areas of Maharashtra on a 1:4000 cadastral
map was taken up by the Chief Conservator of Forest, Mangrove Cell, Maharashtra
Forest Department.

Information regarding the spatial distribution of mangroves is crucial to assess
mangrove deforestation, monitor the state of the remaining mangrove forests, and
ensure their sustainable management. In mangrove areas, the task of collecting infor-
mation by ground inventory is extremely difficult, time-consuming, and, therefore,
expensive. For this reason, remote sensing is an authentic means of obtaining infor-
mation and defining the status of the mangrove area within the cadastral framework,
and updating the management plans. The major objectives of the initiative were to
map the mangroves along with coastal Maharashtra, overlay the village cadastral
database and provide the database for conservation and management strategies.

In the present study, mangroves cover has been categorized into dense mangroves
(crown density more than 40%) and sparse mangroves (crown density from 10 to
40%). The various mangrove categories and other features that have been delineated
are labeled uniquely along with a description. These features are overlaid on the
georeferenced cadastral map. Base map details such as road, rail, creeks, waterbody,
settlement, and other features are transferred on the mangrove map. The mangrove
details are validated on the ground at places by selective ground truth verification.

Cadastre-wise statistics are generated and the parcels having mangrove and their
different categories are noted in tables (Table 21.2). The statistics are further aggre-
gated village/Mouza wise and taluka-wise (Table 21.3) concerning the mangrove-
based land use/land cover. Finally, the mangrove areas with different categories have
been defined within each cadastral parcel. For the mangrove areas outside the mouza
limit (on the coast side), a new polygon boundary has been created as per the satellite
image with a new parcel number. Each village-wise map is prepared with standard
legend and symbology for archival (Fig. 21.16).

21.5.3.8 Chak-Wise Data for Micro Water Irrigation Management
System in Maharashtra

The Water Resources Department (WRD), Government of Maharashtra (GoM),
provides irrigation of the fields through the canals. The actual distribution of the
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Table 21.2 Cadastral parcel-wise mangrove statistics for Mouza-Awas, taluka—Alibag, district—
Raigarh (Source MRSAC 2015)

Parcel/gat no. Categories Area (m2)

183 Mangrove dense 34.53

183 Mangrove dense 1.44

539 Mangrove dense 3142.19

539 Mangrove dense 41,115.90

539 Mudflat 29,272.99

540 Mangrove dense 879.74

540 Mangrove dense 299.54

540 Mudflat 168.11

540 Creek 7.93

541 Mangrove dense 4443.34

541 Mangrove dense 10,878.38

541 Mudflat 3229.88

Table 21.3 Talukwisemangrove statistics for district Raigad,Maharashtra (SourceMRSAC2015)

Taluka Categories area (ha) Area (ha)

Creek Mangrove
dense

Mangrove
sparse

Mudflat Saltpan Water
bodies

Alibag 1847.13 2325.62 1201.14 947.47 3.75 0.00 6325.11

Mahad 371.73 68.85 60.88 21.84 0.00 0.00 523.30

Mhasla 2140.21 981.07 605.02 387.72 0.00 0.12 4114.14

Murud 2171.70 396.64 377.01 111.92 78.68 0.00 3135.95

Panvel 976.24 721.23 678.03 219.43 0.00 0.12 2595.05

Pen 1331.36 875.44 583.50 689.70 179.21 0.29 3659.50

Roha 368.27 210.87 151.92 133.36 58.75 0.00 923.17

Shivardhan 1334.18 536.26 126.17 64.46 157.52 0.00 2218.59

Tala 1193.44 298.12 201.21 301.44 7.62 0.00 2001.83

Uran 413.24 1432.45 915.16 1011.78 171.08 0.33 3944.04

Total 12,147.50 7846.56 4900.04 3889.12 656.61 0.86 29,440.68

irrigation is done through the field canals and is managed by the Water Users’ Asso-
ciation (WUA). Each cadastral is earmarked with the irrigation facilities and the field
canals are provided to that location or nearby.

Few groups of cadastral or farmers which is serviced by the same outlet are
assigned as one chak. The farmer of a few “chaks” are statutory elected to form a
WaterUsers’Association. In thePurnaMedium IrrigationProject, there are 19WUAs
and the number of chaks perWUAvaries from 9 to 44 chaks. Here the cadastral maps
of the villages play a very important role in deciding the irrigated area, the layout
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Fig. 21.16 Sample final map of a village with mangrove status depiction and spread with cadastral

of the field outlets and turnouts, and in the scheduling of the irrigation by WUA. A
detailed depiction of the field canal/pipeline layout in the Purna Irrigation project
along with the attribute data of each cadastral (farmer) is given in Fig. 21.17.

Thus, the cadastral map along with other thematic data and GIS comes as a handy
tool in envisaging the micro water irrigation distribution system and its management.
The data is integrated with the Water Resources Department (WRD) web portal
(URL: https://mrsac.maharashtra.gov.in/.wrd) for easy access.

https://mrsac.maharashtra.gov.in/.wrd
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Fig. 21.17 Web portal showing the canals, outlets, turnouts, and pipeline with Chak boundary
overlaid on cadastral data. The table at the bottom displays the attribute information of each
cadastral/farmer

21.6 e-Governance Applications of Cadastral Database

The government at the center (National Government) and the State Governments are
adapting more digital technologies, especially the Information and Communication
Technologies (ICT) for dissipating the citizen-centric services and governance. The
geospatial technologies and information have further enhanced the capability of the
government to reach the needy and the poor. The location-based services along
with the inherent land potential/constraints information have helped the citizens,
especially farmers, to adopt an integrated information-based farming system and
management. All development planning and implementation require the cadastral as
their base and the digital cadastralmaps/records provide quick and amicable solutions
during the execution of the project.

21.6.1 Mobile Applications for e-Governance

Governance through mobile devices is called mobile-governance or m-governance
and is a sub-domain of e-governance. It ensures that electronic services are available
to people via mobile technologies and applications using devices such as mobile
phones or similar devices. Mobile services are now extensive, cheaper, and well
accessible in most of rural India.
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Increasing the mobile phone accessibility, adaptability and with the millions of
subscription base, governments are promoting and using the mobile phone in deliv-
ering the e-Governance services. In the last few years, governments have seen in
what way mobile phones can empower citizens and affect the way citizens interact
with each other and with society at large. Mobile phones are also considered to be an
effective tool in strengthening democracy through better citizen-government interac-
tion, thus influencing the political decision-making process andmaking governments
accountable for their activities. The serviceswhichwere once available on theweb are
now accessible onmobile through various mobile applications. Today’s smartphones
are equipped with most ICT devices and are easy to operate with security.

The MSDG (Mobile Services Delivery Network) empowers the government to
deliver citizen-centric services over the cheaper communication devices—smart
mobile phones through various mobile-based technologies, such as Short Message
Service (SMS), Interactive Voice Response System (IVRS), Unstructured Supple-
mentary Service Data (USSD), Cell Broadcasting Services (CBS), Location-Based
Services (LBS), Mobile Payment Service and mobile applications. Such technolo-
gies, in combination with geospatial technologies, enhance interoperability among
the various public service which reduces duplication of the data generation cost
and the overall cost of operation of m-Governance services. The web-based and
cloud technologies pull the data from the common pool of resources aggregating
the demand for communication and e-Governance services. The mobile-based inte-
grated application allows the various Government Departments and Agencies to test,
rapidly deploy, and reach the citizens. It is very easy to maintain m-Governance
services across the country with frequent updates. Most of the infrastructure is based
on open standards and can be developed as a cloud-based service.

21.6.2 Web Applications for e-Governance

Often it is presumed that the government citizen-centric services are mostly time-
consuming and sometimes less responsive. There has always been a high demand for
good government services and attempts are made to not compromise on the quality
and speed by adopting the new available technologies (Alotaibi 2020). It is to say that
more citizens are now possessing electronic gadgets with ICT-enabled technologies.
Thus, the demand to provide information and services online and in real-time is
growing day by day. The infrastructure required for providing such services, both
in terms of data in digital format and architecture, is now in place. The geospatial
infrastructure has increased both in the government and private sector, to facilitate
the use of online applications for various services.

The e-governance mechanism can be attributed to government-to-government
(G2G), government-to-business (G2B), and government-to-citizen (G2C). The main
objectives are to support and simplify governance for government, citizens, and busi-
nesses. It makes the government administration more transparent and accountable
while addressing society’s needs and expectations through efficient public services
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and effective interaction. Thus, it reduces corruption and ensures speedy administra-
tion of services and information. E-governance facilitates “ease of doing business”
and “ease to doing work” in the system.

Digital India was launched in 2015 to empower the country digitally, developing
a secure and stable digital infrastructure, delivering government services digitally,
and achieving overall digital literacy. The e-governance citizen-centric applications
which are related to agriculture or non-agriculture activities has a direct link to the
parcel of landholding of individual farmers or individual beneficiary. Therefore, most
of the e-governance applications have a direct relation to the Cadastral Information,
as the cadastre gives all required information about the beneficiaries.

A few examples of government initiatives to use geospatial data, cadastral infor-
mation, and ICT for development activities, their monitoring, and management as a
part of healthy e-governance are mentioned in the subsequent sections.

21.6.3 Case Studies

21.6.3.1 Jalyukt Shivar Abhiyaan—Web and Mobile-Based Online
Reporting System

Jalyukt Shivar is a flagship program of the Government of Maharashtra to tackle
water scarcity in Maharashtra. Under this program, a mission is taken up to provide
water to everyone andmakeMaharashtra villageswater scarcity-free (WaterNeutral).
Various kinds of Water conservation works are undertaken in all villages with multi-
departmental activities viz. recharge and augment groundwater level, conserve water
for agriculture and increase the availability of drinking water, rejuvenate water
supply schemes by strengthening water sources, improve the storage capacity of
existing water sources, remove silt from exiting storages, conserve soil erosion, take
afforestation program and sensitize people for water conservation.

In this endeavor, the water conservation department, under agriculture decided
to take advantage of the latest ICT in mobile communication and GIS for mapping
all works and monitoring the future work with cadastral maps in GIS and with
the latest satellite data. The work of designing and developing mobile and web-
based applications for mapping and monitoring the work was executed by MRSAC,
Government of Maharashtra.

The Jalyukt Shivar web portal has many modules of data entry, mobile applica-
tion downloads, training, training and instruction, mapping monitoring, statistics,
and reporting and validation for the entire operation of the project implementation
(Fig. 21.18).

The department is first facilitated online (web services) to select the villages and
prepare its profile,water budget, andwater utilization plan.Based on the requirements
and the recommendation of the experts, the water resources plans are selected and
the work code is generated with the location on the cadastral map. The work code
is then approved by the line department online and sanctioned by the Agriculture
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Fig. 21.18 Sample home page of Jalyukt Shivar with various module and dashboard

Water ConservationDepartment. Once, thework is sanctioned, thework codewith its
details is transferred to the mobile application for work monitoring and management
(Fig. 21.19). The user (maybe an officer/vendor) goes to the appropriate spot, takes
the location information (latitude/longitude) of the workplace and the photograph
of the position before the work starts. Subsequently, during the work progress, the
user takes photographs of the same location showing the progress of the work. Once
the work is completed and the photographs are received properly in the web portal,
the user with other details will submit the bill online for processing and payments
release. This completes the cycle of single work. Similarly, the other works are also

Fig. 21.19 Mobile application to capture the location, progress photographs, and field information
of the work
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Fig. 21.20 Work progress monitoring dashboard and decision-making screen for administrator

monitored and a GIS data of the initiated, progress, and completed work are visible
in the GIS web portal with on satellite and cadastral data backdrop.

The Jalyukt Shivar web portal activity provides an overall e-governance imple-
mentation of the government project using geospatial technologies. All the activi-
ties/works are captured and stored in theGIS environment and are available for spatial
query. Various types of statistics and reports are generated on the fly. The statistics
of the query are also visible on the dashboard. Facilities have been provided for the
administrator to visualize the project progress and provide comments from time to
time before final approval for billing (Fig. 21.20).

21.6.3.2 District Administration Support System: Non-agriculture
(NA) Permission

The development rate is very high and quick around the big cities. A lot of agricul-
tural lands are brought under the purview of the town planning and city corporation
for expansion and development. For any greenfield development, the agricultural
land needs to be converted into non-agriculture land, and for this one has to seek
a No Objection Certificate (NOC) from the district administration. The provision
is called NA and cadastral data information along with the other thematic maps
are utilized to provide the NOC. This is an e-governance application of the district
administration which provides information on the various thematic constraints of a
particular cadastre and guides the administration from which department the NOC
needs to be taken. The application aims at providing vital information with decision
support on the web portal for the district administrator and planners for providing
non-agriculture permission to the applicant. The application is developed by the
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Maharashtra Remote Sensing Application Centre (MRSAC), the Government of
Maharashtra.

The spatial database (base layers) includes the state administrative layer, Cadastral
Boundary, gaothan (settlement) boundary, road network, railway network, canal
network, transmission lines, and parcel-wise regional planning status.

To achieve this task, a web application has been developed by integrating the
latest situation of natural resources in the district along with the status of the various
land parcels information in the records of the district administration. The spatial
inputs (maps) are provided by MRSAC and the non-spatial inputs (attributes/tables)
are provided by the Collectorate office. The authorities of the district administration
have certified the inputs.

The various departments which play a role in granting non-agriculture permis-
sion include the IndianRailways,MIDC,PWD,MSETCL,LandAcquisition officers,
Irrigation Department, Urban Land Ceiling Department, etc. Unlike the traditional
system, where the application moves from one department to another for getting
the No Objection Certifications (NOC), the application for non-agriculture permis-
sion is validated by the system. The limitations/restrictions/objections of the various
department are fed into the system. On request, the parcel is then checked for the
restriction violation and pops up the result with departmental details (Fig. 21.21).

If the parcel is having some objection, then permission is not provided, and a
detailed list is provided. The permission is sought from only those departments
against which the objection is raised. The parcel with no objection from any depart-
ment can be granted permission and the certificate. This is in tune with the approach
of business process re-engineering adopted under the head of E-governance.

Systematic efforts are required to bring the databases of different departments
(involved in giving NOC) to a common reference system with cadastral maps. Vali-
dations and cross verifications are undertaken to ascertain the correctness of the

Fig. 21.21 Application screenshot, query builder, and analysis result of NA application
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information. The latest maps generated from the satellite images are used and the
hitherto available information is refined with this latest technology input.

The application is validated for three checks namely the spatial criteria checking,
the non-spatial criteria checking, and the gaothan expansion rules.

Under the spatial criteria, checking is done for the various buffers of railway lines,
roads, high tension lines, irrigation canals, according to the prescribed standards.
These buffers are the restricted zones where the NA permission cannot be automati-
cally provided or need to be sought. Under the non-spatial criteria, checking is done
for the various prohibited and already identified prohibited areas viz. lands acquired
for mining, lands under the submergence zones, lands reserved by the town plan-
ning department, regional planning zone, and also the urban land ceiling areas. The
lands other than these lands can be provided for NA permission. Also, to prevent
haphazard development, there are rules for gaothan expansion. The NA permission
for residential purposes is allowed in the zones around gaothan based on the popu-
lation. Various buffers/zones are derived through the system and the parcels/parts of
the parcels inside these buffers are granted permission.

When the application is received from the citizen, the operator has to select the
district, taluka, village, and parcel number from the predefined list available in the
system and run the analysis module. All three criteria are checked and immediately
the result is provided by the system in a graphical and textual format (Fig. 21.22).
This makes the decision-making unbiased, fast, efficient, and saves time.

The system is developed in the Geographical Information System (GIS) environ-
ment using APIs in the JavaScript domain. The database is stored in RDBMS format.
The database is accessed in the web application as a web service that uses an ArcGIS
server at the backend. Geoprocessing tools based on proximity relationships such as
buffering, union, and overlay are being used to come out with the final NA result.

Fig. 21.22 NOC output generation and report format of NA application
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21.6.3.3 Land Valuation Zone Mapping

In Maharashtra, the market value of the land to be acquired will be determined by
the “Ready Reckoner” (RR) value fixed under Maharashtra Stamp Act, 1958. The
Inspector General of Registration (IGR) fixes the monitory values of land on 1st
January every year considering the location and development index for urban and
rural areas. The RR is prepared by the office of the Joint Director, Town Planning
(Valuation), Department for IGR. Since the georeferenced digital cadastral maps are
available for the entire state, the IGR, Maharashtra decided to use the geospatial
techniques for deciding the rates of each parcel.

The application is a GIS-based analysis run on the entire state based on the cadas-
tral maps, the definition of the gaothan (settlement) area, and roads with the defini-
tion of national and state highways. The requirement was initiated by the Inspector
General of Registration (IGR) and Town Planning (Valuation) and was developed
by Maharashtra Remote Sensing Application Centre (MRSAC), Government of
Maharashtra.

The procedure for valuation of each parcel is:

(a) Listing the national and state highways fronting the parcels (S. No./G. No.) in
the villages having a population less than 1000 as per Census 2011,

(b) Listing the parcels (S. No./G. No.) within the gaothan buffer for the villages
having a population greater than 1000 as per Census 2011,

(c) Listing the parcels (S. No./G. No.) within the gaothan Buffer for the villages
having a population greater than 1000 as per Census 2011 and list of Parcels
(S. No./G. No.) linked to the highways,

(d) Generate the Buffer Zone andHighwayMaps of Nagar Panchayat andPrabhav
Kshetra Villages identified by Town Planning (Valuation) Dept.

The Georeferenced VillageMap data and the updated road network of PWDRoad
Development Plan 2001–2021 data are used for this project. Georeferenced Village
Map data contains district-wise cadastral mosaic with Survey Nos. and Gat Nos. of
all the parcels in the state. The PWD Road Development Plan 2001–2021 is having
all planned roads including National Highways and State Highways.

The following steps were used for geoprocessing of data to derive the required
outputs for submission to IGR for RR purposes.

• Creation of Village gaothan layer from cadastral data.
• Generation of gaothanBuffers based on population and distance criteria specified

by Town Planning (Valuation).
• Extraction of Survey Nos./Gat Nos. in buffer area by intersection method.
• Selection of Highway fronting parcels by spatial join method followed by spatial

editing for addition and deletion of parcels concerning roads in cadastral data.
• Generation of Tables according to the objectives defined.
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• Composition of maps in GIS and creation of “Value Zone Maps” in PDF format
(Fig. 21.23).

• Data validation by the officials of Town Planning (Valuation).
• Final data submission after appropriate corrections.

Fig. 21.23 Land value zone map with a tabular display of parcel’s zone value along with the
settlement and parcel’s value along major state highway (MSH-03) in Chakurnagar panchayat
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21.7 Conclusion

Geospatial techniques and tools consisting of remote sensing, GIS, and GNSS (GPS)
technologies play a pivotal role in gathering and enhancing the vital land (spatial)
parameters on natural resources and ownership. Further, the geospatial techniques
facilitate the integration of the various location-based services and information under
one platform. The ITC technologies have enabled the information to be available on
the online website or web portals. The cadastral maps, which are the largest scale
available land information in terms of dimension and ownership, play an important
role in all development, management, and monitoring activities of the region effi-
ciently. The digital georeferenced cadastral maps act as the base for all geospatial-
related programs of the government/private/NGOs/etc. The inclusion of cadastral
maps in all micro-level planning is well known for achieving the sustainable devel-
opment of natural resources, their management, and conservation (Sreenivasan and
Krishna Murthy 2018).

Digitalization of the cadastral or land records is one of the prime priorities of the
Central Government of India. Though the land record is a state subject and there are
various methods and procedures to maintain the land record, the fact remains that
once the records are geodetically converted, they can be used for all development
activities. Today’s geospatial technologies provide better resolution of satellite data
and options, better techniques and accuracy of database creation, and its integration
with the GIS and other operational systems.

Today, more development emphasis is given at the grass-root level, i.e., at the
gram panchayat level, and cadastral data is finding a place in the planning and imple-
mentation of all the development projects of the State. With citizens becoming more
tech-savvy—availability of affordable communication technologies in a rural area;
the need to provide the citizens with real-time information and advisories on the
mobile device is becoming an initiative of the government of the day.

The use of cadastre data has become multipurpose: serving the administrative
mandates, maintaining an up-to-date database, assigning values for taxation, moni-
toring disaster, calculating subsidies, addressing rural development and agrarian
management, and providing products and services under e-governance mechanism
of G2G, G2B, and G2C. This makes the government administration more trans-
parent and accountable while addressing the societal needs and expectations through
efficient public services and effective interaction, reducing corruption and ensuring
speedy administration of services and information. E-governance facilitates “ease of
doing business” and “easy to doing work” in the system.
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Chapter 22
System Dynamics and Geospatial
Technology-Based Approach
for Sustainable Development in Mining
Dominant Area

Paliwal Rakesh, V. Pavithra, S. Srinivasa Rao, and C. S. Jha

Abstract The sustainable development approach for the utilization of natural
resources for the areas undergoing intense anthropogenic activities is very essential.
The assessment of assimilative and carrying capacity of the region plays the major
and crucial role for sustainable development. The sustainable development encom-
passes the environment, economy and societal aspects in an interrelated manner.
In order to assess the impact of environment, the three major components—air,
water and land and their interactions need to analyzed. The comprehensive planning
for sustainable environmental conditions depends on the quality of air, water and
land and their long-term dynamics. Hence, an integrated environmental modeling
and simulation approach is needed to encompass interactions among these three
components (air, water and land) along with anthropogenic activities for sustainable
resource management. The system dynamics modeling and simulation approach
provides a platform to build an integrated environmental modeling of a region with
various policy options to achieve the sustainable resourcemanagement. The temporal
land resources monitoring and assessment using geospatial technology viz.; remote
sensing (RS), geographical information system (GIS) and other collateral environ-
mental data, pertaining to air and water and integrating them using system dynamic
modeling and simulation gives the overall insight for past, present and future of the
system. A study around the mining area in Rajasthan State, India for the same has
been illustrated in the chapter.
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Keywords System dynamics (SD) · Remote sensing (RS) · GIS · Air ·Water ·
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22.1 Introduction

The anthropogenic activities like industrialization andurbanization and further indus-
trial and urban expansion/sprawl in the country give rise to the economic growth
but adversely affect the environment by over utilizing and depleting the natural
resources (viz., forest, lakes, rivers etc.) and deteriorate the health of the living
mankind and organisms as well. The occurrence of different environmental prob-
lems and degradation depends on overexploitation/improper management/depletion
of natural resources. Regeneration and degeneration of natural resources depends on
the assimilative capacity and carrying capacity of the region. The natural resources
or environment of the region encompass air, water and land and they are interactive
in nature in space and time. The sustainable development of the region depends on
the supportive and assimilative capacity and in total the carrying capacity of the
region, economic development and the society in an interactive manner over a period
of time. Hence, to capture these aspects, an environmental modeling approach is
needed. Moreover, the interrelationship between air, water, land as well economic
development and society as variables in time domain is not only direct and linear in
nature but the relationship of these variables can be direct/indirect, linear/non-linear
and to a further extent, it can be primary, secondary, tertiary etc. in temporal domain.

So, to address and imitate such behavioral phenomenon in the temporal domain,
the system dynamics modeling and simulation approach is advisable. The approach
accommodates the past and current status of variables as well as envisages the future
by simulation technique with some proactive policy options for sustainable devel-
opment of the region as a whole or specific to any problem oriented environmental
component. The mining activity (majorly for cement industry) of a small area of
RajasthanState of India as economic activity is considered as an illustration for under-
standing. The mining activity affects the surrounding air, water and land resources
by pollutants and residuals. At the same time mining activity supports the economic
and societal development in the region. In India, the contribution of greenhouse gases
emissions from the cement industries is approximately 8% of the total national emis-
sion (CII 2010). The pollutants of toxic property have fatal effects on ecosystem
and environment. These pollutants contaminate agricultural soil, surface and ground
water resources, air and affect living beings and may result in imbalance in natural
ecosystem (Dolgner et al. 1983; Sai et al. 1987; Mishra 1991; Murugesan et al. 2004;
Shukla et al. 2008). Hence, these alarming phenomena caution us that the develop-
mental activities should be carried out in harmony with the environment, within the
carrying capacity of the ecosystem through sustainable developmental planning. In
this context geospatial technology have beenwidely used. Choi et al. (2020) reviewed
the utility of GIS-based mine environmental management as well time series remote
sensing images for monitoring of variation in the mining environment. The role
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of spatial databases for prediction and management of mine induced disasters and
hazards on human health as well on mining environment has been also emphasized.
A model has been developed by Moomen et al. (2017) to quantify the relationship
between biophysical conditions and mining areas using geospatial impact assess-
ment among land degradation and mine developmental activities. Kopeć et al. (2020)
demonstrated the synergistic use of SAR (Sentinel-1A/B) and optical multispectral
data (Sentinel-2A/B) as well as geological and meteorological data with machine
learning and GIS analysis to assess the impact of mining activities on the state of
surrounding environment. In addition, geographically weighted regression (GWR)
analysis has been carried out to investigate the factors responsible for occurrence
of flooding/wetlands due to mining activities in the region. The recent advances in
RS and increasing availability of open source tools have enhanced the observation
strategy for improvement of monitoring the mine environment (Dlamini et al. 2019),
however RS data has not been utilized in full extend for land rehabilitation at mining
areas and mainly restricted to field-based approaches which are unable to reveal
seamless patterns of disturbance and restoration activities (Kariyawasam et al. 2014).
Apart from use of geospatial technology, the system dynamics approach in conjunc-
tion with geospatial technology also promises the sustainable decision-making for
anthropogenic activities viz.; urbanization, mining etc. Wanhui et al. (2011) have
attempted the systems dynamics and geospatial technology approach for analyzing
the land use/land cover changes due to urbanization anthropogenic activity. Xu et al.
(2012) have developed GISSD system by integrating the GIS, SD and 3D visualiza-
tion for understanding the interaction and variation of the sustainability indicators
for residential development.

In the present study air, water and land environmental components of dominated
mine areas have been considered. Themine areas and other land resources viz.; forest
cover, water bodies, agricultural area etc. are obtained using geospatial analysis in
temporal domain. The temporal data of air and water environmental component
have been obtained from concern government departments and analyzed. The steps
for development of an integrated system dynamic model viz., casual loop diagram,
feedback loop diagram, stock flow diagram, model coupling etc. are described in the
chapter.

22.2 Sustainable Development

The concept of sustainable development was first introduced by “World Commission
on Environment and Development (WCED)” in the publication—“Our Common
Future” and also known as “The Brundtland Report”, in which first time wider
attention was drawn to the possibilities of linking the economy with the environ-
mental considerations. The sustainable development is “a development that fulfils the
needs of the present generation without endangering the needs of future generations”
(WCED 1987).
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Fig. 22.1 Basis of the
sustainable development

Further to assess the sustainable development, the carrying capacity in terms
of supportive capacity and assimilative capacity needs to be considered while
accounting the anthropogenic activities. The anthropogenic activities on one side
provide economic progress and helping toward ease of quality of life. On the other
side the anthropogenic activities impact the natural resources. As supportive capacity
of a region, the natural resources are regenerative by nature, if it is used within limits
and if they are overexploited then natural resources lead to depletion. During anthro-
pogenic activities, generated waste/load/residuals again will be assimilated by the
ecosystem if it is within limits and that is called assimilative capacity of the region.
Figure 22.1 depicts the basis for the sustainable development assessment based on
various capacities explained above.

22.3 Concept of System Dynamics Modeling
and Simulation

In mid-1950s, Jay W. Forrester of the Massachusetts Institute of Technology, has
introduced the “System Dynamics”, a computer simulation technique (Maani et al.
2000). Since 1960s, system dynamics (SD) methodology has been widely used in
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Fig. 22.2 Strategies for system dynamics modeling (Sterman 2000)

many areas like industry, inventory, finance, economics, health sector, biology, envi-
ronmental studies, information technology etc. Sapiri et al (2017) stated that “The
history of system dynamics as a methodology to study non-linear system and feed-
back control in engineering sciences background dated back in the mid-1950. Later
in the late 1950s, the application of system dynamics was extended to non-corporate
fields”.

According to Forrester (1961) “SD methodology has four key principles: feed-
back control theory, understanding the decision-making process, use ofmathematical
models to simulate complex processes, and the use of computer-based technologies
to develop simulation models”. Figure 22.2 depicts the strategy for system dynamics
modeling process suggested by Sterman (2000).

The system dynamics approach can be applied to any real-world system. The
system contains elements which are interactive in nature and the interaction or impact
of each element on the other elements could be linear/non-linear, could be posi-
tive/negative and could be primary/secondary etc. in a temporal dimension. There-
fore, in the sequence of system formulation, dynamic hypothesis of a system andwith
set of its elements, system simulation with model calibration and validation need to
be carried out to imitate the real complex system for precisely predicting the future
scenario. In case of policy options further the model can be simulated to analyze the
effects of the policies for future behavior of the system. In order to proceed further,
Stephanie (1997) defined the following stages/key elements for designing the system
dynamic modeling:

i. Conceptualization involves
• Define the model purpose
• Model boundary definition and key variable identification
• Describe the behavior or draw the reference modes of the key variables
• Diagram the basic mechanisms, the feedback loops, of the system
ii. Formulation
• Conversion of feedback diagrams to level and rate equations
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• Estimation and selection of parameter values
iii. Testing
• Model simulation and testing the dynamic hypothesis
• Test the model’s assumptions
• Test model behavior and sensitivity to perturbations
iv. Implementation
• Test the model’s response to different policies
• Translate study insights to an accessible form.

Forrester (1969) elaborated that “In system dynamics, the fundamental premise
is that the dynamic behavior over time (BoT) is endogenously generated from the
‘systemic structure’ or the network of interactions that bind system components
together. Therefore, understanding this causal structure is prerequisite for under-
standing and managing the system. A system dynamics model represents the cause-
effect relationships, feedback loops, delays, physical/information links, and decision
rules that are thought to generate the system behavior”.

Meadows (2008) explained about the causal loop diagramand stated that “A causal
loop diagram is a simple map of a system with all its constituent components and
their interactions. By capturing interactions and consequently the feedback loops, a
causal loop diagram reveals the structure of a system; by understanding the structure
of a system, it becomes possible to ascertain a system’s behavior over a certain time
period”.

The causal loop diagram visualizes the structure and behavior of the system quali-
tatively. Further, to perform the detailed quantitative analysis, the casual loop diagram
needs to be transformed into stock (level of accumulation anddepletion over time) and
flow (rate of change of level/stock) diagram with the help of equations development
of a system’smodel. Then the built systemmodel can be simulated through computer
software.The equationdevelopment canbedoneby examining thepattern of behavior
(exponential, S-shaped, oscillation etc.) between the system parameters/variables.

22.4 System Dynamics Modeling and Geospatial
Technique-Based Approach to Assess the Impact
of Mining Activity in the Surrounding Area
and Environment

Rajasthan is one of the largest states in India in terms of mineral wealth and the
mining industry forms a major revenue sector for the state. Mining activity is the
second predominant activity in Rajasthan state of India after agriculture. As perMaps
of India (2022), “there are about 42 major and 28 minor minerals available in the
state. This sector provides employment to about twomillionmineworkers throughout
the state”. Environmental impact due to mining activities inevitably represents an
alteration on environment by affecting in its area of influence. The impact and its
magnitude of the mining activities depends upon mining operations, size/area of
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mining, technology of mining, surface and sub-surface mining, climate, assimilative
capacity of surrounding environment and other interrelated factors. The surrounding
environment encompasses land, water and air. The sustainable resource management
of the regionneeds the assessment andmonitoringof the environment (land,water and
air), society and mining as economic growth activity. The system dynamic modeling
using inputs from geospatial technology (remote sensing, geographical information
system etc.) and other ancillary data sources deal with the challenges and complex
issues involved for above-mentioned assessment and monitoring. Table 22.1 illus-
trates the various probable data sources for the land, water, air and population as a
part of socio-economy of the region.

Table 22.1 Data sources for system dynamics modeling

Monitoring component Parameters/variables Source of data/agency

Land component Kharif crop area Satellite data

Rabi crop area

Wastelands area

Fallow land area

Mining area

Type of geology (in terms of
mining prospects)

District resources map

Water component Rainfall Indian meteorological
department (IMD)

Surface water spread area Satellite data

Ground water—pre and post
monsoon ground water level

Central/state groundwater
department

Irrigation infrastructure Satellite data/field data

Water quality—chloride, fluoride,
nitrate, pH, TDS

Central/state pollution control
board, state ground water
department

Air component Suspended particulate matter
(SPM) PM2.5 and PM10

Central/state pollution control
board

Carbon monoxide and carbon
dioxide

Sulphur dioxide

Nitrous oxide

Socio-economic Population (birth rate and death
rate), worker/non-worker,
economic activity, literacy,
amenities, etc.

Census of India
- Decadal census data
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22.4.1 Mining Dominant Study Area

There are many locations of various mining exist in the Rajasthan state. A small
area about 90,000 hectares near Chittorgarh city of Rajasthan in India has been
considered for illustration of the conceptual approach which consists of four major
cement industries with their limestone mine pits, red ocher mine pits and other mine
pits. The study area location is presented in the Index Fig. 22.3a and satellite image
in Natural Color Composite (NCC) of the same area is shown in Fig. 22.3b. Major
study area comprises of agriculture land, forest cover and sufficient water resources
in terms of ground water (GW), surface (SW). There exists Ghosunda Dam and
Gambhiri Reservoir as surface water sources. The area surrounding to the mine
areas is generally more or less undulating plain with gentle slope. The area observes
maximum temperature of 45 °C in May–June months and minimum temperature of
3 °C in December–January months. Average annual rainfall recorded in the area is
about 760 mm.

22.4.2 Causal Loop Diagramming

Further, based on the available datasets from the various sources, the
factors/parameters viz.; quality of life, employment opportunity, agriculture produc-
tion, infrastructure amenities etc. are derived. Figure 22.4 depicts the casual loop
diagram for primary parameters and secondary derived parameters with positive
(+ve) and negative (−ve) polarity feedback loop. As mentioned in the Table 22.1 the
land environment component consisting of kharif/rabi crop area and fallow land area
depends on rainfall, surface and ground water availability and their linkage is shown
with+ve feedback loop. Whereas mining activity or increase in mining area impacts
the other lands negatively thereby decreasing the cropland and wastelands area. The
richness of limestone reserves geologically, enhances the mining lease areas with+
ve polarity. In case of water environment component, the good rainfall in the region
with positive polarity increases the surface waterbody spread area and recharge of
groundwater level which in turn on secondary level with positive polarity affects
the kharif/rabi crop area and with negative polarity the fallow land area. The air
environment component may also get affected by spread of mining area and mining
activities with negative polarity depending on the techniques of mining whereas
mining activity supports the economic growth of the region with+ve polarity which
in turn at secondary level enhances the quality of life/living of the society with +ve
polarity.

But again, air quality deterioration in the region affects the quality of life/living
with −ve polarity due to health issues in the population residing in the region. Both
+ve and−ve polarity factors in total are driving the population level of the society by
birth rate and death rate. Hence, the causal loop diagram visualizes qualitatively the
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(b)

(a)

Fig. 22.3 a Study area situated in Chittorgarh district, Rajasthan, India. b Satellite image (NCC)
of mining dominant area near Chittorgarh city, Rajasthan, India Source data Bhuvan (2022)
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Fig. 22.4 System dynamics causal loop diagram

interaction of system parameters with its behavioral polarity with primary, secondary
and tertiary impact with each other.

22.4.3 Stock-Flow Diagramming

In the sequence of development of the system dynamics model, the casual loop is
transformed to stock flow diagram for quantitative analysis and simulation over a
period of time. The stock flow diagram of an integrated system dynamics model
for surrounding environment of mine areas is shown in Fig. 22.5. As procedural
steps, individual land, water and air environmental component sub-models have
been developed and afterwards through appropriate model coupling parameters, an
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Fig. 22.5 Stock-flow diagram of an integrated system dynamics model for surrounding environ-
ment of mine areas

integrated system dynamics model has been developed and simulated over a period
of time.

22.4.4 Land Use/Land Cover Analysis for Land Sub Model

In theLand submodel, themajor inputs are derived from land use/land cover (LU/LC)
analysis. LU/LC have been categorized into different classes as per LU/LC classifi-
cation system given in Table 22.2 (NRSC 2006). The area under major LU/LC cate-
gories has been calculated from temporal LU/LC geospatial layers and percentage
area of important major classes are represented in Fig. 22.6, which shows the
increasing trend of agriculture, mining and built-up area and reduction in wastelands
area over period of time. The temporal LU/LC geospatial layers have been prepared
from periodic satellite RS data in the GIS environment. The LU/LC thematic map
for the year 2017–18 is shown in Fig. 22.7 as an example.

22.4.5 Data Inputs for Air and Water Sub Model

The inputs for air and water sub model considered in terms of pollutant concen-
trations based on the Air Quality Index (AQI) and Water Quality Index (WQI) of
the surrounding area of mines. In air quality index, pollutants such as Nitrogen
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Table 22.2 Land use/land cover classification system

S. No. Level-I Level-II Level-III

1 Built-up land Built-up land Rural
Urban

2 Agricultural land Cropland
Fallow land

Kharif
Rabi
Double (Kharif + Rabi)
Fallow

3 Forest Dense forest
Open forest
Scrub forest

Dense forest
Open forest
Scrub forest

4 Wasteland Land with or without scrub
Rocky Outcrop

Land with scrub
Land without scrub
Rocky outcrop

5 Water bodies River/stream
Tanks/ponds

River/stream/Nala
Tanks/ponds

6 Others Stone quarries
Mining
Plantation

Stone quarries
Mining
Plantation

Source NRSC (2006)

Fig. 22.6 LU/LC classes behavior over period of time

oxides, Sulphur di-oxide and Suspended Particulate Matter and Respirable Particu-
late Matter have been considered. The data has been collected from Rajasthan State
Pollution Control Board (RSPCB), Jaipur, Rajasthan, India and shown in Fig. 22.8.
Figure 22.8b represents that the air quality data is within permission limit in the
current time period, when it is compared with National Ambient Air Quality data.

Similarly, for development of WQI, water quality data viz.; pH, total dissolved
solids, total hardness, chloride and ground water level (pre and post monsoon) have
been collected from Rajasthan State GroundWater Department, Jodhpur, Rajasthan,
India. The rainfall data has been collected from Indian Meteorological Department
(IMD). The rainfall versus post monsoon groundwater water level behavior of the
region is shown in Fig. 22.9 based on the temporal data availability.
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Fig. 22.7 Thematic map showing different LU/LC classes of the study area
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Fig. 22.8 a, b and c Average point source data (microgram/m3 concentration) of air quality. d
Comparison of air quality data of each cement industries with national ambient air quality (NAAQ)
data (source RSPCB, Jaipur)

22.5 Model Simulation, Calibration and Validation

It is a multi-test process based on real model-behavioral pattern. All datasets of from
2006 to 2018 year duration have been taken in the integrated model. The model has
been initialized from year 2006 and simulated for about 40-year time span through
system dynamics Stella computer software (other software viz.; Vensim, Powersim
etc. can be used). The model simulation shows the interaction between agricultural
land, mining area, wastelands, rainfall and groundwater level/fluctuation, air quality,
water quality individually. The various interactions among the parameters/variable
and their direct or indirect impacts on one another can also be observed in terms of
pattern of behavior. After model simulation is performed, results of the simulated
model can be generated in the formof tables and graphs for each parameters/variables
of the system. Themodel has been calibrated and validated using intermittent datasets
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Fig. 22.9 Depiction of behavior of post monsoon ground water level with rainfall

standard procedure. The integrated model simulation graphs for major parameters
are shown in Figs. 22.10, 22.11 and 22.12.

Fig. 22.10 Depiction of behavior of major LU/LC classes through model simulation
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Fig. 22.11 Depiction of behavior of AQI, WQI and mining area through model simulation

Fig. 22.12 Depiction of behavior of population, built-up area and mining area through model
simulation

22.6 Summary

Usually environmental components like land, air, water etc. are studied as impact
of mining activity individually, but the present approach has catered the holistic
modeling approach considering air, land and water to analyze the linkages between
various impacts linearly/non-linearly, directly/across, over a period of time span. In
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the landmodule, remote sensing data provides reliable information due to its synoptic
and temporal dimension and as well time and cost effective. Hence, the synoptic and
temporal characteristics of remote sensing data provide better monitoring of LU/LC
changes and its distribution in the surroundings of mining area. LU/LC analysis of
temporal remote sensing data and themodeling of various individuals LU/LC classes
with other collateral data provide the overall insight for past, present and future status
of land environment or natural resources and anthropogenic activities. Thus, RS and
GIS techniques are useful tools to assess the delicate areas likemining area vicinity for
periodical monitoring, planning and for policy development. In case of air and water
quality secondary data sources have been used for analysis and also used as input
for the integrated model. From the model simulation, it is inferred that air and water
quality index has improved over the period of time; but within the permissible limit
of Central Pollution Control Board (CPCB) guidelines. System dynamics approach
provides thewhole view of the inter-connection of various factors capturing the linear
and non-linear behavior of the system variables. Here, the integrated model has been
simulated with the base run of 2006 year and projected up to a period of 40 years
assuming that existing conditions will prevail in the future. This modeling approach
would help the decision-makers to explore the changes in the surrounding area of
mining or any other anthropogenic activities more comprehensively and it can be
used as an aid to define policy actions for sustainable natural resources planning and
management in the region. Therefore, the combination of system dynamicsmodeling
and geospatial technology delivers the solutions for sustainable development based
on the past, present and future scenarios.
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plans of themonuments requires the conjunctional use of both conventional and high-
resolution satellite images,GIS andGlobal Positioning Systems and other geo-spatial
techniques. To demonstrate the effective use of geospatial techniques, a project was
taken up by Ministry of Culture, Government of India (GOI) and Indian Space
Research Organization (ISRO), Department of Space (DOS) for Inventory and site
management plans of national importance in the country (SMARAC). The project has
been implemented by Regional Centres, National Remote Sensing Centre (NRSC)
in collaboration with Archaeological Survey of India (ASI) and National Monu-
ment Authority (NMA). A systematic geodatabase of the inventory of heritage sites
andmonuments which comprises geo-coordinates, temporal high-resolution satellite
images, field photos, total station survey data, sketch maps and other ancillary has
been completed. An online Decision Support System (DSS) has been developed to
improve the operational efficiency of inventory and generation of Site Management
Plan (SMP) and other scientific activities ofASI and other stake holders.Webservices
are exchanged between NRSC BHUVAN Geo-portal and NIC server for automatic
geoprocessing/proximity analysis and help in decision making as a part of DSS.
Customized mobile apps viz., SMARAC G2G and SMARAC CITIZEN have been
developed exclusively for empowering the stake holders in augmenting geospatial
database as well as the common public in obtaining online approvals for building
construction. At present, most of the urban/town corporations across the country are
using SMARAC CITIZEN App for processing their online NOC applications within
a week’s time. The book chapter discusses in detail the SMARAC project.

Keywords Monuments · Heritage sites · DSS · SMARAC G2G · SMARAC
citizen

23.1 Introduction

Geospatial techniques play an important role in carrying out multitude of appli-
cation projects for mapping and monitoring of natural resources. Remote sensing
data has been used for archaeological studies as early as 1907 when Stonehenge
was photographed from a balloon for understanding of the archaeological feature
(Capper 1907). Remote sensing tools have been considered as a non-destructive
as well as non-invasive tool preserving the monuments intact. (Sanger and Barnett
2021). Advancements in remote sensing especially different platforms viz., ground,
balloon, air, space and the improvements in the cameras with better spatial resolu-
tions has resulted in enormous collection and processing of archeological data that
too from the twenty-first century (Cooper and Green 2016; Huggett 2020; Luo et al.
2019). Use of Airborne and Space borne remote sensing for cultural heritage appli-
cations has been dealt by (Osiciki 2000; Luo et al. 2019), in their works. Deodato
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et al. (2018) has opined that the increased use of digital techniques in archaeology is
due to the improved sensors with high spatial resolutions for data capture and ease
of accessibility of data and also the advancements in the integration and fusion of
extracted information. Deroin et al. (2017) have syntheticallymapped archaeological
site and its environment using remote sensing techniques and advocated the use of
very high-resolution imagery as vital tool for monitoring archaeological site in its
widest context. Pappu et al. (2011) have extensively used geospatial techniques for
prehistoric studies in Tamil Nadu and predictive location modeling aspects.

India is known for its culturally diversity fromhistoric times. These is evident from
innumerable art forms, traditions, practices, languages, sculptures, monuments, folk
lore, structural designs etc. that exist in different parts of our country and are popu-
larly known as monuments/heritage sites. These sites have attracted both national
and international attention and acclaim and in turn has contributed significantly in
the increase of tourism sector also. It is well known fact that these heritage sites
face numerous risks mainly due to the urban growth, infrastructure development,
policy changes of the government and ignorance of the public about the value of
the sites which pose significant challenges for its conservation, preservation and
management. Generation of a systematic geospatial database with development of
management strategies are a must for conservation and preserving of archaeological
sites/monuments. These SMPs need to be integrated with respective Master Plans
of towns/cities which will ensure a balance between development and preservation
of the archaeological sites, which in turn would ensure a balanced development of
urban areas. The emergence of new digital technologies and Internet access together
provide possibility for web-based information systems for preparing the catalogue
of immovable monuments and its effective management.

Remote Sensing and GIS offer excellent tools for the mapping and monitoring of
sites, particularly sites which are spread across large tracts/areas, provide synoptic
views with their present status. These help in planning proper management strategies
for its conservation and protection. A combination of conventional techniques along
with advanced geospatial techniques are essential to monitor and map these heritage
sites and monuments in an efficient manner.

23.1.1 Background

Generation of Inventory and management plan for heritage sites and monuments of
national importance in the country is an unprecedented initiative backed by Ministry
of Culture, GOI and ISRO, DOS. The project is implemented by NRSC in collabora-
tion with ASI and NMA. Effective use of space technology for generating inputs for
the following three broad areas under the purview of Ministry of Culture has been
discussed in detail (Raj et al. 2017).

• Inventory and Geospatial database of heritage sites and monuments
• Geospatial visual tour of world heritage sites
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• Predictive Locational Modelling in exploration archaeology in siting prospective
archaeological locations.

Out of the above three broad areas, the first two are important operational activities
and require urgent implementation due to rapid urbanization and economic develop-
ment in the country which may pose serious threat of encroachment and damage to
the invaluable monuments. A generic operational guideline is required to prepare the
geodatabase and plans for the management of heritage sites for conservation, preser-
vation and development. The present project was conceived with a scope to develop
an operational methodology using satellite data with very high spatial resolution
and geospatial technology to assist the ASI in developing a geospatial database of
all nationally important archaeological sites and monuments. The major focus is to
empower NMA with a decision support system to regulate the buffer zones around
the monuments and heritage sites and with appropriate development.

23.2 Scope and Objectives

Under the project, an exhaustive inventory of the monuments has been undertaken.
The geospatial database contains the following: Latitude and longitude coordinates of
locations, temporal high-resolution satellite images, field photos, drawings, sketches,
survey data, and other ancillary information.

The site management plan is an integrated planning concept which provides rules
and procedures to be followed for conserving and protecting the site and developing
the area around the site. The management plan should be modular, scalable, flexible
and more thorough and complete with time. Depending on the usage at different
levels, appropriate scale maps will be the part of management plan.

The massive job of generating the huge database and management plans of sites
by conventional techniques is tedious, laborious and time consuming with lot of
subjectivity. In the project, new digital technologies, open source Software tools,
Web-based information systems have been used for generating the geodatabase of
the monuments as well as preparation of management plans of immovable monu-
ments, which can be scalable, adaptable and extendable to meet the needs of specific
requirements of Culture and Archaeology. These geospatial databases on heritage
sites can be used by concerned authorities likeASI, NMAand planning organizations
for taking up effective management practices.

Themajorwork component carried out as part of the project include the following:

Inventory of all the monuments and heritage sites under the authority of ASI using
Remote Sensing, GIS and other techniques.
Preparation of Site Management plans for all the heritage sites and monuments
based on ASI’s Ancient Monuments and Archaeological Sites and Remains
AMSAR 2010 act and GIS techniques
Development of tools web based and mobile based for effective utilization of the
geodatabase



23 Geospatial Techniques for Archaeological … 561

Devanhalli Fort Bhoganandhishwara            Prehistoric Site  

Fig. 23.1 Examples depicting a fort, monument and a prehistoric site in Karnataka

Using Bhuvan Geo-platform for hosting the ASI’s heritage database for providing
an access to numerous stakeholders.

The inventory has broadly three categories of objects viz.Monuments, Forts/group
of building and Sites.

Monuments: They areworks of art, architecture buildings/structures, inscriptions,
caves, or combination of all the features, with heritage values from historical, artistic
and scientific perspective.

Forts/Group of Buildings: Group of separate blocks or connected buildings with
in a fort which have architecture and heritage value, homogeneity.

Sites: They areworks of human andnaturewith immense value in termsof historic,
aesthetics, ethnological or anthropological perspective.

Figure 23.1 depicts examples of fort, temple and a prehistoric site falling in
Bengaluru ASI circle, Karnataka.

23.3 Database Preparation

As per ASI records, about 40 world heritage sites and around 3700 heritage sites and
monuments having national importance are present across the country (Fig. 23.2).
These monuments belonging from the prehistoric times to the colonial period to
the modern times are spatially present in diverse topographical surroundings. These
monuments can be temples,mosques, tombs, cemeteries, forts, architecturalmarvels,
etc.

High resolution ortho-corrected satellite data forms the primary input data source
for carrying out the inventory of monuments and delineation of the protected
boundary of the monuments and heritage sites (Fig. 23.3) Other supplementary
data available with ASI circle offices like the survey data (Fig. 23.4), the site maps
(Fig. 23.5), gazette notifications, village cadastral maps, city surveymaps, local plan-
ning area maps, the ASI officials field knowledge, GPS based surveys etc. also form
the ancillary data sources.



562 S. Ravindranath et al.

Fig. 23.2 Inventory of ASI Monuments across the country

23.4 Methodology

The high-resolution satellite database preparation included orthorectification, image
enhancement and data fusion. The satellite data has been used for visualization, value
addition and identification of monuments. Supplementary data viz., field survey,
sketches, architectural plans etc. have been referenced and assigned real world coor-
dinates. These collateral data along with satellite data of very high spatial resolution
has been used for listing and identification of the protected boundaries of the monu-
ments using visual interpretation techniques. Incorporating standard projection and
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Fig. 23.3 High resolution satellite data of Kolaramma Temple, Karnataka

datum parameters the geospatial database has been created with a unique naming
convention for both vector and raster files for each ASI circle. A unique monument
number (10 characters) has been assigned to each monument which highlights the
ASI circle, district and a continuous number. Thus, the geospatial database design
supports a wide variety of spatial and aspatial which includes raster data, vector,
autocad drawing files, image chips, and multi-user access for editing of the database.
It is scalable aswell as agile to address concept of ease of doing business and develop-
mental activities without compromising the objective of conservation, preservation
and sustainable management of heritage sites. A specific flag field is designed to
know, if the monument is representing a single or multiple monument enclosed by a
protected boundary.

23.5 Highlights of the Project

23.5.1 Inventory

To make a systemic and scientific listing of all the nationally important monuments
falling under the jurisdiction of ASI in the country, identification and determining
the accurate latitude and longitude of the monuments is essential. Such systematic
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Fig. 23.4 Total station survey data Tippu palace, Karnataka

geodatabase has its use in various applications including preparation of the site
management plans. The geo-coordinates of the heritage sitesmonuments are obtained
by two methods.

1) By identifying a monument on orthorectified satellite image and logging the
latitude and longitudes of the image (Fig. 23.6).

2) By customized GPS enabled mobile apps for determining the geo-coordinates
of the monuments directly from the field either online or off line.

Under the project SMARAC G2G, a mobile APP using either internal GPS or
GAGAN dongle integrated with smartphone was developed exclusively for ASI
with many features for capturing coordinates, mapping management boundaries etc.
When the app is installed on a smartphone, the coordinates of the locations are
automatically captured as point data from a determined location of the monument
along with a provision to capture the photographs of the monument.
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Fig. 23.5 Site sketch map: Ranganathaswami Temple, Karnataka

Fig. 23.6 Typical Monument inventory information Gomateswara statue, Sravanabelgola,
Karnataka

23.5.2 Site Management Plans (SMP)

A heritage site/monument is a fragile and non-renewable cultural resource which
requires protection of the environment and sustainable management around it. The
protection of heritage sites in an area should be integrated in the planning process
at national, regional or local levels depending on the importance of the heritage site
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with reference to its physical dimensions and historic importance, popularity, tourist
influx etc. Land use around a heritage sitemust be therefore controlled and developed
to minimize the destruction of the heritage site. Management Plan of the sites (SMP)
is essentially required to protect the monuments from the pressure of unregulated
growth and development. Generally, SMPs are prepared using ground surveys, but
with availability of very high resolution, it is possible to delineate SMPofmonuments
with ground knowledge. Threemanagement/buffer areas are delineated around every
monument/heritage site using GIS tools. These areas have been defined as per the
AMASR 2010 Act of the Government. Themanagement zones and their significance
with respect to heritage bye laws are explained below.

23.5.2.1 Protected Area and Its Delineation

It is the main zone enclosing the monument with its various components. This
is directly under the full administrative control and ownership of ASI. Every
feature/object falling in this zone is fully protected and preserved exclusively by
ASI.

This is very important and critical boundary which has to be precisely delineated
with the aid of high-resolution satellite data (Fig. 23.7) and spatial and aspatial
collateral data with the full field knowledge of ASI officials. Delineation of other
twomanagement boundaries viz., prohibited and regulated boundaries solely depend
on the accuracy of protected boundary. Any error in the protected boundary would
carry forward to these two boundaries also. Hence, it is extremely important to
delineate the protected boundary as accurately as possible with the assistance of all
the available data sources and techniques. The heritage site area foot print synonyms
with protected area which can be identified by adopting any of the three methods
suggested or in combination.

Fig. 23.7 Protected boundary of Bijapur fort walls delineated using high resolution satellite data
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Fig. 23.8 Protected boundary delineation using total station data: Praneshvara temple, Shimoga

SMARACG2GAPP: It ismobile app based onGPS is established for this project.
The geocoordinates of the polygon nodes of the protected boundary are captured in
the ground while traversing around the heritage site/monument and on fly, the vector
is generated on the mobile phone display as well as on the central server with the
high-resolution image in the background to assess the correctness and to validate the
boundary.

To effectively use the app in delineating the protected boundary, a prior knowl-
edge of the ASI official of the boundary based on the land marks on ground and
interpretation of high-resolution satellite data are required.

It is also possible to superimpose the protected boundary vector derived from
the georeferenced total station data or the site maps of the concerned monument
(Fig. 23.8) and edit based on the high-resolution image base to fix the boundary as
accurately as possible.

23.5.2.2 Prohibited Area and Its Delineation

A 100 m buffer area around the protected area of a heritage site/monument is termed
as prohibited area. Any kind of development or modification in conflict with the
heritage site/monument ambiance is not allowed or permitted. Only repair works to
maintain the existing structures/features are allowed as per the heritage by laws.

Prohibited area is designated as area near or adjoining a protected as per the
heritage by laws and is declared to be a prohibited area for purposes of excavation or
construction. An area up to 100m from the limits of protected area boundary around a
heritage site is declared as prohibited area. The prohibited area boundary is delineated
by creating a buffer of 100 m from the protected boundary of the monument/heritage
site using GIS functionality.
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23.5.2.3 Regulated Area and Its Delineation

An area of 300 m buffer around the protected area is defined as regulated area. The
development in this zone is regulated as per the heritage by laws.

Regulated area is designated as an area near or adjoining a prohibited area as
per the heritage by laws. It is an area declared as regulated zone for the purpose
of excavation or construction. As per the bylaws, it is declared as 200 m beyond
the prohibited area. The regulated area boundary is delineated by creating a buffer
of 200 m from the prohibited boundary of the monument/heritage site using GIS
functionality.

The protected, prohibited and regulated boundaries for a monument are shown
below in red, yellow and green vectors burned on the image as vectors. As shown in
Fig. 23.9

23.5.3 Geo-Tagging

Geotagging is a method of adding geographical identification metadata for various
features located inside the management zones for a monument/heritage site such
as a geotagged photograph or video. Geotagged features are nothing but features
which have geographical latitude and longitude information. Apart from this they
will have information on the altitude, direction, accuracy of data, place names of
the features such as public buildings. The houses located inside the prohibited and
regulated zones were geotagged using Bhuvan POI App. Figure 23.10 depicts the

Fig. 23.9 Protected, prohibited and regulated boundaries for Fort Kotla, Kotla, Shimla circle
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Fig. 23.10 Geotagging of features inside regulated boundary for Srirangapatna, Bangalore ASI
circle, Karnataka

geotagging of features within regulated boundary of Srirangapatna, Bangalore ASI
circle, Karnataka.

23.5.4 Outputs

Geospatial database has been generated for all the 30 ASI circles of nearly
3700 monuments within the country with inventory, site management plans, field
photographs, and the location details. Typical geospatial outputs generated forHampi
monuments are shown in Fig. 23.11

For a few monuments, 3D models have been constructed from the field
photographs collected of the temple to give a realistic viewof the temple. Figure 23.12
gives a 3D model of Tippu Palace of Bangalore ASI Circle and Fig. 23.13 gives a
3D model of the buildings within the SMP of Someshwara temple in Bangalore ASI
circle.

23.5.5 Geospatial Database of Monuments in BHUVAN
Geoportal

The geodatabase of monuments has been ported onto BHUVAN platform of Indian
SpaceResearchOrganization (ISRO) (Fig. 23.14).BHUVANhosts at present through
its URL http://bhuvan.nrsc.gov.in, a variety of applications and services that caters
to seeing of multi-dates and multi-platform, different sensor satellite data, various
thematic maps, tools for querying and analysis, free satellite services for disaster
applications, data downloads and products, mobile based apps for variety of geospa-
tial applications. The raster datasets are stored as part of BHUVAN database and

http://bhuvan.nrsc.gov.in
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Fig. 23.11 Geo-spatial outputs of world heritage site at Hampi, Hampi mini circle

Fig. 23.12 3D model of Tippu palace, Bangalore ASI circle

served through web Services of BHUVAN. The vector datasets of the heritage sites
are stored in BHUVAN Server and in Postgres SQL RDBMS using an Add-on
module PostGIS. This facilitates the geoprocessing, identify and querying database.
The advantage of storing the datasets in RDBMS is to maintain data security and
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Fig. 23.13 3D building models within site management area of Someshwara Temple, Kolar,
Bangalore ASI circle

Fig. 23.14 Monuments webpage in BHUVAN

integrity and in addition, indexing facilitates for fast retrieval of information from
large database.

23.6 Applications of Geodatabase

The geodatabase on monuments of ASI is an important milestone database of ASI
hosting both inventory and Site Management Plans information of the monuments.
The database is now being regularly used for Decision Support Service for National
Monument Authority.
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23.6.1 Decision Support Services

To enhance the operational efficiency and improve the turnaround time of building
plan approval process within the vicinity of heritage sites as per the heritage by laws,
geospatial decision support system is conceived using the inventory database and
mobile based applications. This has been specifically designed for National Monu-
ment Authority, NMA whose mandated task is to evaluate the effect of huge infras-
tructure development projects both private and public whichmight be proposed in the
regulated area/prohibited area. Based on their evaluation, NMA has to recommend
the Competent Authority for giving permission grant of NOC for any constructional
activities.

To arrive at a single window clearance for building/construction purpose, a
common application form is designed and available on the portals of NMA integrated
with the online portal of planning bodies of Delhi, viz., National Delhi Municipal
Corporation. NMA checks the location of applicant’s property with respect to the
SMP of the monument. The applicant needs to fill up a single form which will
be sent online to the concerned departments from where No Objection Certificate
(NOC) is to be obtained. NMA will inform its decision to the planning body within
six working days. This has drastically reduced the time limit from 90 days which
has been prescribed according to (AMASR) governmental Act. The progress of the
application can be tracked by the applicant online and there is no requirement for
any physical presence or visit to any office in this regard. However, Single Window
Clearance System does not consider large projects involving construction of building
beyond 2000 m2. Figure 23.15 gives the working of the NOC application process.
Online NOC application processing system consists of three major sub systems viz;
SMARAC Citizen App, NMA NIC server and BHUVAN Geoprocessing module.

23.6.1.1 SMARAC CITIZEN Mobile App

SMARAC CITIZEN mobile application is developed to enable ‘Ease of doing Busi-
ness’. Any citizen/user desiring to get the building plan approved within the vicinity
of a heritage site can use the mobile app to get the approval. It uses the database that
will be created through the Smart SMARAC app or by other procedures and facilitate
online NOC application processing for construction activities around the protected
national monuments by individuals or companies/organizations in a transparent and
efficient way.

SMARAC CITIZEN app consumes web services provided by the NMA NIC
server for user authentication and GPS data uploading. NMA NIC server uses the
web services provided by the BHUVAN Geoprocessing module and sends the GPS
data received from the citizens by the SMARAC CITIZEN app to the BHUVAN
server for further geoprocessing (Fig. 23.16).
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User Services

Applica�on No:
Name:
Mobile No:
Email Id:
……..
……..
Download App        Submit form

Smart Phone App

Lat:
Long:
Ground Photo

Send

Mobile No   Appl.No Date   Time  Lat  Long   Buf.Status Approval … 
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Geo processing (Postgres database)
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Intersect with 300 m Buffer 
Image clip (png/jpg)

Bhuvan Server
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GIS analysis
• Op�on 1
• Op�on 2
• Op�on 3

Mobile   user

Internet

(Any  RDBMS at NMA/NIC server) 

Fig. 23.15 Design concept of NOC clearance by NMA, BHUVAN and SMARAC CITIZEN (Raj
et al. 2017)

23.6.1.2 Auto Geo-Processor

This is the core of the DSS whose process flow is explained below. When the user
or a citizen accesses the NMA portal and register to identify himself to obtaining
permission/guideline, the mobile number will act as a link for further common
communication.

After registration, user is advised to download themobile application, usingwhich
he can capture and send the geographic co-ordinates of the location (for which the
permission is sought), along with ground photograph (optional). The co-ordinates
and the user details are stored in a database at NMA portal. Authorized NMA offi-
cial can access this database to VERIFY the proximity of the location with the
monuments/archaeological sites around. The software application, at NMA server,
connects to the spatial database generated and stored at BHUVAN portal to obtain
the proximity result by automatic geoprocessing.
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Fig. 23.16 SMARAC CITIZEN app architecture

Based on the proximity status flagged by the automatic geoprocessing result, ASI
officials take appropriate decision and send back the permission/guideline to the
respective user. The log is stored in the database with date/time/decision taken, etc.

23.6.2 Landuse/Landcover Within SMP

The geodatabase of the monuments when integrated with thematic databases avail-
able in BHUVAN viz., Landuse/Landcover, Transportation, water bodies, etc. gener-
ated under various national application projects offers wealth of information about
the site location, its land use/land cover within the site management plan area
(300 m buffer). The temporal changes in landuse/landcover offers a direct or indirect
indication about the possible impacts faced by the monuments in terms of urban
growth/sprawl (Elfadaly 2018) flooding hazard (if it is located on the banks of
river/water body), pollution if it is located close to an industrial area, etc. Trans-
portation network and other ground information about the amenities etc. also helps
in improving the tourist potential of the sites.
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Fig. 23.17 SMP of Amruteswara temple, Annigere in Dharwad ASI circle, Karnataka along with
the LULC

A study was carried out for six ASI monuments located in Dehradun ASI circle
where the landuse/landcover changes were studied over time to assess the impact of
urbanization.The tourismpotential of the sites havebeen evaluated basedonphysical,
social, and environmental parameters using weighted ranking method, a popular
multi-criteria decision making tool and suitable measures have been suggested to
enhance the tourism potential of the sites (Ravindranath et al. 2017) Fig. 23.17
depicts the LULC of the SMP area around Amruteswara temple, in Dharwad ASI
circle. The LULC data helps in characterizing the monument as facing urban growth
pressure.

23.6.3 Predictive Locational Modeling

From the generated geodatabase, the sites are being characterized with reference
to its geographical location, architecture, historical significance, thematic resources
in the surrounding, and other parameters to identify relevant patterns in association
with the help of ASI field teams. Predictive location modeling studies Pappu et al.
(2010a, 2010b), Nsanziyera et al. (2018), is being planned to identify other culturally
important areas based on the known patterns.

23.7 Way Forward

DisasterRiskManagement (DRM) for cultural heritage is a complex task that requires
multiple inputs (Agapiou 2020; Gainullin 2016). Remote sensing plays a vital role
in generating critical inputs for DRM. A heritage risk assessment of all the monu-
ments under ASI Hampi Mini circle was undertaken using geospatial techniques.
(Aishwarya et al. 2019). Efforts are underway for studying the vulnerability of the
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monuments ASI circle wise and also possible disaster mitigation plans of a fewmajor
monuments spread across diverse landforms and historical setting.

Cultural heritage sites in this project has been mapped mostly using visual inter-
pretation techniques. From the project it is seen that, cultural heritage sites are of
diverse form and nature viz., buildings/structures, prehistoric sites, forts, mounds,
pillars etc. The size of themonuments varies from fewm2 to fewhundredm2. Tapping
the fact that heritage sites have typical patterns in terms of its building architecture,
size, extent, shape, geographical setting and other characteristics, it is being planned
to take upObject Based ImageAnalysis (OBIA) andDeepLearning based techniques
for mapping the cultural heritage sites of considerable dimension with set patterns
and geographical setting. This will automatize the process of inventory of the monu-
ments in our country, where there are thousands of unprotected monuments which do
not have any documentation at all and is being lost over the years due to unplanned
urban growth. For mapping of unprotected monuments in rural and semi-urban land-
scapes, plans are underway for the use of multi-source data from satellite, aerial,
and UAV platforms (Valenti et al. 2021), along with LiDAR data for spectral and
spatial characterization of heritage sites. The use of LIDAR for constructing the 3D
models (Erenoglu 2017), is also being explored for a few architecturally important
monuments.
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Chapter 24
Site Suitability for Sewage Treatment
Plant and Routing Using Geospatial
Technology—A Case Study for Two
Indian Towns

Dibyendu Dutta, Tanumi Kumar, Chiranjivi Jayaram,
Debasish Chakraborty, Arati Paul, Niraj Priyadarshi, Wasim Akram,
and C. S. Jha

Abstract Siting wastewater treatment systems is one of the vital components that
need spatially-referenced and up-to-date data for effective planning, management
and environmental protection.Most commonly used geo-indicators for siting sewage
treatment plants (STP) are landuse, surface slope, soil hydrology, ground water table,
river/streams, water bodies, sensitive features, urban sprawl and its direction along
with the prevailing wind pattern. In the present study, surface hydrological, topo-
logical and landuse parameters were generated from high resolution satellite data
and multi-criteria analysis was implemented for site suitability. The candidate STP
locations were further constrained by the regulatory norms, in the form of buffer
zones and examined with respect to the annual wind condition. In the first step, a
well-defined spatial criterion was used while in the second step, prioritization was
done on already finalized candidate sites so as to address conflicts and ambiguity in
a rational manner. In both Rayagada and Siddipet towns, the identified location lies
in the south-west of the town, outside the urban perimeter, dominated by wastelands
but the slope varies from 1% in Rayagada to 1–3% in Siddipet. For both the towns,
prevailingwind is fromwest and ‘calm’ prevails less than 3%of time on annual basis.
As the urban sprawl is mostly in the north-east direction with respect to the proposed
STP site, the harmful gases or foul odor are presumed to have less impact on urban
settlement. Besides site suitability, network analysis was also performed for sewage
collection and transport to the pre-defined STP site. Shortest path algorithmwas used
to obtain the optimal route that has least distance between source and destination
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nodes. The ideal locations for STP, along with sewage routing are presented in the
form of a map with supporting themes for decision support.

Keywords Sewage treatment plant · Site suitability · Satellite data · Remote
sensing · GIS · Multi-criteria · Network analysis

24.1 Introduction

Wastewater treatment is a process of removing the contaminants from wastewater
to produce treated effluent and solid waste or sludge that is suitable for discharge to
the surrounding environment or an intended reuse application. This process helps to
prevent water pollution from raw sewage discharges (Khopkar 2004). The sewage
contains a mixture of domestic waste matter, effluents discharged from industries
and urban runoff. In general, all the sewage treatment plants (STP) include phys-
ical, chemical and biological processes to remove physical, chemical and biological
contaminants, respectively. A recent study estimated that globally, about 52% of
sewage is being treated (Jones et al. 2021). However, dismal scenario is observed
for different countries around the world. For instance, while high-income countries
treat approximately 74% of their sewage, developing countries treat an average of
just 4.2% (Jones et al. 2021). Data of 2020 for 128 countries showed that only 66%
of all domestic wastewater flows were collected at treatment facilities (UN-Water
2021). As per population in 2001Census, all Class I cities and Class II towns together
produce an estimated 29,129 million liters per day (MLD) of sewage. In contrast,
the existing sewage treatment capacity is only 6190 MLD, with an additional 1742.6
MLD is anticipated. Still there is a gap of 21,196 MLD (72.7%) between sewage
generation and existing sewage treatment capacity. Assuming 30% decadal growth
in urban population, the sewage production will be 33,212 MLD in 2020. In addi-
tion, considering the actual capacity utilization of STPs as 72.2%, only 13.5% of
the sewage is being treated in India. The above discussion clearly indicates that the
inappropriate location of STPs is the main cause of pollution in the rivers and lakes.
There is an urgent requirement for increasing the sewage treatment capacity and its
optimal use for improving the quality of water in the rivers and lakes. United Nations
agenda for Sustainable Development (2015) adopted resolution with a set of goals
to end poverty, protect the environment and ensure prosperity for all. The agenda
includes 17 Sustainable Development Goals (SDGs), each with specific targets to
be achieved over a 15-year period (UNGA 2015). SDG 6.3 recommends improving
water quality by decreasing pollution, eradicating dumping and reducing discharge
of harmful chemicals and materials, thereby, halving the amount of unprocessed
wastewater and considerably increasing recycling and safe reuse worldwide by 2030
(Ritchie et al. 2018). In India Atal Mission for Rejuvenation and Urban Transforma-
tion (AMRUT)has earmarked thepolicyguidelines for implementationofwastewater
reuse infrastructure solutions in selected towns and cities. Hence, keeping in view
the long-term population growth and the broadening gap between sewage generation
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and treatment capacity as well as the UN agenda, the decision makers are required
to make a very thoughtful action plan in a limited time frame. In the context of
the above-mentioned challenges, a new paradigm for waste management has arisen,
changing attention to resources’ efficacy and reduction of environmental impacts
throughout the life cycle of waste management (Chalkias and Lasaridi 2011).

Siting wastewater treatment systems is one of the vital components that needs
spatially-referenced and up-to-date data for effective wastewater planning, manage-
ment and environmental protection.Most commonly used geo-indicators are landuse,
surface slope, soil hydraulics, ground water table, river/streams, water bodies, sensi-
tive features, urban sprawl and its direction as well as the prevailing wind pattern.
A Geographic Information System (GIS)-based decision support system will aid in
identifying key socioeconomic and environmental factors, and find a more compre-
hensive and suitable way to optimize the locations for STPs that are appropriate for
different local conditions.

The objective of this study is to optimize the location of STPs by integrating GIS
with local factors by adopting selection criteria based on technical, environmental
and topographic factors. In the first step a well-defined spatial criteria was used while
in the second step prioritization was done on already finalized candidate sites so as
to address conflicts and ambiguity in a rational manner. GIS-based multi-criteria
analysis was used as decision model to finalization of site suitability. Besides site
suitability a network analysis was also performed for sewage collection and transport
to pre-defined STP site.

24.2 Type of Wastewater Treatment Plants

There are several types of wastewater treatment processes viz., (i) Effluent Treatment
Plants (ETP) (ii) Sewage Treatment Plants (STP) and (iii) Common and Combined
Effluent Treatment Plants (CETP). ETPs are meant for purifying pharmaceutical and
industrial waste water from high amounts of organics, debris, dirt, grid, pollution,
toxic and non-toxic materials, polymers, etc. STP unit removes contaminants from
municipal or domestic sewage. Precisely, ETP is employed in industrial areaswhereas
STP cleanses household water. CETP’s are set up in the industrial estates where there
are clusters of small-scale industrial units that host many polluting industries. The
Ministry of Environment, Forest and Climate Change, Govt. of India, has launched
the centrally sponsored scheme, namely, Common Effluent Treatment Plant (CETP)
in order to make a cooperative movement of pollution control specially to treat the
effluent, emanating from the clusters of compatible small-scale industries.
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24.3 Sewage Water Quality

In designing a STP, one of the key factors to be considered is, the per person
organic matter load (alternatively known as population equivalent, PE), the values
of which differ from country to country. In general, 1 PE is equivalent to 60 g
of Biological Oxygen Demand (BOD) per person per day, and it also equals 200
L of sewage per day (Henze et al. 2008). Typically, a domestic sewage would
contain approximately 300–450 mg/liter of BOD and Chemical Oxygen Demand
(COD). Sewage also contains coliform bacteria (Escherichia coli), which is harmful
to human beings if water containing such bacteria is consumed. Another feature
of sewage is the presence of Total Suspended Solids (TSS) in high quantities. In
general, the physico-chemical characteristics of untreated sewage in developing
countries are given as: 180 g/person/d for total solids (or 1100 mg/L when expressed
as a concentration), 50 g/person/d for BOD (300 mg/L), 100 g/person/d for COD
(600mg/L), 8 g/person/d for total nitrogen (45mg/L), 4.5 g/person/d for ammonia-N
(25 mg/L) and 1.0 g/person/d for total phosphorus (7 mg/L) (CPCB). Typical values
for nutrient loads per person and nutrient concentrations in raw sewage are given as:
8 g/person/d for total nitrogen (45 mg/L), 4.5 g/person/d for ammonia-N (25 mg/L)
and 1.0 g/person/d for total phosphorus (7 mg/L). The typical ranges for these values
are: 6–10 g/person/d for total nitrogen (35–60 mg/L), 3.5–6 g/person/d for ammonia
(20–35 mg/L) and 0.7–2.5 g/person/d for total phosphorus (4–15 mg/L) (Von Sper-
ling, 2015). The treatedwater should have pH of 6.5–8.5, BODon 5th day < 10mg/L,
COD < 50 mg/L, suspended solids < 10 mg/L, ammoniacal nitrogen < 5 mg/L, total
nitrogen < 5 mg/L, fecal coliform < 100MPN/100 ml.

24.4 Different Stages of Sewage Treatment

Sewage treatment mostly involve two main stages viz., (i) primary treatment and (ii)
secondary treatment. In addition, advanced treatment involves a tertiary treatment
also which mostly does polish and nutrient removal.

(i) Primary treatment: In this stage, raw sewage is partitioned to remove floating
debris/insoluble impurities such as plastic bags, papers, leaves, twigs, etc. This
ensures minimum damage or clogging of the pumps and sewage lines. The
hydraulic retention time is about 1.5–2.5 h (Tchobanoglous et al. 2014). The
primary sedimentation tanks are expected to remove 50–70%of the suspended
solids and 25–40% of the biological oxygen demand (BOD) (Tchobanoglous
et al. 2014). The remaining liquid is subjected to secondary treatment.

(ii) Secondary treatment: The main processes involved in the secondary sewage
treatment are designed to remove as much of the solid material as possible
(Henze et al. 2008). They use biological processes to digest and remove the
remaining soluble material, especially the organic fraction. These processes
are performed by micro-organisms in a managed aerobic or anaerobic process
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depending on the treatment technology. Secondary treatment can reduce
organic matter (measured as BOD) from sewage, using aerobic or anaerobic
biological processes. In this stage, air is mixed into the sewage to stimulate the
microbes which consume the pollution load and which then becomes sludge.
The sludge can be used as compost. The purpose is to achieve a certain degree
of effluent quality in a STP suitable for the intended disposal or reuse option.

(iii) Tertiary treatment: The purpose of tertiary treatment (also called ‘advanced
treatment’) is to provide a final treatment stage to further improve the effluent
quality before it is discharged to the receiving water body or reused. It is also
called ‘effluent polishing’. Tertiary treatment may include biological nutrient
removal (alternatively, this can be classified as secondary treatment), disin-
fection and removal of micro-pollutants, such as environmental persistent
pharmaceutical pollutants.

(iv) Technique for elimination of micro-pollutants is a fourth treatment stage
mainly consisting of activated carbon filters that adsorb the micro-pollutants.
The combination of advanced oxidation with ozone followed by granular
activated carbon (GAC) has been suggested as a cost-effective treatment
combination for pharmaceutical residues.

Besides sewage, sludge treatment aims at reducing the volume for easy transportation,
decreasing the costs and potential health hazards of disposal choices. Water removal
is the primary means of weight and volume reduction, while pathogen destruction
is normally achieved through heating during thermophilic digestion, composting, or
through burning. The choice of a sludge treatment method depends on the volume of
sludge produced, and assessment of treatment costs required for available disposal
options.

STPs can have significant effects on the biotic status of receiving waters and can
cause some water pollution, especially if only the basic treatment process is used.
Water pollution reduces the ability of the body of water to provide the ecosystem
services that it would otherwise provide. In addition to damage to many species,
water pollution can also lead to water-borne diseases for people (Water Pollution
2013). This process can lead to algal blooms, a rapid growth, and later decay, in
the population of algae. In addition to causing de-oxygenation, some algal species
produce toxins that contaminate drinking water supplies.

24.5 Guidelines for STP/CETP Site Selection

Before proposing a new STP/CETP, various processes that need to be considered are
described below (Handbook of Forest Conservation Act 1980).
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24.5.1 Wastewater Checklist

(i) Finding out the potential users of CETP, their type and number of industries
in the geographic area.

(ii) Identifying the type (organic/inorganic/toxic) and volume of wastewater
probably to generate (concentrated/dilute, etc.).

(iii) Calculating the future waste load on CETP—aids in designing the plant
capacity on a modular basis.

(iv) Investigating the compatibility and identifying the appropriate treatment
options.

(v) Assessing cleaner technologies—recommending changes in the raw mate-
rial, manufacturing process, reducing waste generation, etc., in an individual
member.

24.5.2 CETP/STP Sizing

(i) Quality of effluent and projected growth rate of the specific industries in the
region.

(ii) Flow rate: Minimum and maximum flow rate for hydraulic computations and
size of pipe distribution. Anticipated future increase also has to be added.

(iii) Effluent characteristics: They can be grouped into physical and chemical
characteristics.

24.5.3 Mode of Disposal of Sewage and Sludge

(i) Surface water bodies
(ii) On land- for irrigation
(iii) Marine outfall
(iv) Public sewers
(v) Agricultural use, if free from hazardous constituents.

24.5.4 Distance Criteria for Sitting STP

While siting STPs, care should be taken to reduce the adverse effect of the indus-
tries on the surrounding neighborhood as well as distant locations. With regards
to site selection environmental impacts of odors, air, soil, subsoil ground water,
surface water contamination, sludge transportation, vector attraction and devalua-
tion of nearby areas are also to be considered (Von Sperling 2015). The wastewater
treatment pond location must be downhill of ground water supply source to avoid
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chemical or bacterial pollution. The pond site should not be liable to flooding and
the site elevation should permit the pond to discharge the effluent by gravity to the
receiving streams. The site should preferably allow an unobstructed sweep of wind
across the pond and open to the sun. Advantages should be taken of natural depres-
sions while locating the ponds. In order to protect sensitive locations, the industries
may maintain the distances as given below.

(i) Ecologically and/or otherwise sensitive areas: 5 km (preferably); depending
on the geo-climatic conditions the required distance need to be increased by
the appropriate agency.

(ii) Coastal areas: 500 m from the high tide line (preferably).
(iii) Flood plain of the riverine system: 500 m (preferably) from the flood plain

or modified flood plain affected by dam in the upstream or by flood control
systems.

(iv) Transporter communication system: 500 m from the railway and highway.
(v) Major settlements: Non obligatory pond sites should be at least 200 m away

from inhabitations or from planned built up area in future. The pond should
be located such that the prevailing wind blows toward unpopulated areas.

24.6 GIS Modeling for the Optimization of STP Location
and Sewage Transport

Remote sensing andGeographic Information System (GIS) are the twin technologies
for data collection, processing, integration, visualization, management and analyses
which arewidelyused for geo-locational studies.Besides,GIShas powerful graphical
representation, along with efficient data organization and mass spatial data analysis.
In geo-spatial sense, the data is presented as thematic layers or as digital maps.
The main objective of using GIS technology is to overlay various thematic layers in
order to identify the most suitable locations based on complex project requirement.
GIS, powered with other tools like Global Positioning System and satellite remote
sensing can provide most updated, location specific information at very high spatial
resolution. Brimicombe (2003) have mentioned how GIS is being used is various
fields such as natural resourcesmanagement, forestry, geology, disastermanagement,
utility planning and environmental planning.

GIS-based spatial analysis for site suitability evaluation (Zhao et al. 2009)
followed by multi-criteria analysis (MCA) for optimal evaluation of alternatives
form a very powerful tool that supports complex decision-making process (Anagnos-
topoulos et al. 2007). The GIS withMCA has been proven as one of the best methods
for decision makers to make a systematic and scientific decision after considering
multiple factors derived from geospatial data (Yang and Lee 1997; Agarwal 2019).
GIS, powered by spatial analysis tools, geostatistics, AHP and artificial intelligence
has significant advantage. The actionable output map is a convergence of expert and
stakeholders opinion (Geneletti 2010). GIS based decision support system provides
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a number of alternatives to choose from, for siting sewage treatment plant, based on
some well-defined spatial criteria.

Siting waste management site using GIS has been a popular technique, from the
early onset of the technology (Esmaili 1972; Ghose et al. 2006; Golden et al. 1983;
Karadimas et al. 2007; Sonesson 2000). This technique has been recognized as one
of the most pragmatic approaches in the process of waste planning and management
(Karadimas and Loumos 2008). In the last decade several attempts have been made
to use GIS and multi-criteria analysis for landfill site evaluation (Geneletti 2010;
Nas et al. 2010), use of AHP in the backdrop of GIS (Saaty 1980; Vuppala et al.
2006; Wang et al. 2009), GIS and fuzzy systems (Chang et al. 2008; Gemitzi et al.
2007; Lotfi et al. 2007), GIS and factor spatial analysis (Biotto et al. 2009; Kao
and Lin 1996), as well as integrated GIS-based methods (Hatzichristos and Giaoutzi
2006; Gómez-Delgado and Tarantola 2006; Kontos et al. 2003, 2005; Zamorano et al.
2008). In general, selection criteria are based on six major stages viz., (i) creation of
spatial database (primary variables) (ii) construction of criteria (iii) reclassification
of the layers (iv) estimation of the relative weights for the criteria (pairwise compar-
ison between variables) (v) calculation of suitability index and (iv) site suitability
zonation.

The efficient route planning for collection and transport of municipal solid wastes
from urban clusters to STP location is a crucial factor and must ensure public health
safety, downsizing the travel time and cost, fuel consumption, CO2 emission and
least possible human intervention. GIS network analysis evaluates the man-made
and natural network to understand the flow behavior in and around the analysis
zone. It focuses on edge-node topology to represent real life networks of informa-
tion. Its function is based on the mathematical sub-disciplines of graph theory and
topology (Jenson 2013). A network is represented as a graph that contains a set of
vertices (i.e., intersections or junctions) connected by edges. These edges (or lines)
are used in GIS to depict roads, waterlines, pipelines, streams, railways and commu-
nications lines, among other things. The edges and vertices contain attributes, for
example, a road network may have speed limits attached to its edges while a junction
may restrict right turns. Additionally, a network can have directed/undirected edges
depending upon the situations. These networks are used to perform analyses such
as shortest distance, fastest route, closest facility, allocation, service regions, vehicle
rouging and so on. In this process commonly used properties include length, direc-
tion, connectivity and pattern. GIS have the potential to simplify the development of
spatial analytical network functions through different types of network model viz.,
transportation network, utility network, stream network etc. Transportation (or road
network model) is utilized in transportation planning, measurements of accessibility,
allocation of service, human mobility behavior and many more. Utility networks
are generally directed and includes water pipes, sewage lines, electrical circuits etc.
Stream network is a directed network that represents the direction of natural flow of
stream in catchment and helps in understanding the dynamic behavior of river flow
for assessment of flood impact.

In the present study ideal routing forwaste collectionwas performedusingArcGIS
Network Analyst modelling tool. To achieve this Dijkstra’s shortest path algorithm



24 Site Suitability for Sewage Treatment Plant … 587

(Dijkstra 1959) is used that has least distance between source and destination nodes.
Layers namely road network, settlement locations and proposed STP location are
used for finding the optimal route. Settlement points and STP location are used as
source and destination locations respectively in the network analysis. Road network
is considered for connecting source to destination assuming that the sewerage route
generally follows the road network. Route optimization in terms of waste collection
and transport minimization has been investigated by several authors (Adamides et al.
2009; Zsigraiova et al. 2009).

All the studies have usedGIS and spatial modeling for optimization and economic
savings by reducing travel distance, time, fuel consumption and environmental pollu-
tion (Johansson 2006;Kimet al. 2006; Sahoo et al. 2005; Tavares et al. 2008;Apaydin
and Gonullu 2007; Lopez Alvarez et al. 2008; Nuortio et al. 2006; Chalkias and
Lasaridi 2009). However, this model can be improved further using effective data
structures such as d-heaps (ESRI 2006). This algorithm can be adapted in order to
accommodate the real-world constraints. This will help generating a cost structure
between source and destinations (Chalkias and Lasaridi 2011).

24.7 Wind Data Analysis

The purpose of wind data analysis is of paramount importance if the STP/CETP
produces hazardous air pollutions (HAPs) which may have adverse health impacts
in animals and human beings respectively. The meteorological conditions at the STP
site regulate the transport and diffusion of air pollutants released into the atmo-
sphere. The STP should be ideally located keeping in view that the odor emanating
from the plant must not be carried toward the neighboring population by the winds
(CPHEEO). Similarly, the plant should be oriented in such a way to minimize the
odor and misting issues. Therefore, the plant should be located in a suitable site
where the dominant wind direction is away from the habitation. Likewise, a wind
mast needs to be located by the plant operators at a distance of 100 m in the upwind
side and downwind side to monitor the prevailing wind conditions in the location for
optimized operation of the plant (Butler et al. 2017). The site should be devoid of any
obstructions that could block the wind blowing across the pond. Hence, the faculta-
tive ponds should be ideally oriented with their longest dimension in the direction
of the prevailing wind so that the vertical mixing and the subsequent distribution of
dissolved oxygen, algae, BOD leads to a good quality effluent (FAO; Butler et al.
2017). Wind facilitates re-aeration within the treatment pond through surface circu-
lation in the upper layers (Ukpong 2013). The prevailing wind pattern is significant
for the facultative ponds as the wind induced mixing of warmer and cooler layers in
the ponds is vital for subverting the thermal stratification of the water column that
could lead to anaerobiosis and the subsequent failure of the reactor (USEPA 2011;
Butler et al. 2017). This further establishes that the significant role of wind pattern in
velocity distribution over the treatment pond and determining the surface re-aeration
(Ukpong 2013).
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24.8 Study Areas

Two of the emerging towns in Odisha and Telangana states of India were selected for
the study. Brief description of both the cities is given in the following sub-sections.

Rayagada: The Rayagada town is located in the Odisha state and lies between the
coordinates 19° 09′′ N–19° 11′′ N latitude and 83° 23′′ E–83° 25′′ E longitude. The
mean elevation is ~ 220 m and the slope direction is from north-west to south-east.
The Rayagada town is located in an apparent valley like geographical setting that is
bounded by a north to south aligned hill complex and scattered hillocks in the west
thereby constraining the city sprawl. Besides the hill complex the Nagavali River
(flow in N–S direction) and a local stream flowing from west to east and draining
to Nagavali River restricts the growth of the city in all the directions except the
north. The area under municipal boundary is about 18.32 km2. The city is lying in
the plain area but there are hillocks along the eastern, western and south-western
boundary (Fig. 24.1a). In general, the drainage direction is toward the southeast at
the confluence of both the rivers. As per 2011 census, total population of the town
is 71,208 out of which male population is 36,036 and female population is 35,172
with decennial population growth of 1347 per year (15.74%) from 2001 to 2011.
Considering the present growth rate, the estimated population as of 2020 would be
83,331. The population density is 136 inhabitants per square kilometer. The average
literacy rate of the district is 64%, higher than the national average of 59.5%: male
literacy is 72%, and female literacy is 56%.

The climate of the district is typically tropical and sub-tropical with three distinct
seasons e.g., summer, winter and rainy. December is the coldest month with mean
daily average temperature of 20 °C which reaches a maximum of 42 °C during
May. The rainfall in the area is mostly from the south west monsoon that lasts from

Fig. 24.1 Location of the a Rayagada town and b Siddipet town at the backdrop of hill shade view
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Table 24.1 Month-wise weather parameters of Rayagada

Variables Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

T av (°C) 21.5 24.2 27.3 30.1 31.8 30.2 27.3 27.3 27.4 26.6 23.1 21.1

Tmin (°C) 15.2 17.9 21.2 24.7 26.9 26.3 24.6 24.5 24.3 22.6 17.7 14.9

Tmax (°C) 27.9 30.5 33.5 35.6 36.7 34.1 30.1 30.1 30.6 30.6 28.6 27.3

RF (mm) 10 10 20 37 82 186 278 295 225 133 29 7

the middle of June to October. The average annual rainfall varies from 1030.21 to
1569.50 mm. Rainfall is the highest in the July–August and minimum during winter
months. The average annual temperature in Rayagada is 26.5 °C. Monthly averages
of different weather parameters of Rayagada district are presented in Table 24.1.

The Rayagada district has varied geomorphological features including Lateritic
uplands, Pediplane, Denuded hills, Flood plain, Structural hills, Inselberg, Mesa and
Butte, Residual hills, Intermontane valley and Bazada. Quaternary formations are
mostly confined to the Nagavali and Vamsadhara river basins and catchment area.
Hydro-geologically the major water bearing formations are weathered and fractured
crystalline rocks. Based on physical and chemical characteristics, mode of origin and
occurrence, soils of the district may be classified into two groups namely Alfisols and
Entisols. The red loamy soils of Alfisols group occur throughout the district. These
are light textured, porous and friable. There is absence of lime kankar, free carbonates
and very less soluble salts are present. These soils are suitable for cultivation of paddy.
The Entisols are restricted to the flood plains of Vamsadhara and Nagavali rivers in
the blocks of Ramanguda, Gudari, Padampur, Rayagada and Kolnara. These soils are
alkaline and deficient in nitrogen and humus. The Vamsadhara and Nagavali rivers
are the most prominent rivers in the district. Nagavali originates in the Kalahandi
district, flows throughNawarangpur andKoraput districts and enters in Baster district
Chattisgarh state and sustains perennial flow. The Nagavali River originated from
a hill near Lakhbahal village in Thuamul Rampur block of Kalahandi district. It
touches Nakrundi, Kerpai areas of Kalahandi, Kalyansinghpur and Rayagada of
Rayagada district of Odisha and merges in Bay of Bengal near Kallepalli village
near Srikakulam district of Andhra Pradesh. The Tel and Bhaskel are the other rivers
flowing through the district.

Out of total geographical area of the district about 4785 km2 (67.65%) is under
forest of which 777 km2 is reserve forest. Other land utilization patterns include
permanent pasture (260 km2), culturable wasteland (220 km2), barren and uncultur-
able land (380 km2) and net sown area of 1740 km2. About 94% of the population
of the district live in the rural areas and depend on agriculture for their livelihood.
Paddy, wheat, ragi, green and black gram, groundnut, sweet potato and maize are the
district’s major crops.

Siddipet: Siddipet district is carved out of erstwhile Medak district with annex-
ation of some parts of Karimnagar and Warangal districts. District is located in
the central portion of the state surrounded by Karimnagar district on the north,
Warangal and Yadadri districts on the East, Medchal district on South and Medak
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and Kamareddy districts on the West (Fig. 24.1b). The district forms a part of table
land of the Deccan plateau with an area of 3842 km2. The Siddipet town is confined
between 18° 03′ 41′′–18° 08′ 49′′ N latitude and 78° 48′ 34′′–78° 53′ 46′′ E longi-
tude with an area of 36.03 km2 and mean elevation is 675 m. The city has several
lakes distributed all around viz., Komati Cheruvu, Narsapur Cheruvu and the Yerra
Cheruvu. The total length of the drainage network is 49 km. According to the 2011
census of India, the town has a population of 111,358 of which male and female
populations are almost similar (male 56,769 and female 57,322). The population
density is 3100 persons per km2. The overall literacy of the district is 61.61% but in
the city the literacy is very high to the order of 90.73%.

The district has semi-arid climate. The average annual rainfall is 839.5 mm but
varies between 800 and 1000mm.May and June are the hottest months during which
the mean maximum temperature reaches to 42 °C and minimum of 30 °C. Overall,
the temperature typically varies from 15 to 39 °C and is rarely below 12 °C or above
43 °C. The rainy season starts in June and ends in September. January is the coldest
month having mean maximum temperature of 21 °C and minimum of 9 °C. During
summer the town’s mean daily maximum temperature is about 43 °C and a mean
daily minimum temperature of 16 °C. The days are intensively very hot. Monthly
averages of different weather parameters of nearby weather station (Ramagundam)
is given in Table 24.2.

There are broadly 19 types of soils in the region including shallow gravelly red
soils to clayey to gravelly clayey moderately deep dark brown soils. Red type soils
occupy more than 50% of the area and followed by calcareous soils, colluvial soils
and black soils. The red soils have sandy to loamy texture. They are occurring in
the uplands. The black soils are clayey in texture and are prevalent in the low-lying
area along stream courses. The depth of the soil varies from a few cm to meters. Red
sandy soils are generally less deep than the black soils. Alluvial soils are developed
to areas of rivers and stream beds. The district mostly falls in the Godavari basin. The
topography of the district can be characterized by plains as well as upland, plateau,
with significant areas of stony waste and boulder rocks along with dry channels.
The district has an average height between 500 and 600 m above mean sea level.
Isolated peaks and rocky clusters lie scattered. The hilly areas are covered under
reserved forests. The district is composed of oldest rock formations, i.e., Archaean
gneisses and those consisting principally of peninsular granite. The drainage pattern
developed over granite/gneiss is sub-dendritic to dendritic.

Most of the area in the district is under agriculture, interspersedwith forested lands
and wastelands. Agricultural land constitutes 57.23% of geographic area. Forest land
occupies in 6.76% (260 km2) of the district, of which 0.83% is protected and 5.62%
is reserved categories. Permanent pasture occupies 103 km2 (2.68%). Other landuse
classes prevalent in the district include open scrub, dry channels and ponds. Major
crops grown are paddy, maize, castor, jowar and pulses. Rabi crops include jowar,
bengal gram, sunflower and chilli.
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24.9 Data Used and Preparation of the Input Layers

Four types of data were used in this study, DEM (digital elevation model), satellite
image, vector data digitized at 1:500 scale and wind data from published literature.
The DEM data used in this study is from Advanced Spaceborne Thermal Emission
and Reflection Radiometer (ASTER, 30 m spatial resolution). High resolution Satel-
lite data (Kompsat, K3, data of 18 February, 2019) was used for digitization of roads,
river/streams, ponds, built up areas and other landuse. Municipal boundary of the
towns was collected from district administration. The hardcopymaps were registered
with respect to high resolution satellite data using 35 control points so that the Root
Mean Square Error (RMSE) value is less than a pixel. Different regulatory norms,
laid down by the Ministry of Environment, Forest and Climate Change, Government
of India were used in the form of buffer distance. The annual trend of wind data was
obtained from www.indianclimate.com/wind-data.php.

24.9.1 Surface Hydrology Layers Using DEM

ASTER DEM was first filled for sinks, which is an iterative process to generate a
depression less DEM. This DEM is then used for generation of ‘flow direction’ and
‘flow accumulation’ raster. The ‘flow direction’ function creates a raster from each
cell to its steepest downslope neighbor. The output is an integer raster whose values
range from 1 to 255, representing various directions. The ‘Flow accumulation’ raster
is a product in which each pixel contains the information on how many neighboring
pixels are contributing to the surface flow. Output cells with a high flow accumulation
are areas of concentrated flow and can be used to identify stream channels. The input
for calculation of flow accumulation is ‘flowdirection’ raster. All the surface analyses
were carried out using ArcGIS (ver.10.4.1) tool.

From the flow accumulation raster, the highest cell values were reselected. Care
was taken to have a greater number of accumulation raster distributed across the urban
boundary. In some cases, to have better spatial representation some of the relatively
lowvalued accumulation rasterswere also considered.However, preference is always
given to high value pixels.

24.9.2 Altitude

The average altitudes of Rayagada and Siddipet are 220 and 675 m above mean sea
level. The STP location should be above the highest flow peak and at the same time
should not be too high to extract the sewage from the city pipe network. Hence the
altitude was selected accordingly between 200–300 m and 450–500 for Rayagada
and Siddipet, respectively.

http://www.indianclimate.com/wind-data.php
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24.9.3 Slope

STP should be constructed in less sloppy areas to get natural gradient for wastewater
flow and also to avoid overland urban runoff during rainy season. Different authors
have put forward different slope types for locating STP. Mansouri et al. (2013)
suggested for 0–2% slope is ideal for STP location, whereas Agarwal et al. (2019)
suggested 5–10% of land slope ideal for STP. In the context of STP location slight to
moderate slope (1–3%) is preferred to facilitate gravity flow of wastewater through
treatment units.

24.9.4 Generation of Constraint Maps

In reality regulatory norms are translated into distance constraints with respect to
land use, slope and road network for siting optimum location for STP. Some criteria
have buffer, so assigning the constraint area and its buffer area to 0 and the pixels
out of the buffer to 1.

Slope constraint map: Sewage treatment plant needs to be located in a little
sloppy area for drainage. In the present study 1–3% slope was considered optimum.

Built-up constraint map: The sewage treatment plant should be away from the
urban area and ideally in the wastelands, to avoid any harmful gas emission and foul
odor. Agarwal et al. (2019) and Taghilou et al. (2019) suggested a distance of 500 m
from the urban built-up area whereas Abdalla (2017) suggested for 1000 m distance.
It was set to 500 m for the present study.

Road’s constraint map: Distance from roads increases the cost of infrastruc-
ture development and also maintenance. At the same time, presence of an effluent
treatment plant close to the roads also affects the landscape, city climate and public
health. Some of the given criteria include 500 m from major road and 50 m from
minor road (Mansouri et al. 2013); 200 m from road to have easy access (Agarwal
et al. 2019). A distance of 200 m buffer from road is applied in the study.

Water body constraint map: To avoid contamination to nearby river/streams,
500 m and 200 m buffer distance was maintained for major rivers and small streams
respectively.

Rivers andwater body constraintmap: River and drainage buffer was generated
wherein 500mwas set formajor river and 200m forminor drains. Ponds are sensitive
from environment point of view and hence a buffer distance of 200 m was set based
upon the research of Agrawal et al. (2019).
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24.9.5 Multi-Criteria Analysis (MCA) Model

Multi-criteria analysis (MCA) is a technique that is used to consider various criteria
when making a decision. MCA gives a logical, well-structured process to follow,
so different factors can be clearly identified and prioritized. It allows the alternative
solutions being considered to be ranked in the order of suitability. The efforts to inte-
grate GIS and MCDA (Multi-criteria Decision Analysis) was initiated during late
1980s and early 1990s. This development can be associated with the proliferation
stage of the GIS development (Waters 1998; Malczewski 2004). Researchers have
often applied GIS-MCDA for mostly ‘Spatial Decision Support Systems (SDSS)’,
‘CollaborativeSpatialDecisionMaking’ and ‘GIS andSociety’ projects.GIS-MCDA
is defined as a collection of methods and tools for transforming and combining
geographical data and preferences (value judgments) to obtain information for deci-
sion making (Malczewski et al. 2015). The MCA model was implemented in three
phases. First the land suitability in terms of slope, landuse, surface hydrology was
determined. In the second phase the regulatory norms were implemented using inte-
grated constraint maps. In the second phase all the buffers were integrated to generate
a single buffer area for exclusion of any ‘flow accumulation (FAC)’ point falling
within the buffer areas. After exclusion of the accumulation raster points falling
within the buffer area the FAC points were further examined for underneath slope
and landuse pattern. For suitability the slope was kept 1–3% and landuse preferably
wasteland, otherwise agricultural land. In the third and final phase network analysis
was considered for final selection of the candidate locations.

24.9.6 Sewage Accumulation Points and Routing

Initially the road network layer is converted into a network dataset in a geo-database
to solve length-dependent route. Subsequently a new route analysis layer is added in
the map. This layer includes classes like ‘Stop’ locations, ‘Routes’, etc. Settlement
locations are imported as stop location, where the STP location is added into it as the
destination. After solving the network based on the given inputs the optimal sewerage
route is estimated. The above procedure is followed for generating optimal sewerage
route of the study sites Rayagada, and Siddipet, separately.

24.9.7 Wind Data Analysis

Wind data was analyzed for its annual trends in terms of direction and speed. For
Rayagada and Siddipet, nearest meteorological station’s data of Koraput and Karim-
nagar have been used. Average wind speed has been classified into 7 categories viz.
< 0.5, 0.5–1.0, 1.0–2.0, 2.0–3.0, 3.0–4.0, 4.0–5.0 and > 5.0 m/s. The wind directions
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Fig. 24.2 Overall methodology

were grouped into 16 classes. Figure 24.2 shows the schematic of the procedure
followed in the present study.

24.10 Results and Discussion

24.10.1 Land Use

The town of Rayagada is located at the confluence of two rivers and the sprawl is
mostly centralized. The rivers flowing from north to south and north-west to south-
east delimits the expansion of the urban limit (Fig. 24.3a). Several open/vacant lands
are available across the urban boundary but very less ponds except the located one
in the north. There are no built-up areas in the north-west, north and south-east of
the urban boundary. Considerable area is under agriculture in those areas, except in
the south where the land is mostly ravenous. Unlike Rayagada, the Siddipet town is
mostly located on the plain area. Significant sprawl is noted along north and eastern
side of the urban boundary (Fig. 24.3b). The city has several lakes distributed all
around viz., Komati Cheruvu, Narsapur Cheruvu and the Yerra Cheruvu. Open lands
are limited to the north-east and some parts in the western periphery. Northern and
eastern half are dominated by agricultural practices.
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Fig. 24.3 a Vector layers including road, river, pond, open land, and build up area of the Rayagada
town. b Vector layers including road, river, pond, open land and build up area of the Siddipet town

24.10.2 Surface Topography

From Fig. 24.4a, it is apparent that the major part of the urban areas of Rayagada
are nearly plain. The north-west and some portion of the south-west has an elevation
ranging between 600 and 800 m. As the slope (Fig. 24.4b) in the south-west region
outside the urban limit is having higher, the location may not be suitable for siting
an STP.

In Siddipet, the eastern side is having lower elevation whereas north, west and
south has higher elevations, however, the slope is minimal and varies between 0
and 1%. Figure 24.5 depicts the spatial distribution of elevation (Fig. 24.5a) and the
percentage of slope (Fig. 24.5b); hence, slope is not a constraint for construction of
STP.
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Fig. 24.3 (continued)
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Fig. 24.4 Surface topography of the Rayagada town a digital elevation model, b slope (%)

24.10.3 Surface Hydrology

From Fig. 24.6a it is apparent that the direction of surface flow is mostly undefined in
the urban boundary of Rayagada town with general tendency toward east and south.
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Fig. 24.5 Surface topography of the Siddipet town a digital elevation model, b slope (%)

8994

0

Flow 
accumula�on

a b

Fig. 24.6 Surface hydrological properties of Rayagada town a flow direction and b flow
accumulation

Some of the locations within the urban boundary and outside its limit represent
high flow accumulation values. The blue circles in the Fig. 24.6b depicts the high
accumulation values, followed by cyan, yellow and red circles (least accumulation)
in decreasing order. This helps in identifying the natural gradient and capacity to
store the surface runoff. High accumulation values were found one in the south-west
corner of the study area and another in the north-east across the Nagavali River.

The dominant flow direction in Siddipet is toward the north, however, in the urban
core it is random (Fig. 24.7a) and indicates the local sink. The flow accumulation
(Fig. 24.7b) is highly localized and divided into several micro-basins.
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Fig. 24.7 Surface hydrological properties of Siddipet town a flow direction and b flow accumula-
tion

24.10.4 Setting up Buffer Distance Based on Regulatory
Norms and Exclusion of Areas

Several bufferswere generated based on the regulatory guidelines and an all-inclusive
buffer layer was generated (Fig. 24.8). The buffer distances for pond, road, built-up
and river were taken as 200 m, 200 m, 500 m and 300 m respectively as mentioned
earlier. Once constrained by the buffers the candidate STP sites falling within the
urban boundary are mostly eliminated. For Rayagada (Fig. 24.8), 15 points qualify
for establishing STP after elimination using the integrated buffer layer. Out of these
15 locations, only 3 (location no 1, 8 and 15) falls in the wasteland and having slope
value between 1 and 3%. However, the location no.1 has natural constraint as it is on
the other side of the Nagavali River, although having better hydrological suitability.
The location ID 8 is away from the urban limit which will be the transportation cost
but the location no. 15 is close to the urban limit and appears to most feasible among
the 3 locations shortlisted. The selection criteria of all the 15 locations can be seen
in Table 24.3.

In case of Siddipet, following suitability criteria and exclusion of the locations
falling within the regulatory zones (buffers), a total of 6 candidate locations were
selected in the first phase. The landuse and slope characteristics of those points,
which are well distributed in the east, south and west of urban boundary are provided
in Table 24.4. The slope of all the locations is within 2% and the landuse type is
wasteland. Among all the locations ID 22, 23, 31 are shortlisted which have slope
little higher than the rest but the distance from the urban boundary varies from 0.3
to 1.7 km. The location ID 31 is close to the urban limit and appears to most feasible
in terms of transport requirement among the 3 locations shortlisted. The spatial
distribution of candidate STP locations is given in Fig. 24.9.
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Fig. 24.8 Candidate STP locations for Rayagada town. The circles with different colors indicate
the flow accumulation values and the number associated with each circle is the location ID

Table 24.3 Criteria for suitability of STP locations for Rayagada town

Location
ID

Elevation
(m)

Slope (%) Landuse Location
ID

Elevation
(m)

Slope (%) Landuse

1 234 0.469 Wasteland 9 236 2.096 Plantation

2 225 1.048 Agril. land 10 359 4.916 Wasteland

3 235 0.994 Agril. land 11 269 10.453 Wasteland

4 239 0.994 Agril. land 12 280 3.774 Wasteland

5 202 1.40 Agril. land 13 254 0.741 Agril land

6 205 0.469 Agril. land 14 235 2.343 Wasteland

7 263 5.982 Agril. land 15 218 0.741 Wasteland

8 222 1.048 Wasteland

24.10.5 Network Analysis

Analytical tools of GIS are used to optimize the vehicle route based on the travel
time and distance. Shortest path algorithm given by Dijkstra (1959) and Cormen et al
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Table 24.4 Criteria for suitability of STP locations for Siddipet town

Location
ID

Elevation
(m)

Slope (%) Landuse Location
ID

Elevation
(m)

Slope (%) Landuse

2 498 0.99 Wasteland 30 497 0.99 Wasteland

22 455 1.20 Wasteland 31 482 1.05 Wasteland

23 454 1.66 Wasteland 33 491 1.05 Wasteland

FAC flow accumulation,WL wasteland

143-204
205-465
466-493
494-517
518-632

Urban boundary
Pond buffer
Road buffer
Built-up buffer

Flow accumula�on

Different buffers

Fig. 24.9 Candidate STP locations for Siddipet town. The circles with different colors indicate the
flow accumulation values and the number associated with each circle is the location ID

(2001) was used for finding optimal route between source and the destination. Built-
up clusters have been used as source, road network as a proxy to sewage network
because the bins are usually allocated on the road intersections and proposed STP
site as destination. After solving the network based on the given inputs, the optimal
sewerage route is estimated. The output of network analysis is given in Fig. 24.10.
In the figure built-up cluster centroids are given in solid black circles and sewage
network as brown lines. The network ends near the proposed STP location (solid red
circle), based upon site suitability criteria. The proposed network does not connect
the STP location as there is no road available near the proposed site. In both the
towns the proposed location falls in the south-west of the urban limit.
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Fig. 24.10 Proposed route for sewage flow towards STP site in a Rayagada and b Siddipet

24.10.6 Wind Data Analysis

In absence of the wind data of Rayagada, the data of nearby meteorological station
(Koraput) has been used. Like any region in the Indian sub-continent, the wind
conditions over the Rayagada are generally governed by the monsoons with the
average wind speed of approximately 3–4 m/s for most part of the year. From Table
24.5, 14.43% of the time in a year wind blows from west direction in Rayagada. The
wind direction from SW and WSW is almost equal and constitutes less than 12%.
Further, most of the time winds blow at speeds between 2 and 3m/s, which is 36.85%
of the time. About 2.89% of time winds were ‘calm’ i.e., wind speeds less than 0.5
m/s. As the dominant direction isW (14.4%) and calm is 2.89%, the chances of wind
pollution in the urban settlement is very less. Orography plays a vital role here in
modulating the distribution of winds in the region as the town is bounded by a string
of hillocks on the western side (> 700 m) that are punctuated in between by two gaps,
while the eastern side of the town is completely bounded by a hill extending in the
north-south direction thereby curtailing the wind flow in West–East direction. The
windrose diagram showing the distribution of wind direction for Koraput is given in
Fig. 24.11.

For Siddipet, the wind data of nearby meteorological station (Karimnagar) was
used. Light to moderate winds prevail in general all through the year with slightly
stronger winds in the early monsoon period. Winds are light and variable in the post-
monsoon and winter seasons particularly during the morning hours, while during
the afternoon hours the winds are slightly stronger and normally blow from direc-
tions between northwest and north. The winds change gradually in the pre-monsoon
months and by May they are predominantly from directions between northwest
and southwest. In the southwest monsoon season, the winds are south-westerly or
predominantly westerly (NTPC 2015). The strength of wind in turn dictates the
distance of occurrence of maximum ground level concentration (Rao and Pasha
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Table 24.5 Wind pattern (m/s) in Koraput, Odisha

Direction < 0.5 0.5–1.0 1.0–2.0 2.0–3.0 3.0–4.0 4.0–5.0 > 5.0 Total

N 0.14 0.50 2.10 2.47 0.55 0.14 0.23 6.13

NNE 0.14 0.50 2.05 3.47 0.82 0.09 0.27 7.34

NE 0.18 0.46 1.69 2.51 0.59 0.41 0.14 5.98

ENE 0.23 0.55 1.96 1.46 0.27 0.05 0 4.52

E 0.14 0.41 1.64 1.23 0 0 0 3.42

ESE 0.05 0.23 1.64 0.68 0 0 0 2.60

SE 0.14 0.41 1.51 0.82 0 0 0 2.88

SSE 0.05 0.27 1.69 1.28 0.05 0 0 3.34

S 0.32 0.41 1.74 2.01 0.18 0.09 0.09 4.84

SSW 0.14 0.27 2.74 3.70 0.91 0.23 0.09 8.08

SW 0.27 0.68 3.01 5.30 1.87 0.41 0.05 11.59

WSW 0.18 0.55 3.97 4.34 1.55 0.87 0.09 11.55

W 0.27 0.50 5.07 4.25 2.56 1.10 0.68 14.43

WNW 0.23 1.00 2.24 2.01 1.19 0.55 0.27 7.49

NW 0.32 0.46 1.14 0.41 0.14 0.14 0.14 2.75

NNW 0.09 0.18 1.69 0.91 0.05 0.05 0.09 3.06

Total 2.89 7.38 35.88 36.85 10.73 4.13 2.14 100

Source https://www.indianclimate.com/wind-data.php

Fig. 24.11 AnnualWindrose diagram of Koraput (https://www.indianclimate.com/wind-data.php)

https://www.indianclimate.com/wind-data.php
https://www.indianclimate.com/wind-data.php
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Fig. 24.12 Annual Windrose diagram of Karimnagar

1993). The Windrose of Karimnagar (Fig. 24.12) shows that dominant wind blow
from the west much of the time—about 14.57% of all hourly wind directions,
followed by south (S) that accounts 11.56% (Table 24.6). Further, at Karimnagar
most of the time windspeed ranges from 2 to 3 m/s—which is 32.83% of the time.
About 1.61% of time winds were ‘calm’ i.e., wind speeds less than 0.5 m/s, which
may not be a concern for dispersal of foul odor and gases. The proposed STP loca-
tion is in between dominant wind direction i.e., W and S and hence expected to be
relatively safer for the urban inhabitants.

24.11 Conclusion

Geospatial modeling and multi-criteria analysis are powerful tools for STP site suit-
ability. InGIS environment various thematic layerswere integrated and criteria-based
selection ismade for candidate STP sites.Undoubtedly theGeospatial technology can
help taking decisions in complex geo-physical environment and regulatory protocols
entrusted by different enforcing agencies. In the present study surface hydrological,
topological and landuse parameters were generated from high resolution satellite
data and multi-criteria analysis was implemented for site suitability. The candidate
STP locations were further constrained by the laid down regulatory norms, in the
form of buffer zones, and examined in respect to the annual wind condition. After
meeting all the exclusion criteria, three locations each were identified for Rayagada
and Siddipet town. In Rayagada one of the candidate locations is located in the east
across the Nagavali River, which is technically infeasible, although had better hydro-
logical suitability. The other two locations are in the south-west direction outside the
urban boundary and occurring on the wastelands. The slope of these two locations
is also within 1%. But, one of the probable locations is close to urban limit and
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Table 24.6 Wind pattern (m/s) in Karimnagar, Telangana

Direction < 0.5 0.5–1.0 1.0–2.0 2.0–3.0 3.0–4.0 4.0–5.0 > 5.0 Total

N 0.18 0.18 1.28 1.28 0.73 0.23 0.23 4.11

NNE 0.05 0.23 1.46 2.92 1.78 0.18 0.18 6.80

NE 0.00 0.23 1.96 2.65 1.69 0.00 0.00 6.53

ENE 0.14 0.18 1.23 1.51 1.00 0.00 0.00 4.06

E 0.09 0.23 1.28 1.64 0.50 0.00 0.00 3.74

ESE 0.05 0.41 1.28 1.19 0.37 0.00 0.00 3.30

SE 0.09 0.18 1.87 1.51 0.73 0.09 0.00 4.47

SSE 0.09 0.23 2.15 4.34 1.69 0.78 0.05 9.33

S 0.23 0.55 2.79 5.16 2.19 0.55 0.09 11.56

SSW 0.05 0.59 1.87 2.42 1.42 0.18 0.14 6.67

SW 0.14 0.59 1.64 1.78 0.68 0.14 0.09 5.06

WSW 0.23 0.18 0.78 1.05 1.00 0.59 0.46 4.29

W 0.09 0.09 1.10 1.96 2.56 3.52 5.25 14.57

WNW 0.00 0.32 0.87 1.87 1.28 1.46 3.84 9.64

NW 0.09 0.37 1.19 0.73 0.27 0.18 0.50 3.33

NNW 0.09 0.27 0.73 0.82 0.50 0.14 0.00 2.55

Total 1.61 4.83 23.48 32.83 18.39 8.04 10.83 100

Source https://www.indianclimate.com/wind-data.php

hence, may be considered the best location. In case of Siddipet, all the three short-
listed locations are on wasteland with slope ranging between 1 and 3% but only one
among them is close to the urban boundary and hence decided as the best location
among all the candidate sites. For both the towns prevailing wind is from west and
‘calm’ prevails less than 3% of time on annual basis. As the urban sprawl is mostly
in the north-east direction with respect to the proposed STP site, the harmful gases
or foul odor are presumed to have less impact on urban settlement. Based upon the
network of roads and the settlement clusters sewage route optimization was done
to minimize the time and distance by the garbage collecting vehicles. Shortest path
algorithmwas used to obtain the optimal route that has least distance between source
and destination nodes. The route optimization would positively impact the cost by
saving the fuel andmaintenance.Also, thiswill contribute toward lessening the sound
and environmental pollution in the urban habitats. The ideal locations for STP, along
with sewage routing were presented in the form of a map with supporting themes for
decision support.
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Chapter 25
Remote Sensing and Deep Learning
for Traffic Density Assessment

Debasish Chakraborty, Dibyendu Dutta, and Chandra Shekhar Jha

Abstract With the advent of high resolution (HR) remote sensing (RS) techniques,
RS image can now be used to quickly obtain traffic data. When compared to the
traditional technique of traffic density assessment, which depends on surveillance
or aerial data, traffic density assessment utilizing remote sensing satellite data has
many advantages, including convenience, cheap cost, and high safety. Apart from
that, the resolution of RS satellite data has significantly improved; for example,
many HR remote sensing satellites now provide images with a resolution of 0.5–
1 m. Although satellite data resolution is not yet comparable to aerial or surveillance
data, it is sufficient for traffic density estimation. In this chapter, traffic density is
estimated usingHR satellite data and a deep convolution neural network (DCNN). To
recognize vehicles in HR images, a DCNN architecture with one convolution layer,
two pooling layers, and a five-layer fully connected neural network are used. Tomask
and measure the area of vehicles, a simple mathematical method is used to change
the scale and orientation of the movable window. A formula is used to compute the
traffic density using the estimated vehicles and road areas. The approach is validated
usingWorldView-2 images with a spatial resolution of 0.46 m. The proposed method
for assessing traffic density in HR images achieves a high level of accuracy (99%)
while requiring less training and processing time than CNN and ResNet-18.
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25.1 Introduction

Satellite images can now be used to quickly obtain traffic data due to the advent
of satellites and high-resolution imaging techniques. Compared to traditional traffic
density assessment methods that rely on surveillance or aerial images (Bethke et al.
2007; Reinartz et al. 2006; Ernst et al. 2003), traffic density assessment using remote
sensing satellite images offers a number of benefits, including convenience, low cost,
and high safety. The resolution of satellite imagery has significantly improved; for
example, many high-resolution satellites, such as IKONOS (1 m), CARTOSAT-2
(1 m), QuickBird (0.61 m), WorldView (0.46 m), and others, provide 0.5 to 1 m
resolution images. Satellite images have a resolution that is sufficient for traffic
density assessment, though it is still not comparable to aerial or surveillance images.
As a result, in recent years, traffic density estimation using HR satellite images has
become a focus for research.

Larsen et al. (2009) identified vehicles on the road from high resolution (HR)
satellite images for traffic density analysis using hand-crafted features such as
mean intensity, mean gradient, and standard deviation of the intensity within the
object. However, in high-resolution imageries, it frequently misinterpreted other
small objects as vehicles. This is due to the fact that the features generated by this
method are not always sufficient to distinguish vehicles from other small objects.
To detect traffic density in optical remote sensing data, Palubinskas et al. (2010)
used theMultivariate Alteration Detection (MAD)method (Nielsen 2007) and image
processing techniques. Despite the fact that themethod is effective at detecting traffic
density on highways, it is reliant on the geo-referencing of overlapping images and the
road data base. For measuring the state of traffic, Eikvil et al. (2009) used QuickBird
satellite images and road network data. Leitloff et al. (2006) employed Haar-like
features to detect vehicles and estimate traffic status in satellite images. He et al.
(2011) used supervised classification and thresholding to extract traffic informa-
tion from HR satellite images. Mantrawadi et al. (2013) suggested a data mining and
knowledge extraction approach for detecting traffic condition in HR satellite images.
For obtaining traffic information, Chen et al. (2013) proposed an ANN-based vehicle
detector. Cao et al. (2016b) introduced a vehicle detection algorithm for assessing
traffic state utilizing lower resolution satellite data, which overcomes constraints
such as low resolution and a lack of training samples. For traffic monitoring, Eslami
and Faez (2010) used satellite images and image processing techniques.

Deep convolution neural network (DCNN) algorithms, are being used to detect
objects in natural images acquired by digital cameras (Jiao et al. 2019). When it
comes to recognizing objects in natural images, these algorithms show promising
result (Galvez et al. 2018; Ou et al. 2019; Mane and Mangale 2018; Pathaka et al.
2018; Ren et al. 2015). Deep Learning (DL) is a subfield of machine learning that
deals with artificial neural networks, inspired by the structure and function of the
brain. It is composed of multiple layers and can learn from data. Currently, DCNN-
based methods are being used to detect vehicles in high resolution images automat-
ically (Cao et al. 2016a; Tang et al. 2017). The benefit of this technique is that it
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automatically extracts detail features of the object of interest from the image in order
to distinguish it from other objects. The convolutional neural network (CNN) is a
type of ANN capable of detecting and classifying objects in images. The DNN (Deep
NeuralNetwork) is a type ofANN that has several layers between the input and output
layers. An ANN is a network of nodes that was inspired by a brain simplification.
For detecting vehicles in HR arial imagery, Tang et al. (2017) used Deep CNN and
SVM algorithms. Deep CNN is used to extract features from data, and SVM is used
to detect and obtain the object’s bounding box using these feature vectors as input.
Though this technique provided a good detection result, it took longer.

A sufficient number of training datasets is required to prepare a DCNN-based
model. Obtaining enough vehicle training datasets from HR remote sensing images
is a difficult and time-consuming task. Currently, there are several publicly available
areal datasets that cover the vehicles inhabited region. The goal of this study is
to prepare a DCNN model for identifying and measuring the area of vehicles in
HR images using freely available areal datasets and HR remote sensing satellite
datasets as a training dataset. However, using these multisource training datasets to
train the DCNN is difficult and time consuming. The texture feature is useful when
using multisource satellite data for analysis. As a result, texture features in areal and
high-resolution remote sensing datasets are measured using a convolution operation,
allowing texture values to be used as input to fully connected neural networks (FCNN)
instead of intensity values. To reduce the spatial size of the transformed datasets, two
pooling operations are used. The FCNN is trained using the texture representation
sets after an L-layer FCNN architecture is designed. Following that, the FCNN
model is used to identify vehicles in HR images. The movable window’s scale and
orientation are adjusted to best mask the vehicles and measure their area in the
HR input images. Following that, the estimated vehicle and road areas are used to
determine the current state of traffic density. The proposed approaches, CNN (Galvez
et al. 2018) and ResNet-18 (Ou et al. 2019), were used to measure vehicle area and
assess traffic density using WorldView-2 pan-sharpened multispectral images with
spatial resolution 0.46 m covering road sections. When it comes to assessing vehicle
area in HR images and interpreting traffic density, the suggested algorithm surpasses
CNN and ResNet-18, according to the findings.

25.2 Study Area and Data Used

The study area is the EM Bypass in Kolkata, West Bengal, India. Buildings, water
bodies, roads, and green space make up the region, which is located between 22°
33′ 10.35′′ and 22° 30′ 52.80′′ North latitude and 88° 25′ 23.63′′ and 88° 27′ 50.62′′
East longitude. TheWorldView-2 pan-sharpened multispectral images with a spatial
resolution of 0.46 m that were obtained on October 26th, 2019, were used in this
study. The free datasets Cars Overhead with Context (COWC) (Nathan et al. 2016),
DLR3KMunich (Liu et al. 2015), andVehicleDetection inAerial Imagery (VEDAI)
(Razakarivony et al. 2016) were also used in this study.
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25.3 Preparation of Datasets

The datasets for training and validating the DCNN architecture have been prepared.
The dataset is prepared using freely available COWC, DLR 3 K Munich, VEDAI,
and WorldView-2 pan-sharpened multispectral satellite images. Because preparing
a large number of vehicle training datasets from satellite images is difficult, we used
publicly available areal datasets.

The COWC dataset is a large collection of high-quality overhead imagery
collected from aerial platforms at a nadir view angle, similar to satellite imagery.
This data has a spatial resolution of (0.15 m × 0.15 m). For the area of Munich,
Germany, the DLR3K Munich vehicle dataset is available. This information was
provided by the German Aerospace Center’s Remote Sensing Technology Institute.
This data has a spatial resolution of (0.13 m × 0.13 m). The VEDAI dataset was
collected in Utah, USA, and includes a variety of backgrounds, including agrarian,
rural, and urban areas. The VEDAI images are available in spatial resolutions of
(0.125 m × 0.125 m) and (0.25 m × 0.25 m). These areal images are taken into
account because they only capture areas where vehicles are present and freely avail-
able. Before being used as a training dataset, areal images are downscaled to the
spatial resolution (0.46 m × 0.46 m) of WorldView-2 satellite images. Figure 25.1a,
b show a few trainings and validation areal datasets, whereas Fig. 25.2a, b show a few
trainings and validation Worview-2 datasets, respectively. Four-wheelers and heavy
vehicles are clearly visible inWorldView-2 pan-sharpenedmultispectral images with
a spatial resolution of 0.46 m, so these vehicles are labelled in these images.

To demarcate the vehicle in areal and satellite images, the VIA (Visual Geometry
Group Image Annotator) tool is used. It was chosen because it is an image annota-
tion software that is both simple and standalone. Furthermore, VIA is a web-based
application that does not require any installation or configuration. More than 2700
vehicles visible in the images, mostly four-wheelers and buses, have been labelled.
The DCNN architecture is trained and tested using these labelled data. Out of 2700
labelled datasets, 2160 (or 80%) are randomly selected for training the DCNN, while
the remaining 540 (or 20%) are kept for validating the DCNN model.

25.4 Methodology

In the proposed approach, there are four major steps. The first step is to use a road
mask to extract road regions from HR images. The DCNN architecture is configured
and trained with the training and validating datasets in the second step. In the third
step, the trained model is used to detect vehicles and measure their area in extracted
HR images. The final step is to assess traffic density. The method’s flow diagram is
shown in Fig. 25.3.
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Fig. 25.1 a Areal datasets with labels were used to train the CNN architecture. b Areal datasets
with labels were used to validate the CNN model

25.4.1 Extraction of Road Region from High Resolution
Image

The GPS points in each road turn around the selected part of the road are collected
using handheldGPS equipment. TheGPS points are imported into the Erdas-Imagine
tools to create a road mask, which is then used to extract the road region from the
original HR image and calculate the road area using Eq. 25.1. The pixel values of the
road regions are represented as actual values in the extracted image, while the pixel
values of the other regions are defined as zero. To detect vehicles, the proposed CNN
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Fig. 25.2 a Satellite datasets with labels were used for training the CNN architecture. b Labelled
satellite datasets used for validating the CNN model

model is only applied to the extracted image’s non-zero region (i.e. the road region).
If W is a region of interest (ROI) and f (W ) is a function, then the proposed CNN
modelwill only be applied toW if f (W )= 1. Equation 25.2 is used to formulate f (W ).
As a result, the computation time is reduced. The benefits of using the extracted road
area include a reduction in process time and false positives, as the extracted road
area is largely populated by vehicles.

RArea = p × r2 (25.1)
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Fig. 25.3 Flow diagram of proposed method
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where, ROADArea represents area of road, p represents number of pixels in mask
region, and r represents resolution of the satellite image

f (W ) =
{
0,

∑m
i=1

∑n
i=1 W (i, j) = 0

1, Otherwise
(25.2)

where,W represents ROI (i.e. road region), m and n are length and width of the ROI
respectively.

25.4.2 Preparation of Deep Convolutional Neural Network
(DCNN) Architecture

The proposed DCNN architecture includes convolution layer, pooling layers, and
fully connected layer (FCL) to model complex relationships between inputs and
outputs. The model helps in identifying, masking, and measuring the area occupied
byvehicles in a road image.The convolution layer is a kernelwith a smaller dimension
than the input image. It conducts a convolution operation on a small area of the input
image. Due to a lack of satellite images covering vehicle regions, we used publicly
available areal datasets in addition to satellite images covering vehicles to train the
fully connected layer. Because the training datasets come from a variety of sources
and use different sensors, the intensity values of similar objects will differ. Directly
training the DCNN architecture with these multisource training datasets is difficult
and time consuming. As a result, in this study, a convolution is used to measure the
texture around each pixel of the training datasets, so that the texture value of the
dataset can be used as input to FCL instead of the intensity value. Each pixel value
is represented by the pixel value of the output convolution layer. This layer is then
used for farther processing. When using multisource satellite data for analysis, the
texture feature becomes useful. Through pooling, the size of the convolved features is
minimized. To create a simple FCLwith one-fourth the spatial size of the convolution
layers, we used two max pooling operations with filters of size 2 × 2 and stride of
2. Max pooling is employed here since it summarizes the highest activated presence
of a feature. The FCL is the final layer of a CNN and is a feed forward neural
network. The FCL considered here has L hidden layers, one input layer, and one
output layer. The last pooling layer’s output is flattened and fed into the FCL as
the input to the FCL. Before being used to train the CNN architecture, the labelled
datasets were transformed to a fixed size so that the fully connected layer had the
same number of input nodes. The average vehicle length (m) and width (n) from
the labelled training datasets are evaluated and treated as a fixed size. After that, all
of the labelled datasets are transformed into (m × n) sizes. Interpolation is used to
scale down or up labelled datasets that are larger or smaller than the fixed size to the
target fixed size. The Nearest Neighbor resampling method is used for interpolation
in this study. It was chosen because it is the most straightforward method and does
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not change the original values (Baboo and Devi 2010). Equation 25.3 is used to
compute the number of neurons in the hidden layer (Hinton et al. 2006; Kurt 1991),
whereas the output layer only has one neuron. The sigmoid activation function was
used in the input, hidden layers, and output layers. The sigmoid activation function
is a type of activation function that has a range of output between 0 and 1. The
following neuron receives this output as an input. Equation 25.4 is used to calculate
the sigmoid activation function.

Nh = 2

3
Ni + No (25.3)

where, Ni, No, and Nh represents the number of neurons in input, output, and hidden
layers respectively.

S(x) = 1

1 + e−x
(25.4)

where, S(x) is the output value of the activation function and x represents the input
value.

During the learning phase, the structure of the fully connected layer is altered.
The process of learning patterns by FCL is called training. FCLs are trained using
Back Propagation (BP) depending upon which the connecting weights among the
layers are updated. The FCL is adaptively updated until the performance goal is
achieved. The FCL is trained in two broad passes: forward and backward, withMean
Square Error (MSE) calculation and connection weight updating in between. The
batch training method is used because it increases the speed of training and the rate
of converges of MSE to the desired value (Haykin 2003). An epoch is a complete
cycle of the training set. The procedure is repeated until MSEmeets the performance
requirements. The DCNN architecture is trained and validated using the labelled
datasets shown in Figs. 25.1a, b and 25.2a, b.

In order to clarify the significance of texture value, which is necessary for the
identification of vehicles in high resolution images, the model is also prepared with
intensity value instead of texture value and applied in Fig. 25.7a, e and i, respectively,
and the results are compared to the proposed method’s outcomes.

To determine the optimal number of hidden layers (L), the proposed method is
applied to a WorldView-2 image having resolution 0.46 m × 0.46 m (Fig. 25.7a),
with different numbers of hidden layers for identification and computing area of
vehicles.

25.4.2.1 Convolution Operation

Convolution is used to assess the texture around each pixel in the ROI. It’s a three-
step procedure. The homogeneous and non-homogeneous patterns appearing within
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the movable kernel of size s × s were quantized in the first step; these patterns
are essential properties of high-resolution image texture. All pixel intensities in the
movingwindow are compared to the central pixel during the quantization stage. Let’s
say ‘K’ is a s× s convolution kernel, andK (p, p) represents the intensity value of the
central pixel of ‘K’. The intensity values in the rangeK(p, p)± t are then categorized
into 1, while intensity values outside of this range are labelled as 2. Equation 25.5 is
used to formulate this quantization process.

L(i, j) =
{

1, (K (p, p) − t) ≤ K (i, j) ≤ (K (p, p) + t)
2, (K (i, j) > (K (p, p) + t)) or (K (i, j) < (K (p, p) − t))

(25.5)

where K(i, j) is the intensity value of pixel (i, j) in kernel ‘K’, L is a window of size s
× s holding quantized value, and L(i, j) is the quantized value of corresponding K(i,
j), ‘t’ is the threshold value, and Eq. 25.6 is used to compute it.

t = PVMax − PVMin

N
(25.6)

where, N = s × s, PVMax and PVMin denotes maximum and minimum pixel values
respectively in widow ‘K’.

The intensity value of the moving kernel ‘K’ is replaced by the quantized value in
the second step. As a result, the quantized kernel ‘L’ is obtained. Pixels are labelled 1
and 2 in the quantized kernel ‘L’ having s× s pixels. Non-homogeneous patterns, i.e.
points or regions that are much brighter or darker than the center pixel, are labelled
as 2. The numeral 1 specifies homogeneous patterns with points or regions that are
moderately equal to the central pixel.

In the third step, the original and quantized windows are used together to assess
texture around the pixel. The texture around each pixel is evaluated in three steps.
Equation 25.7 is used to compute the occurrence of 1 and 2 in quantized window ‘L’
in the first step. The ‘L’ labelled mask window and Eq. 25.8 are used in the second
step to extract homogeneous and non-homogeneous regions from ‘K’. As a result,
we have ‘F1’ and ‘F2’ of size s× s. F1 contains only intensity value of homogeneous
pattern, whereas ‘F2’ contains only non-homogeneous pattern intensity values. In the
third stage, the texture surrounding K(p, p) is measured using Eq. 25.9. As a result,
the convolved image is created, with each pixel representing the texture measure
around it.

OT =
s∑

i=1

s∑
j=1

u(L(i, j)), T = 1, 2 (25.7)

where,
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u(z) =
{
1, L(i, j) = T
0, L(i, j) �= T

and OT denote the occurrence of T th pattern and T =
1, 2 represents the homogeneous and non-homogeneous patterns in ‘L’ respectively.

FT (i, j) = r(K (i, j)), (i = 1, . . . , s), ( j = 1, . . . , s), (T = 1, 2) (25.8)

where,

r(g) =
{
K (i, j), L(i, j) = T

0, L(i, j) �= T
and FT is the extracted T th region of size s × s.

D =
∣∣∣∣ V1

O1
− V2

O2

∣∣∣∣ (25.9)

where D is the texture measure around K(p, p), O1, O2 denotes the occurrence of
homogeneous and non-homogeneous patterns in L, computed using Eq. 25.7, and
V 1, V 2 denotes the total intensity values of homogeneous and non-homogeneous
regions in ‘K’, computed using Eq. 25.10.

VT =
s∑

i=1

s∑
j=1

FT (i, j), T = 1, 2 (25.10)

where, VT is the total intensity value of pixels appearing in T th region.
V 1/O1 and V 2/O2 represents average intensity values in homogeneous and non-

homogeneous region respectively and D is the measure of degree of texture around
K(p, p).

Because basic mathematical formulae are utilized to measure the texture around
each pixel in a HR image, this convolution technique has the advantage of being
computationally simple. Furthermore, it is noise-resistant, as the texture assessment
measure V 2/O2 minimizes the effect of noise, and the combination of bright and dark
patterns substantially eliminates noise interference.

25.4.3 Detection of Vehicles and Measurement of Its Area

The size of the movable window is determined by the average length (m) and breadth
(n) of the vehicles as determined by the training labelled datasets (W ). This window
(W ) moves in the input HR road image to detect and measure the area occupied by
vehicles. The model created in Sect. 25.3.2 is extended to those windows (W ) for
which f (W )= 1 to find the probable cars within the window (W ) (Fig. 25.3). When a
vehicle is identified within the window, the window is masked, and the masked area
is computed using Eq. 25.11, and then the area counts are incremented to measure
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the overall area occupied by vehicles on the road. As illustrated in Fig. 25.3, this
method is followed until the end of the input image. Thus, vehicles are masked in
the input image, and the total area (VTotArea) occupied by vehicles on that road is
measured.

VArea = (m × n) × r2 (25.11)

where, VArea represents area covered by individual vehicle,m and n represents length
andwidth of the vehicle respectively and r represents resolution of the satellite image.

Following the model’s identification of a prospective vehicle within the kernel,
the vehicle’s probable boundary is defined. To do this, the kernel scale is changed
to ( 12m, 1

2n),( 12m, n)), (m, 1
2n),(m, n),(2m, n),(m, 2n),(2m, 2n) respectively to find

the probable size of the vehicles. The kernel is then rotated in π/6, π/3, π/2, 2π/3
orientations for each scale to determine the vehicle’s orientation, including longi-
tudinal and transverse positions. Here, m and n represent the average length and
width of the vehicles assessed from training labelled datasets to consider the size
of the movable window. Equation 25.12 is used to rotate the window (W ) in angle
‘θ ’ about the origin (Rafael et al. 1992; William 1992). Subsequently, the proposed
DCNN model is extended to find vehicles in all varied scales and oriented windows
(W ), the highest scoring kernel is considered as the potential vehicle boundary. All
pixels inside the potential vehicle boundary are then filledwith 1 tomask the probable
vehicle.

[
u
v

]
=

[
cos θ − sin θ

sin θ cos θ

][
x
y

]
(25.12)

where, (x, y) be the co-ordinate of a point in the window and (u, v) be the new position
of that point after rotating the window anticlockwise in ‘θ ’ about the origin.

25.4.4 Measurement of Traffic Density

Road area (RArea) computed using Eq. 25.1 and total area (VTotArea) of all vehicles
occupied in the same road computed using Eq. 25.13 are used here for measuring
the traffic density. Mathematically, traffic density is formulated in this study using
Eq. 25.14.

VTotArea =
K∑

r=1

V r
Area (25.13)

where, K is number vehicles are masked, V r
Area is the area of rth vehicle in the same

road.
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d = VTotArea

RArea
× 100 (25.14)

where, d is the traffic density.
The traffic density tells how significant is the congestion of vehicles on the selected

portion of the road. The traffic considered as congested onlywhen the density reaches
more than the threshold value ‘t’. The same is represented by Eq. 25.15. In this study,
t = 50% is considered as a threshold. Thus, will be considered as congested only
if t ≥ 50%. It’s a criterion for determining the level of congestion on a particular
road. This applies to main roads, with the exception of highways, where the t can be
increased to 60%.

c =
{
1, d ≥ t
0, d < t

(25.15)

where, c represents traffic congestion and t represents threshold value.

25.5 Results and Discussion

The suggested vehicle masking method is tested in WorldView-2 data with a spatial
resolution of 0.46 m using different ‘L’ values of 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, and 15 accordingly. For various ‘L’ values, the F1 score is evaluated.
Figure 25.4 depicts the F1 score with various ‘L’. Figure 25.4 shows that ‘L’ has
a significant impact on the F1 score when masking cars in high-resolution images.
As a result, choosing the right ‘L’ for masking vehicles in high-resolution images is
crucial. The model’s complexity rises as the number of hidden layers rises, resulting
in overfitting. In this research, L = 5 achieved the best performance (Fig. 25.4) for
masking vehicles in WorldView-2 images having resolution of 0.46 m.

To create a road mask, GPS points are collected in each road turn around the
road. As a result, for Fig. 25.7a, e, and i, we acquired 25, 23, and 18 GPS points,
respectively, to create road masks. Only GPS points with a precision of less than one

Fig. 25.4 Accuracy with
different number of hidden
layers ‘L’
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Fig. 25.5 Results of the
model based on intensity and
texture value respectively
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meter are accepted. This helped create a clear road mask, which was then used to
extract the road region from the original high-resolution image.

We used publicly available areal datasets because preparing a large number of
vehicle training datasets from satellite images is difficult. It’s difficult and time
consuming to train the DCNN architecture directly with these multisource training
datasets. As a result, instead of using the intensity value as an input to FCL, the
texture value of the dataset is used. The model is also prepared with intensity value
instead of texture value and applied in Fig. 25.7a, e and i, respectively, to explain the
significance of texture value, which is important for the identification of vehicles in
HR images, and the results are presented in Fig. 25.5. Figure 25.5 shows that texture
has an impact on masking vehicles in HR images.

For evaluating the performance of the proposed architecture, CNN (Faster-
RCNN with InceptionV2) (Galvez et al. 2018), ResNet-18 (Ou et al. 2019), and
the Proposedmethods are applied individually toWorldView-2 pan-sharpenedmulti-
spectral imageswith a spatial resolution of 0.46m.Galvez et al. (2018) used a twenty-
two-layer CNN (Faster-RCNN with InceptionV2) architecture, whereas ResNet-18
(Ou et al. 2019) used an eighteen-layer convolutional neural network.

Figure 25.6a, b and c show the number of epochs vsMSE to determine the optimal
number of epochs for the CNN, ResNet-18, and proposed DCNN, respectively. The
MSE value is represented on the y-axis, and the number of epochs is represented on
the x-axis in these graphs. When the slope of the line drops dramatically, that point
is known as the optimal point (to almost zero). Increasing the number of epochs in
the MSE at this point only makes a minor difference. As shown in Fig. 25.6a, b and
c, the optimal number of epochs for CNN, ResNet-18, and the proposed approach
during training are 78,975, 58,857, and 24,201, respectively.

The three architectures applied independently on three different WorldView-2
images as shown in Fig. 25.7a, e and i respectively. The results of applying CNN,
ResNet-18, and the proposed technique to (Fig. 25.7a, e and i) separately are shown
in (Fig. 25.7b, f and j), (Fig. 25.7c, g and k), and (Fig. 25.7d, h and l), respectively.

Tables 25.1, 25.2, and 25.3 show the accuracy of CNN, ResNet-18, and the
proposed technique in masking vehicles in Fig. 25.7a, e and i, respectively. The
area of the road is represented by the first column, the number of vehicles visible in
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Fig. 25.6 a–c shows the
MSE versus number of
epochs during training of
CNN, Resnet 18 and
Proposed method
respectively
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the road image is represented by the second column, and the total area covered by
these vehicles is represented by the third column. The fourth, fifth, sixth, seventh,
and eighth columns, respectively, represent the number of masked vehicles, the area
of masked vehicles, the accuracy in computing the area of vehicles, the measured
traffic density, and the ascertained congestion using a specific technique.

Because CNN was unable to mask vehicles well in Fig. 25.7a, as shown in
Fig. 25.7b, accuracy in measuring vehicle area in Fig. 25.7a is 43%, as shown in
Table 25.1. As a result, traffic density is measured as 30%, and congestion is denoted
by the letter ‘n’ in Fig. 25.7a, as shown in Table 25.1. This model also struggled
to compute vehicle area in Fig. 25.7e, i, as seen in Fig. 25.7f, j, respectively. As a
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a e i

b f j

c g k

d h l 

Fig. 25.7 a, e, i input images covering buildings, vacant land, trees, and water bodies, b, f, j output
images obtained after applying ResNet-18 on figure a, e, and i respectively, c, g, k output images
obtained after applying CNN on figure a, e, and i respectively, d, h, l output images obtained after
applying proposed method on figure a, e, and i respectively,

result, CNN’s accuracy in computing vehicle area is 31% and 39%, respectively, as
shown in Table 25.1. As a result, in Fig. 25.7e, i, traffic density and congestion are
interpreted as (20% and ‘n’) and (7% and ‘n’) respectively.

Figure 25.7a shows how ResNet-18 moderately masks vehicles, as seen in
Fig. 25.7c. As a result, as shown in Table 25.2, the accuracy in measuring the area
of vehicles in Fig. 25.7a is 76%. Despite performing better than CNN in Fig. 25.7e,
i, as seen in Fig. 25.7g, k, as well as in Table 25.2, ResNet-18 was unable to achieve
an average accuracy of more than 60% when measuring the area of vehicles on the
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Table 25.1 Measurement of area of vehicles and traffic density and congestion by CNN

Figure Area
of
road
(m2)

Vehicle
number

Area
covered
by
vehicles
(m2)

No of
vehicles
masked

Area of
masked
vehicle
(m2)

Accuracy
in
computing
area of
vehicles
(%)

Traffic
density
(%)

Congested
(Y/N)

25.7b 480 42 336 18 144 43.00 30.00 N

25.7f 627 51 408 16 128 31.00 20.41 N

25.7j 632 18 126 7 49 39.00 07.00 N

Table 25.2 Measurement of area of vehicles and traffic density and congestion by ResNet-18

Figure Area
of
road
(m2)

Vehicle
number

Area of
occupied
vehicles
(m2)

No of
vehicles
masked

Area of
masked
vehicles
(m2)

Accuracy
in
computing
area of
vehicles
(%)

Traffic
density
(%)

Congested
(Y/N)

25.7c 480 42 336 32 256 76.00 53.33 Y

25.7g 627 51 408 30 240 59.00 38.27 N

25.7k 632 18 126 8 56 44.0 09.00 N

Table 25.3 Measurement of area of vehicles and traffic density and congestion by proposedmethod

Figure Area
of
road
(m2)

Vehicle
number

Area of
occupied
vehicles
(m2)

No of
vehicles
masked

Area of
masked
vehicles
(m2)

Accuracy
in
computing
area of
vehicles
(%)

Traffic
density
(%)

Congested
(Y/N)

25.7d 480 42 336 38 304 90.00 63.3 Y

25.7h 627 53 408 44 352 86.00 56.14 Y

25.7l 632 18 126 16 112 89.00 17.72 N

road. Traffic density and congestion are therefore interpreted in Fig. 25.7a, e and i as
(53% and ‘y’), (38% and ‘n’), and (9% and ‘n’) respectively as visible in Table 25.2.

The proposed architecture outperformed ResNet-18 and masked the majority of
the vehicle in Fig. 25.7a, e and i, as seen in Fig. 25.7d, h and i. As a result, the
proposed method’s average accuracy has increased to 89%, as shown in Table 25.3.
Traffic density and congestion are therefore interpreted in Fig. 25.7a, e, and i as (63%
and ‘y’), (56% and ‘y’), and (18% and ‘n’) respectively as visible in Table 25.3.

The proposed technique clearly identified scale variant vehicles marked as 1, 2,
3 & 4 in Fig. 25.7h, with 1 and 2 representing buses and 3 and 4 representing four-
wheelers, respectively. Individual vehicles from densely located regions marked as
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Fig. 25.8 Training and
processing time consumed
by ResNet-18, CNN, and
proposed method
respectively
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5 & 6 in Fig. 25.7h were effectively masked using this method. Two vehicles are
masked with a single bounding box in the region ‘7’ in Fig. 25.7h. This is due to
the fact that the gap between adjacent vehicles in this area is very small, as shown
in Fig. 25.7e. As shown in Fig. 25.7h, the method detected large vehicles marked 1
and 2.

The same labelled datasets were used to train CNN, ResNet-18, and the proposed
method on the same machine in the current study. The trained CNN, ResNet-18, and
proposed method are then applied to three images (Fig. 25.7a, e, and i) with sizes
of (300 × 400), (300 × 250), and (400 × 400) pixels respectively. The machine
time consumed individually by these three techniques to train is shown in Fig. 25.8.
The average process time consumed individually by these three techniques to mask
vehicles in Fig. 25.7a, e, and i is also shown in Fig. 25.8. As shown in Fig. 25.8, the
proposed approach took less time to train the architecture than CNN and ResNet-18.
Figure 25.8 also shows that when masking and measuring the area of vehicles in
HR images, the trained proposed method takes less time than CNN and ResNet-18.
CNN and ResNet-18 employ a large number of convolution layers and pooling layers
before constructing the ANN architecture, but the suggested technique requires just
one convolution layer and two pooling layers. As a result, the proposed approach
takes less time to train the architecture than CNN and ResNet-18.

The proposed method performed well in three different regions, with an average
accuracy of 89%. In addition to the study area, the proposed approach can be
used to measure traffic density and congestion in high resolution satellite images
covering other urban areas. The accuracy of the method’s outcome in other areas
may not always be the same as in the study area. Because of the scarcity of high-
resolution images, we only used a small number of training datasets. The method
can be improved by training the architecture with a larger number of variant training
datasets. Using high-resolution satellite images, the method can be used to measure
traffic density as well as traffic congestion.

The method’s main flaw is that it requires training datasets from different regions
to keep the model stable. To overcome this limitation, a variety of high-resolution
satellite images from various urban regions must be gathered and labelled for the
preparation of training datasets.
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25.6 Conclusion

The traffic density and congestion were assessed using remote sensing satellite
images in this study. To do so, a simple DCNN architecture was first created and
trained to detect vehicles in high-resolution images with movable windows. The
scale and orientation of the movable window were then adjusted to best mask the
vehicles and measure their area in the input high-resolution images. Following that,
the estimated vehicle and road areas were used to assess traffic density. To detect and
mask vehicles in HR images, the proposed method uses less training and processing
time than ResNet-18 and CNN. Using remote sensing data and a simple DCNN
architecture, this study discovered that traffic density and congestion can be assessed
with minimal computation time and 99% accuracy. The method’s limitation is that
it can only be used to assess traffic density on highways and main roads, because
four-wheelers, buses, and heavy vehicles that can be seen in high-resolution images
are frequently seen on these types of roads.
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Chapter 26
Geospatial Technology for Geographical
Indications of India

V. Poompavai, V. B. Manjula, B. Prashanth Kumar, J. Sai Ramakrishna,
and M. Arulraj

Abstract AGeographical Indication (GI) is an indication which identifies products
with a particular geographical region, because of unique characteristics of the product
belonging to that specific locality (e.g., Darjeeling Tea of West Bengal, Madhubani
Paintings ofBihar). The presentwork provides a “SpatialDimension” to the inventory
of registered Geographical Indication products under different categories of goods:
Agricultural, Textile, Handicrafts, Food Stuff, Manufactured, and, Natural Goods,
using Geographic Information System (GIS). Thematic maps have been generated
using open source GIS software to spatially visualize the origin of GI products as
geographic co-ordinate points with the corresponding state/districts of production
as polygons. Attributes for each GI include photograph, logo, type of goods, classi-
fication, registration details etc. The Geospatial Database has been customized for
web-based spatial visualization on Satellite Imagery and Map in ISRO’s BHUVAN
Geoportal. Query tools for display of geographical indications byGIName, State and
Type of Goods are added as modules in the portal. The spatial tagging of Geograph-
ical Indications creates consumer awareness, helps in protecting indigenous goods
and supports the stakeholders of local community who are involved in the production
of Geographical Indications.
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26.1 Introduction

Geographical Indication (GI), according to the Article 22.1 of the TRIPS (Trade-
Related Aspects of Intellectual Property Rights) Agreement, is an indication which
identifies products having unique qualities from a specific geographical region. The
agro-climatic conditions and traditionalmethods ofmanufacturing give rise to unique
qualities and characteristics of the GI goods (WIPO 2021). The distinctive nature and
uniqueness of Geographical Indication, is the amalgamation of natural factors such
as climatic conditions, landform, soil, temperature, rainfall, methods of plantation,
in addition to the indigenous methods of production followed since generations.

The Geographical Indication name consists of the location from which the goods
are produced, such as Madurai Malli, Udupi Mattu Gulla Brinjal, Kathputlis of
Rajasthan, Agra Durrie, Tezpur Litchi, Bandar Laddu and Kashmir Pashmina
Shawl. Non-geographical names such as Basmati Rice and Feni also constitute
GI. Geographical indications are typically grouped under different types of goods:
agricultural products, food stuff, handicrafts, textile goods, meat/poultry, natural
and manufactured goods. Each GI is further assigned a class number as per Nice
Classification (WIPO 2017). For e.g. Tea and Coffee belong to Class 30.

Darjeeling tea, known as “The Champagne of Teas” is the first Indian product
to receive a Geographical Indication tag in 2004–2005 via the Office of Controller
General of Patents, Designs and Trade Marks, India. Due to the agro-climatic condi-
tions prevailing in the region, Darjeeling Tea is produced and grown exclusively in

Fig. 26.1 Few GI products in handicrafts category
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87 gardens of the hilly regions of Darjeeling district, West Bengal, India (GI Journal
2004). Some of the ancient metal handicraft styles registered as GI (Fig. 26.1) are
made of Zinc, Copper, Brass, Silver and Gold (e.g. Bidriware, Pembarthi Metal Craft
and Bastar Dhokra, Budithi Bell and Brass Craft). The GI products comprising tradi-
tional crafts and textile products of each State are centuries old and handmade, (e.g.
Kashmir Paper Machie, Channapatna dolls of Karnataka, Surat Zari Craft, Aran-
mula Kannadi of Kerala, Blue Pottery of Jaipur, Lucknow Chikan Craft, Thanjavur
Paintings), and, are usually produced by local (rural) communities.

There is always a connection or relationship between the product identified as
Geographical Indication and its geographical origin (WIPO 2021). For example,
Bangalore Rose Onion, locally called Gulabi Eerulli, is a variety of onion grown in
the districts of Kolar, Chikkaballapur, and Bengaluru (Urban and Rural) districts of
Karnataka. These districts are rich in two types of soil namely, sand mix of red
soil as well as deep fertile mekklu soil, which are both very suitable for growing
this variety, which has a deep scarlet red colour and spherical shape with flat base
bulbs. In addition, the region has an average temperature of 25–35 °C and relative
humidity of 70–75%. The soil in these regions have pH ranging between 6.5 and 7.0.
The Bangalore Rose Onion has high pungency with less moisture content making
it suitable for prolonged storage. (GI Journal 2014). Similarly, GI Kancheepuram
Silk is made from pure mulberry silk using the legendary Korvai weaving technique
which is exclusive to the artisans of Kancheepuram region in Tamil Nadu, India,
whereas GI Muga Silk is produced by the Garo community in Assam, from a native
species of silkworm called Antheraea assamensis. GI Dharwad Pedha is a sweet food
stuff prepared from the milk of Dharwadi buffaloes raised by the Gavali community
in and around Dharwad, Karnataka, India. Hence, as observed, the geographical and
climatic conditions prevalent in the region, or the production techniques inherited
by farmers and artisans from their ancestors, contribute to the unique qualities of
any Geographical Indication.

26.1.1 Registration Process of GI

TheGeographical Indications of Goods (Registration and Protection) Act, 1999 aims
to provide registration and better protection of geographical indications relating to
goods in India under the administration of Controller General of Patents, Designs
and Trade Marks (Registrar of Geographical Indications). The process of registering
a product as Geographical Indication is carried out by Geographical Indications
Registry located at Chennai, India. There are a set of guidelines for a product to be
registered as Geographical Indication. Each registered GI has a validity period of
10 years from the date of registration, which is renewable. The application and regis-
tration process for GI, Details of registered GIs, Authorized Users and Application
Status are provided in IPIndia website (https://ipindia.gov.in/). The Geographical
Indications journals published by GI Registry have been made online since Issue
No. 56 dated 22/01/2014. The Geographical Indication journal consists of details

https://ipindia.gov.in/
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on Official Notices, Registered GIs, Justification for Registration including maps of
production region submitted by applicant, New GI Applications for Registration, GI
Authorized Users, General Information and Registration Process.

26.1.2 Benefits of GI

Geographical Indication protects the producers and consumers of GI goods, in addi-
tion to giving boost to exports and rural development, by conferring legal protection
and preventing unauthorized use of the products. The growing awareness among
consumers about the potential benefits of spatial origin-labelled products due to
factors such as food safety and typical qualities of the product has increased the
reputation of GI (WIPO 2021; Cerkia Bramley et al. 2009). But, fierce competition
in the global market and ever-increasing demand for popular products leads to imita-
tion and fake goods. Hence, GI protects consumers from counterfeit and deception,
since a genuine product could be easily identified with the Geographical Indication
tag.

A decision support system for application and registration of potential GIs encour-
ages automation of registration process and provides efficient management process
(Ray and Samaddar 2011). A geospatial database of Geographical Indications if
integrated with such type of decision support system, would bring spatial awareness
for promoting the GI and complement the registration process, which is crucial for
achieving the vision of AtmaNirbharBharat, by implementation of region-specific
social and environmental schemes and development programmes.

26.2 Geospatial Database of GI

Geospatial database provides well-organized platform for geographical data display
and helps in handling complex spatial analysis and queries. Spatial representations
are organized in GIS as a series of thematic layers. In the present work, Geograph-
ical Indications are organized in a spatial database form and represented on Map
and Satellite Imagery, using Open Source GIS software (QGIS). The geograph-
ical origin of the Geographical Indications is displayed as points in WGS 1984
Geographic (longitude/latitude) coordinate system. In addition, Attribute informa-
tion giving details about Type ofGoods, Classification,ApplicantName andAddress,
Registration Validity, Photograph and Logo of Product are added and displayed in
the GIS database (Poompavai et al. 2020). To distinguish between the type of goods
(agricultural, handicrafts, textile etc.), the GI points are represented with a typical
point symbology (Colour and shape) (Fig. 26.2a). Label field is displayed using single
attribute or multi-attribute. Every spatial point is associated with the corresponding
attributes and appears when clicked on that point (Fig. 26.2b).
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Fig. 26.2 a Spatial representation and b attribute information of GI

26.2.1 Spatial Visualization of Production Region

Amap displaying production region of hand-knotted carpet called Bhotia Dann from
the State of Uttarakhand is generated using GIS software. The Bhotia Dann carpets
are woven by the Bhotia tribe of Uttarakhand, mainly in the districts of Uttarkashi,
Chamoli, Pithoragarh and Bageshwar (GI Journal 2020). The state and districts of
production of GI Bhotia Dann are represented spatially in map form (Fig. 26.3).
Similar maps could be generated in GIS for all the GI products following a uniform
layout. The regions corresponding to GI Gulbarga Tur Dal produced in the Kalburgi
and Yadgir districts of Karnataka (GI Journal 2019) (Fig. 26.4) are represented with
reference to Satellite Imagery. The layouts have been generated using GIS software.
(Poompavai et al. 2019).

26.2.2 Spatial Visualisation of GIs of Karnataka

Geographical Indication Products belonging to the State of Karnataka are depicted
in the form of a map (Fig. 26.5). The point and polygon layers have been refer-
enced using geographic co-ordinate system. Map symbols are used for representing
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Fig. 26.3 Map of state and districts associated with GI Bhotia Dann

geographic features using visual variables such as colour, size, and shape. Each vector
layer follows user-defined symbology and labelling properties for clear and creative
display of map contents. The points are classified according to the type of goods and
symbology has been assigned accordingly (Poompavai et al. 2019).

26.3 Web GIS—Spatial Visualization in BHUVAN

Bhuvan is a Web GIS platform that provides spatial data visualization in 2D, 2.5D,
3D, free data download, and various geoprocessing analytical tools on vector and
raster data sets. More than 195 applications have been hosted on Bhuvan catering
to various State, Central Ministries, and Citizen-Centric applications. Bhuvan also
showcases near real-time disaster management support services like a flood, cyclone,
drought, etc. Geographic Information System (GIS) has provided the great capability
of interpreting various categories/types of data in the form of visualization and better
spatial analytical purpose. There are many open-source tools and software where one
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Fig. 26.4 Satellite imagery (false color composite) with state, districts and taluks corresponding
to production of GI Gulbarga Tur Dal

can bring data to life. The GI database is brought to the Web GIS platform including
various analytics options like filtering and query shell analysis.

The URL (Uniform Resource Locator) of ISRO Bhuvan Geoportal for Geograph-
ical Indications is https://bhuvan-app1.nrsc.gov.in/geographicalindication/. The
default view of the web page displays all the GI goods of India as points spatially
on Satellite Image and Map. The following section provides the details of the imple-
mentation of web-based spatial visualization and query of Geographical Indications
(Fig. 26.6).

• Bhuvan Framework and software stack (WMS, WFS).
• Data preparation.
• GI Modules.

26.3.1 Bhuvan Framework and Software Stack

Generally, any web application has client and server-side scripts/components. The
client-side scripts/ modules consist of User Interface (UI) and corresponding actions
that can be performed on the web page, while the server-side scripts/modules mainly
consist of Data/Service retrieval/Processing in the form of Application Programming
Interface (API) either from the database, file retrieval from storage or data rendering
like map server, geo-server or from Postgres/PostGIS.

https://bhuvan-app1.nrsc.gov.in/geographicalindication/
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Fig. 26.5 Points of geographic origin associated with GIs of Karnataka

In the current framework, the following open source libraries and software stack
have been used.

• Web application hosting: Apache-HTTP(Hypertext Transfer Protocol).
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Fig. 26.6 Flow diagram of Bhuvan framework

• Client-side libraries: Open layers for map requests and actions that can be
performed on the map, jQuery, Bootstrap (for Responsive Web Design), HTML
(Hyper Text Markup Language), CSS (Cascading Style Sheets), and JavaScript.

• Map Rendering Software.
• GeoServer for Vector data.
• MapServer for Raster data.
• Database for data retrieval: Postgres along with PostGIS (PostGIS enables spatial

capabilities on the database).
• SSD(Solid-State Drive) Storage for image storing and retrieval using apache.

26.3.2 Data Preparation and Workflow

Web GIS helps in providing visualization and analysis of data to various users
asynchronously while compared to Desktop GIS software which will be limited
to the single user and physical data availability. Map-rendering software such
asGeoServer andMapServer provides webmap services inOpenGeospatial Consor-
tium (OGC) standards which can be consumed bymap libraries like Leaflet or Open-
Layers. This enables GIS platform in web environment and also provides capabilities
such as filtering, getting feature data on the map, styling of features, etc.

The shapefiles are ported to Postgres and the layers are published in GeoServer
using the PostGIS plugin which is available in GeoServer. Then these layers have
been integrated in Bhuvan framework to bring out the GI application (Fig. 26.7).
The shapefile has been ported to Postgres with the help of PostGIS commands as
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Fig. 26.7 Bhuvan data integration and workflow

follows: “shp2pgsql-c-s 4326-I file location of shp |psql-h server-ip-p server-port-U
database-username-d database-name”.

26.3.2.1 Geographical Indication Visualization Module

The current GI application has components like visualization of GI, along with
details on click of GI, query shell analysis, visualization based on type, and high-
lighting of district boundary from which the GI has originated is displayed. In
this module, the user can view the GI of a specific category or all types of
categories based on checkbox selection as shown in the below figures. The GI
name is represented using multi-lingual labels corresponding to native language
of the State (Tamil, Kannada, Hindi, Malayalam, Telugu, Assamese, Kash-
miri, Gujarati, Assamese, Bengali, Odia etc.) based on the origin of GI goods.
e.g. Kodaikanal Malai Poondu ( ),
Coorg Arabica Coffee ( ), Malda Laxman Bhog Mango
( ), Srikalahasthi Kalamkari ( ),
Rajkot Patola ( ), Boka Chaul ( ), Alleppey Green
Cardamom ( ). The default labelling displays the GI
name in English and native language. The point symbology is displayed in the form
of GI logo in different colours, such as Agricultural goods in green, Handicrafts in
red colour etc. (Figs. 26.8 and 26.9).

Feature Selection can be made to choose a subset of features by clicking on
checkbox or by using SQL statements to select features based on attributes. A selec-
tion module in the webpage provides options to choose the type of goods. When
“Agricultural” is checked in the selection box, all the agricultural type of GI goods
are displayed on Image (Fig. 26.10) or Map. On clicking any GI point on the map,
all the districts associated with the GI are highlighted and detailed information on
the GI will be shown in the attribute pop-up window. In the backend, on-click on
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Fig. 26.8 GI goods displayed in Bhuvan geoportal on map

the map, the client map library will put a getfeatureinfo request (a method to get
details associated with the point) to the map on the GI layer and the information will
be shown on the map or satellite image, for example on clicking GI “Chikmagalur
Arabica Coffee” point, the corresponding production district is highlighted in red
colour and attribute box appears as pop-up window (Fig. 26.11).

26.3.2.2 Query Shell Analysis

Spatial query is used in Geographic Information System for deriving spatial rela-
tionship between the features. Spatial queries are statements in the form of a set
of commands called Structured Query Language (SQL). Spatial analysis in GIS
involves two types of operations: Spatial Query and Attribute Query (non-spatial
query). Proximity, Adjacency, Containment and Buffering are some of the examples
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Fig. 26.9 GI goods displayed in Bhuvan geoportal on satellite image

of Spatial Query. Attribute query is used to derive information from the attribute
tables which contain fields and data values related to each spatial feature. The query
results are displayed in GIS both in spatial and attribute form.

Attribute query requires the processing of Attribute information. For example as
shown in Fig. 26.12, feature selection is made using two attributes, i.e. Handicraft
goods belonging to the State of Karnataka. The selected features are highlighted
after the function is executed in Bhuvan Query Shell: “Goods” = “Handicrafts”
AND “State” = “Karnataka”. New datasets or maps are generated based on the
results of spatial queries. Spatial queries are useful to extract spatial relationships
between features and layers. The results of such analysis could be effectively used
in decision making.

Query shell analysis is a module where the user specifies data filters based on
goods, GI, or state and can visualize the results based on operations like AND,
OR, NOT. Based on user selection the query expression will be added to the panel
and results will be displayed on the map with the corresponding GI goods getting
highlighted. For example, when the user selects a specific Geographical Indication
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Fig. 26.10 Agricultural GI goods displayed in BHUVAN

“Andhra Pradesh Leather Puppetry” using the Query Shell Module, the GI point
gets displayed on Satellite Image. On clicking the point, the attribute pop-up box is
displayed, along with the corresponding districts being highlighted in red polygon
(Fig. 26.13). The attribute pop-up box consists of a link “For More Info” which redi-
rects to the GI Registry in IPIndia portal (https://search.ipindia.gov.in/GIRPublic)
showing all the Registered goods and their details.

26.4 Conclusion and Way Forward

A spatial framework is essential for representing the Geographical Indications in a
commonplatformand to provide easy access to up-to-date digital geospatial data. The
GI points indicate the actual geographical origin of the goods which further leads to

https://search.ipindia.gov.in/GIRPublic
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Fig. 26.11 Production region and attributes of GI Chikmagalur Arabica coffee

Fig. 26.12 GI Handicrafts of Karnataka highlighted using query expression

monitoring and management of natural resources in that region. The adverse impacts
of climatic conditions on the production of agricultural goods and availability of raw
material for certain products could be studied spatially. Geographical Indications
showcase the spatial diversity of agricultural and horticultural crops in India. The
presentwork encourages research community tomake effective approaches of remote
sensing studies for identification and discrimination of agricultural and horticultural
crop varieties.
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Fig. 26.13 Query shell analysis in Bhuvan geoportal

Complementary use of Microwave and Hyperspectral Satellite data along with
multispectral data would certainly help in crop yield modelling and forecast studies.
Development of spectral libraries in visible, NIR (Near Infrared) and SWIR (Short-
wave Infrared) wavelength regions, using spaceborne hyperspectral imagers and
ground-borne spectroradiometers, for various crop varieties and soil types associated
withGeographical Indications,would be useful for further agricultural and vegetation
studies and development. The geoportal, in general, helps to create geospatial aware-
ness, among decision makers, general public, and especially farmers, weavers and
artisans, on the importance of Geographical Indication for economic prosperity,
rural development and protection of indigenous goods, while fostering cultural and
traditional values.
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Chapter 27
Generation of Geospatial Database
for Notified Forest Lands of Karnataka

T. R. Nagashree, A. Vidya, R. Hebbar, Eregowda, K. Muhyiddin,
Bishwajit Mishra, K. Ganesha Raj, and C. S. Jha

Abstract Forest ecosystems are very important and complex ecological units which
are vulnerable to degradation and encroachment. Therefore, geospatial maps indi-
cating jurisdiction boundaries and ownership of parcel boundaries are very critical
for enforcing forest conservation and protection measures. All State Forest Depart-
ments are primarily responsible to create reliable spatial database of all parcels of
land which may be defined as forest for the purpose of the FCA 1980. Karnataka has
adopted geospatial approach for creation of a robust database indicating the notified
forest land boundaries and to provide various institutional mechanisms for dissem-
ination of information to various stakeholders. In this direction, Regional Remote
Sensing Centre-South, in collaboration with Karnataka Forest Department, initiated
a pilot study to make best use of available technology and information with the
different departments to finish the task within a reasonable accuracy, time frame,
and cost-effective manner. In the pilot phase, a Standard Operating Procedure (SOP)
was prepared for creation of geospatial database of notified forest lands at cadastral
level. On success of the pilot study, a state-level project is initiated to generate GIS
database for all Notified Forest lands of Karnataka using high-resolution satellite
data, village cadastral maps, GAGAN-based GCPs collected in field survey, and to
publish the same georeferenced forest maps for easy reference for general public.The
major contribution of this initiative includes generation of ortho-products of HRS
data and collection of precise GCPs in field using the GAGAN-based GPS device,
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georeferencing and edge matching of cadastral maps, and generation of seamless
mosaic of these maps at various administrative hierarchies. Remotes sensing data
from Cartosat-1 (2.5 m) and Resourcesat LISS-IV (5.0 m) sensors for time frame
of February-April months were orthorectified using photogrammetric techniques to
generate seamless ortho-products for the state. For each village, corresponding noti-
fied forest lands boundary is transferred to cadastral maps and verified by respective
Range Forest Officer for generation of notified forestland maps for each village.
Cadastral maps along with notified forest maps have been georeferenced using
GAGAN-based GCPs and few tie points from the orthoimage. Subsequently, quality
checking of cadastral maps, edge matching of adjacent village maps has been carried
out using additional GCPs collected along the village boundary and hissa boundary
(specific to Karnataka state). After verification of the georeferenced notified forest
land maps by respective Forest Range Officer, georeferenced maps were mosaicked
at Forest range/division level to generate seamless GIS database for all notified forest
lands of Karnataka state. This is the first exercise in the country toward creation of
reliable GIS database on notified forest lands which would serve as baseline database
for management and conservation of forest lands.

Keywords Notified forest lands · Geospatial technology · Remote sensing · GIS ·
GAGAN · Cadastral maps · Orthorectification · Georeferencing

27.1 Introduction

Forests are the predominant terrestrial ecosystems that are major contributors to
gross primary productivity and biodiversity. Administratively, forest exists based
primarily upon land ownership, and lands that are legally designated as a forest even
without tree canopy. Forest ecosystems provide fresh air, water resources, organic
matter, control erosion, sustenance of agriculture, biodiversity, climate change miti-
gation, and many ecosystem services. Majority of rural and tribal populations are
directly dependent on forests for their livelihood. In India, primary responsibility
of State Forest Departments is to protect the forests and wildlife, conserving the
rich biodiversity while maintaining ecological balance of the forest ecosystems, as
they are very vulnerable to degradation and encroachment which may result in loss
of forest biodiversity. Hence, creation of geospatial database of natural resources is
very critical for protection, conservation, and management of these critical natural
resources.

Reliable geospatial maps are essential for establishing accurate boundaries and
adopting proper planning and conservation strategy. The forest boundary defines
ownership of any parcel of land for legal purposes. The land ownership along with
its boundaries relating to possession and control of land is clearly documented and
notified in historical records and gazette notifications. Map featuring land ownership
and jurisdiction boundaries are very important to protect and conserve forest. Most
of this information is available as documents and maps in hard copies and some
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of them have been prepared during British rule. Survey of India (SOI) maps at
1:50,000 and 1:250,000 scale are the earliest spatial maps indicating forest lands as
greenwash areas. However, ownership details are not mentioned in these maps and
forest boundaries are indicative, and significant land cover changes have occurred in
the last 3–4 decades. In this context, there is urgent need for generation of reliable
spatial maps depicting every parcel of forest land along with its ownership details.

Honorable Supreme Court of India has mandated the following: “Creation and
regular updating ofGIS-based decision support database, tentatively containing inter-
alia the district-wise details of the location and boundary of

• Each plot of land that may be defined as forest for the purpose of the FCA (Forest
Conservation Act) 1980,

• The core area buffer and eco-sensitive zone of the protected areas constituted as
per the provisions of the Wildlife (Protection) Act, 1972;

• Important migratory corridors for wildlife;
• The forest land was diverted for non-forest purposes in the past in the district.

The Survey of India (SOI) toposheets in digital format, the forest cover maps
prepared by Forest Survey of India (FSI) in preparation of successive “India Status
of Forest Report (ISFR)” and the conditions stipulated in the approvals accorded
under the FCA for each case of diversion of forest land in decision support database.
Therefore, the State Forest Departments are now having a mandate to create a robust
and reliable geospatial database of all parcels of land (such asNotified forest, diverted
forest Lands Compensatory forestation lands, and area under Joint Forest Planning
and Management (JFPM) that may be defined as forest for the purpose of the FCA
1980. Recent advances in geospatial technology have the requisite potential for
mapping and monitoring of natural resources at different spatial hierarchies and
generation of GIS database of the forest lands for visualization, easy accessibility,
and periodic updation in the future.

27.2 Geospatial Technology

The main thrust of any Land resources Information System (LIS) is the creation of
comprehensive database for planning and implementation of developmental activities
which is efficient, reliable, cost-effective, scalable, capable of assimilating informa-
tion from various sources, and compatible with the other information systems. The
cadaster is a public record of location, extent, value, and ownership of land in each
village for the purpose of taxation. The LIS address an individual stakeholder with
parcel number as the unique identity derived from the cadastral map integrated with
thematic information and action plans generated in other information systems. The
cadastral information system basically consists of cadastral maps as the base layer
over which various thematic maps are built upon. Thematic maps generated in GIS
are linked to LIS. The basic requirements for creation of such information system are
(a) Accurate, up-to-date and standardized maps in digital format and (b) Geodetic
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control framework for georeferencing of maps. In general, standards of these cadas-
tral maps differ from state to state and scale varies from 1:5000 to 1:7500 scale. The
accuracy standards also differ from state to state and are not adequate for present-day
requirements of large-scale geodatabase of a state/region.

Karnataka State Forest Department has vast stretches of forestlands occupying
about 0.43 lakh km2. It is very essential to protect and conserve these forest lands
using suitable modern tools and techniques. Thus, it is very important to have a
reliable GIS database of forest lands which should be brought to same level as that
of revenue records. In general, the cadastral maps were prepared about a century ago
and there are significant land use changes. The available forest land recordswithKFD
include hard copies of forest maps of different scales and shapefiles of greenwash
area of Survey of India toposheets. However, the respective Revenue Department
units like village and survey number records are not depicted or reliably placed on
these maps. The primary records for the land are Revenue records and thus, it is very
essential to bring all the forest land records as per Revenue records for creation of
uniform centralized GIS database. The cadastral maps in digital format generated
through the geospatial approach need to be verified by State Revenue Department to
make it as certified document for any legal evidence.

Modern surveying techniques such as total station and DGPS techniques are very
accurate but very expensive, cumbersome, and time-consuming. Few State Forest
Departments have attempted total station survey for mapping of forestlands in their
respective states, but, ran into problems and full survey could not be completed. In
view of the shortcoming of the above surveying tools, remote sensing, GIS and GPS
tools can provide cheaper, efficient, and faster solutions in more objective manner
for creating GIS database of forestlands and reconciliation of boundaries.

Remote Sensing (RS), Geographical Information System (GIS), and Global
Positing System (GPS) are the new generation information systems constituting
the field of geospatial technology. Remote Sensing refers to the science of identi-
fication of earth surface features and estimation of their geo-biophysical properties
using electromagnetic radiation as a medium of interaction. RS data, capability for
a synoptic view with repetitive coverage and calibrated sensors to detect changes at
various resolutions, provides an alternate solution for natural resources management
compared to traditional surveying.

In India, remotely sensed data has been extensively used in some of the major
application themes such as agriculture, forestry, water resources, land use, urban
sprawl, geology, environment, coastal zone, marine resources, snow and glacier,
disaster monitoring and mitigation, infrastructure development, and biodiversity
characterization. Currently, high-resolution ortho-database is being generated under
various national and regional missions using Resourcesat LISS-4 and Cartosat-1 data
at a spatial resolution of 2.5 m as a part of Bhuvan geoportal which can be used for
creation of georeferenced cadastral maps which can serve as inputs for planning and
development purposes.

GIS helps in handling voluminous data, updation of information on geographic
features, which is helpful for infrastructure development and natural resource
management. GIS is collection of computer hardware, software, and geographic data,
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organized effectively to capture, store, retrieve, manipulate and analyze all forms of
geographically referenced data and is an important additional tool in monitoring and
management of natural resources.

For forestry-related applications, medium resolution satellite datasets are being
routinely used for forest cover mapping, biodiversity characterization, biomass esti-
mation, habitat monitoring, etc. (Reddy et al. 2015; Roy et al. 2015; Jha et al. 2015).
Decadal changes in the vegetation cover of Bengaluru city were assessed between
2006 and 2019 utilizing IRS multispectral imagery (5.0 m) by unsupervised classi-
fication technique which showed overall reduction of vegetation (Ganesh Raj et al.
2020). Forest Survey of India (FSI) adopted geospatial technology forNational Forest
Cover mapping and evolved methodology over the last decade for improving the
mapping accuracy. Recently, the 16th cycle of biennial assessment of India’s forests
indicated that total forest and tree cover increased to 24.56% of the total geographical
area of the Country (FSI 2019).

Recent advances in GPS technology have shown considerable improvements in
positional accuracy and reduced both time and cost of the ground surveys (Eugene,
2005).GPSAidedGeoAugmentedNavigation (GAGAN) system is a Satellite-Based
Augmentation System (SBAS) jointly developed by ISRO and Airports Authority
of India (AAI) to render GPS signal for navigation over the Indian airspace and its
surroundings. GAGAN system improves accuracy, integrity, availability, and conti-
nuity of GPS solution by providing corrected signals for ionospheric interference,
clock and ephemeris errors. The location accuracy fromGAGANsystem after 15min
of observation is found to be sub-meter in planimetry and 5.0 m in elevation. Thus,
GAGAN-derived GCPs can replace existing practice of relative positioning GPS
surveys in quicker and efficient manner. The GCPs collected have been used for
georeferencing of cadastral and notified forest maps of the villages pertaining to
each forest range.

Regional Remote Sensing Centre-South, NRSC, ISRO has taken up a collabora-
tive pilot study in association with Karnataka Forest Department for creation of reli-
able geospatial database. The comprehensive Standard Operating Procedure (SOP)
was an outcome of the collaborative pilot project carried out by Information and
Communication Centre (ICT), Karnataka Forest Department, GoK, Bengaluru, and
Regional Remote Sensing Centre, National Remote Sensing Center under Indian
Space Research Organization, Bengaluru. The focus of the study was to generate
a uniform centralized GIS database for all notified forest lands of the state using
high-resolution sensing satellite data, village cadastral maps, GAGAN-based GPS
coordinates. Based on the encouraging results with acceptable accuracy as per the
user requirement, the project was extended to cover entire Karnataka State. The
scope of the project was also to make these georeferenced forest maps available in
the public domain for easy access for general public and use the database in various
operational and developmental projects related to forestry. The digital database, thus
prepared, shall form the base data for any further activities viz. revenue data manage-
ment (RoR), spatial data management, development, and updating of land records
including forest land boundaries.
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The chapter discusses the standard operating procedure developed in the pilot
phase for generation of geospatial database for notified forest lands of Karnataka
using high-resolution satellite data, village cadastralmaps andGAGAN-basedGCPs.
After the success of the pilot study with encouraging results, the standard method-
ologywas adopted for generation of geospatial database for all the notified forestlands
of Karnataka covering 10,250 village cadastral maps.

27.3 Study Area

In the first phase, a pilot study was undertaken in order to develop and evaluate the
geospatial approach for generation of GIS database on notified forest lands in four
forest ranges namely Bidar, Shimoga, Bhadravati, and Hassan regions of Karnataka
state covering about 212 villages which represented the overall diversity in terms
of terrain, forest types and cadastral maps. After the successful conclusion, state-
level project was initiated to cover all the notified forest lands of Karnataka state
covering about 10,200 villages. Karnataka state is divided into 58 forest divisions
for administrative purposes and the selected villages are located within these forest
divisions. The location details of the study area for the pilot and state-level project
are depicted in Fig. 27.1.

Karnataka state is located between 11° 30′ and 18° 30′ N latitudes and 74° 10′′ and
78° 30′′ E longitudes with geographical area of 1.92 lakh km2. The Western Ghats,
cover about 60% of forests in Karnataka which is recognized among the 18 mega
biodiversity hotspots of the world. The total notified forestlands of the state occupy
an area of approximately about 0.34 lakh km2 constituting 17.5% of the geographical
area. The Western Ghats forests are very rich source of fauna and floral diverseness

Fig. 27.1 Location map of the study area for a pilot study and b state-level study



27 Generation of Geospatial Database … 653

and are very precious as they are genetic and natural resources. Many plant and
animal species are native to forests in the State. Many plant species like sandalwood
(Santalum album), rosewood (Dalbergia latifolia), teak (Tectona grandis), honne
(Pterocarpus marsupium), white cedar (Dysoxylon malabaricum), and many other
wild species belonging to non-timbers and fruit and medicinal plants are also native
to forests of Karnataka.

The state is bestowed with most beautiful forests of the country which include
magnificent evergreen forests of the Western Ghats, scrub forests in plains, and
classic flora and fauna. The evergreen/semi evergreen forests of Western Ghats are
characterized by evergreen canopy mixed with deciduous trees. The regions with
moderate rainfall and temperature with cold winters are known for moist deciduous
forests which mostly occur in the eastern slopes of theWestern Ghats, North-Eastern
region of the Peninsula. The deciduous forests generally shed their leaves during
winter months of December due to scarce water resources. This type of forest is
considered as degraded version of the moist deciduous forest occupying large tracts
between moist deciduous of the east to tropical thorn in the western part. The low
rainfall regions are dominated by scrub and thorny forests. The trees in this region
are stunted due to lack of sufficient water. The abundant tree species in the region
area include Acacias, Euphorbias along with typical spiny and thorny varieties and
wild palms.

27.4 Satellite and Ancillary Data

In view of the large variability in the forest types of Karnataka, high-resolution
satellite data was used in the project. Cartosat-1 stereo data corresponding to 2008–
2009 was utilized for generation of DEM with photogrammetric block file. The
remote sensing data used in the study are provided in Table 27.1. Cartosat-1 image
of 2.5 m spatial resolution and Resourcesat-2 LISS-IV multispectral data of 5.0 m
resolution have been utilized. Cartosat-1Mono and LISS-IV data of latest years were
used for generation of satellite ortho-database. About 500 Cartosat-1 mono data of
2017–2019 period covering the study area with not greater than 5.0° roll tilt angles

Table 27.1 Satellite data
used

Satellite/sensor Resolution (m) Swath (km) Acquisition
period

Cartosat-1
stereo

2.5 28 2008–2009

Cartosat-1
mono

2.5 70 2017–2019

Resourcesat
LISS-IV

5.0 70 2017–2019
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were used. Latest Resourcesat-2 LISS-IV images corresponding to two seasons were
procured for generation of merged data for interpretation of forest lands.

Following ancillary data, image processing and GIS software packages were used

• 1:50,000 scale SOI toposheets
• Relevant administrative, reserved forest boundary
• Digital village cadastral maps along with notified forestlands
• Parishud GAGAN-based GPS instrument for collection of GCPs
• Geo-tagged field photographs
• Relevant attribute Information
• ERDAS Imagine Image processing package
• ARCMAP GIS package.

27.5 Geospatial Products

The study was executed jointly by RRSC-South, NRSC/ISRO, and Information and
Communication Centre (ICT), Karnataka Forest Department within the broad frame-
workof theOperatingProcedure developedduringpilot study as depicted inFig. 27.2.
High-resolution satellite data (HRS) of Cartosat-1 and LISS-IV data were processed
and analyzed using image processing and Geographic Information System (GIS).
Village Cadastral maps along with notified forestland boundary in digital format
were made available by Karnataka Forest Department for georeferencing.

The project work was divided into six major work components as given below.

Fig. 27.2 Flowchart showing overall methodology adopted in the study
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27.5.1 Creation of Orthoimage Database

The existing Cartosat-1 ortho-database corresponding to 2008–2009 periods was
used for planning the field itinerary for GPS survey and collection of Ground Control
Points (GCPs). Generation of ortho-database involved creation of photogrammetric
block file, generation DEM, orthorectification, and fusion of Cartosat-1 PAN and
LISS-IV multispectral data.

The photogrammetric block file was created using 500 Cartosat-1 stereo pairs
and processed using ERDAS Photogrammetric suite through bundle block adjust-
ment techniques. Adequate number of well-distributed GCPs of sub-meter accuracy
and image tie points were added to the block file. Additionally, 2–3 tie points per
image were identified as to checkpoints in order to verify the block adjustment. The
triangulation results were verified using Root Mean Square Error (RMSE) and the
block file was refined iteratively till the triangulation error was within acceptable
limit (better than 0.5). Further, quality assessment of the block file was carried out
by taking stereo measurements in terms X, Y and Z coordinate in the overlapping
regions. After convergence of the block within acceptable triangulation error, Digital
Elevation Model for each scene was generated from the block file. The DEM was
validated using ground points in terms of LE 90 and RMSE using accurate reference
points.

DEMwas generated in LTF format and post-processing ofDEMwas carried out in
order to remove any artifacts. Minimum DEM editing was carried out for correcting
the floating/digging points. Depending on the requirement, DEM editing for major
features such aswater bodies, drainage, transport network, steep hills was taken up by
adding hard/soft break lines so that the subsequent contours/slope derived are more
realistic and follow the real-world terrain as closely as possible. Finally, the DEM
with 10.0 m posting was generated in raster format and subsequently mosaicked for
creation of seamless DEM for the study area which was used in orthorectification of
satellite data.

Orthorectification is the process to improve the planimetric and positional accu-
racy of the satellite data by reducing the sensor and terrain-related distortions in
a high-resolution imagery. DEM was used for generation of 500 ortho-products of
Cartosat-1 stereo images using bundle block adjustment and mosaicked for creation
of state-level reference ortho-database. These ortho-products and DEM served as
reference data for subsequent orthorectification of recent years Cartosat-1 mono and
LISS-IV data. Cartosat-1 mono and multispectral LISS-IV images were fused using
Brovey transform technique to generate high-resolution images for generation of
seamless mosaic of the fused data for the state as given in Fig. 27.3.

Validation of DEM and orthoimage using the photogrammetry technique was
tested using accurate reference ground control points. About 36 well-distributed
points representing diversity and clearly identifiable features were chosen and at
each point planimetric and height accuracies were checked. The results indicated
that the RMSE in X direction and Y direction has been found to be 4.19 m and
3.75 m, respectively, for the orthoimage. RMSE and LE90 for the DEMwere 3.16 m
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Fig. 27.3 Seamless mosaic of satellite data a cartosat-1 images, b LISS-IV images and c merged
data for Karnataka state

and 6.2 m, respectively. As per the design of CartoDEM, the DEM accuracy is 8.0 m
at LE90 and 15.0m at CE90 for ortho data (Muralikrishnan et al. 2011). The accuracy
obtained in our study is well within the specifications of Cartosat-1 Stereo indicating
the suitability of the ortho-products in the study.

27.5.2 Preparation of Cadastral Maps

Village cadastral maps are the primary input for generation of geospatial database for
the forestlands and identification ownership of each parcel of forest lands. Karnataka
Forest Department was responsible for procurement and preparation of good quality
cadastral maps as per the specification. Converting the cadastral maps in digital
format was done through scanning of these maps as per standard resolution (DPI) of
better than 200. Quality checking of each village cadastral map in terms, of village
name, scanning resolution, folding/distortion in maps was verified by quality assess-
ment team. Redrawing of the cadastral maps was taken up, whenever necessary,
especially for the folded and poor-quality maps. About 10,200 village cadastral maps
were scanned for this purpose. The parcel boundaries in each village were digitized
for preparation of village cadastral maps in vector format. These raster and vector
maps were used for preparation of notified forest land maps (Govind Kumar et al.
2013)
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27.5.3 Preparation of Notified Forest Land Maps

A massive exercise was carried out by Karnataka Forest Department for preparation
of hard copies of notified forestland maps through collection of relevant documents,
forest maps, and ancillary information. The forest land boundary on cadastral maps
was identified by referring to C-statement or boundary description and other relevant
ancillary information. Further, the notified forest lands were transferred on the hard
copy of cadastral maps and verified by respective forest range officers as depicted in
Fig. 27.4. These maps were scanned for preparation of notified forest land maps in
digital format.

27.5.3.1 GAGAN-Based GPS Surveys

Exclusive field survey was carried out in each village by survey team for collection
of Ground Control Points (GCPs) using GAGAN-based GPS device. Commercially
available Parishud GPS receiver uses SBAS signal for correcting the coordinates and
thus, providing very accurate geo-coordinates as compared to normal GPS devices.
About 10–15 well-distributed GCPs were required for georeferencing of each cadas-
tral map. Figure 27.5 depicts typical example of GCPs collected for georeferencing
of cadastral maps. In total, about 185,000 GCPs have been collected for georefer-
encing cadastral maps. GCPs were mainly collected in bi-junction, tri junction, field
bunds, and few points along the adjacent village boundary for edge matching. GCPs

Fig. 27.4 Scanned maps in digital format a village cadastral map, b notified forest land map
(depicted in green color)
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Fig. 27.5 Location GAGAN-based GCPs (green color) used for georeferencing of cadastral maps

have been used for georeferencing cadastral maps for generating digital libraries and
generation of seamless mosaic as per forest range and division.

27.5.4 Georeferencing of Cadastral and Notified Forest Maps

The village cadastral maps were georeferenced using GAGAN-based GCPs using
first-order polynomial transformation and nearest neighbor resampling technique.
Initially, georeferencing of cadastral maps was carried out using X and Y locations
of few well-distributed GCPs and refined subsequently using additional GCPs until
cadastral maps had the best fit with the ortho data. These maps have been overlaid on
the orthorectified data to check the extent of matching between cadastral maps and
orthoimages (Fig. 27.6). It was observed that georeferenced village cadastral maps

Fig. 27.6 Georeferenced maps using GAGAN-based GCPs (green color) overlaid on satellite data
a cadastral map and b notified forest land map
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matched closely with ortho-products with better than 7.5 m accuracy for 85% of the
cadastral maps meeting the standards envisaged in the project. Further, the spatial
integrity of georeferenced cadastral was validated using the survey number-wise
land record details available on Bhoomi website, Government of Karnataka. The
portal hosts survey number-wise land records and holdings along with area for all
the parcels for the entire state. About 26 georeferenced village maps were randomly
selected covering all diversity in terms of terrain and slope to validate the maps
with reference to actual ground area collected from Bhoomi Website. The validation
exercise indicated that the deviation in area of parcels was with acceptable deviations
up to ± 3% for majority of parcels while in extreme cases up to 5% deviation was
observed especially in the hilly and undulating regions.

Depending on the requirement, additional GCP points were identified from
orthoimage or field surveys for edgematching. Edgematching is one of the important
activities of the project for seamless mosaicking of the cadastral maps covering a
forest range/division using GCPs collected along with village boundaries as well as
hissa information provided by Survey Settlements and Land Records (SSLR) depart-
ment. Figure 27.7 presents typical example of notified forest land maps at cadastral
level after seamless edge matching of the maps.

The methodology has been tested for establishing and updating the standard oper-
ating procedure for generation of geospatial products and GIS maps of forest lands.
It was observed that about 85% of village cadastral maps were within acceptable

Fig. 27.7 Edge matched cadastral map (Basavapura and Duruvigere villages) in vector format
overlaid on satellite data showing notified forest boundary (in green color)
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accuracy. About 10–15% of village cadastral maps could not be properly georefer-
enced due to lack of adequate number of GCPs, distortions associated with scanning,
large village, misalignment. Some of issues and challenges have been addressed
and recommended for collection of additional GCPs, use of hiss boundaries and in
extreme cases resurvey.

27.5.5 Notified Forest Land Boundary

Notified Forest boundaries as marked on the georeferenced notified forest land
maps were vectorized for creation of forest boundary in vector format for each
village and mosaicked at range/division level in order to create baseline geospatial
database. Multispectral datasets for the period of November–December and March–
April LISS-IV have been used for delineating forest land cover from non-forest land
use/land cover categories. This was very much essential for identification of current
forest land boundaries within the notified forest regions. The land use changes were
analyzed by visual interpretation of forest and other categories using parameters
like tone, texture, pattern, composition, and terrain conditions. Multispectral 2.5 m
merged data was displayed at approximately 1:5000 scales and based on the spec-
tral signature as seen on the merged data, forest land and other non-forest categories
have been delineated. This comparison has been carried out at cadastral level for each
parcel of land and it has been observed that significant changes have occurred in the
fringe of the forest lands as depicted in typical example for Basavanapura village.
Figure 27.8 indicates significant land use changes in Basavapura village. The area
of forest lands as per the notification was 1552.1 ha which was reduced to 793.2 ha
as per the latest image. The major change observed was transformation of noticed
forest land cover to agriculture and some extent toward plantations and built-up.

Fig. 27.8 Reconciliation of notified forest land boundary—Basavanapura village, Karnataka
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27.6 Summary

In the present study, multi-resolution satellite datasets and cadastral maps were used
for creation of geospatial database for notified forest lands of Karnataka State.
Initially, a pilot study was conducted to evaluate the potential use of geospatial
approach for this purpose. Based on the experience gained from the pilot study;
a Standard Operating Procedure (SOP) was developed for extending the study to
state/regional level (RRSC-South’ 2016). After the successful execution of the pilot
study, the scope of the study extended to cover all the forest lands of Karnataka state.
Cartosat-1 and LISS-IV data have been used to generate ortho-database for the forest
ranges. GAGAN-based GCPs were used for georeferencing of cadastral and notified
forest land maps. It was found that about 85% of the cadastral maps showed accu-
racy better than 7.5 m with respect to the field boundaries. Reconciliation of notified
forest land boundaries was done using two seasons Cartosat-1 and LISS-IV satel-
lite database. A comparative study was carried out to analyze the land use changes
within notified forest lands which indicated significant diversion of forest lands to
agriculture and other developmental activities. The project involved large number of
databases in raster, vector, tables, and map formats which need to be stored system-
atically for easy accessibility and retrieval. Hence, geodatabase was used for storing
of large volume of datasets which included ortho-products, cadastral maps, and noti-
fied forestlands along with attribute data. The outcome of the project has clearly
indicated the utility of high-resolution data for generation geospatial database for
notified forestlands and reconciliation of boundaries at cadastral level. These geospa-
tial databases would form important input for forest departments for managing and
conserving these vast tracks of natural resources for maintaining ecological balance.
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Chapter 28
Applications of Geospatial Technology
in Forest Resource Assessment,
Management, and Monitoring

A. O. Varghese, Jugal Kishore Mani, and Chandra Shekhar Jha

Abstract Forests impact human lives and livelihood in several ways because of their
vital role in the global and regional ecosystems.However, our forests are deteriorating
both qualitatively and quantitatively. Sustainable management of the forests with
application of geospatial technologies can be useful for the conservation and moni-
toring of this renewable resource. Geospatial technology can be successfully used
for the assessment of the extent of the forests, forest density and types, plantation,
grasslands and for monitoring of these for change and damage assessment. Change
monitoring includes afforestation and reforestation, forest cover transformation, and
damages like forest degradation, encroachment, shifting cultivation, forest fire, pest,
and disease. Advancements in autecological and synecological studies by means of
geospatial technology are beneficial for the identification of hotspot areas in rela-
tion to biodiversity, endemicity, and threatened species; species habitat-relationship
modeling, and deriving niche metrics. These inputs may play an important role in
prioritizing areas for conservation and addressing biotic pressure to these areas for
mitigation purposes. Geospatial technology is an ideal tool to quantify the forest as
the major sink of atmospheric carbon, so as to assess forest biomass carbon, gross
primary productivity, leaf area index and carbon sequestration rate, etc. Similarly,
hyperspectral remote sensing is used for forest leaf biochemistry, spectral species
identification, and forest health assessment. Advanced geospatial technologies like
microwave and lidar are being effectively used nowadays for forest density, height,
and volume estimation, which are indispensable for working plan preparation. All
these inputs are very key for policymakers for strategic planning and preparation
of management plans, working plans, and planning social forestry activities. In this
chapter, we provide a review of the various geospatial technologies mentioned above
that can be utilized effectively for forest resource assessment, management, and
monitoring.
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28.1 Forest Cover Mapping, Density Assessment,
and Monitoring

Monitoring the forest cover involves its changes during the course of time either
in density or cover transformation. Multi-temporal remotely sensed (RS) dataset is
an ideal tool to discriminate areas of land cover change between dates of imaging
(Dalmiya et al. 2019; Stehman and Foody 2019). RS data has been widely used to
inventory forests, wherever up-to-date information about its spatial occurrence is
not available. Early effort to map Indian forests at national level was attempted on
1:1 million or 1:250,000 scale using visual interpretation of false-color images of
Landsat MSS data based on canopy closure during 1972–75 and 1980–82. Forests
were mapped into three classes closed (above 40%), open (10–30%) and mangrove
based on canopy closure (NRSA 1985). Forest Survey of India (FSI) also used a
comparable method for forest mapping during 1981–83 on 1:250,000 scale subse-
quently, in which, below ten percent canopy cover is classified as scrub contrary to
NRSA’s nonforest category (FSI 2003). Experiences gained from these studies have
evolved into a national program to monitor vegetation cover biennially by means of
satellite RS data by FSI. Arrival of better RS resolutions satellite-like Resourcesat 1
and 2 data facilitates the new classification scheme at FSI into three forest canopy
classes as open, moderately dense (40–70%) and very dense (canopy density more
than 70%) (FSI 2019). A new category of Tree Outside Forest (TOF) is also included
in the census to cover the trees lying outside the notified area. Methodologies for
FSI’s forest cover mapping are in continuous process of improvement keeping in
pace with the technology and total inventory of every cycle is enhanced by delin-
eating the difference from the previous cycle. As per the latest FSI (2019) census, the
total forest and tree cover is 24.56% of the total geographical area of India, of which
forest cover is 21.67% and the TOF is 2.89%. FSI’s biannual mapping of national
forest cover is an efficient way to monitor forest cover and its changes. Recently the
availability of very high-resolution satellite imagery (WorldView-2, WorldView-3,
GeoEye-1, IKONOS, and Quickbird-2) in panchromatic (0.3–1 m) and multispectral
mode (1–3 m) is being used for detailed forest cover mapping with more than five
density classes. Varghese and Suryavanshi (2017) carried out forest cover change
analysis study in Melghat Tiger Reserve (MTR), Maharashtra (India) between 1999
and 2016 to understand the effect of the translocation of settlement from the reserve
area to outside. Forest cover change in MTR shows that nearly 69.31% of the area
i.e., 1429.27 km2 area falls under no change category. In 27% of the sanctuary area
(27.83%) vegetation cover is improved and in 2.85% of area it is decreased. Positive
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Fig. 28.1 Forest cover change analysis in Melghat tiger reserve during 2001–2016

changes were observed in MTR with respect to increase in vegetation cover mainly
because of the translocation of settlement from the reserve area to outside (Fig. 28.1).

Optical or SAR (Synthetic Aperture Radar) sensor is appropriate for deriving
details regarding forest cover, but the cloud cover limits optical sensors usage during
rainy days where SAR data can be utilized (Sinha et al. 2015). The capability of
SAR to penetrate inside forest canopy makes it possible to collect more structural
information about the forest density than that of optical data and provides a better
accuracy (Varghese and Joshi 2015).

Varghese et al. (2016) analyzed the possibility of employing various radar
polarimetry decomposition methods in forest density slicing along with other
land cover features. Among the various target decomposition theorems employed,
Yamaguchi4 component decomposition provided a better accuracy of 92. 86% tailed
byVanzyl decomposition (92. 57%) byusing support vector classifier (SVM). Similar
results were obtained for decompositions based on Risat one hybrid pseudo polari-
metric data for Yamaguchi 4-component decomposition (Fig. 28.2) and Van Zyl
decomposition (72.43% each) (Varghese and Suryavanshi (2014). This study infers
that SAR data has substantial potential for assessing forest canopy density in tropical
forests.
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Fig. 28.2 Forest density
classification of Madav NP
generated from Risat-1
pseudo-polarimetric
Yamaguchi4 decomposition
method using SVM classifier

28.2 Forest Type Mapping and Monitoring

To prepare a plan for conservation of species or population, one of the important steps
is to categorize all distinguishable ecosystems occurring within the area (Varghese
1997). One way of doing it is through identifying all distinct vegetation types in the
area since the plants being the primary producers’ influence and choose the fauna
(consumers) of the region (Nair 1991). Champion and Seth’s (1968) revised forest
type classification is the generally followed scheme in India, which categorized forest
into five main groups on climatic factors. These main groups are again separated
into sixteen type groups and these type groups are further classified into numerous
subgroups and finally into 202 forest types and subtypes.

Initial forest type map of India on 1:1 M scale using IRS-1CWiFS was generated
by Indian Institute of Remote Sensing (IIRS) with 22 vegetation classes (IIRS 2004).
A forest type map of India was brought out by FSI in the year 2009 (FSI 2009) based
on IRS 1D LISS III data of 2002 on 1:1 M scale. NRSC generated a very detailed
vegetation type map of India (1: 50,000) from IRS LISS-III data based on visual
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Fig. 28.3 Very detailed vegetation type map of Peppara WLS prepared from IRS P6 LISS IV data

interpretation method and this map is the most comprehensive one developed for
India so far with a precision of 90% (Roy et al. 2012; Roy et al. 2015). Reddy
et al. (2015) delineated forest types of India by using IRS Resourcesat-2 AWiFS
data based on elevation, climate, phenology, and floristic to match with prevailing
global and national classification legends. Varghese et al. (2010) prepared a very
detailed vegetation type map of Peppara wildlife sanctuary (WLS) based on IRS
Resorcesat-1 LISS IV imagery for niche level mapping of threatened tree species
(Fig. 28.3).With the advent of very high-resolution satellite imagery in panchromatic
and multispectral mode, a very detailed forest type maps can be prepared nowadays
(Hościło and Lewandowska 2019).

28.3 Social Forestry and Agroforestry

The main objective of the social forestry is promoting plantations in rural areas to
supply the rising needs of wood, firewood, cattle feed, etc. for rural populations,
thus reducing their dependence on the protected forest land. The main problem in
implementing the social forestry activity in India is the absence of data on where
to implement and what to implement or their suitability location. Latest data about
the roads, canals, and railway lines and their length and breadth in conjunction
with the anthropogenic pressure and nearness of notified forest land, etc. are the
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important information needed for the application. The availability of very high-
resolution satellite data of IRSCartosat series, the generation of the above parameters
nowadays can be prepared easily. The suitability for social forestry plantations in the
form of linear or block can bemodeled successfully using geospatial technologywith
the relevant thematic database like soil, slope, land use/land cover, etc. (Suryavanshi
et al. 2015). Varghese and Suryavanshi (2016) conducted a study to identify suitable
areas for social forestry activities in Maharashtra. Suitable sites for linear (road,
rail, canal side) and block plantation were derived by using criteria-based modeling
in GIS (Fig. 28.4). Criteria involve road, rail, canals (for linear plantations), land
use/land cover (site identification for block plantation using wasteland category) soil
texture, depth (for species selection), slope (below 15°), distance to notified forest,
and village wise socio-economic data (population and no. of job cards holders to
prioritize the areas). By integrating the database a customized standalone software,
SOFIS (Social Forestry Information System), is developed for identification and
management of social forestry activities.

Agroforestry is the planned incorporation of woody perennials (trees, shrubs,
palms, bamboos, etc.) into cropland and animal farming schemes to generate ecolog-
ical, financial, and societal profits (ICRAF 1993). Geospatial technology can be
applied to site suitability assessment for various agroforestry activities as well as
for the inventory and monitoring of the existing agroforestry classes (Ahmad and

Fig. 28.4 Suitable areas for social forestry plantations in Ashti taluk of Wardha district, Maha-
rashtra
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Goparaju 2017). In one of the studies (Ahmad et al. 2020), geospatial technology is
utilized for the tree cover estimation, agroforestry suitability analysis, present and
future (2050) climatic agriculture susceptibility, proportion of people living below
poverty line to recognize potentiality, and the critical multidimensional relationship
among them. One of the major problems facing agroforestry mapping is the lack of
adequate procedures for demarcating the area in a mixed farm where a tree mixing
varies significantly with crops. To tackle this problem, NRSC/ISRO in collaboration
with FAO is carrying out a collaborative project to map the different agroforestry
classes of Indian region using high-resolution satellite images with machine learning
techniques (Jha et al. 2022).

28.4 Forest Working Plan Preparations/Revision

Forest working plans (WP) are the tools for technical forest conservation and admin-
istration, which are prepared/revised every ten years in India. They are valuable in
appraising the current position of natural resources, evaluating the effect of past
management activities, and determining the future actions to realize the purposes
of the working plan. The WPs are revised for every forest division with five to ten
percent sampling from the field. This sampling from the fieldmay takemore than two
years, hence generating inputs for WP is tiresome, time-consuming, and are based
on ocular estimation (Rao et al. 2006). The aforesaid work is allocated to various
officials with different skill sets, so the outcome may be highly scientific. Some of
the primary inputs for WP preparation like forest type, density, stand height, stand
volume, fire frequency slope, soil, etc. can be realized rapidly and precisely through
geospatial technology (Rao et al. 2007). Based on these primary inputs secondary
inputs like treatment types and suitability for various silviculture operations can be
derived with limited ground-based information. First requirement of WP revision is
the demarcation of treatment classes. All the compartments need to be separated into
different treatment types based on the capability of that land unit for the purpose of
explicit silvicultural activity. Delineation of working circles (WC), felling series, and
coupes can be generated based on the majority and continuity of treatment classes
in the division. WC is defined as a forest area planned with a specific objective,
and function for one silvicultural scheme of working plan treatment. In some situa-
tions, WC may overlap with more than one silvicultural system. So, the generation
of management map for afforestation WC, Selection-cum-Improvement WC, Non-
wood Forest Produce WC, protection WC, teak plantation WC, Plantation WC (Rao
et al. 2007), etc. can be delineated using geospatial technology. The poor correla-
tion between stand tree height and stand volume with optical data can be overcome
by the use of SAR and lidar technology. The examination of DLR SAR data of L
band exhibited comparatively good sensitivity and correlation of radar backscattering
coefficient with tree stand density and stand volume forHH (r2 0.75) andHV (r2 0.71)
polarizations (Varghese et al. 2011). Varghese and Suryavanshi (2018) demonstrated
that geospatial technologies in combination with forest ground measurement data
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Fig. 28.5 Suitable areas derived for the zonation of different working circles, felling series, and
coupes in West Nashik forest division, Maharashtra

can be effectively used for the preparation of different inputs for theWPs (Fig. 28.5).
Generation of treatment types; separation of WC for various silvicultural opera-
tions, etc. can be generated with a better precision, timeliness, and cost-effectiveness
with geospatial technology than the conventional method (Varghese and Suryavanshi
2018). The usage of SAR and lidar technologies further reduce the dependence of
ground-level measurements in WP preparation.

28.5 Monitoring of Afforestation/Deforestation
and Encroachment

Forests deliver numerous environmentally, economically and societal tangential
and non-tangential benefits to the humans like species and genetic diversity, water
supplies, nutrient cycling, soil conservation, and greenhouse gas balancing (Rao and
Pand 2001). RS gives a systematic synoptic view of earth surfaces at regular time
intervals which are useful for analyzing rate of deforestation or reforestation and
drivers of change at global as well as regional scales. Intergovernmental Panel on
Climate Change recommends the usage RS data in combination with ground truth
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data to evaluate the forest, carbon stocks, and its variations (Zhu and Woodcock
2014; Sirro et al. 2018). Earlier works mapped forest mainly based on low-resolution
RS data (300–1 km) (Coppin et al. 2004; Hansen 2000), this has limited utility at
regional scale (Coppin et al. 2004). Subsequently, with the arrival of Landsat 30 m
resolution and 25 m resolution PALSAR-based datasets (Chen 2015; Gong 2013;
Shimada 2014), a number of time sequence forest change analysis methods and
outputs have been established by the use of automated/semi-automated procedures
(Banskota 2014; Mitchell 2017). In time series and large scales analysis, supervised
classifiers like SVM, boosting tree (SGB), decision tree, and random forest (RF)
(Huang 2002; Pandya and Pandya 2015) are better than unsupervised and object-
oriented techniques. L-band SAR data exhibits better capability in monitoring forest
cover changes because of its penetration capabilities to distinguish woody vegetation
and insensitivity to cloud coverage (Reiche et al. 2013). Reddy et al. (2016) assessed
nationwide change in natural forest cover for last eight decades and showed that the
current rate of gross forest loss in India is very low at 0.05% owing to effectiveness
of conservation measures taken at national level.

28.6 Forest Right Act (2006) Implementation

Indian Forest Rights Act—2006 (FRA-2006) is to identify and legalize the rights
of forest-dwelling people who are staying in forest for generations. In this context,
FRA-2006 envisages legalizing the rights of these forest-dwelling people in their
land who have been residing in forest before 13 December 2005. In many of the
states, the dependable data concerning the occupancy details of land previous to the
cutoff date are not available thereby creating a major problem in ascertaining the
claims for rights over the land. In this context, the real qualified persons are facing
difficulties in claiming the rights, and on the other hand lot of false claims are also
coming up. Remote sensing technology with its wealth of time-stamped archival
data sets in high-resolution will provide good solution for this problem. To tackle
this problem, Mani et al. (2020) developed standalone software integrated with IRS
Cartosat1 and LISS IV data of the dates before 13th December 2005 and thereafter to
understand the status of the forest cover. Notified forest boundary, village boundary,
and cadastral maps were also integrated into the software with facilities like locating
place with geographic coordinates, area estimation, toggling the images between
dates for FRA dispute analysis and implementation (Fig. 28.6).

28.7 Forest Fire and Risks Mapping

One of the most complex problems that the tropical forests face, particularly in
deciduous forests, is the recurrent incidence of fire. It is a well-known fact that fire
caused extensive damage in the forest ecosystem quantitatively and qualitatively
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Fig. 28.6 Software developed for FRA-2006 implementation a console with forest boundary b
cadastral boundary c LISS IV data of 2004 d LISS IV data of 2017

(Bright et al. 2019; Reddy 2020; Halofsky 2020). Indian National working plan
code (2014) specifies to carry out fire frequency and burned area mapping for fire
vulnerability identification for working plan preparation/revision. Geospatial tech-
nology is an effective tool in pre, active, and post-fire ecology management through
various applications. Generation of fire-prone areas, fuel mapping, monitoring active
fire locations, assessment of burn scar & its severity, and monitoring of the impact
of fire & its recovery on flora are some of the applications (Varghese and Surya-
vanshi 2017; Axel 2018; Szpakowski and Jensen 2019) in this regard. Planning for
employing preventive measures for fire necessitate fire risk prioritization based on
scientific data. Fire-prone area can be prepared to forecast the area of fire initiation,
its propagation, and the potential damages of fire occurrence. Fire-inducing factors
like vegetation density, slope, aspect, elevation, weather conditions, proximity to
village & road, NWFP collection areas, etc. are the inputs needed for modeling fire
risk zones and their prioritization (Prasanth et al. 2009). Generally employed model
for fire progression simulation is FARSITE (Finney 1998) in which the inputs are
surface fuel conditions, elevation, aspect, slope, crown base height and bulk density,
cover density and height, crown bulk density, and meteorological parameters.

Another method to identify fire-prone areas is the fire frequency analysis based
on mapping of fire scars from satellite data, which can be derived through visual
interpretation or digital classification. Various spectral indices (SI) are developed
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for the detection of burn scar and fire severity analysis based on the combination
of visible, near-infrared, and shortwave infrared domains of the electromagnetic
spectrum. Burned Area Index (Martin et al. 1998), Normalized Burn Ratio (Key et al.
2006), Normalized Difference Moisture Index (Wilson et al. 2002), Burned Area
Index Modified–LSWIR (Martin et al. 2006), Burned Area Index Modified-SWIR
(Martin et al. 2006), Mid Infrared Burn Index (Trigg and Flasse 2001), Tass Cap
Brightness, Tass Cap Greenness, Tass Cap Wetness WET index (Crist and Cicone
1884; Crist 1984) and Global Environmental Monitoring Index (Pinty et al. 1992)
are some of the commonly used SIs. Figure 28.7 shows the BAI image derived from

Fig. 28.7 a BAI image of Landsat-8 OLI b Burned area extracted from BAI image in Vidarbha
region of Maharashtra, India
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Fig. 28.8 Fire frequency map of MTR prepared by fire scar mapping of 7 years Landsat series data

Landsat 8-OLI satellite data (2018 April) and the fire scar discriminated from the
BAI image by thresholding method (Fig. 28.7) in Vidarbha region of Maharashtra.

Varghese and Suryavanshi (2017) derived fire frequencymap ofMTRbased on the
fire scar mapping of the temporal Landsat data during fire sessions (January–June)
for seven years (Fig. 28.8). Fire frequency analysis shows that an area of 0.52% of the
reserve was burned all seven years followed by 1.49% for six times, 1.88% for five
times, 2.70% for four times, 5.80% for three times, 18.03% for two times, 34.31%
for once and 35.27% remains unburned all these seven years (Fig. 28.8). To reduce
occurrences of forest fire, propermanagement of fire is highly importantwhich entails
identification of suitable areas for watchtowers, fire closure areas, grazing closure
areas, and fire lines (Varghese and Krishnamurthy 2006). Forest fire watchtowers at
vital points provide a better view, efficient communication system, and flexibility to
arrive at the fire locations in faster way, etc. are the significant factors for successful
fire protection and management. Existing fire watchtowers do not cover the entire
area of MTR for monitoring the incidence of fire. Identification of suitable sites for
locating new watchtowers has been done by integrating and modeling of forest fire
frequency map, existing watchtowers, and viewshed analysis in GIS. Based on these
results watchtowers were divided into three categories—newly suggested, retainable,
and removable (Varghese and Suryavanshi (2017) (Fig. 28.9).
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Fig. 28.9 Proposed Forest fire watchtowers of MTR derived from fire frequency, fire-prone areas,
and viewshed analysis

Active fire detection needs a high temporal resolution RS data to monitor ongoing
fires and the remote sensing systems used for this purposes are Environmental
Satellite (GOES), Geostationary Operational Advanced Very High-Resolution
Radiometer (AVHRR), Visible Infrared Imaging Radiometer Suite (VIIRS), and
MODIS (Schroeder 2014, 2016; Giglio 2006). Data from MODIS Terra and Aqua
sensors are the main source of inputs for the identification of active fire locations
over the past two decades because of their customized channels for fire monitoring
and high temporality. Indian Forest Fire Response and Assessment System (Inffras)
established at NRSC is based onMODIS andDMSP-OLS sensors (Kiran et al. 2006).
Inffras alerts contain all thermal anomalies noticed by the sensors regardless of the
administrative boundaries where it falls. FSI, making use of this facility, broadcasting
the fire alerts within the forest area. Since 2017, FSI initiated the broadcasting warn-
ings gained from SNPP-VIIRS sensor, which has a good resolution (375 m× 375 m)
in relation to MODIS (1 km × 1 km). FSI’s Forest Fire Alert System (FAST 3.0)
broadcasting the warning within the notified forest area and filters out all other fires
(FSI 2017).
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28.8 Biodiversity Assessment and Monitoring

RS platforms with their advanced sensors can assess the various signatures of
ecosystem health called essential biodiversity variables (EBV). EBV is catego-
rized into six classes species population, species trait, community composition,
ecosystem structure, ecosystem function, and genetic composition. Of these six
EBVs, remote sensing can address five classes and genetic composition requires
ground-level studies. Biodiversity can be quantified inmultiple dimensions like taxo-
nomic, functional, phylogenetic, and spectral diversities. Of these, spectral diver-
sity can be directly generated using RS data in many different ways. Whittaker
(1960, 1972) classified biodiversity across space in community ecology as α diver-
sity (species diversity within communities) and β diversity (variation in species
composition among communities). Gamma diversity is the diversity of a whole area
contributed by α- and β-diversities. Spectral diversity is the spatial variation in spec-
tral reflectance (Rocchini et al. 2010; Gholizadeh et al. 2018a, 2018b; Wang et al.
2019). To derive spectral diversity, the pixels of an RS imagerymust be almost equiv-
alent or lesser than the plant canopies in the area of measurement (Wang et al. 2018)
to gather straight, spatially clear approximations of α, β, and γ -diversity (Féret and
Asner 2014). Theoretically, spectral diversity metrics can be related to taxonomic or
phylogenetic components by mean spectra of the species concerned. The same way
functional diversity can be discerned by absorption features for specific chemical
traits or other pant features that can be identified in the spectral bands. Jha et al.
(2019) used Airborne Visible and Infrared Imaging Spectrometer (AVIRIS) hyper-
spectral data in the discrimination of species and α-diversity at community level
with a moderate accuracy (60%). Derivation of biodiversity to the species level is
very tough because its accuracy depends upon different factors as well as RS reso-
lutions (Diamond 1988). Hence, the alternative methods are the assessment of the
indicators or other surrogate components, according to the spatial scale or grain,
which have direct influence on biodiversity (Menon and Varghese 2000). A national-
level assessment of biodiversity richness was undertaken for the first time in India
using spatial data on 1:50,000 scale to identify and map potential biodiversity-rich
areas in the country (Roy et al. 2015). This study has documented the vegetation
type, landscape metrics relevant to biodiversity, disturbance sources, and richness
(biological) for the Indian region. In another ongoing study, Reddy et al. (2021) used
satellite-derived descriptions on vegetative composition, phenology, plant functional
types, spatial patterns of vegetation to identify a set of variables that are significant
to answer both spatial and ecological questions on the compositional, structural, and
functional aspects of biodiversity at the community level.
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28.9 Species-Niche Relationship Modeling

Each species needs a set of biotic and abiotic settings for its survival and repro-
duction and these necessities describe its ‘niche’ (Goodall 1970). The fundamental
niche is the optimum conditions of these requirements and the realized niche is
typically a more limited region of this space without other biotic competitions
(Hutchinson 1957). Species with wide niche breadth is called a generalist and narrow
niche breadth is called a specialist. A lot is known about the general necessities of
several species but no species niche has been entirely described. Commonly two
GIS modeling approaches are in use for niche modeling: inductive and deductive
methods. Deductive approach uses known species ecological requirements, from
literature or expert opinion, to extrapolate suitable areas from the environmental
variable layers in the GIS database (Corsi et al. 2000). In inductive approach, the
ecological necessities of the taxa will be derived from the areas in which it occurs
based on the presence-absence data or abundance data and extrapolate to a wider
area (Skidmore 2002). Generalized linear or additive models (logistic or Poisson
regression), artificial neural networks, classification and regression trees (CARTs),
and genetic algorithms are some of the inductive methods used for the suitability
assessment. Biomapper, openModeller, Maxent, DesktopGARP, etc. are some of the
standalone modeling packages useful for this purpose. Inductive models are possibly
more precise than rule-based or literature-review-based models but they necessitate
gathering of lot of field observations of the species concerned. Varghese et al. (2010)
classified the fundamental and realized niches of threatened trees of Peppara WLS
based on inductive modeling using the locational data of the species and the thematic
database like forest type, altitude, slope, aspect, soil, mesic and riparian conditions,
disturbance regime (Fig. 28.10).

The ecological requirements of each threatened tree species were derived along
with the hotspots of threatened species (Fig. 28.11) and critical habitats to be
conserved. Habitat specialists and generalists were also derived from the study from
the phytosociological data collected along with threatened species.

28.10 Leaf Area Index (LAI) Measurement

LAI is an important biophysical parameter affecting the biological process of an
ecosystem like photosynthesis, transpiration, and energy balance and is an essential
input for numerous ecological models (Bonan 1993). There are two main types of
methods to derive LAI using RS data, empirical and physical methods, of these the
first one is based on the association between LAI and RS data, and second one is
based on canopy radioactive transfer (RT) models (Atzberger et al. 2015). Empirical
approaches are specific to location, time, vegetation, and RS sensors (Tillack et al.
2014). Physics-based methods depend on the radiative transfer (RT) models which
abridge the information of the physical progressions that happened to the photon
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Fig. 28.10 Niches of threatened tree species of Peppara WLS

transference in forest structure (Strahler 1997), hence, this method can be used for
different circumstances (Myneni et al. 2002; Deng et al. 2006). RT models are clas-
sified into one-dimensional and three-dimensional models based on its capability to
discern canopy layer as such or individual tree canopies separately. The canopy archi-
tecture of each forest type differs depending upon the biome to which they belong,
hence no single RT model suits to cover all forest canopies. So, each vegetation type
requires its own RT model to estimate the LAI (Yao et al. 2008). Empirical models
are easier to implement and an ideal tool for relating field-measured LAI to spectral
vegetation indices or remote sensing data channels. Mani et al (2017) developed
empirical models for Landsat-8 OLI and IRS Resourcesat Awifs sensors using step-
wise multiple linear regression of the monthly LAI measured from the field (Teak
forestTectona grandis) and spectral vegetation indices derived from the satellite data.
The field-derived LAI of Tectona grandis ranges from 0.19 (April) to a maximum of
5.01 (October). These models provided comparatively good r2 values with Landsat-
8 OLI (0.85) and AWiFS sensors derived LAIs for teak forests of Central India
(Fig. 28.12). In another study, Padalia and Varghese (2010) derived LAI of tropical
dry deciduous Shorea robusta forest of India using the spectral vegetation indices
of narrow spectral bands of Hyperion hyperspectral data. The field-derived LAI of
Shorea robusta ranges from 1.9 to a maximum of 4.3. Optical band ratios selected for
LAI estimation from cross-correlation analysis from this study are 518− 671/518+
671 (r2 0.84) followed by 528 − 671/528 + 671 (r2 0.82) and 538 − 671/538 + 671
(r2 0.82).
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Fig. 28.11 Hotspots of threatened tree species in Peppara WLS

28.11 Primary Productivity

Forest vegetation sequester carbon dioxide from the atmosphere, use it in its phys-
iologic system, subsequently store it as biomass, and ultimately release it into the
soil as organic carbon. So, carbon management in the forest ecosystem is one of the
most important factors in the context of increasing greenhouse gases emission and
mitigation of global climate change. For this, one of the vital parameters to assess
forest ecosystems is their primary productivity. Mainly two categories of models are
used to derive gross primary productivity (GPP) using remote sensing techniques,
first, one employs models based on the maximum light use efficiency. Some of the
examples are VPM (Xiao et al. 2004)MODIS-GPP algorithms (Running et al. 2000),
CASA model (Potter et al. 1993), GLOPEM (Prince and Goward 1995). The second
category GPPmodels are TG, VI (Wu et al. 2010), GR (Gitelson et al. 2008), etc. The
bottleneck of first categorymodels is the requirement ofmany groundmeteorological
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Fig. 28.12 LAI of teak forest of Central India derived from stepwise multiple linear regression of
Landsat-8 OLI satellite data and ground-based LAI measurement

observations but provides a better accuracy. Themain problem of the second category
models is the relationship between GPP and the used model parameters could not
be explained explicitly and the estimates give less accuracy. Varghese et al. (2015)
analyzed the GPP of Central Indian deciduous forests usingMODIS-GPP algorithm,
VPM and TGmodels, and derived seasonal patterns of GPP, analysis of the variation
of GPP in different forest types and densities. Estimated GPP for Central Indian
forests using different RS models are 914.47, 2.50 gC/m2 (Annual sum and mean,
respectively), 638.44, 1.75 gC/m2, and (161.74, 0.44 gC/m2) for MODIS, VPM, and
TG models, respectively. This study found out that VPM model gives a better accu-
racy in GPP estimation when compared with eddy covariance tower derived GPP
(Fig. 28.13).
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Fig. 28.13 GPP of central Indian states derived using vegetation photosynthesis model

28.12 Biomass and Volume Assessment

Forest biomass comes around 45% of the terrestrial carbon stock and 31% of total
carbon sink (Le Quéré 2017) and plays a vital part in balancing the global carbon
cycle. Above-ground biomass is mainly estimated by traditional field measurements
(West 2015) or remote sensing methods (Lu 2006) using optical/microwave regions.
Radar has the capability to enter into the forest canopy and interact with the main
biomass components such as trunks and branches and its backscattering strength
increases as forest biomass increases according to its wavelength. Mainly statistical
regressionmodels are using the inventory sample data and remote sensing parameters
to derive biomass or volume. A comprehensive documentation of the relationship
between SAR C and L bands backscattering coefficients and forest stand parameters
has been given by Varghese et al. (2011). Linear correlation of the single-channel
SAR derived backscattering coefficient with the field measured means registered a
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good correlation between L HVwithstand volume (r2 = 0.71) (Fig. 28.14) and L HH
with stand density (r2 = 0.75).

Nowadays to describe the complex nonlinear relationship between forest biomass
and RS inputs, machine learningmethods like decision tree, K-nearest neighbor, arti-
ficial neural network, and support vector machine are used (Li et al. 2020). Tushar
et al. (2009) documented the present carbon stock, rate of carbon sequestration,
potential sites for carbon sequestration in Nagpur District of Maharashtra using
stratified random sampling of the vegetation, optical remote sensing data, and eddy

Fig. 28.14 Forest stand
volume estimated for parts of
Tadoba National Park using
DLR-SAR data
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Fig. 28.15 Potential areas for carbon sequestration in nagpur district using afforestation, forestry
and agricultural models

covariance tower. The potential area for up-scaling carbon sequestration by various
forestry, afforestation, and agricultural practices is also explored in this study by inte-
grating soil, land capability, and modeling in GIS (Fig. 28.15). LiDAR is the recent
technology and pragmatic substitute to conventional field method for stand density,
volume, and above-ground biomass estimation apart from optical and SAR data for
production forestry. LiDAR’s capability to deliver detailed three-dimensional vege-
tation structure is valuable to derive biomass, volume, and height-related parameters
(Chan 2021) in a much better way.

28.13 Summary

Last few decades show that geospatial tools are indispensable in forest inventory,
management, and monitoring at global or regional scale. The emergence of very
high-resolution, high temporal, and spectral remote sensing sensor datasets provides
very detailed information about the forest to its species level for management. Radar
and lidar technologies usher the foresters to a new path for forest mensuration which
revolutionized the silviculture andmanagement practices in forestry. The freely avail-
able temporal satellite data catalogs made the geospatial applications more user-
friendly, affordable and to better manage the environmental challenges of the next
few decades. The development of new analytic methods in remote sensing data
processing using artificial intelligence and deep learning techniques enhanced the
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capabilities of geospatial technology in understanding forest structure, function, and
ecological processes.
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Chapter 29
Earth Observation Data
for Spatio-Temporal Analysis of Land
Cover Changes Within Notified Forest
Areas

Niraj Priyadarshi, Dibyendu Dutta, V. M. Chowdary,
and Chandra Shekhar Jha

Abstract Time-series satellite data provide vital input for effective and accurately
monitoring land cover change and assessment of vegetation condition on the land
surface. Land cover change can be easily detected by any changes in temporal profile
and pattern in long-termEVI data. Snapshot satellite image-based (two-date ormulti-
date) land cover change detection approach is in existence for quite a long time
and is successful, though, snapshot image-based approaches have limitation such as
temporal resolution, cloud cover etc. Therefore, in recent time, availability of huge
dataset especially long-term satellite data provides the opportunity to study vegeta-
tion dynamics and accurately observing natural resources. In this study, analysis of
temporal pattern to identify change in land cover based on Wavelet transform (WT)
technique and statistical approaches (Mann–Kendall test and Sen slope’s method)
in time-series Moderate Resolution Imaging Spectroradiometer (MODIS) Enhanced
Vegetation Index (EVI) data for the period of 2005–2014. The Mann–Kendall (MK)
test is used to detect monotonic trends and the Sen’s slope estimate the magnitude
of existing trend in long-term EVI data. Multi-temporal MODIS EVI time-series
of the MOD13Q1 global products with 250-m spatial resolution was used for the
period 2005–2014 and temporal pattern was analyzed to identify change on Earth
surface. The results from this study can serve guideline for accurately monitoring
and sustainable strategies for conservation of green cover in study area.
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29.1 Introduction

Time-series satellite data provide vital input tomonitor land cover change and assess-
ment of vegetation condition on the ground (Jung and Chang 2015). Land use land
cover change directly influence ecosystemprocesses, biodiversity and climate change
(Fung 1990; Lambin and Strahler 1994). Ecosystem prediction models utilized
historical climate data along with land cover change to predict change in temporal
profile/path (Priyadarshi et al. 2020; Quaye Ballard et al. 2020). Continuous anthro-
pogenic changes on Earth surface may influence the global properties with unidenti-
fied impact on the environment (Boriah et al. 2008; Kayet et al. 2016; Quaye Ballard
et al. 2020; Li et al. 2018). Evidences shown by researchers about the influence of
deforestation, degradation, mining, urbanization and conversion are mainly farm-
land to build up, forest to agriculture on local to regional vegetation over central
India (Priyadarshi et al. 2020; Singh and Jeganathan 2016; Srivastava et al. 2013;
SFR 2019; Ahmad and Gopraju 2017). Hence, there is requirement to study land
cover change detection problem to address the dynamics of climatic condition and
ecosystem.

The change detection problem is widely used in various areas mainly signal
processing, control theory and statistics (Inclan and Tiao 1994; Gustafsson 2000; Lai
1995). There is available huge archive of remote sensing satellite data where these
techniques fail to handle high dimensional satellite time-series data (Boriah et al.
2008). Hence, it provides opportunities to develop robust and efficient algorithm to
handle these long-termdatasets. Time-series is oneof the class in spatio-temporal data
which play very crucial role in various applications such as electrocardiogram (ECG),
climate studies and stocks price (Fu 2011). Time-series data is numeral (numerical
and continuous nature) of series of observation in due course of time organized in
sequential manner. Time-series data has large volume, high dimensionality and keep
growing the data size continuously. It has property to measure as a whole of series
data instead of in discrete value. Recently, increasing use of time-series data provide
us ample opportunities in data mining.

Time-series vegetation indices includes Normalized Difference Vegetation Index
(NDVI) and Enhanced Vegetation Index (EVI) can be obtained by satellite’s
sensors such as Thematic Mapper (Landsat TM), AVHRR (NOAA), MODIS
(TERRA/AQUA) etc. These vegetation index (VI) used to measure green vegeta-
tion over land surface and widely used in various remote sensing applications such
as vegetation phenology, LULC, monitoring of natural resource etc. (Beck et al.
2006; Boriah et al. 2008; Gu et al. 2009; Priyadarshi et al. 2020). MODIS vegetation
index data is useful for land cover change detection study because it has high revisit
ability and extensive spectral range particularly over tropical region where cloud and
atmospheric contamination is more.
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Satellite observation is cost effective and has larger coverage that consists land,
ocean and atmosphere which provide tremendous scope to study the dynamics of
land cover change (Lunetta et al. 2006). Time-series satellite data provides us many
imageries which perform as monitoring schema for repeatable vegetation index and
help to detect changes that takes place over the ground surface (Jong et al. 2012).
Previously, various change detection methods/approaches such as Principal Compo-
nent Analysis (PCA), Tasselled Cap Transformation (TCT), Change Vector Anal-
ysis (CVA) etc. were applied to analyze land cover change detection problem but
selecting most suitable method is very difficult task (Lambin and Strahlers 1994;
Lu et al. 2004; Singh and Talwar 2014; Deng et al. 2008). Time-series analysis has
advantage to study temporal profile to detect changes in land cover over the ground
surface (Boriah et al. 2008).

The inherent noise and missing information are present in MODIS NDVI/EVI
due to clouds and poor atmospheric conditions (Priyadarshi et al. 2018; Lu at el.
2007). These noises reduce quality of data, introduce ambiguity, not compatible
with gradual process of vegetation and finally complicate/mislead the analysis of
temporal profile. Hence, it is compulsory to eliminate the noise from the time-series
vegetation index data for more accurate investigation of remote sensing application
such as land cover change studies (Abbes et al. 2018; Priyadarshi et al. 2018). There
are several techniques available to remove noise from time-series vegetation index
that includes threshold based, least-squares linear regression, Fourier based fitting
and Savitzky-Golay filtering methods (Priyadarshi et al. 2018).

In this study, Savitzky-Golay approach was used to eliminate/reduce noise in
time-series EVI data by preserving features and temporal pattern of the data set
such as relative maxima, minima and width (Chen et al. 2004). Further, analysis of
temporal pattern was to identify change in land cover based on Wavelet transform
(WT) technique along with Mann–Kendall test and Sen slope’s method in time EVI
data (MOD13Q1 global products with 250-m spatial resolution) for the period of
2005–2014. The Mann–Kendall method was performed to authenticate the signifi-
cance of trends whereas the Sen slope’s was used to estimate magnitude of the trend.
The results from this study can also serve as a guideline for effective monitoring and
management by the natural resource policy makers.

29.2 Data Used and Study Area

The Earth Observing System (EOS) provide us the platform to investigate how the
various vegetation covers are distributed globally and also to understand how vegeta-
tion contributes to the functions of Earth as a system (Didan et al. 2015). Vegetation
Indices (VI) provide vegetation information on the ground and MODIS MOD13
product of VI provides global vegetation data at different Vegetation Indices, (VI)
represents vegetation. MODIS provides vegetation index product at various time
interval such as 8 day, 16 day and monthly with different spatial resolution such as
250, 500 m, 1 and 5 km (Didan et al. 2015; Web Ref 5). These vegetation indices are
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widely used and analyzed by various researchers in remote sensing applications for
precise and regular observation of natural resource on land surface. The vegetation
index (NDVI and EVI) was obtained from MODIS VI data products where EVI is
considered better due to its enhanced sensitivity over high biomass on the ground
surface of Earth. MODIS sensor (TERRA/AQUA) is considered as enhanced sensor
compared to the AVHRR sensor (NOAA) due to its performance and has higher
spectral and spatial resolution (Neteler 2004). In this study, MODIS (MOD13Q1)
EVI data product with spatial resolution of 250 m at 16 day time stamp was used for
the period 2005–2014 for this study.

The highly undulating West Singhbhum district of Jharkhand state is the study
area covering nearly 100 × 110 km2 area (Fig. 29.1). The study area is having dense
forest and major land cover classes includes agriculture, barren land, build up, scrub
forest and deciduous forest. The study area has mining area with large deposit of
iron ore and has minerals such as Chromite, Magnetite, Kainite etc. It has a hilly area
with many hills along with rivers flowing through (Web Reference 6). The elevation
of study area has a mean altitude of approximately 244 m above mean sea level and
nearly 1400 mm is the average annual rainfall (Web Reference 1, 2, 3, 4).

Fig. 29.1 Map of West Singhbhum district of Jharkhand state (study area)
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29.3 Methodology

MODIS vegetation index provides EVI/NDVI time-series data tomeasure vegetation
over the ground surface.EVIdata has utilizedunder this study sinceEVIhas enhanced
sensitivity in the high biomass area. EVI has advantage of not getting saturated
during the process of observing Earth surface with high concentration of chlorophyll
(Priyadarshi et al. 2020; Abera et al. 2018; Abbes et al. 2018). Time-series EVI data
was utilized for this study and computed as follow,

EVI = g ∗ nir − red

nir + c1 ∗ red − c2 ∗ blue + l
(29.1)

where nir, red and blue surface reflectance after atmospheric correction, g = 2.5
(gain factor), l = 1 (soil adjustment factor) and c1 = 6 and c2 = 7.5 are coefficients
that help in atmospheric correction condition to compute EVI value (Setiawan and
Yoshino 2010; Priyadarshi et al. 2020). The flowchart of land cover change detection
of proposed approach is shown in Fig. 29.2.

Fig. 29.2 Flowchart of land cover change analysis
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29.3.1 Reconstruction of EVI Data Using Savitzky–Golay
Filter

MODIS VI was generated by considering higher percentage of clear sky data to
minimize noise and also included Maximum Value Composited (MVC) method
(Holben et al. 1986). Still, low quality pixels and some noise occurred in time-series
EVI dataset (Lu et al. 2007; Setiawan and Yoshino 2010). The inherent noise and
missing information are also present in MODIS NDVI/EVI due to clouds and poor
atmospheric conditions. The Savitzky-Golay (SG) filtering method (Savitzky and
Golay 1964) was used for noise reduction and to generate a good quality vegetation
index i.e., EVI data. The SG filtering method uses polynomial function technique to
suppress disturbance,while preserves features of the data set such as relativemaxima,
minima and width (Kim et al. 2014; Priyadarshi et al. 2018). The SG filter method
was used to reconstruct raw vegetation index to smoothen long-term vegetation index
data and the equation shown in Eq. 29.2,

d∗
j =

∑k=m
k=−m fkdl+1

n
(29.2)

where f k is the filter coefficient at the kth vegetation data, d* is noiseless vegetation
data, m is the filter interval, dl+1 is the vegetation value at position l + 1 and n is
the number of convoluting integers with filtering window size (2m = 1) (Priyadarshi
et al. 2018).

29.3.2 Change Detection Analysis

Investigation of changes on Earth surface is performed in non-agricultural areas
using reconstructed high quality long-term EVI data for the period 2005–2014 in this
study. Land use land cover (LULC) map on 1:50,000 scale generated by National
Remote Sensing Centre (NRSC) was used to generate mask of water bodies and
agriculture areas. The water bodies were masked as due variation on water bodies,
fluctuation in water level and presence of turbidity may induce errors in investigation
of changedetection (Priyadarshi et al. 2020;QuayeBallard et al. 2020). Subsequently,
agriculture areas were also masked, as crop rotation and its seasonal variability may
also induce false change detection.

Long-term vegetation data is a sequential multiple real observations value at
specific time with equal time interval (timestamp) and was used for analysis of vari-
ability of any data variable for various remote sensing applications (Quaye Ballard
et al. 2020; Priyadarshi et al. 2020). The non-stational nature inherent property
present in time-series data and to handle non-stationary nature, various approaches
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and techniques were established to analyze for remote sensing applications (Rhif
et al. 2019). The Spatio-temporal method in frequency variations can be a possible
solution for characterization of non-stationary. In recent years, wavelet analysis in
time frequency domain is utilized for the characterization of non-stationary data
where it decomposes the signal into sub-signals as per frequency. The wavelet anal-
ysis is very efficient transformation since it has ability to retain the time–frequency
information of long-term data.

29.3.2.1 Wavelet Analysis

Wavelet Transform (WT) was performed in time-series analysis for studying vege-
tation variability, phenological information, LULC, monitoring of natural resource
(Quaye Ballard et al. 2020; Rhif et al. 2019; Priyadarshi et al. 2020). Wavelet trans-
form is utilized to decompose the signal into component sub-signal and represents
signal distribution in time frequency domain. It regulates scaling and shifting factor
of the mother wavelet while decomposition of signal is very effective to analyze
stationary and non-stationary long-term EVI data. Wavelet analysis does not assume
any incorrect distribution of long-term vegetation index data. The approximation
components (higher scale with lower frequency) eliminate the fluctuation and noise
variation present in time-series data and hence, provides the stable pattern such as
seasonal, annual and monthly means (Priyadarshi et al. 2020). The detail compo-
nents (low-scale and high-frequency) showed the localized, abrupt changes in the
long-term data (Quaye Ballard et al. 2020; Rhif et al. 2019; Priyadarshi et al. 2020).
In this study, smoother db5 Daubechies wavelet is utilized to analyze non-stationary
long-term vegetation index data for 2005–2014 period.

A wavelet is a mathematical functionψ s,t(x) which decomposes a signal into sub-
signal at different scales and it is obtained from mother wavelet ψ(x) using shifting
factor and dilations as shown in Eq. 29.3,

ψs,t (x) = 1√|s|ψ
(
x − t

s

)

, s, tεR, s0 (29.3)

where, ‘t’ is the shifting factor, ‘s’ is the scaling factor and 1√|s| is the normal-
ization. The scaling factor utilized to estimate compression, shifting parameter of
wavelet utilized to estimate time location and normalization utilized to confirm the
same energy at every scale of wavelet (Quaye Ballard et al. 2020; Rhif et al. 2019;
Priyadarshi et al. 2020). The wavelet transform has the ability to accurately identify
local characteristics in the non-stationary signal since duration of mother wavelet
ψ(x) function is very limited (Martinez and Gilabert 2009; Nalley et al. 2012; Abbes
et al. 2018). The wavelet transforms f (x) shown as follows,
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w f (s, t) =
+α∫

−α

f (x)ψs,t (x)dx (29.4)

A wavelet function decomposes long-term vegetation index data into sub-signal
at different scales and levels using Eq. 29.5 and equation is shown as follows

ψ j,k(x) = 2
j
2 ψ

(
2 j x − m

)
(29.5)

where m is the mth coefficient of wavelet and j is the jth level after decomposition.

Trend Analysis of Long-Term Vegetation Index Data

The Mann–Kendall (MK) test (Mann 1945; Kendall 1975) is used to detect mono-
tonic trends in long-term vegetation index data. It is non-parametric in nature and
works well for all distributions. MK test has the ability to automatically detect trend
(negative or positive) present in long-term EVI data. MK test has major advantage
that it is easy to estimate, robust and is able to handle noisy or missing data (George
andAthira 2020; Priyadarshi et al. 2020). TheMK test statisticT is shown inEq. 29.6,

T =
m−1∑

i=1

m∑

j=i+1

sign
(
y j − yi

)
(29.6)

where m is length of the dataset, j is time after time I, yj is observed value at j and yi
is observed value at i.

The Sen’s slope (Sen 1968) was performed to estimate the magnitude of the trend
in long-term data. It is non-parametric in nature and widely used due to its robustness
and able to handle noisy/error dataset. The SlopeQi is defined as (George and Athira
2020; Priyadarshi et al. 2020)

Qi = y j − yi
( j − k)

, i = 1, 2, . . . M, j > k (29.7)

For m values y in the long-term M = m(m − 1)/2 slope calculates Qi.
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Fig. 29.3 Profile of raw and smooth time-series EVI data for forest pixel

29.4 Results

29.4.1 De-noising Time-Series EVI Data

Long-term MODIS 16-day raw vegetation data has significant presence of noise.
These noisy pixels can directly affect and even greatly change the resultant output
and may also provide incorrect result. Hence, to avoid such anomalies, it required
to filter and reconstruct the time-series dataset for accurate analysis. The Savitzky-
Golay filter was performed to reconstruct good quality of time-series EVI data (noise
free) by suppressing the disturbance and preserving profile of a signal i.e., time-series
EVI data. Temporal profile of raw and smoothened data obtained after passing the
original EVI data through the SG filter is shown in Fig. 29.3. It can be observed
that reconstructed EVI data has high quality and it has also eliminated the noise and
deviation from the normal value (fluctuation such as peaks and drops) present in
long-term EVI data.

29.4.2 Wavelet Transform to Detect Land Cover Change

Daubechies wavelet (db5) was performed to examine the long-term 16-day EVI data
to recognize land cover change locations during 2005–2014 period for the study area.
The wavelet (db5) was selected for the analysis to detect all the approximation and to
compute the coefficients of variability existing in long-term EVI data. The wavelet
decomposition level of signal was identified and the trend analysis of the signal using
smoother wavelet (db5) was carried out. The Daubechies wavelet family is widely
used due to its ability to orthogonal and compact support for pattern analysis. The a1–
a6 indicates approximation components and the d1–d6 indicates detailed components
(Fig. 29.4). The approximation coefficient (a1–a6) represents inter-annual variability
while detailed components (d1–d6) present the abnormalities in the signal on 16-day
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Fig. 29.4 Wavelet decomposition representing negative trend in long-term EVI data (2005–2014)
where a and d indicated approximation and detailed components respectively



29 Earth Observation Data for Spatio-Temporal … 701

scale. The approximation and detailed components together provide the signatures
of inter-annual abnormality and seasonality and fluctuation present in dataset. The
smoother mother wavelet (db5) is easy to implement and preferred to carry out the
analysis since trend in long-term data is changing slowly and gradually over the time.

The trend analysis was performed over the approximation component a6 since
it is not affected by noise, abnormality and seasonality which are present in the
data. The noise and seasonality get eliminated by detail components (d1–d6) and
therefore, higher approximation series a6 has been selected form analysis (Fig. 29.4).
The wavelet transform has the ability to detect trend and does the analysis for land
cover change using time-series EVI data. The approximation components a6 was
considered for analysis of long-term EVI data and identified existing trend present
in data.

The Sen’s slope is performed to accurately estimate themagnitude of the identified
trend and slope Q is computed for either positive or negative trend in EVI data.

The Mann–Kendall test was performed on the approximation components (a6) to
detect significant trend in long-term EVI data. The confirmation of significance (MK
test) at 95% confidence level having conditions that if significant than hypothesis
H coefficients = 1; otherwise H = 0 and p-value (two sided) is less than 0.05. The
MK test can automatically identify the monotonic trend but is unable to provide
trend magnitude (slope). Hence, the Sen’s slope method was performed to estimate
magnitude of the trend which is identified by the MK test in long-term vegetation
index data. The slopeQ accurately estimated the net change occurred over study area
during 2005–2014. Figure 29.6 shows the magnitudes distribution over study area
either positive or negative slope computed using Sen’s slope method. A systematic
and repeated investigation was performed to identify optimal threshold by different
value of slope and determined that when slope (Q) extend across threshold value −
5 represent change on the ground surface. Figures 29.5 and 29.6 represents map of
change locations on the land surface (red color) with negative trends of study area
for the period of 2005–2014.

The results (change locations) come out using proposed methods were validated
using Google Earth images for analysis of land cover change studies (Fig. 29.6).
Figure 29.7 shows validation using Google images for various change locations
on the land surface detected using proposed method over study area during 2005–
2014. The six locations (box a–f in Fig. 29.6) in study area were shown using high
resolution ofGoogleEarth images (Fig. 29.7). In Fig. 29.7, locations a1–a2 represents
the box ‘a’ shown in Fig. 29.6 (a). Similarly, locations b1–b2, c1–c2, d1–d2; e1–
e2 and f1–f2 (Fig. 29.7) represents the boxes ‘b’–‘f’ respectively in Fig. 29.6. The
proposed method depicted about 363 pixels (locations) where about 289 (79.61%)
were actual change and about 74 (20.38%) were wrong change on the ground surface
through visual interpretation on the high-resolution image Google images. Hence,
the methodology developed under this study has the ability to reduce noise and to
identify change locations on land surface using long-term EVI data at regional scale.
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Fig. 29.5 The magnitudes distribution over study area either positive or negative slope. Negative
trend represent change on land surface

29.5 Conclusion

Wavelet analysis was performed to study inter-annual vegetation variations and to
detect land cover change in long-term EVI data at various temporal scale. Wavelet
based proposed approach has the ability to easily detect change in temporal profile in
long-term EVI data. Inherent noise present in the EVI data was reduced by Savitzky–
Golayfilteringmethod and the regenerationof goodquality long-termEVIdatawhich
is required for accurate and better analysis. The trend analysis was performed over
the approximation component a6 since it is not affected by noise, abnormality and
seasonalitywhich are present in the data. TheMK test was used to confirm the signifi-
cance of automatic identification ofmonotonic trendwhich is present in the long-term
vegetation index data. The Sen’s slope method was performed to estimate magni-
tude of the trend identified by the MK test in long-term vegetation index data. The
proposed method depicted about 363 pixels (locations) where about 289 (79.61%)
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Fig. 29.6 Change pixel locations of land cover of study area detected by proposed method

Fig. 29.7 Validation of change pixels (locations) a1–a2, b1–b3, c1–c2, d1–d2, e1–e2 and f1–f2
represents the boxes ‘a’–‘f’ shown in Fig. 29.6 respectively marked on Google Image
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Fig. 29.7 (continued)

were actual change and about 74 (20.38%)were false change identified throughvisual
interpretation on the high-resolution image Google images. The proposed method
allows us to identify changes in temporal profile and pattern whether it is gradual
and abrupt changes on land surface in long-term EVI data.
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Chapter 30
Impact of Land Use Land Cover on Land
Surface Temperature Over Alaknanda
River Basin Using Geospatial Techniques

Sachchidanand Singh, Lingaraj Dhal, Alka Yadav, and Mitthan Lal Kansal

Abstract Growing demand to satisfy human needs has been creating pressure on
natural resources. Natural Earth cover is also rapidly changing with human inter-
ventions. Land use and land cover (LULC) change and greenhouse gas emissions
influence the regional climatic conditions and, ultimately, the global climate system.
Land surface temperature (LST) has been considered as a key physical parameter for
studying regional and global climate change and its influence on different ecosys-
tems. In this study, the Moderate Resolution Imaging Spectroradiometer (MODIS)
satellite-derived products have been used to estimate the LSTDay and Night, LULC,
NDSI (Normalized Difference Snow Index), NDWI (Normalized Difference Water
Index), and NDVI (Normalized Difference Vegetation Index) over the Alaknanda
River Basin for the year 2001 and 2020. The results showed that in the last 20 years,
the Savanna region has grown by 352 km2 (3.4%), while croplands have shrunk by
approximately 231 km2 (2.3%). The mean day surface temperature was observed
to be 10.7°C in the year 2001 which decreased to 10.3°C in the year 2020. The
mean night surface temperature was observed to be -2.2°C in the year 2001 which
increased to -1.4°C in the year 2020. The NDSI forms a good correlation (− 0.92)
among all other remote sensing indices, demonstrating that LST has a significant
impact on the snow-covered region of the basin. Thus, incessantmonitoring of LULC
dynamics is essential to guide supportable land-use strategies in this region that
promote environmental protection and economic development.
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30.1 Introduction

Growing anthropogenic activities to meet the demand of the burgeoning population
creates pressure on the natural resources of the Earth and causes an imbalance in
terrestrial ecosystems at a different spatial scale (Hua and Ping 2018; Zhanga et al.
2013). Land cover is the interface where the interaction of energy andmatter between
the atmosphere and Earth system occurs (Tan et al. 2020). Land Surface Tempera-
ture (LST) reflects the energy flow interaction between the atmosphere and the Earth
system.TheLSThas a connectionwith the regional climate change andglobal climate
responses with an imperative influence in agriculture, hydrology, ecology, and envi-
ronment (Vancutsem et al. 2010; Zhao et al. 2016). In general, land use and land cover
(LULC) are used synonymously. However, the biophysical ground surface is referred
to as land cover, and the land cover modified by humans is referred to as land use for
the political, and socioeconomic conditions (Aldhshan and Shafri 2019). The LULC
change is one of the key approaches for natural resources managers, particularly
in developing nations to understand the surface resources dynamics (Li and Wang
2019). The study of land-use and land cover change (LU/LCC) is an environmental
change study that is strongly connected to socioeconomic development.

Different studies have been carried out to determine the influence of LULCchange
on regional climate through different processes e.g. heat and water fluxes (Anderson-
Teixeira et al. 2012), wind speed (Xia et al. 2016), and boundary layer turbulences
(Takata et al. 2009). To explore the underlying science between LULC change and
local climate has become a hot research topic among environmental and climate
researchers (Mahmood et al. 2014; Pitman et al. 2012). The land surface physical
characteristics such as radiation, heat absorption, and water vapor exchange with
the atmosphere are directly linked with the LULC change and which ultimately
influence the regional climate. Further LULC changes alter the vegetation type,
density (Singh et al. 2020), and chemical composition of the land surface (Chuai
et al. 2018). Thus, the LULC changes alter the terrestrial carbon stocks and their
fluxes (Brovkin et al. 2013; Xiong et al. 2014), resulting increase in the level of
atmospheric greenhouse gases (Ramdani and Hino 2013). Land surface temperature
is proved to be one of the key physical properties to study the Earth system’s surface
energy equilibrium (Chen et al. 2020). Changes in LST causes urban heat island
(Choudhury et al. 2019; Jaiswal and Jhariya 2020), heat waves (Zou et al. 2021),
ecosystem alternation (Opelele Omeno et al. 2021; Tan et al. 2020), and reduction
in agricultural yield (Majumder et al. 2020). Therefore, investigating LULC change
and its impact on LST is necessary to address regional environmental problems and
manage the natural resources sustainably (Tan et al. 2020).

Mountainous places have a climate system that differs from lower elevations, any
change in land use in the higher altitudes would have a profound impact on the total
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climate of the region (Kansal and Thakur 2017; Rittger et al. 2013). Mountainous
locations can store and filter different energies, as well as provide habitat for a wide
variety of creatures due to their terrain variation. However, due to the inaccessibility
to every location, the monitoring of the natural resources in the mountain ecosystem
becomes difficult. In addition, land expansion is often poorly managed, with little
or no input prior to the start of projects. Satellite data can be used through remote
sensing techniques tomeet the basic needs of sustainable resourcemanagement, plan-
ning, and conservation. (Meer and Mishra 2020; Vijith et al. 2018). Remote sensing
allows for a large range of observation and strong spatial continuity as compared to
traditional ways of monitoring LST. This relationship between regional and global
climate and LULC and LST has been studied extensively using remote sensing data
(Chen et al. 2020; Ding and Shi 2013). It is helpful in land resource management and
for global climate change studies. Remote sensing data has been extensively used
for LULC monitoring regarding its spatio-temporal dynamics. For instance, several
indices derived from remote sensing are utilized for the classification of various
LULC classes. For example, vegetation features in terms of water content and green-
ness can be differentiated using the NDWI, NDVI, respectively (Aldhshan and Shafri
2019; Edan et al. 2021) and snow-covered surface areas with the help of normalized
difference snow index (NDSI).

In this study, an attempt has been made to evaluate the land-use dynamics of the
Alaknanda river basin and to further estimate the changes in the land cover with
the land surface temperatures for the years 2001 and 2020. Investigation of regional
LU/LC and temperature change patterns and processes can serve as a model for a
broader spectrum of global change research.

30.2 Study Area

The Alaknanda, a Himalayan River flowing in Uttarakhand, is a significant head-
stream of the Holy River Ganga. It originates from the confluence of Sathopanth
and Bhagirath Kharak glaciers, flows downstream to meet River Saraswati tributary
at Mana village India, 21 km from Tibet. After flowing 200 km from its origin,
the Alaknanda River confluences with the Bhagirathi River (another headstream of
Ganga) at Devprayag and continues as River Ganga (Remya et al. 2020). The total
area of the Alaknanda basin taken in this study is about 10,278 km2, keeping the
outlet at Rudraprayag lies in between 78º 45′ E and 80º 15′ E longitudes and 30º 10′
N to 31º 5′ N latitudes. The elevation of the basin ranges between 609 and 7804 m
(Singh and Kansal 2020). The basin observes sub-tropical, humid, and alpine types
of climate. Every year, more than 75% of the total annual rainfall is delivered during
the monsoon period i.e., from June to September. The physiography of the basin
results from immense tectonic movements, and heavy downfall comprised of high
relief, elevated steep hilly terrains, v-shaped valleys, river terraces, and high drainage
density (Panwar et al. 2017). Microclimatic conditions predominate in the basin due
to hilly terrain and temperature changes spatio-temporally. Due to this, the region
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Fig. 30.1 The study area map of the Alaknanda river basin

is susceptible to numerous natural disasters in the form of cloudbursts, flash floods,
landslides, and earthquakes (Kansal et al. 2014; Singh and Kansal 2022). The study
area map of the river basin is displayed in Fig. 30.1.

30.3 Materials and Methodology

The method used in this study has been broken down into three main parts to inves-
tigate the relationship between the LULC and the LST in the area. In the first step,
natural resources of the region such as water, snow, vegetation, and other LULC
features were extracted. In the second phase, the LST for both day and night were
obtained. Finally, in the third phase, the statistical analysis by estimating correla-
tion as well as the variation of LST with different features was studied. The overall
methodology to assess the resources in the Alaknanda river basin and their variation
with LST is shown in Fig. 30.2.

The study utilizes numerous satellite datasets provided by Moderate Resolution
Imaging Spectroradiometer (MODIS) to assess the resources on the surface of the
Earth, the details of which are as follows:

a. MODIS Yearly Land Use Land Cover—MCD12Q1.006, at 500 m spatial
resolution.
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Fig. 30.2 The methodology used in the study

b. MODIS Terra Daily Land Surface Temperature (both Day and Night)—
MOD11A1.006, at 1000 m spatial resolution.

c. MODIS Terra Daily Normalized Difference Water Index (NDWI)—
MOD09GA_006_NDWI, at 1000 m spatial resolution. This product was gener-
ated from MODIS Surface reflectance composites (MODIS/006/MOD09GA).

d. MODIS Terra Daily Normalized Difference Snow Index (NDSI)—
MOD09GA_006_NDSI, at 1000 m spatial resolution. This product was
also generated from MODIS Surface reflectance composites (MODIS/006
/MOD09GA).

e. MODIS 16 Daily Normalized Difference Vegetation Index (NDVI)—
MOD13A1.006, at 500 m spatial resolution.

All the datasets were obtained from the cloud-based Google Earth Engine (GEE)
(Gorelick et al. 2017; Sidhu et al. 2018; Singh et al. 2018) platform using different
image retrieving algorithms for the years 2001 and 2020. The details of each image
and its algorithm could be obtained from https://developers.google.com/earth-eng
ine/datasets/catalog/modis?hl=en.

MODIS NDVI

NDVI is a commonly used vegetation index based on the observation that different
surfaces reflect or absorb different portions of the electromagnetic spectrum
(Carrasco et al. 2020; Kafy et al. 2021; Mushore et al. 2017). Using the difference
in reflectance between the near-infrared and red wavelengths of the electromagnetic
spectrum, this indicator measures the amount and vigor of vegetation on the surface
of the Earth. NDVI is highly sensitive to changes, and therefore, alterations in NDVI
may result in changes in LST (Ding and Shi 2013; Tran et al. 2017). The equations
used to determine the NDVI is given by Eq. 30.1:

NDVI = MODISB(NIR) − MODISB(RED)

MODISB(NIR) + MODISB(RED)
(30.1)

https://developers.google.com/earth-engine/datasets/catalog/modis?hl=en
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where, MODISB(NIR) = Near infra-red band of MODIS imagery, and MODISB(RED)
= Red band of MODIS imagery.

MODIS NDSI

Snow is a valuable fresh water source and an important part of the hydrological cycle
(Rittger et al. 2013; Thakur et al. 2018). NDSI is satellite derived index which is used
to prepare snow cover maps. The decrease in snow cover could indirectly indicate
the increase in the LST value. The NDSI could be estimated by Eq. 30.2 given by:

NDSI = MODISB(GREEN) − MODISB(SWIR)

MODISB(GREEN) + MODISB(SWIR)
(30.2)

where, MODISB(GREEN) = Green band of MODIS imagery, and MODISB(SWIR) =
Short-wave Infra-red band of MODIS imagery.

MODIS NDWI

Water is a major component of Earth ecosystem balance that maintains the carbon
cycle, climatic variabilities, etc. for the sustainability of life. The NDWI is the most
important and widely used remote sensing-based indicator that measures water or
moisture on the ground (Choudhury et al. 2019; McFeeters 1996; Xu 2006). For the
measurement of NDWI, Green and NIR bands of any multispectral images are used
as per Eq. 30.3:

NDWI = MODISB(GREEN) − MODISB(NIR)

MODISB(GREEN) + MODISB(NIR)
(30.3)

Statistical Analysis Using Pearson’s Correlation Coefficient

Linear regression was used to make scatter plots for the years 2001 and 2020. These
plots show how the environmental variables (NDVI/NDWI/NDSI) affect LST inten-
sification. The values of LST, NDWI, NDVI, and NDSI pixels were extracted over
500 points on the study region using GEE algorithms. To figure out the relation-
ship between LST and NDVI, NDSI, and NDWI, Pearson’s correlation coefficient
(‘r’) was used. The dependent variable was LST, and the independent variables were
NDVI/NDWI/NDSI. Pearson’s ‘r’ was found out through the Eq. 30.4:

r =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
(30.4)

where, x denotes the value of NDVI, NDWI, and NDSI, and y denotes LST values. xi
and yi are single samples that are indexed with i. x and y represent the mean values.
‘n’ represents the number of samples.
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Fig. 30.3 The land use land cover map of the Alaknanda river basin for the years a) 2001, b) 2020

30.4 Results and Discussions

30.4.1 Land Use Land Cover Change (2001 and 2020)

Atotal of 16 landuse land cover classes, namely,DeciduousBroadleaf Forests (DBF),
Evergreen Broadleaf Forests (EBF), Mixed Forests (MF), Closed Shrublands (CS),
EvergreenNeedleleaf Forests (ENF),OpenShrublands (OS),WoodySavannas (WS),
Savannas (S), Grasslands (G), Permanent Wetlands (PW), Croplands (C), Urban
and Built-up Lands (BU), Cropland/Natural Vegetation Mosaics (CNV), Permanent
Snow and Ice (PS), Barren (B), and Water Bodies (WB) were identified, covering
10,278 km2 as shown in Fig. 30.3.

The areal distribution of each land cover class for the years 2001 and 2020 is
shown in Table 30.1. It is observed that in the year 2001, 28.1% of total area was
occupied by the B, followed by G (26.1%), WS (17.6%), MF (12%), PS (6.3%), C
(4.5%), ENF (2.5%), S(1.9%), EBF (0.6%) DBF(0.3), OS(0.02%), BU(0.004%) and
CS(0.002%). On comparing LULC of 2001 and 2020, the increase in the area was
observed in S by 3.42%, PS by 0.79%, MF by 0.49%, WB and CNV by 0.02% each.
While the decrease in the area was observed in the C by 2.26%, B by 1.1%, G by
0.6%, WS by 0.3%, ENF, DBF, and EBF each by 0.2%, and OS by 0.02%.

30.4.2 LST (Day and Night)

In the year 2001, the value of LST Day (Fig. 30.4a) ranged from − 14.9 to 26.5 ºC,
having a mean value of 10.7 ºC, and the LST Night (Fig. 30.4c) ranged from − 28.3
to 14.4 ºC having mean value of− 2.2 ºC. In 2020, the value of LSTDay (Fig. 30.4b)
ranged from − 13.3 to 25.4 ºC, having a mean value of 10.3 ºC, and the LST Night
(Fig. 30.4d) ranged from − 23.1 to 14.4 ºC having a mean value of − 1.4 ºC. It is
observed that the LST has the minimum values in the northern and eastern region,
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Table 30.1 The areal distribution and area change of each LULC feature for the years 2001 and
2020

Class Area 2001 (km2) Area 2020 (km2) Area change between 2001
and 2020 (km2)

Evergreen needleleaf forests
(ENF)

257.00 236.41 − 20.59

Evergreen broadleaf forests
(EBF)

59.38 41.259 − 18.13

Deciduous broadleaf forests
(DBF)

34.345 14.815 − 19.53

Mixed forests (MF) 1,234.71 1,285.44 50.73

Closed shrublands (CS) 0.214 0.429 0.22

Open shrublands (OS) 2.15 - − 2.15

Woody savannas (WS) 1,804.64 1,776.10 − 28.54

Savannas (S) 197.55 549.114 351.56

Grasslands (G) 2,686.00 2,629.88 − 56.12

Permanent wetlands (PW) - 0.645 0.65

Croplands (C) 466.442 234.66 − 231.78

Urban and built-up lands
(BU)

0.43 0.43 0.00

Cropland/natural vegetation
(CNV)

- 1.72 1.72

Permanent snow and ice
(PS)

650.205 730.948 80.74

Barren (B) 2,885.10 2,774.37 − 110.73

Water bodies (WB) - 1.933 1.93

while the western and southern region shows a high value of LST in all of the years.
On comparing the LST Day of 2020 with 2001, it is found that the values of mean
LST have decreased by 0.4 ºC, which could be due to the increase in the forest cover.
However, the value of LST Night has increased by 0.8 ºC, which might indicate the
increase in the construction and mining activities during the night-time.

30.4.3 LULC Versus LST

In the year 2001, out of all the classes, the maximum and minimum value of mean
LSTDay is observed for the class C (23.1 ºC) and the class OS (− 10.1), respectively,
and, the maximum and minimum value of mean LST Night is also obtained for class
C (10.9 ºC) and class OS (− 19.2 ºC), respectively. In the year 2020, the maximum
and minimum value of mean LST Day is observed for the class CNV (22.9 ºC) and
the class PS (− 3.42), respectively, while the maximum and minimum value of mean
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Fig. 30.4 The spatial pattern of land surface temperature for the Alaknanda river basin for a) day
2001, b) day 2020, c) night 2001, d) night 2020

LSTNight is obtained for class CNV (11.6 ºC) and class PS (− 14.9 ºC), respectively.
The different values of LST day and night obtained for the year 2001 and 2020 for
every LULC class is displayed in Table 30.2.

Table 30.3 denotes the changes in the LST values over each LULC class for the
year 2001 and 2020. It is observed that maximum andminimum increase in the mean
LST day is obtained for the DBF (0.91 ºC) and S (0.6 ºC) class, respectively, while
the maximum and minimum decrease in the mean LST day is obtained for the CS (−
4.98 ºC) and B (− 0.21 ºC) class, respectively. The increase in the mean LST over
DBF and S could indicate deforestation in the region. Moreover, the maximum and
minimum increase in the mean LST night is obtained for the PS (2.82 ºC) and WS
(0.06 ºC) classes, respectively. In contrast, the maximum and minimum decrease in
the mean LST night is obtained for the CS (− 1.39 ºC) and C (− 0.18 ºC) classes,
respectively.

30.4.4 NDVI Versus LST

The NDVI value of more than 0.6 represents the forest cover, while very low value
(0.1 and less) represents barren/sand/snow area, moderate values (0.2–0.3) represent
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Table 30.3 The change in the values of LST day and night over each class

LST day change between 2001 and 2020 LST night change between 2001 and 2020

Min Max Mean Std. Min Max Mean Std.

DBF 0.56 − 0.42 0.91 − 0.44 1.89 − 0.84 1.57 − 0.53

ENF 0.26 − 0.57 0.34 − 0.49 0.19 − 0.30 0.96 − 0.33

MF 2.03 − 0.30 0.22 − 0.32 − 0.28 0.50 0.82 − 0.20

S − 4.27 − 0.99 0.06 − 0.25 − 0.90 − 0.19 0.29 − 0.25

EBF 0.92 − 0.56 0.00 − 0.37 2.03 0.11 0.71 − 0.36

B 3.89 0.95 − 0.21 − 0.70 7.02 1.28 1.26 − 0.79

PS − 0.02 − 1.44 − 0.51 − 0.59 3.94 3.89 2.82 − 0.95

WS − 0.44 − 1.16 − 0.64 − 0.01 0.91 0.03 0.06 − 0.07

C − 0.67 − 1.16 − 0.72 − 0.17 0.32 − 0.31 − 0.18 − 0.23

BU − 1.12 − 0.39 − 0.76 0.36 0.88 0.14 0.51 − 0.37

G − 0.17 − 1.46 − 0.91 − 0.40 0.15 0.24 0.06 − 0.39

CS − 4.98 − 4.98 − 4.98 0.00 − 1.39 − 1.39 − 1.39 0.00

grasslands and shrubs. The value of NDVI ranged from− 0.1 to 0.83, having a mean
value of 0.3 in the year 2001, while it ranged from − 0.09 to 0.86 with a mean value
of 0.32 in the year 2020, as shown in Fig. 30.5. The overall high NDVI values in both
the images are in the southwestern and central regions of the basin. The low NDVI
values denoting water/snow are predominant in the eastern and northern parts of the
basin. The increase in the mean NDVI is mainly due to the expansion of the forest
cover in the central part of the basin.

A scatter plot between high NDVI (representing forest) and LST is displayed in
Fig. 30.6. It is observed that the NDVI varies negatively with the LST, indicating
lesser temperature at higherNDVIvalues. These correlations betweenNDVI andLST
Day were negative all the time, declining from − 0.21 to − 0.14. The correlations
between NDVI and LST Night were also negative, declining from − 0.15 to − 0.06.

Fig. 30.5 The NDVI map for the year a) 2001 and b) 2020
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Fig. 30.6 The scatter plot between LST and NDVI a) LST Day vs NDVI 2001, b) LST Day vs
NDVI 2020, c) LST Night vs NDVI 2001, d) LST Night vs NDVI 2020

30.4.5 NDSI Versus LST

The value of NDSI ranged from − 0.6 to 0.77, having a mean value of − 0.02 and
standard deviation of 0.38 in the year 2001, while it ranged from − 0.6 to 0.76 with
a mean value of 0.06 and standard deviation of 0.38 in the year 2020, as shown in
Fig. 30.7. The overall highNDSI values, denoting snow area, in both the images are in
the eastern and northern regions of the basin. The low NDSI values are predominant
in the southwestern part of the basin. The increase in the mean NDSI indicates the
increase in the overall snow area in the basin.

A scatter plot between NDSI > 0 (representing snow) and LST is displayed in
Fig. 30.8. It is observed that the NDSI varies negatively with the LST, indicating

Fig. 30.7 The NDSI map for the year a) 2001 and b) 2020
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Fig. 30.8 The scatter plot between LST and NDSI a) LST Day vs NDSI 2001, b) LST Day vs
NDSI 2020, c) LST Night vs NDSI 2001, d) LST Night vs NDSI 2020

lesser temperature at higher NDSI values. These correlations between NDSI and
LST Day were significantly negative all the time, rising from − 0.91 to − 0.92. The
correlations between NDVI and LST Night were also negative all the time, rising
from − 0.83 to − 0.87.

30.4.6 NDWI Versus LST

The value of NDWI ranged from − 0.35 to 0.53, having a mean value of 0.03 and
standard deviation of 0.17 in the year 2001, while it ranged from − 0.21 to 0.55
with a mean value of 0.08 and standard deviation of 0.16 in the year 2020, as shown
in Fig. 30.9. The overall high NDWI values, denoting snow/water area, in both the
images are in the eastern and northern regions of the basin. The lowNDWI values are
predominant in the southwestern part of the basin. The increase in the mean NDSI
indicates the increase in the overall snow/water area in the basin.

A scatter plot betweenNDWI> 0 (representingwater/snow) and LST is displayed
in Fig. 30.10. It is observed that the NDWI varies negatively with the LST, indicating
lesser temperature at higher NDWI values. These correlations between NDWI and
LST Day were significantly negative for all the time, rising from − 0.81 to − 0.89.
The correlations between NDVI and LST Night were also negative for all the time
rising from − 0.74 to − 0.82.
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Fig. 30.9 The NDWI map for the year a) 2001 and b) 2020

Fig. 30.10 The scatter plot between LST and NDWI a) LST Day vs NDWI 2001, b) LST Day vs
NDWI 2020, c) LST Night vs NDWI 2001, d) LST Night vs NDWI 2020

30.5 Conclusion

In this study, multi-temporal and multi-spectral MODIS satellite imageries were
utilized to study the influence of land use the land cover on land surface tempera-
ture for the year 2001 and 2020. The study demonstrates the effectiveness of remote
sensing techniques in conjunction with geographic information systems (GIS) in
extracting land use information and estimating landscape changes of the Alaknanda
river basin. The results showed that in the last 20 years, the Savanna region has
grown by 352 km2 (3.4%), while croplands have shrunk by approximately 231 km2

(2.3%). The mean daily temperature of the surface in the year 2001 is observed to
be 10.7 ºC which decreased to 10.3 ºC in the year 2020. The mean night temperature
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of the surface has increased from − 2.2 ºC in year 2001 to − 1.4 ºC in the year
2020. The increase in the mixed forest areas and decrease in the barren region could
have contributed to the fall of LST day. TheMODISNDSI highly correlates (− 0.92)
among all the remote sensing indices, indicating the strong impact of LST over snow-
covered regions. This knowledge is essential for expandingoperations involving envi-
ronmental planning and landscape monitoring. Several studies addressing the moni-
toring of current natural resources could benefit from this research. Furthermore, it
is deduced that ongoing monitoring of LULC dynamics is essential to lead support-
able land-use strategies in this region that promote environmental conservation and
economic development.
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Chapter 31
Geospatial Applications in Wildlife
Conservation and Management

A. O. Varghese, Arun S. Suryavanshi, and Chandra Shekhar Jha

Abstract Wildlife, which is one of the integral parts of our ecosystem, nowadays
facing a severe threat from anthropogenic actions, like forest obliteration, wildlife
poaching and trade, introduction of invasive species, pest and diseases, etc. More-
over, the anthropogenic influence on the Earth’s environment and climate is altering
the nature of wildlife habitats and which in turn is accelerating the process of wildlife
extinction in a faster way. Advancement in geospatial technology gives conserva-
tionists the benefit to improved understanding of the wildlife, their habitats, and the
danger that they are facing, in a scientific way to simplify the process of planning,
implementing, and tracking wildlife for conservation and management activities.
This chapter provides an appraisal of various geospatial technologies in wildlife
conservation and management that can be utilized effectively. One of the major
applications of geospatial technology in wildlife management is habitat assessment.
Wildlife habitat can be assessed for risk assessment, suitability assessment, habitat
utilization pattern, and habitat restoration program or protecting threatened habitats.
Bio-logging or bio-telemetry, one of the geospatial technologies, provides mean-
ingful information about the movement ecology of individual species which can be
used to understand the behavioral pattern of wildlife in relation to its environment.
Another use of geospatial technology is the assessment of home ranges, territories,
corridors, and connectivity metrics with the aid of bio-telemetry/camera traps/pug
marks/visual observations.Assessment of human–wildlife conflicts for conflictsmiti-
gation efforts is yet another application that offers a wide variety of solutions to the
managers to mitigate conflicts. Nowadays geospatial technology is being used for
wildlife census, wildlife crime investigation, and Management Effectiveness Evalu-
ation (MEE) of protected areas. This chapter briefly explains the methodologies and
utilities of various applications mentioned above with some examples to demonstrate
the utility of geospatial technology for wildlife conservation and management.
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31.1 Introduction

Wildlife conservation and management denotes preserving wildlife and their
surroundings to sustain healthy species or populations and to protect or improve
and reinstate the natural ecosystems in which they live. Geospatial technology can
efficiently simplify the process of evaluation, monitoring, planning, and manage-
ment of wildlife species/population and their habitat for conservation in an accurate,
timely, and cost effective way. Current development in wildlife biotelemetry tech-
niques enhanced the gathering of positional data at an increasing rate and precision
ushered the path for development of new methods of analysis of movement ecology,
home ranges, territories, corridors, migration, and dispersal of the wildlife species.
Availability of submeterVHS satellite imagery and centimeter-scale images captured
frommanned aerial andUAV surveys have enhanced the potential forwildlife census.
These advancements in biotelemetry and remote sensing data availability (multifre-
quency, multitemporal and multiscale) with the arrival of new image processing and
GIS techniques open a new scenario in geospatial applications for wildlife conserva-
tion and management. This leads to the improvement in species–habitat relationship
modeling, habitat quality and risk assessment, habitat utilization pattern and space
use, human–wildlife conflict assessment and mitigation efforts more precisely and
effectively. This chapter examines the utility of various geospatial technologies in
wildlife conservation and management under the following themes.

• Study of movement ecology and behavioral pattern
• Home Range and Territory analysis
• Species—habitat relationship modeling/habitat suitability assessment
• Wildlife Corridors and Connectivity metrics
• Habitat quality, Risk assessment, and maintenance
• Habitat utilization pattern/space use
• Wildlife Census
• Human–Wildlife conflicts assessment and mitigation efforts.

31.2 Study of Movement Ecology and Behavioral Pattern

A spatial variation in the location of wildlife with reference to time, determined
by processes which act across its habitat in numerous spatial and sequential scales
is a fundamental characteristic of wildlife. This movement of wildlife in relation
to its environment is called movement ecology (Nathan 2008). Food accessibility,
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predator evasion, and ecological settings, that will increase its capacity to survive
and reproduce, are some of the factors affecting the movement of wildlife (Morales
2010). Being sedentary in annual ranges, migration, nomadism, and dispersal are the
four major population-level distribution strategies of animal movement (Mueller and
Fagan 2008; Matthysen 2012). Along with the types of movement, characteristics
of movement like trails, distance and timing, dimension of home ranges or territo-
ries, habitat choice, habit of layover locations by migratory species are some of the
important components to be incorporated in species conservation and management
(Allen and Sigh 2016).

One of the geospatial technology, bio-logging or bio-telemetry, gives positional
information of collared wildlife in terms of latitude and longitude of a particular
place. Wildlife tracking initially trusted on Very High Frequency (VHF) methods,
i.e., wildlife fixed with transmitters releasing radio frequencies received by conser-
vationist through the radio receivers they are holding (Craighead 1998). This tech-
nique necessitates receivers to be near to the wildlife species to triangulate their
locations; hence the conservationists need to be in the field. The disadvantage of
this traditional method is the presence of the conservationist in the field which may
disturb the wildlife behavior (Cooke et al. 2004). The advent of satellite telemetry
allows remote tracking of animal positions and movements without affecting animal
behavior. Argos and Iridium satellites systems have emerged as the predominant
satellite-based system for tracking wildlife (Herbert 2002). Argos systemwhich uses
Doppler-based positioning (Tomkiewicz et al. 2010) is less accurate and because of
this it can be used for migration and dispersion patterns of wildlife species. Iridium
satellites provide pole-to-pole coverage and are overhead for ten minutes at a time.
In Xeos Iridium products the GPS position accuracy is up to 1.5 m, while in Argos
positions it is generally up to 50 m (Argos 2016). Collared animals’ locations can
be mapped by using its time stamped graticules in near real-time mode based on the
frequency of the locational information gathered or can be analyzed bymeans of GIS
software (Turner et al. 2000). There is much evidence that shows that radio telemetry
has provided increased opportunities to examine activity patterns, habitat use, and
behavior of wildlife species (Samuel 1994), and its reliability and remote detection
of the collared animal’s position are other advantages. Satellite telemetry provides
a lot of useful information about animal migration (Fronczak et al. 2017; Hoodless
and Heward 2019; Moore et al. 2021), temporal and spatial patterns of movement
during migration, identification of the staging areas, critical stopover sites, wintering
grounds and energy requirements (Kenow et al. 2000). GPS-based spatial positions
with high frequency, time stamped data, gathered systematically can be represented
as movement tracks (Nathan et al. 2008), and the higher the frequency of positions,
the more trustworthy the movement paths. Varghese et al. (2020) used radio-collared
data of four elephants representing four different herds in Central Indian forests
to study the movement ecology of the pachyderms. The distance covered by each
elephant per hour is calculated based on the hourly GPS fixes. Using the distance
between successive graticules, the movement path of each elephant (Fig. 31.1) is
created for hourly, daily, seasonal, and annual basis in the geodatabase (Fig. 31.2).
As per the path analysis, elephants in the study area are moving at an average speed
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Fig. 31.1 Trail path of the elephant Dev constructed using successive graticules of the collared
data

of 394 m/h and much of their activity is in between 16:00 and 06:00 h. The average
distance covered per day is 8.7 km and the maximum speed registered is 726 m/h.
As per the activity level observed, elephants sleep from 10:00 to 12:00 AM h, the
polyphasic sleeping habit of the elephants is not evidenced. Evelyn et al. (2010)
quantified the kill rates and bases of difference in kill rates of predators to their prey
using GPS-based movement data for quantifying key predation components of large
carnivores. They showed the utility of geospatial models in the study of wildlife as
well as landscape features on handling time or killing competence of predators.

31.3 Home Range and Territory Analysis

A home range of an animal is the zone in which it survives and moves on a regular
basis and the territory is the area that is actively defended from other individuals
or species within home range. The notion of the home range was presented origi-
nally by Burt (1943) by plotting charts displaying the animal presence registered
at various times. Information for drawing a home range can be obtained from
bio-telemetry/camera traps/pug marks/careful visual observations of the species.
Currently, the wildlife tied or implanted with a collar is the most common method to
observe its movement and then its home range or territory. The geographical scale of
wildlife’s space usage, its home range extent, is an important feature for conservation
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Fig. 31.2 Diurnal variation in the movement of the elephants (averaged from four collared
elephants)

and management of that species as well as its individuals and thus by ecosystems in
which they live (Ofstad et al. 2016). Geoinformatics is an ideal tool for analyzing the
home ranges of wildlife species spatially and temporally. Constructing the minimum
convex polygon (MCP) round the presence data is the easiest method of estimating
the home range but this tends to overestimate the range. Several approaches are
there nowadays to assess the home range apart from MCP and the commonly used
are the grid cell method, kernel density estimators (KDE) (Worton 1989), and low
convex hull (LoCoH) (Getz and Wilmers 2004). The Brownian bridge movement
model (BBMM), a trajectory-based estimation approach, introduced by Horne et al.
(2007), has developed as better substitutes to conventional KDE (Downs and Horner
2012). BBMMincorporated animal’smovement trail, with distance and time lag, into
the model contrary to discrete locational points of the KDEmodel, which delivers an
approximation of the wildlife’s mobility denoted as the Brownian motion variance.
KDE is the most statistically efficient non-parametric method for probability density
estimation (Silverman 1986; Izenman 1991; Tsurlach 1999). KDE uses positional
information of an animal to generate a utilization distribution pattern, which defines
the likelihood of finding that animal in an assumed site (Worton 1989). In KDE, a
kernel distribution (i.e., a three-dimensional hill or kernel) is placed on each telemetry
location and the height of the hill is determined by the bandwidth of the distribution
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(Worton 1989; Seaman and Powell 1996). Home Range Extension in ArcView GIS,
the Home Range Tools in ArcGIS, Open JUMPHoRAE (a free GIS and toolbox)
are some of the tools applicable for this purpose. In a study conducted by Varghese
et al. (2020) in central Indian forests, the home ranges of four collared elephants
were derived using KDE method with 0.95% probability of occurrences contours.
KDE with fixed biweight kernel using automated rule-based ad hoc bandwidth was
employed to derive the home ranges (Fig. 31.3). In Chhattisgarh the average size
of the home ranges of the elephants including buffer areas is 2898 km2. This is
mainly because Asian elephants are long ranging species with extensive habitat and
nutritional requirements. If core area alone is considered as home range the average
size of the home range is 1221 km2. Using the camera trap locations of four years,
Varghese and Suryavanshi (2017) derived the home ranges of some of the tigers in
Melghat Tiger Reserve inMaharashtra, India byMCPmethod (Fig. 31.4). This study
also documented the annual fluctuation of the home ranges and dispersal pattern of
tiger cubs in the study area using camera trap locations.

Fig. 31.3 The home range and the probability of occurrence of the elephant Dev derived using
KDE method
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Fig. 31.4 Home ranges of some of the tigers in Melghat tiger reserve derived using minimum
convex polygon method

31.4 Species–Habitat Relationship Modeling/Habitat
Suitability Assessment.

A habitat of a species is an ecological or environmental setup and zone that is occu-
pied by a specific species (Hall et al. 1997). Each species requires a set of necessities
of resources and environmental conditions to live and replicate and the way a species
uses its habitat is called its niche (Hutchinson 1957). Some species occupy a very
narrow niche, means that they have very strict habitat necessities and can only live
under certain habitat settings, and they are called habitat specialists. Other species
occupy a broad niche, means that they are very flexible in their habitat wants and can
live in a variety of habitat circumstances, called habitat generalists (Pandit 2009).
General habitat necessities of numerous wildlife species are known, but no species
habitat requirement are fully described or understood. In general, vertebrate’s habitat
requirements are well recognized than that of invertebrates species. Geospatial tech-
nology can successfully be used for habitat suitability assessment. Main components
considered for habitat assessment are habit of the species, dietary requirements,water,
shelter for prey from predators or ambush cover for predators, temperature cover, nest
sites, etc. (Krausman 1999). In habitat association modeling the fitness can be classi-
fied into a binary (suitable and unsuitable), ordinal (high, medium, low) or ratio (an
index score) values as per the requirement of the conservation biologist. The species’
habitat can be derived by biotic and environmental features associated with it and
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its distribution can be predicted from the model used to a wider area. Commonly
two GIS modeling approaches are in use for habitat suitability: inductive and deduc-
tivemethods (Corset et al. 2000). Deductive technique uses known species ecological
requirements, from literature or expert opinion, to extrapolate suitable areas from the
environmental variable/thematic layers in the GIS database. In inductive approach,
the ecological requirements of the species will be derived from the localities in which
the species occur based on the presence–absence data or abundance and extrapolate
to a wider area (Skidmore 2002; Varghese et al. 2010). Generalized linear or additive
models (logistic or poisson regression), artificial neural networks, classification and
regression trees (CARTs), and genetic algorithms are some of the methods which use
inductive suitability assessment (Fallah et al. 2009; Gobeyn et al. 2017). Biomapper,
openModeller, Maxent, or DesktopGARP etc. are some of the stand-alone modeling
packages useful for the purpose. Inductive models are possibly better than deduc-
tive models but they necessitate collection of lot of field data, which requires more
time and effort. Based on a binary deductive method Varghese et al. (2016) sepa-
rated out suitable habitat of Great Indian Bustard (GIB) in GIB Wildlife Sanctuary
for the realignment of the GIB Sanctuary. Habit and habitat of GIB (obtained from
the literature and experts) gradient, patch size and disturbance sources are the main
parameters considered for the assessment. Based on these criteria, suitable habitats
of GIB are derived using geospatial technology with an area of 1222 km2 and 95%
overall accuracy. The rationalized GIB wildlife sanctuary was demarcated on the
suitable habitats based on ecological and realistic management criteria like fragmen-
tation, contagion, patch size, and Juxtaposition by the committee set by Honorable
Supreme Court of India (Fig. 31.5).

31.5 Wildlife Corridors and Connectivity Metrics

The linear paths in a landscape, which connect two or more suitable habitats, used
by wildlife for migration or dispersal are called corridors. Corridors of wildlife
provide the connecting link from one patch of suitable habitat to another and thus
by decreasing the isolation of species (Daniel et al. 1997) or inbreeding depres-
sion. Wildlife corridors can be classified into several categories based on the amount
of the linear feature is fragmented or the number of linear features used by the
concerned species or its function and the species which it uses. So elephant corri-
dors can be arbitrarily classified into the following types as per their spatial context;
(a) Standard corridor (b) multiple corridor (c) Foothill corridor (d) Stepping-stone
corridor (e) Fragmented forest corridor and (f) community corridor, etc. (Venke-
taraman et al. 2017). Corridor is one of the three landscape elements in ecological
literature, the other two being ‘patch’ and ‘matrix’ (Forman and Godron 1986).
A number of connectivity metrics are developed for conservation planning and
monitoring based on structural and functional connectivity, species–non-specific
and species-specific population sizes, spatial and dispersal functions (Keely et al.
2021). An ideal method to identify the corridor of a species in GIS is founded on
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Fig. 31.5 Suitable habitat of GIB and associated species derived using deductive modeling

empirical observations of the trail path of that species (Graves et al. 2007) and the
common methods are least-cost path approach (Sawyer et al. 2011; Cushman et al.
2013; Correa et al. 2016; Rudnick et al. 2012) and circuit theory (McRae et al.
2008; Rudnick et al. 2012). Apart from these other approaches are graph theory
(Urban et al. 2001; Carroll et al. 2011), resistant kernel models (Compton et al.
2007), and individual-based movement models (Cushman et al. 2013). All these
approaches are based on landscape resistance functions (RSFs), the cost of move-
ment of a species across a site in the landscape (Zeller et al. 2012; Boyce et al. 2002).
Many of these corridor models do not include the species behavior, even though
they are meaning to forecast animal travel (Sawyer et al. 2011; Zeller et al. 2012).
Nowadays, wildlife species trails which are obtainable with better GPS temporality
and resolutions (Brown et al. 2012) enabled the incorporation of step (Fortin et al.
2005;Thurfjell et al. 2014) andpath (Cushman andLewis 2010) selection functions in
corridormodeling. The inclusion of step and path in the corridormodelingwill enrich
our knowledge of animal space usage, behavior, and their survival in the changing
ecosystem (Barton et al. 2012; Buchmann et al. 2012). Varghese et al. (2020) used
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Fig. 31.6 Multiple corridors of the elephant Dev

GPS-derived movement data as an analytical tool for identifying behaviors of the
collared elephants and for discerning elephant corridors in Chhattisgarh. Movements
of linear parallel (form), rapid, and frequent trails (function)were considered as corri-
dors (Fig. 31.6). This study considered the efficiency and pattern of movement to
differentiate corridors from foraging movements in the habitats because corridors
are mainly used for traveling. These corridors can be called as realized or animal
defined corridors against the functional corridors mentioned above. This corridor
characterization is including function as well as form in corridor delineation than
cost-based models. In Chhattisgarh, elephants are using multiple, stepping-stone and
foothill corridors because of the highly fragmented nature of the forest. The average
width and length of the multiple corridors are 5.28 and 4.60 km (order of). In order to
ameliorate the human–elephant conflict in this study are, sensitive corridors, where
infrastructure can be deployed to broadcast the presence of the elephants to the nearest
settlements or vulnerable areas like railway crossings or roads were identified. Crego
et al. (2021) conducted a study for recognizing pivotal corridors for large herbivores,
like African elephant (Loxodonta africana), reticulated giraffe (Giraffa reticulata),
plains zebra (Equus quagga), and Grevy’s zebra (Equus grevyi)) across a multiple
land use landscape in Kenya.
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31.6 Habitat Quality and Risk Assessment
and Management

Geospatial technology is being successfully used for wildlife habitat assessment and
monitoring (Varghese 1997). Identification of the drivers for habitat degradation and
its significances, and initiation of preventive measures for appropriate maintenance
and conservation are some of the applied usage in geospatial technology (Varghese
and Menon 1999). Frequent occurrences of fire, forest fragmentation, forest degra-
dation, habitat loss, depletion of the prey base/predators etc. are some of the reasons
for habitat quality loss of the wildlife (Varghese and Suryavanshi 2017). Cover is one
of the basic needs of wildlife in its habitat which helps them to hide from heat, cold,
rain, snow, wind, and predators (Suraj et al. 1997). Wildlife sometimes need more
than one type of cover (interspersion) in an area or for different seasons. Hence,moni-
toring the cover depletion or transformation is one of the foremost requirements of
wildlife conservation. Multiscale and high temporal natures of satellite images make
it possible to map forest cover successfully over a period of time both in large scale
to small scale over the last few decades (Ashutosh and Roy 2021).

One of themost complex problems forests faces, particularly in deciduous forests,
is the recurrent incidence of fire. It is well known that fire caused extensive damage in
the wildlife habitat quantitatively and qualitatively (Menon et al. 1999). Geospatial
technology is an efficient and apt tool for forest fire management by generating fire
prone areas or fire risk areas (Prasanth et al. 2009), monitoring fires on a real-time
basis (Chand et al. 2006; Dwyer et al. 1998), and estimation of burnt scars (Mani and
Varghese 2018; Axel 2018). High temporality of the satellite data helps in analyzing
the frequency of forest fires of a particular area. Another problem which can address
successfully using remote sensing is the analysis of forest fragmentation. Forest
fragmentation is breaking of large, contiguous forested areas into smaller patches
due to anthropological development activities like roads, agriculture, utility corridors
or because of other natural calamities (Fahrig 2019). Forest fragmentation changes
the physical and biological properties of habitats, interrupts themovement (corridors)
and dispersal of the animals, and disrupts themicroenvironment at the fragment edges
(Magnago et al. 2015). Wildlife species which are sensitive to these changes can be
wiped out from these fragments. Remote sensing combined with GIS provides an
ideal tool to assess forest fragmentation both qualitatively and quantitatively (Reddy
et al. 2013). Fragstats, a computer software program designed to compute a wide
variety of landscapemetrics for categoricalmappatterns, is an ideal tool to understand
the effect of fragmentation in landscape variations (Cushman 2006; Saikia et al. 2013;
Millington et al. 2003).

As tertiary consumers’ predators play a significant part in checking prey species
such as herbivores. Likewise, the availability of the prey base for predators is also
an important factor. This equilibrium between prey and predator plays a pivotal role
in maintaining robustness of the ecosystem. Unsustainable anthropogenic activities
disturb this equilibrium and ultimately lead to the degradation of the wildlife habitats
and endanger the species which uses it (Fardell et al. 2020). Wildlife census data
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Fig. 31.7 Proposed areas for protection huts in MTR derived using wildlife census, wildlife crime,
and existing protection huts

obtained from the field along with GIS provides an excellent tool to study prey–
predator association; analysis of herbivore or ungulates density in an area (prey
base), carnivores and their territories/home range analysis, suitability analysis for
infrastructure development for forest fire watch towers, protection huts (Fig. 31.7),
salt licks, and waterholes (Fig. 31.8) (Ashwini et al. 2009).

31.7 Habitat Utilization Pattern/Space Use

Habitat utilization is themode of an animal’s usage of the biotic and abiotic resources
of the habitat for survival and reproduction. This usage involves hunting, browsing,
cover frompredator or cover for predator, nesting, roosting, courtship display, escape,
denning, or other behaviors of a species (Krausman 1999). A species may use one
habitat in summer and another in winter so seasonal or yearly basis activities of an
animal need to be studied with specific biotic and abiotic components. Combination
of radio telemetry, remote sensing, and GIS can be used as an excellent platform to
understand the habitat utilization pattern ofwildlife. The distance between successive
graticules obtained by radio telemetry can be represented as a single movement path
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Fig. 31.8 Proposed areas for water holes in MTR derived from wildlife census data and existing
waterholes

of the individual as step selection (Fortin et al. 2005; Thurfjell et al. 2014) and path
selection (Cushman and Lewis 2010). Using GPS recorded information on the date,
time, and latitude and longitude of the collared animal, a trail path can be created in
geodatabase collectively for all historic positions recorded. This can be utilized for
getting trail path for a specified duration with the length and the direction of travel,
daily activity levels, analysis of spatial and temporal variations in the behavior of the
species under consideration (Varghese et al. 2020). High resolution land use / land
cover map of the habitat under consideration along with slope, edaphic and climatic
variable can be used as inputs for habitat variables. These inputs and trail paths can be
used for habitat utilization study by feature overlay analysis using identify operation
in GIS. Overlay operation in GIS superimposes numerous features of datasets that
represent diverse thematic information composed for examining or classifying the
relationship of each layer by the combination of different attributes and geometry of
datasets or entities. Identify overlay operation provides tabular information regarding
habitat utilization patterns based on the attribute and geometry of datasets used.

Varghese et al. (2020) analyzed the habitat utilization pattern of Asian elephants in
Central India using geospatial technology. Percentage of occurrence of the collared
elephants in different land units derived from path analysis shows that elephants
spend nearly 69.79% of their time inside the forest, 23.24% of time raids into the
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Fig. 31.9 Habitat utilization pattern of the elephants in Chhattisgarh derived from LULC map and
collared data of four elephants

agricultural land, 5.49% in scrublands, 0.6% break-in to the settlements. Figure 31.9
represents the average hourly activity level of four collared elephants in each land
use/land cover class. It is observed that elephants prefer to stay in the forest during
most of the day time, especially 03:00–16:00 h (almost 90% of occurrence), and
occasionally start to raid in agricultural land in between 18:00 and 01:00 h with a
peak in between 21:00 and 24:00 h (1.60% of occurrence). Elephants sometimes
break into settlement (built-up) areas rarely from 17:00 to 03:00 h with a peak at
23:00 h (1.60% of occurrence). As can be perceived from Fig. 31.9, elephants quench
their thirst after the daytime rests in the evening with a peak at around 17:00 h (2.80%
of occurrence). Month wise occurrence of elephants in different land units shows
that because of summer, elephants occur in forest areas nearly 80% of time and less
time in forest during September–October (65%). Likewise, elephants raid in to the
agriculture land is more during October–January (nearly 30%) when the kharif and
rabi crops seasons and less in summer months (April–May, 15%).

31.8 Wildlife Census

One of the major problem in employing space borne remote sensing data in wildlife
census is the low spatial resolution relative to that of the surveyed animals or clusters
of animals (LaRue et al. 2017). Submeter very-high-resolution imageries (VHS)
taken by aerospace RS techniques are employed for wildlife census for the last few
years. Even though the VHS have the ability to map the individuals of large (above



31 Geospatial Applications in Wildlife Conservation and Management 741

0.6m)wildlife species; it is very difficult for small (below 0.6m) species (Wang et al.
2019). Panchromatic imageswith spatial resolutions below0.31mhave the capability
in wildlife census in open forest and savannahs (Wang et al. 2019). Centimeter-scale
images captured from manned aerial surveys have long been employed for animal
census over large areas, however because of their noise, such aerial surveys cause
significant disturbances to wild animals and are costly to implement in small areas.
These problems can overcome by using unmanned aircraft system (UAS) surveys
but with a tradeoff in coverage (Wang et al. 2019).

Recently, submeter VHS satellite imagery of WorldView-2, WorldView-3,
GeoEye-1, IKONOS, and Quickbird-2 are using to recognize wildlife species
with the size above 0.6 m like zebras (Equus quagga) (Yang et al. 2014),
southern right whales (Eubalaena australis) (Fretwell et al. 2014; Cubaynes et al.
2018),wildebeests (Connochaetes gnou), albatrosses (Fretwell et al. 2017), polar
bears (Ursus maritimus) (Stapleton et al. 2014; Platonov et al. 2013), and weddell
seals (Leptonychotes weddellii) (LaRue et al. 2011). Infrared thermography has been
tested based on the temperature variance in the case of some wildlife species (Good-
enough et al. 2018; Burn et al. 2006; Garner et al. 1995; Franke et al. 2012). Manual
enumeration of animals from the imagery collected from satellites (Stapleton et al.
2014; Cubaynes et al. 2018), manned aircraft (Li 1985; Wiig and Bakken 1990,
Andriolo et al. 2006), and UASs (Vermeulen et al. 2013) has been performed for
over a half century with reasonable precision (LaRue et al. 2011), but these methods
are time consuming and subjective (Linchant et al. 2015; Smyser et al. 2016). Two
main classification techniques used in general for discriminating animals are pixel-
based and object-based techniques, of these object-based image analysis can be done
in detailedmannermaking use of the capability of various RS resolutions (Wang et al.
2019). Nowadays various automatic and semi-automated algorithms are developed
by researchers for identification and enumeration of wildlife species (Rey et al. 2017)
for its census form RS data. India carried out its tiger census during 2018–2019 years
in three phases. Geotagged mobile photo-evidences considered as preliminary data
for the first phase. RS data were used to obtain the dispersal and richness of tigers
based on habitat features and anthropogenic factors in the second phase. Ultimately
in the third phase, camera trap photographs spread all over the Indian forest areas
were used to count the tigers based on its stripe patterns. As per the latest census
2019, India’s tiger population now stands at 2967, which is 70 percent of the global
tiger population (Jhala et al. 2019).

31.9 Human–Wildlife Conflicts (HWC) Assessment
and Mitigation Efforts

Necessity for more land for agriculture, roads, dams, mines, railways, and housing
as per the world’s exponential population growth caused the degradation, fragmen-
tation, and decrease of wildlife’s habitats (Acharya et al. 2016). This reduction and
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degradation of wildlife habitat resulted in various types of conflicts between humans
and wildlife (Acharya et al. 2016). The livelihood of the local people is affected
by the HWC due to the loss of human life, crops, property, and livestock (Barua
et al. 2013). The revengeful killing of wildlife endangers the wildlife species and
equilibrium of the ecosystem in which they live (Nyhus 2016).

Geospatial analysis can provide a better understanding of the spatial interactions
between humans and wildlife. Identification of conflict hotspots, spatial analysis of
HWC patterns, spatial risk models (conflict risk mapping) (Prashanti et al. 2020),
prediction and risk zonation (Ruda et al. 2018) etc. are some of the promising appli-
cation in HWC using geospatial technology. Correlation modeling based on animal
resource use, spatial association, and spatial interpolation are the frequent used
approaches in HWC analysis. These approaches use the event data gathered from
the field and identifying the specific land use/land cover category or environment
that are associated with it. KDE and Getis-Ord Gi* are two commonly used geospa-
tial hot spot analysis method (Rosenshein, 2018). Behavior pattern of the wildlife
derived from collared data with land use/land cover map can be taken as input to
analyzeHWC.Varghese et al. (2020) analyzed the hourly activity level of the collared
elephants in each land use/land cover class and identified crop raiding period and
settlement break time in Chhattisgarh on daily (Figs. 31.10 and 31.11) and seasonal
basis. The study also resulted in identifying sensitive corridors, where infrastructure

Fig. 31.10 Diurnal pattern of the elephant break-in to the settlement areas in Chhattisgarh
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Fig. 31.11 Diurnal pattern of the crop-raid of the elephants in Chhattisgarh

can be deployed to broadcast the presence of the elephants to the nearest settlements,
and vulnerable areas like railway crossings or roads to ameliorate human–elephant
conflict. Likewise, areas were identified for habitat restoration and improvement
needs and hot spots of conflicts for mitigation measures (Fig. 31.12).

31.10 Summary

Advancement in animal tracking and biotelemetry ushered the path for development
of newmethods of analysis ofmovement ecology, home ranges, territories, corridors,
migration, anddispersal of thewildlife species.Availability of submeterVHSsatellite
imagery and centimeter-scale images captured frommanned aerial and UAV surveys
have enhanced the potential for wildlife census. These advancements in biotelemetry
and remote sensing data availability (multifrequency, multitemporal and multiscale)
with the arrival of new image processing and GIS techniques open a new scenario
in geospatial applications for wildlife conservation and management. This leads
to the improvement in species–habitat relationship modeling, habitat quality and
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Fig. 31.12 Spatial representation of human–elephant conflicts types in Chhattisgarh
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risk assessment, habitat utilization pattern and space use, human–wildlife conflicts
assessment and mitigation efforts more precisely and effectively.
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